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Introduction

In the last ten years, thanks to the great advances in computer science and
to the huge improvements of strong motion networks, our knowledge of the
Earth interior and its related phenomena greatly increased. This improvement
directly comes from the amount of collected data, such as recorded signals during
earthquakes, that are now shared by worldwide databanks. We observe an
earthquake rupture from the elastic waves produced by a sudden release of
energy in the Earth's crust: the seismic waves. These waves bring informations
on both their source and all the features of the medium that they have passed
through. The aim of this thesis was to build up and test a robust methodology
to produce synthetic records which are as similar as possible to the real ones.
My �nal goal is to perform ground motion predictions with this technique to
obtain scenario simulations for probable future earthquakes in active seismic
regions.

To reproduce ground motion, we need to �nely model the earthquake source.
Since a direct observation is impossible information on seismic source processes
is retrieved from data by an inversion procedure. In the �rst Chapter I discuss in
details the representation of the earthquake source and its parameterization. A
method to obtain a source model from ground motion records is also presented.
Moreover, I discuss a technique to enrich the frequency content emitted by a
seismic source.

Along their path, seismic waves are modi�ed by the interaction with the
propagation medium, both in amplitude and frequency contents. Reproducing
the e�ect that the propagation has on data is an hard challenge for seismologists.
While it is generally possible to model the long-wavelength e�ect of the geolog-
ical structure on seismic waves, details still depend on local heterogeneities at
small scale. In the second Chapter I illustrate the theory of seismic wave prop-
agation and how it is possible to obtain the medium characteristics from data,
in terms of wave velocity distribution as function of depth. I also show how to

9



10 CONTENTS

model the Earth's structure and how to use records of small earthquakes to give
a very detailed description of all the features of the propagation medium.

As a case test for the proposed methodology, I investigated the 2009 L'Aquila
earthquake. This event of magnitude 6.3 produced hundreds of fatalities and
a huge amount of damages which a�ected L'Aquila city and the surrounding
areas. L'Aquila earthquake is also one of the best recorded events of the last
years. Moreover we also collected a large number of aftershocks which can be
used to obtain information on the propagation medium. For these reasons, this
event is a perfect candidate to test the developed method. The chapter three is
dedicated to illustrate the characteristics of this earthquake and all the analysis
we have done on the selected data.

In the fourth Chapter I apply the technique to obtain a kinematic source
model for L'Aquila earthquake and discuss its strengths and weaknesses. Finally,
in the last Chapter, I perform ground motion simulations of L'Aquila earthquake
and compare them with real observations to test their reliability. After that,
I show how to compute �blind� simulations to predict the ground motion of
a future earthquake using all the introduced ingredients and test the method
applying it again to L'Aquila case.



Chapter 1

Earthquake source description

1.1 Introduction

With the word earthquake we refer to a sudden release of energy in the Earth's
crust that produces seismic waves. These phenomena are generated by the
movements of the tectonic plates that, after their collision produce an increment
of the stress along their borders. When the maximum tectonic stress is reached,
there is a rapid release of energy causing a relative displacement of two adjacent
volumes of rocks, and generating, in this way, a discontinuity surface (fault)
between two blocks. In general, dislocations are likely to occur in regions of
crustal weakness already broken by previous earthquakes. The rupture initiates
on a small nucleation zone where the stress exceeds the static friction between
the two blocks, then the friction drops from the static to the dynamic level and
the rupture front propagates over the fault surface. From a mathematical point
of view the fault is only a �plane�, but geologically it is a complex structure with
a �nite thickness and di�erent types of rocks, that geologists usually indicate as
�fault zone�.

Generally, we can have two di�erent approaches to the earthquake rupture
processes: a kinematic and a dynamic approach. The dynamic approach is for-
mally the best one because it consists in studying the process starting from the
physical causes that are responsible of the generation of the fractures. Also, the
description of the generation and formation of the seismic waves can be derived
from this approach. Unfortunately, it is not a well-posed problem. It requires
the de�nition of the initial values and boundary conditions for the stress nec-

11



12 CHAPTER 1. EARTHQUAKE SOURCE DESCRIPTION

essary for the nucleation and the propagation of the earthquake rupture. For
this reason and for the high computational costs, we prefer to use the kinematic
approach. From a kinematical point of view, we do not have to investigate
the causes that are responsible of an earthquake, but we are interested in the
description of its e�ects, in particular describing the rupture in terms of kine-
matical variables like relative displacement on the fault and rupture velocity.
We are also interested in relate what happens in the fault region to the ground
motion recorded at the earth surface. This means that if the displacement dis-
continuity across a fault is known as a time dependent function of the position
on the fault, then the radiated �eld emitted from the source region is completely
determined (Aki and Richards, 2002). In this study we will present the problem
of the source kinematics and the role of a detailed kinematic source model to
providereliable ground motion simulations.

1.2 Earthquake source kinematics

Let us consider a volume V internal to the Earth, bounded by the surface S.
We assume homogeneous boundary conditions on S, which are, for example,
representative of the traction-free Earth surface. We indicate with Σ1 and Σ2

the two sides of the fault plane that move away from each other, and n is the
normal to the fault from Σ1 to Σ2 (Figure 1.2.1). During an earthquake, as
we said, there is a rupture on the fault plane which can be represented by a
dislocation in an elastic medium. This dislocation is de�ned by the slip vector
∆u that is the di�erence of the displacement between the two sides of a fault
with respect to a reference con�guration de�ned at time zero, when the two sides
are at their original position. Is it quite obvious that the kinematic quantities
(the displacement and its time derivatives) are discontinuous across the surface
Σ.

The description of the seismic source can be done at di�erent levels, and
this generally depends on the frequency range of interest we are looking to and
on the distance from the observation point. Starting from the nucleation zone,
close to the earthquake hypocenter, the rupture will propagate over all the fault
plane. When reached by the rupture front, each point starts to dislocate and
the energy is radiated as elastic waves. The frequency content of these waves
is related to medium heterogeneity, to the size of the slip asperity produced
by the rupture process and to the velocity at which each point dislocates. In
general, we can reasonably assume that the low frequency content of the signal
is representative of the whole fault, because a low frequency corresponds to a
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Figure 1.2.1: Representation of a seismic fault as a surface inside a volume V
along which slip occurs (Festa and Zollo, 2012).

large wavelength; conversely the high frequency content is representative of the
intereference contribution of the di�erent parts of the fault itself. Because of
anelastic e�ects of the rocks, wave attenuation is frequency dependent and is
higher for high frequencies. If we are far enough from the fault plane and we
consider the low frequency part of the signals, records will be representative
of the whole rupture process and it will be impossible for us to appreciate the
contribution of the di�erent parts of the fault surface. For this reason, at this
level we can approximate the source as a single point. This point souce ap-
proximation is useful to estimate the earthquake location and its magnitude.
Earthquakes are related to extended rupture surface but, when we locate them,
we prefer to consider just one point from which the seismic waves originate. We
can imagine this point like the centroid of the fault surface. With hypocenter,
instead, we indicate the nucleation point of the rupture. If we consider very
small earthquakes or we are really far away from the fault region, we are al-
lowed to assume hypocenter as the centroid of the fault. Another macrospopic
parameter to introduce is the seismic monemt, related to the energy released
by the earthquake, which gives us an idea of its �size� and is related to the
magnitude (that is a logaritmic representation of the moment). This quantity
derives from the idea that the dislocation can be described as produced by a
couple of forces which produce the relative displacement between the two blocks.
This equivalent dynamic model was able to describe the radiation pattern of
P waves (Figure 1.2.2). The seismic moment can be de�ned as the moment of
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Figure 1.2.2: Double couple equivalent system for a vertical strike slip fault.
The pressure and traction along principal axes is also shown with the relative
generated radiation pattern for P and S waves. (Zollo and Emolo, �Terremoti e
Onde�)
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Figure 1.2.3: Approximation of a real rupture process with an equivalent double
couple force system (Lay and Wallace, 1995, �Modern Global Seismology�).

this couple:
M0 = µ < ∆u (t) > Σ (1.2.1)

where µ is the shear modulus, Σ the fault area and < ∆u (t) > is the mean
value of the slip (Figure 1.2.3). Because of the fact that M0 is not balanced,
we should expect the presence of a second couple of forces equal to the �rst
one and with an orthogonal direction. Moreover, the single couple model is
not able to explain the S wave radiation pattern, and so in 1960s, with the
introduction of three component seismometers and the consequent measure of
the complete wave �eld, the double couple model was de�nitively accepted. In
the far-�eld approximation, M0 can be measured considering that it is related
to the amplitude of the displacement spectrum in the limit of zero frequency.

Nevertheless, we are often interested in knowing the �nite size of the fault
plane and the evolution of the rupture propagation. Moreover, the point source
approximation is not able to explain the strong ground motion observed in the
fault vicinity. For all these reasons, we need to go into details and de�ne a series
of parameters useful for the �nite source description.

First of all, we have to de�ne the fault dimensions and orientation. The
simplest idea is to consider rupture starting from nucleation point and propa-
gateing in all directions. With this idea, fault surface has to assume a circular
shape and the radius of this circle can be used to indicate the fault dimension.
What in general seismologists prefer, deriving from direct observations in par-
ticular of the San Andreas fault (California), is to consider a rectangular fault
of length L and width W . San Andreas fault is a strike-slip fault (i.e. a vertical
surface of separation between two blocks of rocks) and its longitudinal exten-
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Figure 1.2.4: Representation of fault geometry and spatial orientation (Aki and
Richards, 2002, �Quantitative Seismology�).

sion is at least one order of magnitude greater than its vertical width. For this
reason, rupture processes related to earthquakes occurring on this kind of fault
have a predominant horizontal propagation direction and rectangular geometry
is more appropriate to describe this e�ect. Orientation of the plane is de�ned
by the focal mechanism, which consists of three angles: strike, dip and rake
(see Figure 1.2.4). The strike is the angle between the direction of the fault
length and the north direction; the dip is the angle between the fault width and
the horizontal plane; the rake is the average direction of the slip on fault, as
comapred to the strike direction.

Rupture evolution is described by its velocity, the rupture velocity vr, the
velocity at which the rupture front propagates: if the velocity is homogeneous
it can be computed as the ratio betweenthe distance of the fault edge and the
nucleation point and the time required to reach that edge. The time at which
each point starts to dislocate is the rupture time (tr).

Once reached from the rupture front, the dislocation at a speci�c point
takes time to pass from the initial zero value to the �nal one, this time is called
rise time (τ).
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1.3 The Representation Theorem

The ground displacement observed at a general location x on the Earth sur-
face at a time t can be computed using the Betti's reciprocity theorem. It
states that a pair of forces applied in a certain volume are related to their
corresponding displacements. Starting from this theorem we can derive the
representation integral: the ground displacement is given by the convolution
of the slip function with the elastic response of the propagation medium (e.g.
Aki and Richards, 2002)

um (x, t) =

+∞ˆ

−∞

dτ

ˆ

Σ

∆ui

(
~ξ, τ
)
cijklnj

∂Gmk
∂ξl

(
x, t− τ ; ~ξ

)
d~ξ (1.3.1)

In the above formula c is the fourth-order elastic coe�cient tensor and is sym-
metric with respect to the exchange of all the indices. Due to its simmetry,
only 21 of the 81 components are really independent for a general elastic solid
medium, but it can be reduced to only two coe�cients for an isotropic medium
(Je�reys and Je�reys, 1972): the Lamé's constants, λ and µ. λ does not have a
speci�c physical meaning, while µ represents the shear modulus of the medium.
If our medium is subject to a unit impulse force in space and time, which is
mathematically represented by a Dirac delta function, its corresponding dis-
placement is called the Green's function G and it represents the e�ect of the

propagation of elastic waves in the medium. Speci�cally, Gij

(
x, t, ~ξ

)
represents

is the i-th component of the displacement recorded at the position x and at the
time t, generated by an unidirectional impulse force acting in the j-th direction
at ~ξ at time zero. Using the property of reciprocity of the Green's functions, we
can exchange the source and receiver positions and de�ne the quantity

TGim

(
~ξ, t− τ ; x

)
= cijkl

∂Gkm
∂ξl

(
~ξ, t− τ ; x

)
nj (1.3.2)

that is the Green's traction on the fault plane generated by an impulse force
at x directed along the m-th direction. The boundary conditions across the
fault are the continuity of the stressand the discontinuity of the displacement.
Moreover, the Green's functions are also continuous through the surface Σ.

In the previous paragraph, we stated that the seismic source can be repre-
sented by an equivalent double copuple of forces. We can introduce this assump-
tion in the representation integral 1.3.1 to represent an extended seismic source
as a superposition of double-couple point sources. First of all we have to note



18 CHAPTER 1. EARTHQUAKE SOURCE DESCRIPTION

that only the components of c with i 6= j contribute to the Green's tractions,
because the slip vector lies on the fault plane. For an isotropic medium it is
possible to show that the observed displacement is independent of the Lamé
constant λ. So that, we can rewrite the 1.3.1 as:

um (x, t) =

+∞ˆ

−∞

dτ

ˆ

Σ

∆ui

(
~ξ, τ
)
µ

(
∂Gmi
∂ξj

+
∂Gmj
∂ξi

)
njd~ξ (1.3.3)

Remembering that summation over repeated indeces is assumed, by properly
changing the indices in the summation, formula 1.3.3 can be also rewritten as:

um (x, t) =

+∞ˆ

−∞

dτ

ˆ

Σ

µ (∆uinj + ∆ujni)
∂Gmi
∂ξj

d~ξ (1.3.4)

The symmetric quantity µ (∆uinj + ∆ujni) = mij has the dimension of a mo-

ment per area unit and its integral
´

Σ
mijd~ξ is exactly the seismic moment

M0 de�ned by equation 1.2.1. For our purposes, generally is also convenient
to rewrite the representation integral in the frequency domain. The advan-
tage comes from the fact that the displacement can be computed frequency by
frequency, we will see that this makes the inversion of band-pass �ltered data
straightforward.

1.4 The Source Time Function

The slip function may be an arbitrary function of position and time, but has
to satisfy three conditions (Festa and Zollo, 2012). The slip modulus must
vanish at time zero (no dislocation occurs before the rupture process starts),
the modulus of the slip rate tends to zero as the time grows (the rupture cannot
continue inde�nitely) and the time at which each point on the fault starts to
dislocate must satisfy a causality criterion, e.g. the rupture is not allowed to
propagate faster than the largest wave velocity in the medium (generally P wave
speed for in-plane ruptures and S wave speed for anti-plane ruptures). A simple
way to represent ∆u is to factorize it in two separate contributions:

∆u
(
~ξ, t
)

= A
(
~ξ
)
S
(
t− tr

(
~ξ
)

; τ
(
~ξ
))

r
(
~ξ
)

(1.4.1)

where r is a unit vector that indicates the local direction of the slip (the rake), A
is the �nal amplitude of the slip and the function S describes the slip evolution
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Figure 1.4.1: shape of rectangular and triangular source time function (left) and
their amplitude spectra (right)

with time at a speci�c point of the fault. S has a �nite time duration (rise time
τ) and is delayed by the rupture time tr. The time derivative of S, the slip ve-
locity time function, is generally known as the source time function (STF) (Aki
and Richards, 2002). It is important to de�ne the source time function(STF),
that describe the way in which the point reaches its �nal slip value. The shape
of the STF has an important e�ect on ground motion simulations because con-
trols the high frequency part of the signals. Several authors have proposed
di�erent functional forms for the STF (Fukuyama and Irikura, 1986; Fukuyama
and Mikumo, 1993; Cotton and Campillo, 1995) and have pointed out the im-
portance of the STF in kinematic source models for strong motion prediction
(Hisada, 2000, 2001; Guatteri et al. 2003). In this thesis we are going to use
the two simplest functions: a rectangle and a triangle functions. As said, their
expression in frequency domain has an e�ect on the strong motion simulations,
expecially at high frequency. In frequency domain we can de�ne rispectively
this two STFs with the equations

Sr (ω, τ) =
sin
(
ω τ2
)

ω τ2
e−iω

τ
2 (1.4.2)

St (ω, τ) =
sin2

(
ω2 τ2

4

)
ω2 τ2

4

e−iω
τ
4 (1.4.3)

Both these STFs are sinc functions (sine wave that decays in amplitude as 1/x)
with a phase shift that depends on the rise time. The shape of 1.4.2 and 1.4.3
is shown in Figure 1.4.1, they have a plateau at low frequencies and a decay for
frequency larger than cut-o� frequency.
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1.5 Source models from strong motion data

It is impossible to have direct observation on what happen in the fault zone
during an earthquake so that, the only way to obtain information about the
source and source parameters is by inverting strong motion records. Generally,
what we want to retrieve is the slip function and, to do that, we need an appro-
priate parameterization. Starting from the representation theorem, we assume
that the Green's tractions are known. In practice, the inverse problem consists
in the determination of the slip function through the estimation of the �nal
slip, the rupture times, the rise time and the slip direction. The shape of the
STF generally is assumed a-priori to reduce the number of the unknowns of the
inverse problem. The �rst study, in which the problem of the slip determination
was considered on the formal basis of the linear inverse theory, was published
by Olson and Apsel (1982). This study was based on a matrix version of the
representation integral and two methods for the solution of the inverse problem
were presented: the least-square method, which minimizes the squared di�er-
ences between simulated and observed data, and the constrained least-squares
method, which simultaneously includes a set of linear inequalities. During the
last ten years, the great progress of computer science, has led many seismologists
to face the source inversion problem in its complete non-linear formulation.

Intuitively, the best way to limit the number of parameters is to subdivide
the fault plane in large areas where the parameters are assumed constant. These
areas are denoted as subfaults. The size of the subfault is related to the min-
imum wavelength resolved by the data and the parameters grid in the inverse
problem is generally one order of magnitude coarser than the discrete grid used
in the computation of the forward problem. We have two possibilities: we can
de�ne a set of n parameters for each subfault (if we have m subfaults, the total
number of parameters is np = m × n) or we can de�ne the parameters for nc
control points and then make an interpolation for the rest of the grid. In the
last case, an interpolating function has to be chosen. Denoting with m the set
of parameter to determine, for a certain point on the fault plane ~ξ the respective
values of parameters are:

mj

(
~ξ
)

= I
(
~ξ;m1j ,m2j , ...,mncj

)
j = 1, ..., n (1.5.1)

where I is the interpolating function (e.g. a bilinear Lagrange interpolator or by
a bicubic spline function). Interpolation is chosen usually to have smoother rep-
resentation instead of the constant cell parameterization (Figure 1.5.1). Rupture
times are the most problematic parameters in kinematic inversions, because it
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Figure 1.5.1: The same slip map represented by di�erent parametrizations. On
the left, a constant cell discretization, in the middle, a bi-cubic spline inter-
polation based on control nodes, on the right a superposition of overlapping
Gaussian functions. The two smooth images are very similar, with di�erences
related to the shape of the singularities (Festa and Zollo, 2012).

is di�cult to impose the causality condition between contiguous regions of the
fault (Cotton and Campillo, 1995). For this reason we prefer to replace them
by rupture velocities using the eikonal equation

|∇tr| =
1

vr
(1.5.2)

The positivity constraint of rupture velocity intrinsically assume the causality
in rupture propagation.

In this study we describe of the kinematic inversion strategy proposed by
Lucca et al. (2012) based on a two step approach. An application of this
method is shown in a following section. The ground motion recorded at a
seismic station non linearly depends on the kinematic rupture history, in terms
of slip and rupture velocity. However, for a �xed rupture velocity distribution,
the representation integral is linear with respect to the �nal slip that could be
retrieved by a regularized linear inversion of strong-motion data. Although the
rupture velocity is unlikely to be known a-priori, we can still take advantage
from the linearity by separating the inverse problem into two nested problems.
Let's consider the representation integral written in a very simple way

u = K (Vr,U) (1.5.3)

where K is an operator that includes the product by the Green's tractions and
integration on the fault plane. For a �xed Vr, K is linear with respect to the
slip U and we can solve the problem assuming as mis�t function the L2 norm

‖u−K (Vr,U)‖2 (1.5.4)
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Figure 1.5.2: Example of slip distribution obtained by overlapping of 2D Gaus-
sian functions.

More precisely, the full inverse problem is solved by a two step iterative pro-
cedure. During the �rst step, we �x a Vr distribution, and the linear problem
is solved with a Non Negative Least Square (NNLS) algorithm (Lawson, C.L.,
Hanson, R.J., 1974). We solve the non-linear problem to search the Vr map us-
ing the global search given by the Neighbourhood algorithm (Sambridge, 1999;
2001), which minimizes the mis�t function. For each distribution of Vr, we
�nd the slip map that minimize the associated linear problem. The procedure
stops when the mis�t value is below a given threshold. Speci�cally, we describe
the slip as a superposition of overlapping 2D Gaussian functions (Figure 1.5.2)

φi

(
~ξ, ~ξi

)
= e−

1
σ2

(~ξ−~ξi)
2

centered in ~ξi and of width σ. In frequency domain

this slip distribution can be written as

φ
(
~ξ, ω
)

=

n∑
i=1

Aiφi

(
~ξ, ~ξi

)
(1.5.5)

Considering the Gaussian functions equally spaced over the fault plane, their
number is chosen �xing the amount of overlapping χ = σ

∆ξ , where ∆ξ is the
distance between two close centers. It can be shown that a minimum condition
for the χ parameter is that it has to be at least greater than 1/π (Lucca et al.,
2012). Rupture velocity is discretized in cells where the value is constant and
described by a piecewise bilinear function. The mis�t function is the normalized
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L2 norm between real data and computed synthetics in the frequency domain:

ϕ (ω) =

nsta∑
i=1

3∑
j=1

nω∑
k=1

|usyntijk − u
obs
ijk |2 (1.5.6)

where nsta is the number of station we have selected for the inversion, nω is the
number of frequencies (it depends of the frequency band chosen with respect to
the minimum resolvable wavelength). The index j refers to the three compo-
nents of the displacement vector. The Parseval theorem warrants that the L2

norm in the time domain is the same as in the frequency domain (apart from
a constant factor depending on the de�nition of the Fourier transform). Often
we prefer to use this latter because the dimension of a timeseries is of the order
of 103 − 104, while the dimension of a band-limited Fourier series is on average
two orders of magnitude smaller.

The advantage of using the Neighbourhood algorithm is that, instead of
converging to a single minimum, it points to several regions where the global
minimum can be located. Such an algorithm, hence, is well suited for ill-posed
problems, such as the kinematic inversion, where the solution may not be unique.
At each stage, the entire parameter space is partitioned into a set of V oronoi
cells (nearest neighbour regions, as de�ned by a suitable norm), one associated
with each previously sampled model. A Voronoi cells of a particular model is a
polygon whose interior consists of all points in the parameter space which are
closer to this particular model than to any other model. Between consecutive
iterations, the new sample is recalculated in only the Voronoi cells of the previous
models having the smallest mis�t (Figure 1.5.3). For this reason this technique
is computationally more convenient than a standard Montecarlo exploration.
Moreover, this algorithm requires the set of only two parameters, which control
the process: the number of initial points and the number of re-sampled cells.

1.6 High frequency slip description: theK−2 model

One of the problem of the kinematic inversion lies in the fact that it is band lim-
ited in frequency. In the next Chapter, we will show how the Green's funtion are
related to our degree of knowledge of the propagation medium. It is important
to say that the maximum resolvable frequency on data (through the computa-
tion of synthetics) depends on the Green's function frequency content. Since
high frequency corresponds to small wavelengths, knowing the Green's func-
tions up to high frequency implies a very detailed knowledge of the propagation
medium.
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Figure 1.5.3: Example of exploration for two parameters problem. The upper-
left panel shows 10 samples and the corresponds Voronoi cells; the upper-right
panel shows 100 samples. The lower-left panel similar to upper-right panel but
with 10000 samples. Here the algorithm concentrates on four distinct region
corresponding to the minimum of the mis�t. The lower-right panel shows the
contours of the mis�t function in grey scale.
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Generally, we are interested into the kinematic inversion that works with
low frequency data. Therefore, modelling realistic time histories, expecially high
frequency accelerations, is of great importance for determining, for example, the
structural response of building or for giving damage estimations. Looking at
ground displacement, we know that the amplitude spectra can be approximated
by a �at level (controlled by the seismic moment) for ω < ωc and with a decay
∝ 1

ω2 for ω > ωc, where ωc is called corner frequency. At low frequencies
we observe the e�ect of the whole fault plane, the radiation is coherent and the
amplitude spectrum results in a plateau. Above the corner frequency we observe
the contribution of small wavelengths that comes from the di�erent parts of the
fault with di�erent phases, the radiation becomes incoherent and results in a
sort of destructive interference which produces the slip decay. Starting from
this assumption and considering the slip spectrum in the wavenumber domain
k = 2π

λ , several authors (Herrero and Bernard, 1994; Gallovic and Brokesova,
2004) have proposed a genral model for slip spatial spectrum, so called k−square
model

∆u (k) = C
∆σ

µ

L

k2
(1.6.1)

Its low wavenumber content is controlled by the seismic moment, and its high
wavenumber decay exponent results from an assumed and plausible self-similarity
of the slip distribution. C is a geometrical factor, ∆σ is the stress drop, µ is
the rigidity of the medium and L is the fault length. k − square models give a
realistic description of the slip amplitude spectrum, but the phases are gener-
ally assumed to be random (except for the very �rst terms at low wavenumber
for which we can, for example, �x the distribution obtained by a kinematic
inversion).

In this work we will present results obtained using and developing the ap-
proach presented by Causse et al. (2009) to model high frequency slip func-
tion. The static slip distribution in the wavenumber domain is described by an
asymptotic k−2 decay beyond the corner wavenumber kc = K/L, where K is
a non-dimensional parameter that controls the degree of roughness of the slip
heterogeneity. The rupture process is modelled as a slip pulse of width L0 prop-
agating at constant rupture velocity (Figure 1.6.1). The rise time is assumed to
be constant, τ = L0

vr
, for k < 1/2L0, and inversely proportional to k for higher

wavenumbers. Unlike classical k − squake models, in this approach small scale
slip heterogeneities are assumed to have random rupture directions, this choice
strongly reducing directivity e�ect at high frequency. The high wavenumber
slip is composed of a set of heterogeneities of di�erent scales, considered as
independent subevents. These subevents start to dislocate as the main rup-
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Figure 1.6.1: Representation of the rupture process, modelled as a slip pulse
propagating at constant rupture velocity v. The �gure also displays example
of resulting STFs, compared with the functions that would be obtained from a
classical k−2 model (without random nucleation points). (Causse et al., 2009)

ture front reaches one point, randomly chosen, from which a secondary rupture
front propagates. The slip duration for a given subevent is proportional to its
wavenumber. The �nal static slip distribution results from the superposition
of a �deterministic� part (k ≤ kc) and of a purely �stochastic� part (k > kc).
Phases are completely random for high wavenumbers but, for the deterministic
part, we consider them �xed in a way to obtain a large slip path placed in the
center of the fault plane. There is, also, the possibility to �x this deterministic
slip distribution including what we have obtained from a kinematic source in-
version. In the following Chapters we will discuss if and how the use of a speci�c
source model a�ect the simulations.



Chapter 2

Propagation e�ect: the

Green's functions

2.1 Introduction

As we have seen in the previous Chapter, the displacement recorded at the Earth
surface can be expressed as the convolution of the source function by the Green's
tractions using the representation theorem. Because of such a linear coupling,
the determination of the source parameters from the recorded seismograms re-
quires an accurate modeling of the propagation e�ects down to the wavelengths
at which we can resolve the rupture history. A complete description of the
propagation medium requires the knowledge of the spatial distribution of the
density, the P and S wave velocities and the anelastic attenuation parameters.
Smooth wave velocity and attenuation models are generally derived from the
tomographic inversions of �rst arrival-times of local earthquake records (we will
explain later in detail this approach). In most cases, the best available model of
the propagation medium is one-dimensional, which can satisfactorily represent
the low frequency propagation of seismic waves up to the surface. 1D models,
however, may be inadequate to describe the seismic wave�eld in the case of dom-
inant 3D e�ects perturbing the amplitude and the phase of the seismic waves,
such as the presence of basins or strong lateral heterogeneities. In several active
seismic areas, which are well monitored, 3D models are available with a space
resolution varying from few hundreds of meters to few kilometers, allowing for
a more reliable computation of the Green's functions. We have to note that the

27
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inaccuracy in modeling the propagation e�ects introduces uncertainties in the
rupture description and in the estimation of the source parameters. Such an
uncertainty is di�cult to be assessed since the true propagation model is un-
known and the errors on the velocity model and on the location and morphology
of the interfaces non linearly a�ect the Green's tractions computation. Several
studies have shown that source models derived from the waveform inversion are
strongly sensitive to the wave propagation (Graves, R.W., Wald, D.J., 2001;
Liu, P., Archuleta, R.J., 2004). Even when inverting synthetic waveforms the
data mis�t may rapidly degrade, when replacing the 3D true model with its
best 1D approximation, and the estimations of the relative source parameters
are strongly sensitive to the considered Earth model.

2.2 The elastodynamic equation

The description of fault mechanics is based on the solution of the fundamental
elastodynamic equation, derived from the classical Newtonian representation.
This fundamental equation relates the forces in the medium to the measurable
displacement. It is inferred from the second law of dynamics for continuous
media:

ρü = f +∇ · σ (2.2.1)

where ρ is the density of the solid body, ü is the time second derivative of the
displacement, that is related to the deformation of the body, f is the applied
external body force density acting per volume unit, and �nally σ the stress
tensor. Experimentally Hooke observed that the extension of a spring linearly
increases with the applied load. This is the simplest representation of an elastic
constitutive law, which for a continuous system corresponds to a linear relation
between stress and strain; for the components we have:

σij = cijklεkl (2.2.2)

cijkl is the elastic coe�cient tensor introduced before, while εkl is the symmetric
strain tensor

εkl =
1

2

(
∂uk
∂xl

+
∂ul
∂xk

)
(2.2.3)

For an isotropic medium c depends only on the Lamé constants, cijkl = λδijδkl+
µ (δikδjl + δjkδil), and substituting 2.2.2, 2.2.3 and the de�nition of c in the 2.2.1
we obtain:

ρ
∂2ui
∂t2

= fi + (λ+ µ)
∂

∂xi

∂uj
∂xj

+ µ
∂

∂xj

∂ui
∂xj

(2.2.4)
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Going back to the vectorial form and using the property of the vectorial product,
we �nd the elastodynamic equation:

ρ
∂2u

∂t2
= f + (λ+ 2µ)∇ (∇ · u)− µ∇×∇× u (2.2.5)

From this equation we can derive two wave equations, the �rst for an irrotational
�eld (P wave) and the second for a solenoidal �eld (S wave):

∇× up = 0 =⇒ ∂2up

∂t2
= c2p∇2up (2.2.6)

∇ · us = 0 =⇒ ∂2us

∂t2
= c2s∇2us (2.2.7)

where cp =
√

λ+2µ
ρ and cs =

√
µ
ρ are the P and S wave velocities.

In equation 2.2.5 f represents the source contribution. Assuming it as a
unidirectional impulse force, f = δ (x) δ (t) ej, we can obtain a solution for an
isotropic and homogeneous unbounded medium, that is the relative displace-
ment produced by this force

ui (x, t) =
1

4πρc2pr
γiγjδ

(
t− r

cp

)
+

1

4πρc2sr
(γiγj − δij) δ

(
t− r

cs

)
+

1

4πρr3
(3γiγj − δij)

ˆ r/cs

r/cp

τδ (t− τ) dτ (2.2.8)

where γ = x
r are the director cosines of the position x and r is the source-receiver

distance. This displacement is exactly the elastodynamic Green's function and
is made of three terms. The �rst two, which decrease with the inverse of the
distance are the contributions of the P and S waves, that we refer to as far
field. The third one is the so called near field, which has a more rapid decrease
with the distance (∝ 1/r2). The far �eld terms show a dependence on a time
delay typical of a pertubation that propagates and they clearly represent the P
and S waves. Moreover, if we look at the director cosines, their polarization is
�xed: P-wave term oscillates in the propagation direction, while S-wave term is
polarized in a plane orthogonal to the propagation direction. Conversely, near
�eld has a unde�ned polarization because results from a composition of P and
S waves. According to its expression, the relative predominance of near and
far �eld terms is related to the observation distance. In reality, if we consider
the equation 2.2.8 in frequency domanin, we see that the relative amplitudes
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Figure 2.2.1: P-wave, S-wave and near �eld computed for: r = 10km, cp =
5km/s, cs = 3km/s, ρ = 2.5g/cm3, γi = γj = 1√

2
.

are also frequency (or wavelength) dependent. Generally, near �eld is dominant
for distances less than one wavelength, while far �eld terms are dominant for
distances greater than few wavelengths. In Figure 2.2.1 is shown an example of
these three contribution to the Green's function.

2.3 1D and 3D crustal velocity models

Parametrizing the Earth crust structure as a layered medium is generally ap-
propriate, since the elastic proprieties of the Earth mainly change with depth
due to sedimentation, compaction and thermal processes. The importance of
�nding a reliable, 1-D reference velocity model has been emphasized by many
authors (Crosson 1976; Thurber 1983; Kissling et al. 1995). 1D velocity models
are routinely used in seismic network operations and in seismological studies
to estimate earthquake location, focal mechanisms and other seismic source pa-
rameters.

Several techniques are widely used for the computation of the Green's trac-
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tions providing the response of a 1D medium. For horizontally layered me-
dia, the re�ectivity method (Kennett and Kerry, 1979; Müller, 1985) solves
the wave equation in the frequency-wavenumber domain by propagator matrix
techniques, which account for the continuity of displacements and tractions at
the model interfaces. Re�ectivity can be e�ciently coupled with the discrete
wavenumber decomposition of the Green's functions (Bouchon, 1981). Such an
approach was implemented in the code AXITRA (Coutant, 1989). With minor
variations, the same ideas were also implemented in the frequency-wavenumber
integration code (FK) of Zhu and Rivera (2001). The discrete wavenumber �nite
element integration (Olson, A.H., Orcutt, J.A., Frazier, G.A., 1984) becomes
computationally competitive and possibly faster than the above methods when
the velocity varies smoothly with depth. To accurately describe a linear in-
crease of velocity with depth, in fact, re�ectivity techniques have to decompose
the model into a large number of very thin layers, with thickness smaller than
the wavelengths of interest. The �nite element integration method is e�ciently
implemented for the evaluation of strong motion data from a �nite fault in the
COMPSYN code (Spudich and Xu, 2003).

Several full 3D computational methods and codes are available for the eval-
uation of the Green's tractions in complex geological structures such as the
�nite-di�erences method (Graves, 1996; Moczo et al., 1999), the spectral element
methods (Komatitcsh and Vilotte, 1998; Chaljub et al., 2007) and the discrete
Galerkin methods (Dumbser and Käser, 2006). As compared to 1D models, the
computation of a seismic wave�eld using a 3D structure still remains expen-
sive and in many cases prohibitive for building up a Green's functions archive,
usable for example during an inversion procedure. The computation can be
improved using the reciprocity of Green's functions as done for the de�nition
of the Green's traction in equation 1.3.2. If ns is the number of sources and nr
the number of receivers, the direct computation of Green's tractions requires ns
runs, if we �x the focal mechanism, and 2ns runs, when the slip direction is not
assumed a-priori. Using the reciprocity we can directly evaluate the tractions
on the fault as the superposition of the signals provided by three orthogonal
impulse sources located at each receiver, with 3nr runs. Since the number of
receivers is generally smaller (few to several tens of stations) than the number
of sources (several hundreds to many thousands depending on fault discretiza-
tion) the reciprocity is preferred to reduce the computational cost of the Green's
tractions evaluation.

A complete wave�eld modeling is generally required for the interpretation
of surface waves, which are sensitive to the shallow structure of the Earth and
its lateral variations, and of body waves at regional distances, because the ray
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paths inside the crust and the upper mantle can be complex. For this goal, tele-
seismic Green's functions can be obtained using full 3D propagation methods
in a realistic Earth model, which includes the crust, the oceans and the topog-
raphy. To do that, Spectral Element Method (SEM) codes are available and
widely used. For geophysical pourpose, the SEM is probably the best way for
modelling 2D and 3D wave propagation in heterogeneous media. The method
combines main advantages of �nite element with the spectral methods based on
algebraic polynomials in space (Chebichev or Legendre). This method is more
expensive than classical �nite di�erences, but it provides much higher accuracy.

2.4 1D velocity models from �rst arrival time in-

version

Since in many cases 1D models represent a good approximation of Earth struc-
ture, generally we are interested in obtain this kind of description of the prop-
agation media. Most velocity models of the Earth's interior are derived by �rst
establishing a simple smooth model that explains on average the observations.
Subsequently, this initial model is modi�ed until a su�cient degree of coinci-
dence between the observations and predicted values is reached. Many authors
(e.g. Kissling et al. 1994) proposed a method to obtain a the best 1D model
by inverting travel time data. The determination of this model is, generally, a
trial and error process that ideally starts with the collection and selection of a
priori information about the subsurface structure. Since this process can lead
to ambiguous results, particularly when more than one a priori 1D models have
been established, several parameters that control the inversion need to be varied
and the corresponding results need to be evaluated. In particular, part of this
work has been dedicated to solve the problem of the determination of 1D con-
tinuous velocity model through the non-linear inversion of �rst P arrival times.
We implemented an algorithm that, given the mesured P arrival times for each
receivers, calculates the best velocity model through the downhill SIMPLEX
inversion method (Nelder and Mead, 1965).

2.4.1 The ray theory

In classical optics, the geometry of a wave surface is governed by Huygens' prin-
ciple, which states that every point on a wavefront can be considered the source
of a small secondary wavelet that travels outward in every forward direction with
the velocity of the medium at that point;, given the location of a wavefront at
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a certain time, we can predict future positions of the wavefront. It's clear that
there is a temporal dependence in the shape of the wavefront. Because rays
are the normal to the wavefront, the rays will also change with time. Fermat's
principle governs the geometry of raypaths. This usually means that the ray
will follow a minimum − time path to move from a point A to a point B.

Starting from a scalar wave equation like (2.2.6) or (2.2.7) and making a
Fourier Transform, we can obtain the Helmoltz's equation

∇2s (x, ω) +
ω2

c2 (x)
s (x, ω) = 0 (2.4.1)

where we now suppose that the wave velocity is a function of x. In high frequency
approximation (ω →∞), a possible solution of the equation (2.4.1) is

s (x, ω) = s0 (ω)A0 (x) e−iωT (x) (2.4.2)

where s0 is the source term, T is the travel time from the source to the reciver
and A0 is the wave amplitude (T and A0 are independent from ω). Replacing
the (2.4.2) in the (2.4.1), we obtain the Eikonal equation

(∇T )
2 − 1

c2
= 0 (2.4.3)

that describe the propagation of a wavefront and so from the (2.4.3) is possible
to reach the equation of the ray path. If we consider the wavefront for a given
time t0 = T , for a subsequent time t1 = T + dT the wavefront has reached new
points and so has a new surface. Note that

t1 − t0 = dT =
∂T

∂x
dx+

∂T

∂y
dy +

∂T

∂z
dz = ∇T · dr (2.4.4)

with dr ≡ (dx, dy, dz). The quantity ∇T has, by de�nition, the direction of
the normal at the surface with same value of T . If r (s) represents the position
along the ray path, it has the same direction of ∇T , moreover the components

of the vector dr
ds =

(
dx
ds ,

dy
ds ,

dz
ds

)
represent the direction cosines of the ray and

then
dr

ds
= k∇T (2.4.5)

furthermore
dr

ds
· dr
ds

=

(
dx

ds

)2

+

(
dy

ds

)2

+

(
dz

ds

)2

= 1 (2.4.6)
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and rewriting the (2.4.6) using the (2.4.5) we obtain

k2

[(
∂T

∂x

)2

+

(
∂T

∂y

)2

+

(
∂T

∂z

)2
]

= k2 (∇T )
2

= 1 (2.4.7)

and using the eikonal equation (2.4.3), results

k2 (∇T )
2

= k2 1

c2
= 1 =⇒ k2 = c2 (2.4.8)

�nally we can write
dr

ds
= c∇T (2.4.9)

deriving this we arrive at the raypath equation (in general we have to consider
that c is a function of r)

d

ds

[
1

c (r)

dr

ds

]
=

d

ds
∇T = ∇

(
1

c (r)

)
(2.4.10)

We can obtain some insight into the physics of (2.4.10) by considering a
simple example. If we follow a ray through a material that has a change in

velocity in only one direction, say depth (c = c (z)), then ∇ 1
c = ∂

∂z

(
1
c(z)

)
and

1

c

dx

ds
= c1 = const.

1

c

dy

ds
= c2 = const. (2.4.11)

The ratio of c1 to c2 con�nes the raypath to a plane that is normal to the xy
plane. (In other words, the projection of the ray into the xy plane is a straight
line.) For convenience, and without loss of generality, we can choose this plane
to coincide with the xz plane. At a given point the direction cosine of the ray
are given by

dx

ds
= sin i

dz

ds
= cos i (2.4.12)

thus
1

c

dx

ds
=

sin i

c
= const. = p (2.4.13)

The constant p is called the ray parameter , or horizontal slowness, p varies from
0 (vertical travel path) to 1/c (horizontal travel path). The angle i is called the
angle of incidence, and it gives the inclination of a ray measured from the
vertical (z direction) at any given depth. For a prescribed reference point and
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Figure 2.4.1: Geometry of the ray segment ds, along a path from a source to a
surface receiver. The velocity of the medium varies only along the z direction,
so there will be symmetry of downgoing and upgoing legs of the raypath.

takeo� angle, a ray will have a constant ray parameter, p, for the entire path.
Equation (2.4.13) is also known as Snell's law. Now let us consider

d

ds

(
1

c

dz

ds

)
=

d

dz

1

c
(2.4.14)

It's simple to prove that

di

ds
= p

dc

dz
(2.4.15)

Equation (2.4.15) states that the curvature of a ray is directly proportional
to the velocity gradient (dc/dz). If velocity increases with depth, then the ray
curves upward. If velocity decreases with depth, then the ray curves downward.
For a given source-receiver geometry several possible connecting raypaths may
exist, which means that a multiplicity of arrivals will occur, all with di�erent
initial angles and travel times. Consider the Fig. (2.4.1). At any point along
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the travel path we have

sin i =
dx

ds
= cp

cos i =
dz

ds
=
√

1− sin2 i =
√

1− c2p2

⇓

dx = ds sin i =
dz

cos i
cp =

cp√
1− c2p2

dz (2.4.16)

eq. (2.4.16) can be integrated over the depth range traversed by the ray to give
the distance X (p), at which a ray with ray parameter p will emerge:

X (p) =

ˆ zmax

z0

cp√
1− c2p2

dz +

ˆ 0

zmax

cp√
1− c2p2

dz (2.4.17)

where zmax is the maximum depth of penetration (also called the turning point
of the ray). The time it takes for the ray to arrive is obtained similarly:

dT =
ds

c
=⇒ T (p) =

ˆ zmax

z0

1

c
√

1− c2p2
dz +

ˆ 0

zmax

1

c
√

1− c2p2
dz (2.4.18)

where T is the travel time along the raypath to the distance de�ned by eq.
(2.4.17).

2.4.2 Formulation of the inverse problem

In this work we prefer to move from the space-time domain to the τ−p domain.
The inversion in τ−p domain is extensively used in 1D problems. The parameter
τ , introduced by Gerver and Markushevich (1966), is de�ned as:

τ = T − pX (2.4.19)

This quantity represents the intercept time with the X = 0 axes of the tangent
at the T = T (x) curve in X and with slope p. Since equations 2.4.17 and 2.4.18
are not de�ned for 1

v2 = p2 and this occurs for z = zmax, the turning point
depth, we prefer to use the τ de�nition (2.4.19):

τ = T−pX =

ˆ √
1
v2 − p2

v2
(

1
v2 − p2

)dz−ˆ p2
√

1
v2 − p2

1
v2 − p2

dz =

ˆ √
1

v2
− p2dz (2.4.20)
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that we can decompose as:

T − pX =

ˆ zmax

z0

√
1

v2 (z)
− p2dz +

ˆ 0

zmax

√
1

v2 (z)
− p2dz (2.4.21)

From equation 2.4.19, by deriving with respect to p, we obtain:

dτ(p)

dp
= −X(p) (2.4.22)

and we can explore the values of p to �nd the one that minimizes the dif-
ference between real epicentral distances of receivers and the calculated ones:
|Xobs −Xtheo|.

For a �xed velocity model and given a source-receiver geometry, there is only
one seismic ray that link them and so we can uniquely determine the parameter
p. Considering more source-receiver couples and determining p for all of them,
we construct our inverse problem with a cost function de�ned as

Φ (m) =

N∑
i=1

1

N
(Tobsi − Ttheoi)

2
(2.4.23)

where Tobs are the travel times measured from data and Ttheo are calculated
by eq. 2.4.21 �xing X = Xtheo. The sum is taken over all N source receiver
pairs. The vector m represents the velocity model parameters. As we make
the assumption that velocity is a continuous function, a possible representation
is through �xing the position of a certain number of nodes along depth and
interpolate them by linear or spline functions. With this representation, the
vector m consists of the values assumed by velocity in the �xed nodes.

The exploration for velocity distribution parameters is done using the down-
hill SIMPLEX method. The method uses the concept of a simplex , which is
a special polytope of N + 1 vertices in N dimensions. Examples of simplices
include a line segment on a line, a triangle on a plane, a tetrahedron in three-
dimensional space and so forth.

For multidimensional minimization, we have to give our algorithm a starting
guess, that is, an N -vector of independent variables as the �rst point to try.
The algorithm is then supposed to make its own way downhill through the
unimaginable complexity of an N -dimensional topography, until it encounters
a (local, at least) minimum. Algorithm must be started not just with a single
point, but with N+1 points (i.e. models), de�ning an initial simplex. Generally,
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once chosen your initial starting point P0, you can take the other N points as

Pi = P0 + δiei (2.4.24)

where the ei's are N unit vectors, and δi are the increments for each vector
direction. Since this method is based on local exploration of the parameter
space, we decided to make it more �global�. To do that, the initial points are
chosen not by increasing P0 in each direction, but generating N + 1 random
points chosen in the neighborhood of P0.

The downhill simplex method now takes a series of steps, most of them
consist in just moving the point where the cost function is largest (�highest
point�) through the opposite face of the simplex to a lower point. These steps
are called re�ections, and they are constructed to conserve the volume of the
simplex. When it can do so, the method expands the simplex in one or another
direction to take larger steps. When it reaches a �valley �oor�, it contracts itself
in the transverse direction and tries to move down the valley. In Figure 2.4.2 are
shown examples of these typical steps for a tridimensional parameter space. It is
possible to terminate the procedure when the vector distance moved in that step
is fractionally smaller in magnitude than some tolerance tol . Alternatively, we
could require that the decrease in the cost function value in the terminating step
is fractionally smaller than some tolerance ftol . At the same time we require
that the cost function becames smaller than a threshold cmin.

2.4.3 Test and results

As a �rst test for this method, synthetic travel times were generated for a
smooth continuous velocity model. This �true� velocity model was constructed
with a cubic spline with seven nodes equally spaced in a range of depth from
0 to 6 km. To add complexity, we decided to not let velocities just increasing
with depth adding a low velocity zone from z1 = 2km to z2 = 4km. The
source-receiver geometry is shown in Figure 2.4.3 and consists of 20 sources and
20 receivers placed in a way to maximize the sampled space by ray paths. To
compute synthetic travel times we implemented a ray tracing algotithm which
�draws� the seismic rays that link each source with each receiver (Figure 2.4.3).
The starting simplex was build considering 8 di�erent models which nodes are
randomly chosen between 1km/s and 9km/s. In Figure 2.4.4 are shown all the
initial models together with the true model and the �nal one obtained by the
inversion. It is clear that results in quite good and the method is able to recover
the original model used to generate travel times, also starting from velocity
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Figure 2.4.2: Possible outcomes for a step in the downhill simplex method. The
simplex at the beginning of the step, here a tetrahedron, is shown, top. The
simplex at the end of the step can be any one of (a) a re�ection away from
the high point, (b) a re�ection and expansion away from the high point, (c) a
contraction along one dimension from the high point, or (d) a contraction along
all dimensions towards the low point. An appropriate sequence of such stepswill
always converge to a minimum of the function. (Numerical Recipes, 1992)
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Figure 2.4.3: Sources (red stars) and receivers (blue triangles) positions and ray
paths considered in the synthetic test.
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Figure 2.4.4: Velocity distribution versus depth for the starting models de�ning
the initial simplex (grey lines), the �true� model (red line) and the �nal one
obtained from the inversion (blue line).

distributions that are far away from the real one. After this synthetic test, we
decided to apply the method to a real case study. Since travel time measures are
really sensitive to earthquake locations, to be sure of non introducing systematic
uncertainties, to perform this test we considered data provided by the extended
marine active seismic survay (SERAPIS) carried out in the bays of Naples and
Pozzuoli in September 2001. SERAPIS had the aim of investigating shallow
structure and detecting the deeper magmatic system of the submerged part of
the caldera using seismic tomography and migration techniques (Zollo et al.,
2003; Judenherc and Zollo, 2004). Starting from a total database of traces from
75000 three-component records acquired by 30 seabottom receivers (OBS), we
selected one of this receiver placed in the middle of Pozzuoli bay from which
we extracted 2000 �rst P arrival times (Figure 2.4.5). A data selection was
made to esclude travel times that are far from the the dromochrone trend and
probably due to 2D or 3D complexity of the propagation medium (Figure 2.4.6).
Average 1D P-velocity model proposed in previous study (Zollo et al., 2008)
based on PP and PS travel times, and on PS-to-PP amplitude ratios was used
as reference model to compare with our results (Figure 2.4.7). All velocity
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Figure 2.4.5: Map of the SERAPIS survay: airgun shots (grey dots), seismic
stations and seabottom receivers (triangles). Considered station is circled in
red.
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models were parametrized by 8 control nodes at �xed depths (from 0km to
10km) interpolated by a cubic spline. Starting models to construct the initial
simplex were obtained choosing randomly the velocity values for each node in a
range delimited by the two gradiend:

vmin(z) = 0.35z + 0.5

vmax(z) = 0.75z + 2.5

In Figure 2.4.8 are plotted the initial models and the best model obtained from
the inversion. Comparison between 1D model proposed by Zollo et al. (2008)
is also shown to highlight the quite good agreement with results obtained with
a completely di�erent approach. Nevertheless, looking at the �nal model, it is
possible to note a typical phenomenon related to polynomial and spline inter-
polation, such as arti�cial oscillation between two control points. In polynomial
interpolations, we refer to as Runge's phenomenon. Since spline are particular
curves that is piecewise-de�ned, and possesses a high degree of smoothness at
the places where the polynomial pieces connect, Runge's phenomena are much
less evident. However, when we have two near control nodes with very similar
value of the function, the curve will have an oscillation between them. This is
the case relative of what we observe in the �nal velocity model between 1 and
3 km depth. To avoid this numerical e�ect, we have planned to use di�erent
kind of interpolations, e.g. the linear interpolation should be better. Another
possibility is to introduce in our mis�t function a parameter of penalization to
constrain the procedure to discard models with non realistic numerica artifact,
or a smoothing operator to eliminate polynomial oscillations.

Another aspect to highlight in our results is related to the deepest velocity
inversion in our �nal model which reasonably could correspond to the low veloc-
ity layer retrieved by Zollo et al. (2008). What makes this method interesting is
related to the opportunity of obtaining smooth continuous velocity distribution
with depth which, generally, are required as starting point for a 2D-3D tomog-
raphyc inversion. By these two simple applications, it results clear that this
kind of approach could be used to rapidly obtain information about the prop-
agation media in geologically complex areas for which a complete 3D wave�eld
representation should be planned. The use of interpolating functions like cubic
spline makes possible to recover a smoothed version of medium discontinuity
which can be very useful for reconstructing 3D complex structures.
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Figure 2.4.6: Selected 272 travel times used for the inversion procedure (black
dots) versus distance from OBS-9. Blue dots are relative to all 2000 �rst P
arrival times measured on traces recorded by this receiver.
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Figure 2.4.7: Geophysical and structural model of the deep structure of the
Campi Flegrei caldera. (a) Average 1-D P-velocity model for the Campi Flegrei
caldera, based on PP and PS travel times, and on PS-to-PP amplitude ratios.
The dashed line is the average of the 3-D P-velocity model in the study area.
(b) Vp/Vs ratio as a function of depth, as estimated in the present study. The
dotted lines are two Vp/Vs depth pro�les that were estimated from the local
earthquake tomography (Vanorio et al., 2005). C: Stratigraphic model. D:
Geological sketch model of the Campi Flegrei caldera. (from Zollo et al., 2008).
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Figure 2.4.8: Initial models (interpolated by cubic splines) for starting simplex
(gray line) and comparison between �nal best model (red line) and the one
proposed by Zollo et al., 2008 for the Pozzuoli bay (blue line).
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2.5 Empirical Green's functions

Numerical Green's functions are frequency limited because of the poor descrip-
tion of propagation e�ect at low wavelengths. This is due to the accuracy of
both 1D and 3D tomographyc Earth's models, generally non su�cient to repre-
sent small scale heterogeneities. For this reason we are allowed to use numerical
Green's functions to represent medium elastic response up to few Hz (generally
1-2 Hz).

To avoid this limit, under the hypothesis of linear wave propagation, the
Green's functions may be replaced by the records of small earthquakes occurring
on the same fault with the same focal mechanism and the same stress drop of
the target event we are going to simulate. Commonly we refer to this small
earthquakes as Empirical Green's functions (EGFs) (Irikura, 1983). For a large
earthquake, a database of EGFs could be represented by the records of the
aftershocks following the main event. The EGF behaves as a localized moment
source which can replace the numerical Green's function in the representation
integral (1.3.1), appropriately normalized by the seismic moment (Hutchings
and Wu, 1990). Each EGF can be confused with the impulse response of the
propagating medium at frequencies smaller than their relative corner frequency.
Beyond this limit, the �nite source e�ects of the small earthquakes start to
appear in the data. To be sure that point source approximation is valid, we
have to consider earthquakes with mgnitudes at least 2 point smaller than the
target event.

Since the EGFs describe in an accurate way the propagation e�ects even
at high frequencies, their use may broaden in principle the investigation band
of the seismic source. However, several drawbacks limit the applicability of
the EGFs and a special care needs to be taken when they are used for the
simulation of strong motion records. Generally, accelerometric networks do not
record the EGFs with the same accuracy of the mainshock, but the ambient
noise very often pollutes the low-frequency band of the small event because of
instrumental sensitivity and dynamic range. So that, making a selection from
an aftershock database, we have also to ensure that their signal to noise ratio
is su�ciently high to avoid artifact in synthetic data. To improve the quality
of the aftershock records, strong motion stations should be, also, complemented
with short or intermediate period sensors. A particular care should be devoted
to the determination of the focal mechanism and the earthquake location, that
are not an easy task for very small earthquakes (this gives the lower limit for
the event selection magnitude range). Finally, EGFs distribution over the fault
plane may not be uniform. Aftershocks are likely to occur on fault regions that
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have not slept during the mainshock rupture. In fault areas where the largest
slip occurred, the stress level mostly dropped down to the dynamic value during
the main rupture and the probability that the same patch slips again during an
aftershock rupture is very low. As a consequence, the number of available EGFs
is smaller than what required by the synthetic simulation and their location on
the fault plane may not be optimal for retrieving the details of the main rupture.
Hence, speci�c interpolation algorithms are needed to resample the EGFs on the
fault plane and to compute the representation integral up to the frequencies of
interest (Hutchings, 1994).



Chapter 3

A Case study: the 2009,

L'Aquila earthquake

3.1 Introduction

On April 6 (01:32 UTC), 2009 a MW 6.3 normal faulting earthquake struck
the central area of the Abruzzo region in central Italy. The earthquake heavily
damaged the city of L'Aquila and its surroundings, provoking 308 casualities,
70000 evacuees and incalculable losses to the artistic and cultural heritage. Al-
most 3000 events with ML ≥ 1.9 occurred in the area during 2009 that were
registered and located (Chiaraluce et al., 2011a).

The L'Aquila mainshock ruptured a normal fault located in the extensional
tectonic setting of central Apennines (Chiarabba et al. 2010; Chiaraluce et al.
2011a). Di�erent studies have pointed out the complexity of the earthquake nu-
cleation (Lucente et al. 2010), the initial stages of the rupture history (Ellsworth
& Chiaraluce 2009; Di Stefano et al. 2011) and the subsequent coseismic rupture
propagation (Cirella et al. 2009, Cirella et al. 2012).

3.2 Geological and seismotectonic context

The Central Appennines region in Italy, is characterized by a continental crust
in an extensional stress regime, lying within the zone of convergence between
the Eurasian and African plates. The current rate of extension is 2−3mm/year
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(Hunstad et al., 2003) and its orientation is consistent with available focal mech-
anism solutions (Montone et al., 2004) and geological data (Lavecchia et al.,
1994). Extensional actions take place from W to E, leading to the opening
of the Tyrrhenian sea and giving rise to the reactivation of the exiting normal
structures and the creation of new normal fault systems. This activity produced
large intermountain extensional basins such as L'Aquila, Sulmona and Fucino
basins, �lled by Plio-Quaternary continental sediments (Cavinato and De Cellis,
1999; Galadini and Galli, 2000). Since their formation, alluvial and lacustrine
sediments were deposited in these basins, leaving the imprint of the di�erent
tectonic stages and climate changes that a�ected them. The L'Aquila basin
is one of the most important of these intermountain basins in Central Italy.
A compilation of the active faults, de�ned as geological structures that have
an established record of activity in the late Quaternary (past 125Kyr) and a
proved or potential capability of generating major earthquakes (M ≥ 5.5), of
the Central Appennines was made by Boncio et. Al. (2004). Figure 3.2.1 dis-
plays surface projections of such active faults that are spread along three main
alignments: the Eastern alignment extend from Mt. Vettore to Campotosto
and Gran Sasso, the intermediate alignment extends from Gubbio to Gualdo
Tadino, Co�orito, Norcia, L'Aquila and Sulmona, and the Western alignment
extends from Umbria valley to Rieti, Fucino and Barrea.

The L'Aquila basin is a tectonic depression of the Central Appennines, lo-
cated between the Gran Sasso and the Monti d'Ocre Velino Sirente. The north-
ern edge of the basin is bordered by the Monte Pettino fault, which is part of the
WNW −ESE segmented fault system with late Quaternary activity (Blumetti
et al., 2002). The region exhibits characteristics similar to those observed in the
Southern Appennines (e.g. Irpinia region), where the largest earthquakes are
related to normal system striking along the chain direction. Moderate magni-
tude earthquakes (4 ≤M ≤ 6) recorded instrumentally in the past 20 years, as
well as large historical earthquakes with long recurrence intervals occur in this
area, mainly concentrated in the upper crust, at depths < 15 km (Boncio et al.,
2004). Field, geology-based studies revealed the location and geometry of ma-
jor faults. Some of them are thought to be responsible for the larger historical
earthquakes that occurred in the region, such as the Fucino fault system asso-
ciated to the 1915 MS 7 earthquake (Ward and Valensise, 1989). The closest
and largest damaging historical earthquakes that struck the region occurred in
1461 close to the city of L'Aquila (Imax = X), and in 1703 slightly to the north
(Imax = XI). Some authors (Atzori et al., 2009) suggested that the 1461 event
may have occurred on the Paganica-San Demetrio segment which is responsible
also for the 2009 mainshock.
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Figure 3.2.1: Map of the seismogenic areas for the Umbria-Marche-Abruzzo
Apennines and epicentres of historical earthquakes larger than V III on the
MCS scale (M ≥ 5.7) from C.P.T.I. catalogue (Working Group CPTI, 1999);
dates refer to the year of earthquake occurrence (from Boncio et al., 2004).



52 CHAPTER 3. A CASE STUDY: THE 2009, L'AQUILA EARTHQUAKE

Figure 3.3.1: PGA and PGV shakemaps computed by INGV few days after the
main event using all available data.

3.3 Strong motion data: mainshock and after-

shock analysis

The strong motion data recorded during the earthquake in the near-fault region
exhibit large amplitudes, localized peaks and a strong space variability, this
latter being also observed in pattern of the damage distribution. Figure 3.3.1
shows PGA and PGV maps computed by INGV few days after the event using
all data relative to the mainshock. As it is possible to see, ground acceleration
reaches peak values of ∼ 30%− 40% of g near L'Aquila city.

The mainshock, located at around 9 km depth beneath the town of L'Aquila,
activated a ∼ 50◦ SW -dipping and ∼ 135◦ NW -trending normal fault with a
length of about 15 − 20 km. The aftershocks sequence activated a region of
10 km of the upper crust up to the surface. The geometry of the fault is coherent
with the mapped San Demetrio-Paganica and Mt. Stabiata normal faults. The
mainshock fault plane was activated by a foreshock sequence that culminated
with a MW 4 on March 30 (13:38 UTC). There is a second major structure,
located to the north close to Campotosto and controlled by a MW 5 event,
which occurred on the same day of the mainshock (April 6 at 23:15 UTC), and
by a MW 5.2 event occurred few days later (April 9 at 00:53 UTC).

This earthquake hence represents an interesting case test to investigate near-
fault e�ects and to understand the role played by the source and the large scale
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wave propagation on the observed ground motion and ground motion variability.
Moreover, beyond the main event, records of aftershocks and foreshocks form a
database of Empirical Green's functions (EGFs) that can be used as the impulse
response of the medium in the ground motion simulation. Speci�cally, records
at the accelerometric network allow for calibration of source parameters by
comparison with real observations, whilst records at the temporary network
allow an estimation of the ground motion in sites where no data from the main
event are available.

3.4 Numerical Green's functions for L'Aquila re-

gion

To perfom synthetic simulations, we computed the Green's tractions for each
station and each frequency, after de�nition of the , velocity and density models,
and the focal mechanism. The Green's tractions are computed by using the
discrete wavenumber integration technique (Bouchon, 1981; Coutant, 1989).
This technique assumes that the Earth structure is a 1D layered medium and
provides the complete wave �eld, so that all P and S waves, surface waves,
and near-�eld terms are included in the synthetic seismograms. Moreover, this
method allows for the modeling of the anelastic attenuation.

Green's tractions are used to model the medium response at low frequency, in
particular we have considered the range [0.05; 0.7] Hz. As 1D crustal velocity
model we chose the one proposed by Bianchi et al. (2010) based on receiver
function analyses. We adopt the model derived at the FAGN station (National
Seismic Network), which is localized close to the southeastern termination of the
fault, because in previous study it is found to be more appropriate to represent
the general wave propagation over the whole study area (Ameri et al., 2012).
The model was sempli�ed by removing the velocity inversion between 13 km
and 19 km (see Table 3.1).

3.5 Empirical Green's functions: selection and

analysis

The large number of aftershocks and foreshocks of the 2009 L'Aquila earthquake
allowed us to get a potential catalog of waveforms hat can be used as the impulse
response of the medium in the ground motion simulation. Starting from the
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Depth (km) VP (km/s) V S (km/s) ρ (g/cm3) QP QS

0 3.16 1.70 2.50 200 100
1 4.83 2.60 2.84 400 200
2 5.76 3.10 2.94 400 200
5 6.51 3.50 3.15 400 200
27 7.00 3.80 3.26 600 300
42 7.80 4.20 3.50 800 400

Table 3.1: Model based on Bianchi et al. (2010) VS pro�le for station FAGN.
VP values are computed adopting a VP /VS = 1.86 (Ameri et al., 2012).

whole aftershocks database, we have selected around 400 events recorded in the
�rst month after the mainshock, The �rst selection criterion is related to the
signal to noise ratio in a speci�c frequency range (from 0.2 Hz to 20 Hz), that
was chosen to be larger than 3 in all the frequency range. Then, considering
the locations obtained by Chiaraluce et al. (2011), we have selected those of
them located almost on the same plane of the main event. Moreover, we know
that their corner frequency must be su�ciently larger than the one of the main
event, indicating that we considered those events with magnitudes at least 2−3
point smaller than the magnitude of the mainshock. For the computation of
the corner frequencies and the veri�cation of constant stress drop hypothesis
(according to the self-similarity assumption used for the discretization of the
fault described in the previous section), a two-step inversion of displacement
spectra was performed to jointly extract the quality factor Q and the source
parameters. Results of these analysis are shown in Figure 3.5.1.

Respecting all these criteria, we selected 10 aftershocks with local magni-
tude between 3.5 and 3.7 (the magnitude range is small to choose the EGFs as
similar as possible). At the end, we have to check also if the focal mechanisms
of the EGFs are almost the same of the target event. For 9 of these 10 events
the focal mechanisms are available from Scognamiglio et al. (2010) and shown
in Table 3.2 (Figure 3.5.2). Considering 9 stations from the National Accelero-
metric Network (Department of Civil Protection), 2 from the INGV national
network, 1 from the MedNet (Mediterranean Seismic Network), 2 stations from
the INGV mobile network and 2 stations from the mobile network of the LGIT
of Grenoble, we selected 16 stations at di�erent azimuths and distances from the
fault plane. computed displacement spectra of the EGFs for each station ( not
all the stations recorded all the EGFs, depending on the distance,but we still
have, for the worst cases, at least 3 stations recrding a single EGF), scaled them
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Figure 3.5.1: Earthquake self-similarity: we observe a constant stress-drop scal-
ing of source parameters.
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Figure 3.5.2: Map of the L'Aquila 2009 seismic sequence. Epicenters (from
2008/12/01 to 2009/11/30) are shown using gray dots. The focal mechanisms
determined using the TDMT technique are shown as beach balls with di�er-
ent colors depending on MW . The mainshock mechanism is in red. (From
Scognamiglio et al., 2010).
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Date - Time ML MW Strike Dip Rake

2009.04.06.01.32.40 5.9 6.3 133 54 -102
2009.04.06.04.47.54 3.6 3.8 129 59 -123
2009.04.06.10.36.18 3.5
2009.04.06.22.47.14 3.7 3.6 104 58 -120
2009.04.08.03.00.35 3.6 3.6 131 73 -155
2009.04.08.11.35.57 3.5 3.3 107 79 -152
2009.04.10.15.46.18 3.5 3.2 120 60 -44
2009.04.12.09.48.59 3.5 3.3 122 74 -150
2009.04.13.19.17.58 3.5 3.4 130 61 -120
2009.04.21.15.44.36 3.7 3.5 139 54 -107
2009.04.30.13.01.01 3.5 3.5 131 60 -128

Table 3.2: Magnitudes and focal mechanisms for the mainshock and the 10
selected aftershocks

to an average seismic moment and corrected for a reference distance from the
fault (hypocentral distance of the target event). We than calculated the mean
and the standard deviation of these spectra and plotted the average standard
deviation versus distance to point out the natural variability of the EGF at
each station. It is possible to observe a decreasing trend with distance: at large
distances the source-station path became almost the same for all the EGF so
they look similar. Also there is a large variability of sigma for stations that are
almost at same distances (see Figure 3.5.3). Due to this natural variability of
the spectra, the choice of a particular EGF produces an epistemic uncertainty
in the simulations that is evaluated and shown in the next sections.
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Figure 3.5.3: Distribution of sigma versus distance for di�erent stations.



Chapter 4

Source inversion of L'Aquila

earthquake

4.1 Introduction

Using the methodology illustrated in the �rst chapter, we are going to present
the results of a kinematic inversion of the L'Aquila earthquake. This event is an
interesting case test because the large number of studies performed by several
authors in the last years and the several source kinematic models obtained with
di�erent techniques (e.g. Cirella et al., 2009; Atzori et al., 2009; Ameri et al.,
2012) have pointed out the complexity of this particular rupture process. This
has led us to apply our method to obtain as much information as possible about
this earthquake source process.

4.2 Data selection

To perform the inversion, we have have considered strong motion data recorded
all around the epicentral area, at di�erent distances. We have selected 11 three-
component digital accelerometers of the RAN Network and the AQU (MedNet)
accelerogram from alla the avlaible stations at regional scale that have recorded
the mainshock (Figure 4.2.1). They were integrated to obtain ground velocity
time histories and bandpass �ltered between 0.05 and 0.3 Hz with a two-pole
and two-pass Butterworth �lter. Locations of these 12 stations are reported in
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Stat. Name Lat. (°) Lon. (°) Epi. Dist. (km)

AQU 42.354 13.405 2.45
AQK 42.344 13.40 1
AQG 42.373 13.336 4
GSA 42.42 13.52 14
FMG 42.268 13.117 23
ANT 42.418 13.079 23
AVZ 42.027 13.426 34.9
MTR 42.524 13.244 22.4
LSS 42.558 12.969 39
CLN 42.085 13.521 31.6
ORC 41.953 13.642 49.3
SUL 42.089 13.934 56.4

Table 4.1: Listi of selected stations with thei geographycal location and epicen-
tral distance.

Table 4.1 in terms of latitude, longitude and distance from the epicenter.
The total length of the synthetic data is 81.92 s , the frequency step is

0.0122Hz, and so 25 frequencies are used in the inversion. The synthetic and
real displacements are obtained from the synthetic and the real velocities by
integration in the frequency domain (Cotton et al., 1995).

4.3 Model parameterization

For the selected frequency range [0.05− 0.3]Hz, the maximum resolvable wave-
length on the fault plane is 5 − 10 km, corresponding to a Gaussian width of
about 4 km. the dimension of the plane are 28 km along the strike direction
and 20 km along the dip direction. We used a regular distribution of Gaussian
functions along the strike and along the dip (the total number is: Ng = 42).
The sample spacing in strike (dξ1) and dip (dξ2) direction is 500m. According
to Emolo (2001), we need an additional condition about the rise time τ :

tmax < τ (4.3.1)

where tmax is the maximum propagation time in a subfault and can be written
as:

tmax =

√
dξ2

1 + dξ2
1

vr
(4.3.2)
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Figure 4.2.1: Map of all the avalaible stations at regional scale which have
recorded the mainshock.
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Also considering a low value of rupture velocity vr = 2 km/s, since dξ1 =
dξ2 = 500m, tmax = 0.35 s. To respect the 4.3.2, we decided to use a rise time
τ = 1 s, which is in general around the 10% (Heaton, 1990) of the total rupture
time. For the rupture velocity we used 4x4 control point grid, and we limited
the variation range between 1.5 km/s and 3.5 km/s, while the slip velocity
source time function is a rectangle (eq. 1.4.2).

4.4 Constant rupture velocity inversion

As �srt stage, we started inverting only for the �nal slip distribution, �xing
a constant value of rupture velocity vr over the fault. Increasing linearly the
rupture velocity in the range [1.5− 3.7] km/s bt step of 0.1 km/s, we compute
the mis�t function (eq. 1.5.6) between real and synthetic data for each model
obtained. In Figure 4.4.1 is shown the value of the mis�t as function of vr. The
lowest values of the mis�t is reached for the highest values of vr, in particular the
minimum is for vr = 3.5 km/s. In Figure 4.4.2 we show the slip map obtained
with this �xed value of vr. Highest values of slip (∼ 50 cm) are localized in
a large patch in the deepest part of the fault ( between 5 and 10 km from the
hypocenter) with a linear dimension of about 5 km, and in a smaller one close to
the surface (around 15 km from the hypocenter) with a linear dimension of about
1 km. There is also a quite signi�cant amount of slip close to the nucleation
zone. For all the inverted stations, we show also the comparison between real
and synthetic data in terms of ground displacement for the considered frequency
range (Figure 4.4.3). What we observe is that for the very near source stations
(AQU, AQK and AQG), we are not able to reproduce real amplitudes especially
for the horizontal components. Nevertheless, vertical component are quite well
reproduced at these stations, except AQU for which synthetic and real waveform
are similar but scaled in amplitude by a factor of 2. For GSA station there is
also a good agreement, at least for the �rst part of the signals. If we look a bit
far away from the epicentral area, we have not a good �t for all the inverted
signals, except for CLN which is located south of the fault and probably is
interested by directivity e�ects that here seem to be well reproduced.

4.5 Variable rupture velocity inversion

After this preliminary analysis, we made a complete inversion to retrieve both
a slip and a rupture velocity distribution over the fault plane. We let vr to vary
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Figure 4.4.1: The �gure shows the normalized mis�t between real and synthetic
data as function of the rupture velocity.
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Figure 4.4.2: Final slip distribution obtained by inversion for a constant rupture
velocity, vr = 3.5 km/s.
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Figure 4.4.3: Synthetic ground displacement (red dashed lines) compared with
real ones (black lines) for all the inverted stations. Data are shown in the
frequency range used for the inversion: 0.05− 0.3Hz.
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Figure 4.5.1: Smallest mis�t per iteration between synthetics and observations
as a function of number of iterations. Red line indicates the minimum value
obtained for a constant rupture velocity (vr = 3.5 km/s).

between 1.5 km/s and 3.5 km/s considering results of the previous tests and the
fact that our propagation model (Table 3.1) has a shear wave velocity of 3.5 km/s
between 5 km and 27 km and we wanted to respect the general assumption that
vr < VS (generally is ' 0.8−0.9VS). With a variable rupture velocity, the mis�t
value is sensitively reduced, and so it means that the model is able to better
reproduce observed ground motion for almost all the considered stations. We
performed a total of 4× 104 iterations in the inversion. In Figure 4.5.1 is shown
the smallest mis�t per iteration, normalized to the highest obtained value which
is for a constant vr = 1.5 km/s (see Figure 4.4.1). It demonstrate a relatively
slow convergence, due to the strong nonlinearity of the problem, for the �rst
103 iterations and then an asymptotic trend around the minimum.

The best model obtained is quite di�erent from the one shown in Figure
4.4.2. We �nd againg a large slip patch in the deepest part of the fault, but now
here is concentrated large part of the total amount of slip and the respective
value in the nucleation zone is reduced (Figure 4.5.2). From the rupture time
isolines we can observe that there are two main propagation stage of the rupture:
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Figure 4.5.2: Best source model obtained from kinematic inversion in terms of
slip distribustion (in color) and isolines of constant rupture time.

the �rst one is in the up-dip direction with an average velocity of 2.3 km/s; the
second one is along strike with an average velocity of 2 km/s. If we look at
the comparison between synthetic and observed data (Figure 4.5.3), we can see
that there is a signi�cant improvement in reproducing ground displacement.
There are some reverberations That are not well reconstructed (e.g. the E-W
component of AQU and AQK) maybe related to speci�c a�ect due to resonance
of the L'Aquila basin. If this is the case, a more detailed 3D propagation model
can be useful take into account these e�ects. It is important to note that the
characteristic vertical pulse at L'Aquila stations (AQU,AQK and AQG) is well
reproduced by this model, both in amplitude and shape.

To test our capability of resolving smaller wavelength over the fault surface,
we tried to invert the same data in a larger frequency range: 0.05 − 0.7Hz.
The model obtained is shown in Figure 4.5.4 and e�ectively present an higher
complexity in slip distribution and the propagation of the rupture is faster
(average velocities along the two main direction are respectively 3 km/s and 3.3
km/s). Altought, if we compare the computed synthetics in this last model with
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Figure 4.5.3: Synthetic ground displacement (red dashed lines) obtained with
the model in Figure 4.5.2 compared with real ones (black lines) for all the
inverted stations.
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Figure 4.5.4: Slip map and rupture time isolines obtained from kinematic inver-
sion with data selected in the frequency range 0.05− 0.7Hz.

real ones in this broader frequency range, they are not able to �t high frequency
oscillations present in real records (Figure 4.5.5). It can be probably due to the
incomplete propagation medium description at these frequencies because we are
taking into account also 2D and 3D medium contribution in real data that are
not modeled in synthetics. Also 1D crustal velocity models generally are not
constructed to represent small medium heterogeneity. As an additional proof,
we have compared the normalized mis�t trend as funtion of number of iteration
obtained for the two inversion in the two frequency range and it is clear that
the values are signi�cantly higher in the second one (Figure 4.5.6).

For all these reasons, we decided to adopt the second mode (Figure 4.5.2)
as our low frequency reference model for all the analysis that we will present in
the next sections.
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Figure 4.5.5: Synthetic ground displacement (red dashed lines) compared with
real ones (black lines) for all the inverted stations. Data are shown in the
frequency range used for the inversion: 0.05− 0.7Hz.
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Figure 4.5.6: Comparison between mis�t values versus number of iteration for
two inversions made considering two di�erent frequency range: 0.05 − 0.3Hz
(in red) and 0.05− 0.7Hz (in black).
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Chapter 5

Broadband simulations

5.1 Introduction

Ground motion simulations have a considerable interest in seismology because
they require our best knowledge on source process and propagation e�ect to
obtain realistic and reasonable results. We have performed several broadband
simulations of the 2009 L'Aquila earthquake combining low frequency signals,
obtained with numerical technique, with high frequency simulations made us-
ing EGFs. After that we included a k−2 slip distribution to model high fre-
quency source contributions. We used an opportune matching �lter to couple
the two simulations in the frequency domain and obtain broadband signals (Fig-
ure 5.1.1). The in�uence of the low frequency kinematic model obtained from
the inversion is also investigated as well as the in�uence of the EGF selection.

5.2 Broadband simulation results

We computed broadband signals coupling numerical low frequency simulations
showed in section 4.5 with high frequency simulations with empirical Green's
functions summation. To compute high frequency synthetic records we solved
the representation integral (eq. 1.3.1) in a discretized form. The source term is
constructed supposing slip an vr distribution obtained by kinematic inversion
an assuming a triangle slip velocity function. For each subfault, this source term
is convoluted with the EGF associated to that subfault (the nearest one) and
than, the contribution of each of them is summed up with a proper time shift
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Figure 5.1.1: Schematic representation of the method used for coupling low and
high frequency simulations.
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depending on the rupture time. The selected frequency range of overlapping is
0.3− 0.7 Hz.

Here we represented the simulated velocity amplitude spectra compared with
real ones for three stations: AQU and AQG, which are in near source conditions,
and CLN, which is a bit far from the epicentral area (Figures 5.2.1, 5.2.2 and
5.2.3). Triangle slip velocity function in frequency domain is de�ned by eq.
1.4.3 and has the typycal shape of a sinc functions represented in Figure 1.4.1.
At high frequency its spectrum presents periodical �zeros� in corrispondence of
frequencies proportional to half of the triangle width. Because of triangle width
is exactly the rise time τr, if we set τr = 1 s, the �rst �zero� will be exactly at
2 Hz. This e�ect produces a signi�cant amplitude decrease in high frequency
simulations (green line in Figures 5.2.1, 5.2.2 and 5.2.3). To eliminate this
problem we have generated a random rise time distribution over the fault with
values chosen between 0.1s and 1s (red line in Figures 5.2.1, 5.2.2 and 5.2.3).
Comparison with real data shows a good agreement up to 0.5Hz for all the

considered stations. At high frequency, the choice of random rise time produces
an improvement for AQU and AQG and completely remove the spectrum decay
for CLN station for which real data is retrieved for all the frequency range.

5.3 Broadband simulations with K−2 model

To describe properly the source contribution up to high frequencies we decide
to adopt a K−2 model, in particular using the technique showed in section 1.6.
Starting from the low frequency model obtained by kinematic inversion (Figure
4.5.2) we completed the slip spectrum in wavenumber domain following a K−2

decay. New slip distribution is showed in Figure 5.3.1.

We have done broadband simulations for several stations at di�erent dis-
tances and azimuths with respect to the fault. Here we show results for �ve of
them (AQU, AQK, AQG, GSA and FMG) in terms of acceleration waveform,
Fourier amplitude spectra and response spectra (Figure from 5.3.2 to 5.3.6).
Comparison with real observation is also shown. In general, for all the sta-
tions, we reproduce quite well the high frequency part of the signals (between 5
and 10 Hz) and the low frequency part that we have inverted. In the range be-
tween 0.5 and 5 Hz, real data have the highest amplitude and synthetic records
are non able to �t them. This may depend probably on an incoplete or not ade-
quate description of the source which is obtained by data only up to 0.3 Hz and
then completed stochastically. To improve simulations a possible strategy could
be to make a kinematic inversion up to higher frequencies (2−5 Hz) and, to do
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Figure 5.2.1: Velocity amplitude spectra for AQU station: real data (black);
synthetic with 1s constant rise time (green); synthetic with ramdom rise time
between 0.1s and 1s (red).
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Figure 5.2.2: Same as Figure 5.2.1 for AQG station.
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Figure 5.2.3: Same as Figure 5.2.1 for CLN station.
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Figure 5.3.1: K−2 slip distribution obtained from the one in Figure 4.5.2.

that, we need to use a more detailed description of the propagation medium in-
cluding also 3D and site e�ect maybe coupling numerical and empirical Green's
functions directly in the inversion procedure.

5.4 Uncertainty due to the EGF selection

Results showed in the previous section are obtained describing the propagation
e�ect at high frequencies with the selected EGFs of Table 3.2. In Figure 5.4.1
are indicated the positions of these EGFs over the fault plane. It is clear that
they don't sample uniformly the fault surface and so we have associated, in the
summation algorithm, at each subfaults simply the nearest one. It is reasonable
to ask what is the in�uence of a particular EGF on the simulations and if it is
actually better to use all of them toghether instead of one.

To investigate this aspect, we have done simulations varying the EGF one
by one to show how the intrinsic variability of the EGFs corresponds to an epis-
temic uncertainty in the synthetics accelerograms and spectra. In Figure 5.4.2
and 5.4.3 are shown the comparisons between the accelerations for these simu-
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Figure 5.3.2: Acceleration waveform, amplitude spectra and response spectra
for the station AQU. Synthetic data are plotted in red, whilst real ones in black.
Real waveforms are shifted upward to facilitate comparison.
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Figure 5.3.3: Same as Figure 5.3.2 for the station AQK.
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Figure 5.3.4: Same as Figure 5.3.2 for the station AQG.
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Figure 5.3.5: Same as Figure 5.3.2 for the station GSA.
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Figure 5.3.6: Same as Figure 5.3.2 for the station FMG.
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Figure 5.4.1: K−2 model used for the simulations and position of the selected
EGFs over the fault plane.
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lations and real data for two di�erent stations: AQU, which is very close to the
epicenter, located inside the projection of the fault plane on the surface; FMG,
which is a bit far away from the fault (~25 km). We also made simulations using
all the di�erent EGFs together distributed over the fault plane. From now,
we will refer to this two kind of con�guration with �single-EGF� and �multiple-
EGF�. Using single-EGF con�guration, results are strongly dependent to the
particular aftershock chosen to approximate the propagation e�ect and to its
position on the fault plane with respect to the station. The multiple-EGF con-
�guration, instead, is a sort of average of all the empirical Green's functions
but weighted by the way they sample the fault plane: after the discretization
of the plane, as said before, we associate the nearest EGF to each subfault; be-
cause of the non uniform distribution of the events, we have that some regions
(containing several subfaults) are associated to the same EGF and then, the
simulations are more sensitive to those Green's functions that are much used in
the summation algorithm.

In Figure 5.4.4 are then illustrated the comparisons between all the synthet-
ics in terms of mis�t between real and simulated Fourier amplitude acceleration
spectra and also synthetic PGA values compared with real ones for the �ve sta-
tions considered in the previous section. Results show that the average e�ect
of multiple-EGF con�guration produces a signi�cant improvement and, for this
reason, we decided to adopt this con�guration for the all simulations presented
in this chapter.

5.5 Blind simulations

Our last goal is to build up a method to perform ground motion predictions
in �blind� conditions, we want to perform simulations without any knowledge
about the source process, except its magnitude and focal mechanism. We com-
puted simulations using the same K−2 technique illustrated in the previous sec-
tions. To perform simulations without knowing exactly the source model, source
parameters are randomly chosen from a priori probability density functions. In
particular we focus our attention on roughness degree of slip heterogeneity (K
value introduced in section 1.6), nucleation point position on the fault plane
and rupture velocity (here considered as a constant over the fault plane). In
agreement with the results obtained by Mai et al. (2005) and Causse et al.
(2008), where they found probability density functions for the nucleation point
along strike and dip directions (xn, yn) and rupture velocity vr, and by Causse
et al. (2010) for the distribution of the roughness parameter K, we perfomed
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Figure 5.4.2: Acceleration waveform for AQU station obtained using di�erent
EGFs: real data (black), single-EGF simulations (red) and multi-EGF simula-
tion (blue).
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Figure 5.4.3: Same as Figure 5.4.2 for FMG station.
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Figure 5.4.4: (Top) Mis�t between real and synthetic amplitude acceleration
spectra versus epicentral distance for the stations AQK, AQU, AQG, GSA and
FMG. (Bottom) Real and synthetic PGA versus distance for the same stations.
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100 simulations using the Latine Hypercube Sampling (LHS) method (McKay,
1988) to select for each parameter a set of values with respect to its distribu-
tion. Rupture velocity has a uniform distribution between 2.1 km/s and 2.7
km/s. Considering fault dimensions L andW normalized to 1, for xn we used a
normal distribution centered in 0.5 and with σ = 0.23. For yn, instead, we used
a Weibull distribution with a and b parameters respectively equal to 0.63 and
3.92. The choice of Weibull distribution is due to its non-simmetry, because we
wanted to take into account that it's more probable to have nucleation at large
depths instead of close to the surface. Roughness parameter is related to the
stress drop and, in general, has a lognormal distribution (Causse et al., 2010)
which depend on magnitude and fault dimensions

log

(
K

LW

)
= 1.88− 0.5MW (5.5.1)

For each station the median and standard deviation of the spectra were
calculated and then compared with the real data. In Figures 5.5.1, 5.5.2 and
5.5.3 are shown the comparison between the simulations and real data in terms
of acceleration Fourier and response spectra for AQG, AQU and FMG stations.
To quantify the variability, we compute an average of the standard deviation of
the spectra with respect to frequency (period for response spectra) and indicate
it on the �gures. Variability of the simulations is almost the same for all
the stations because it mainly depends on the chosen a priori distributions of
source parameters which are the same for all of them. Single simulations can be
very di�erent from the real data but, if we look at the average spectra, we see
that there is a quite good agreement (in terms of trend and amplitude). Larger
di�erencies are observed for near fault stations, in particular AQG for which we
overestimate the low frequency part of the spectra. This can be due to
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Figure 5.5.1: Blind simulations for AQG: single simulations (grey); mean and
standard deviation of the spectra (continuous and dashed black lines); real data
(red line). On the left panel we plotted the acceleration amplitude spectra, on
the right panel the acceleration response spectra. Average standard deviation
is indicated for each component.

Figure 5.5.2: Same as previous Figure, but for AQU station.
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Figure 5.5.3: Same as previous Figure, but for FMG station.



Conclusions

In this work we illustrated a methodology to perform ground motion simulations
giving a detailed description of the seismic source and the propagation e�ects.
As a case test to validate the technique we investigated the 2009, L'Aquila
earthquake, which is one of the best recorded earthquakes of the last years.
Moreover a large amount of records in the vicinity of the source is available
that could give us detailed information on the rupture process. Additionally,
the large spatial variability of the ground motion in the epicentral area makes
this earthquake an interesting case for testing performances of our simulation
method.

To describe the source process, starting from the assumption of an extended
fault, we need to choose a parametrization. Generally, source parameters that
are important to kinematically characterize the rupture evolution are the �nal
slip distribution, the rupture velocity (or rupture time)and the rise time. As a
�rst step, we decided to �x the rise time and retrieve the �nal slip distribution
and the rupture velocity from a kinematic inversion.We found the best model
which is able to represent real observations at least in the frequency range [0.05-
0.5 Hz] for that we have inverted them. It is a very smooth model, due to the
adopted Gaussian slip parameterization and presents essentially three regions
of non-zero slip, the largest one placed in the middle-bottom part of the fault
and reaches the maximum value of about 1 m. We also showed, that is quite
di�cult to represent strong motion data in a wider frequency range because
of the inadequate description of the propagation media at small scales by 1D
velocity models, so that, kinematic inversions generally allows us to �nd a source
model which is representative of a band-limited part of real ground motion. On
the other hand, in numerical simulations the propagation medium contribution
is commonly approximated by the Green's tractions computed using crustal
velocity models obtained from tomographic inversions. Since these models are
generally not so detailed, the propagation e�ect is band-limited too.
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During an earthquake, the strong ground motion that is responsable of the
damage to structures generally comes from high frequency acceleration picks;
this is the reason for which we are interested in investigating the ground motion
in a broader frequency range. High frequencies are related to small wavelengths,
that is the set of phenomena that happen on the fault plane at a very small scale
(few hundreds of meters). For this reason, we built up a technique to couple
standard low frequency numerical simulations with high frequency simulations
for which the propagation e�ect is described by Empirical Green's functions.
This method quite well reproduces the high frequency content of records of
stations far from the source but not for all the stations that are located very
close to the fault, We tried to improve high frequency description considering a
randomly variable rise time, but the high frequency content of the simulations
is still reduced as compared to real data. Then, we integrated the description
of the rupture process with a K-square model which reduced mis�t between
synthetics and observations both in far and near source conditions.

Another aspect that I investigated is the in�uence of the EGF selection of
the ground motion simulation. I showed that simulations are very sensitive to
peculiarity of a particular EGF and, to reduce this e�ect, it is better to make
a good selection in terms of similarity to the main event and of signal to noise
ratio. We showed that it is also better to use several EGF distributed over the
plane instead of one, to make an average of the single propagation contributions,
in particular this is true for the very near source stations.

At the end, we developed a technique to compute simulations without hav-
ing a �xed source model. The idea is to have a method for performing ground
motion predictions (in terms of acceleration waveform, amplitude spectra and re-
sponse spectra) for a future earthquake starting from a priori source parameters
probability density functions. We have tested also this technique for L'Aquila
earthquake observing a good agreement between real data and the average of
predictions both for amplitude and response acceleration spectra.

Synthetic seismograms are useful for the calculation of seismic hazard and
for scenario predictions of future earthquakes. Since it is impossible to have real
observations for any site of interest in active seismic zones, the possibility to use
synthetics for seismic risk estimation and deterministic hazard analysis is really
an important issue. Along this road, it is important to be sure of obtaining
realistic signals which are representative of the source and propagation e�ects
up to high frequencies. With this study we wanted to show the feasibility of
computing realistic ground motion also without assuming speci�c knowledge of
a source model. To perform a blind simulation we need to assume of knowing
the position of the fault plane with respect to the site of interest, but not
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the source model, for which we can de�ne a priori distribution of parameters.
Although it is important to have very good quality records of small events, to
use as EGFs, which are compatible with the source mechanism we are going to
simulate. Having a dense network capable to register the background seismicity
with an high signal to noise ratio can provide us a good dataset of empirical
Green's functions.
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