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Introduction

The purpose of this thesis is the description of some important physical mechanisms of the four fundamental interactions and how they emerge in the context of Connes’ noncommutative geometry. This is a modern mathematical approach that generalizes the usual geometric concepts such as point, distance, integration in a totally algebraic language. Noncommutative geometry — or also spectral geometry — is a bottom-up approach describing the well-established standard model of high-energy physics in a gravitational background given by Einstein’s general relativity. Its basic ideas have been nicely organized in a mathematical framework by Connes in the 1980s [26]. The key elements of this new mathematical structure are three algebraic objects - a $C^*$-algebra $A$, a Hilbert space $H$ and a generalization of the Dirac operator $D$ - naturally appearing in some elementary applications of quantum field theory. In fact, the set of quantum observables (position, time, energy) forms an associative algebra; spinors, which describe the system, belong to an Hilbert space and the dynamic is determined by an operator $\partial$, said Dirac operator. As we will see further in the course of this dissertation, the roots of noncommutative geometry are, therefore, inherent to quantum mechanics.

One of the outstanding issues in modern theoretical physics is the unification of the four fundamental interactions in a single framework capable to describe all interactions as different aspects of a single theory. This unification is currently being attempted in a variety of ways, among which the one described here, where the Lagrangian of the proper classical Yang-Mills model coupled with gravity is a natural choice in a generalize geometrical framework.

The noncommutative description of the standard model could recall the original Kaluza-Klein theories [58, 59]. In fact, one starts with a product of ordinary four-dimensional space-time $\mathcal{M}$ with an internal space $F$ describing the gauge content of the theory

$$\mathcal{M} \times F$$

in which, of course, space-time itself still describes the gravitational part. The main difference with Kaluza-Klein theories is that the additional space $F$ is
a discrete zero dimensional space whose structure is described by a noncom-
mutative algebra, therefore, noncommutative geometry does not require the
introduction of extra space-time dimensions. We describe $F$ by matrices yield-
ings an algebraic structure with multiplication given by ordinary matrix multi-

\[(AB)_{ij}(x) = \sum_k A_{ik}(x)B_{kj}(x), \forall A, B \in \mathcal{M} \times F\]

and the entries of matrices are functions of the space-time $\mathcal{M}$. The correspond-
ing matrix algebra of coordinates on $F$ is typically $M_N(\mathbb{C})$ or direct sums of
its subgroups, like quaternions $\mathbb{H}$. It turns out, as we will see below, that a
metric on $F$ can also be described in terms of algebraic data. In this way, we
can fully describe the geometrical structure of $\mathcal{M} \times F$. We call this type of
noncommutative manifolds *almost-commutative manifolds*.

Let we point out the difference of these spaces with another type of non-
commutative spaces, such as the Moyal plane, for which the noncommutative
structure is implemented on the space-time itself:

\[ [x_\mu, x_\nu] = i\hbar \theta_{\mu\nu} \]

We stress that although such spaces fit in the framework of noncommutative
geometry - see for instance [29, 30] for the compact and [46, 47] for the non-
compact case - this is not the type of noncommutativity that we are dealing
in the following.

In this dissertation, we will give several examples of almost-commutative
manifolds of interest in physics, showing how they can improve the knowledge
of some fundamental elementary particle properties. Why the Higgs mass has
an experimental value so low? Its potential is stable? The gauge interactions
can be unified into a single point? These are some questions that we will try
to answer in the course of this thesis. In some cases, like the gauge unifica-
tion problem, it will be sufficient to consider simple extensions of the existing
models. However, in other cases, like the correct prediction of the Higgs mass,
we will need to build a larger mathematical model that could reveal more
structure and more properties than the existing one.

In particular, after a general summary, in chapter 1, on the fundamen-
tal interactions and some related open questions, in chapter 2 we derive the
Glashow-Weinberg-Salam electroweak theory, and the full standard model in-
cluding the Higgs mechanism from noncommutative spaces. Naturally, to do
this, we first need to develop the mathematical framework of spectral geom-

etry, based on the concept of spectral triple, leading to the construction of
noncommutative manifolds. Then, we show how, in spectral geometry, the
three standard model interactions - electromagnetic, weak and strong - are
coupled to the gravitational force. This is accomplished by the spectral action principle, that is a simple counting of the eigenvalues of a Dirac operator on $\mathcal{M} \times F$ lower than a cutoff $\Lambda$; the spectral action allows to construct a Lagrangian from the geometry of $\mathcal{M} \times F$, i.e. the right one for the standard model, in addition minimally coupled to gravity.

Chapter 3 contains the main part of the dissertation: in the attempt to derive the correct mass of the Higgs boson, and at the same time to solve one of the open questions of the standard model, i.e. the instability of the electroweak vacuum, we introduce the grand symmetry model. It is an almost commutative model, derived from an algebra larger than the one of the standard model, which allows to obtain an additional scalar field, usually called $\sigma$, coupled to the Higgs field in the action. This new field $\sigma$ both stabilizes the electroweak vacuum and makes the computation of the mass of the Higgs compatible with its experimental value. However, in the usual spectral triple approach, the breaking of this grand symmetry to the standard model is accomplished by a mathematical requirement. To overcome this limit and to cure a technical problem of the grand symmetry, that is the appearance together with the extra scalar field $\sigma$ of unbounded vectorial terms, in chapter 4, we introduce Connes-Moscovici twisted spectral triples. The twist makes these terms bounded, and also permits to understand the breaking to the standard model as a dynamical process induced by the spectral action. This is a spontaneous breaking from a pre-geometric Pati-Salam model to the almost-commutative geometry of the standard model, with two Higgs-like fields: scalar and vector.

In the last two chapters we focus other two problems of the spectral action: in its present form it requires the unification of the three gauge couplings at a single scale, $\Lambda$, and physical predictions are based on the value of this scale. It is known experimentally that in the absence of new physics the three constants do not meet in a single point, but the three lines form an elongated triangle spanning nearly four orders of magnitude, between $10^{13} - 10^{17}$ $GeV$. Therefore, in chapter 5, we want to investigate whether the presence of higher dimensional terms in the standard model Lagrangian - coming from the spectral action expansion up to dimension six terms - may cause the unification of the coupling constants. This chapter may be read in two contexts: as an application of the spectral action, or independently on it, from a purely phenomenologically point of view.

On the other side in the spectral action is not clear what would happen after the unification scale, if one considers scales higher than $\Lambda$, i.e. earlier epochs. For a theory dealing with the unification of gauge theory and gravity a more natural scale is the Planck scale. For this reason, in chapter 6, we study the interaction between the gravitational force and the other three fundamental interactions. In particular we show how the gravitational effects change the
main running coupling constants and if they lead to a restriction on the free parameters of the theory still compatible with the Higgs, top and neutrino mass predictions.

In the end, a conclusion section contains some comments and future possible research topics.
Chapter 1

Standard Model, Gravity and open questions

The Standard Model of particle physics is a gauge quantum field theory based on the unitary group $U(1) \times SU(2) \times SU(3)$, concerning the electromagnetic, weak, and strong nuclear interactions, as well as classifying all the known subatomic particles. At present, it describes all known fundamental forces, excluding gravity. The standard model is certainly not a complete theory for fundamental interactions. Although it has demonstrated huge and continued successes in providing experimental predictions, it does leave some phenomena unexplained: it does not incorporate the full theory of gravitation as described by general relativity. It also does not contain any viable dark matter particle that possesses all of the required properties deduced from observational cosmology. In its original formulation, it does not incorporate neutrino oscillations and their non-zero masses, although one can simply extend the model by addressing this lack, [48]

From a theoretical point of view, the standard model is an excellent laboratory of study, since it is a paradigm of a quantum field theory which exhibits a wide range of physics including spontaneous symmetry breaking, anomalies, non-perturbative behavior, etc. It is used as a basis for building more exotic models that incorporate hypothetical particles, extra dimensions, and elaborate symmetries (such as supersymmetry) in an attempt to explain experimental results at variance with it.

In the following sections, we will discuss the standard model starting by its mathematical base, i.e. the Yang-Mills gauge theory. Then we give the standard model action, explaining the electroweak model of Weinberg and Salam and the QCD lagrangian. In §1.4, we discuss the consequences of the renormalization group flow on the main coupling constants of the model without discussing how obtain this, since the calculation is standard and can be found
in any usual textbook on quantum field theory. Then, in §1.5 we introduce
the gravitational force, giving the basic ingredients of General Relativity and
formulating the gravitational action. Finally, in §1.6 we show how is it possible
the coupling of the gravitational field to the other fundamental fields. In the
second chapter, with the spectral action approach, we can show how to put
gravitation and standard model on the same footing, deriving them from the
same principle.

1.1 Yang-Mills theories

We begin with the fermion field $\psi_i$ transforming in some representation
of $SU(N)$, not necessarily the fundamental one. It transforms as $SU(N),\psi_i(x) \rightarrow \Omega_{ij}(x)\psi_j(x), \ (1.1)$
where $\Omega_{ij}$ is an element of $SU(N)$. Let $\tau^a$ be the generators on its Lie algebra:

$$[\tau^a, \tau^b] = if_{abc} \tau^c; \ (1.2)$$

where the parameters $f_{abc}$ are called structure constants of the Lie group and
determine the Lie brackets of elements of the Lie algebra, and consequently
nearly completely determine the group structure of the group.

Essential point is that the group element $\Omega$ is now a function of space-time;
that is, it changes at every point in the space. It can be parametrized as:

$$\Omega_{ij}(x) = (e^{i\theta^a(x)\tau^a})_{ij} \Rightarrow \psi'_i = (e^{i\theta^a(x)\tau^a})_{ij}\psi_j \ (1.3)$$

where the parameters $\theta^a(x)$ are local variables, and where $\tau^a$ is defined in
whatever representation we are analyzing.

The problem with this construction is that derivatives of the fermion field
are not covariant under this transformation. A naive transformation of the
derivatives of these fields picks up terms like $\partial_\mu \Omega_{ij},$

$$\left(\partial_\mu \psi_i\right) \rightarrow \left(\partial_\mu \psi'_i\right) = \Omega_{ij} (\partial_\mu \psi_j) + (\partial_\mu \Omega_{ij}) \psi_j. \ (1.4)$$

In order to cancel the second unwanted term, we would like to introduce a new
derivative operator $D_\mu$ that is truly covariant under the group. To construct
such an operator $D_\mu$, let us introduce a new field, called the connection $A_\mu$:

$$D_\mu = \partial_\mu - igA_\mu \ (1.5)$$

A practical summary of the fundamental elements of group theory can be found in [60, chap.2]
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with

\[ A_\mu(x) \equiv A_\mu^a(x)\tau^a. \]  

(1.6)

If we set \( A_\mu(x) \) to transform according the rule

\[ A'_\mu(x) = \Omega A_\mu(x)\Omega^{-1} - \frac{i}{g}(\partial_\mu \Omega)\Omega^{-1} \]  

(1.7)

then the covariant derivative of the \( \psi \) field is gauge covariant:

\[ (D_\mu \psi)' = \partial_\mu \psi' - igA'_\mu \psi' = \Omega(\partial_\mu \psi) + (\partial_\mu \Omega)\psi - igA'_\mu \Omega \psi = \Omega(D_\mu \psi). \]  

(1.8)

Infinitesimally, this becomes

\[
\begin{cases}
\delta \psi = ig\theta^a \tau^a \psi \\
\delta A_\mu^a = -\frac{ig}{2} \partial_\mu \theta^a + f^{abc} \theta^b A_\mu^c
\end{cases}
\]  

(1.9)

**Example, \( U(1), SU(2), SU(3) \)**

1. As first example, let us consider the unitary group \( U(1) \). From this group we recover the field transformation for QED. It has a unique generator, \( \tau \), that in this case we set equal to \(-1\). This means \( \Omega = e^{-i\theta(x)} \), and the fermion field transforms as

\[ U(1) : \psi' = e^{-i\theta(x)} \psi \]  

(1.10)

By setting the gauge coupling \( g \) equal to the usual electromagnetic coupling constant \( e, g \equiv -e \), we obtain for the covariant derivative,

\[ D_\mu = \partial_\mu + ieA_\mu. \]  

(1.11)

Then we have \( \partial_\mu \Omega = i(\partial_\mu \theta)e^{i\theta} \) and the connection \( A_\mu \) becomes,

\[ A'_\mu = A_\mu + \frac{1}{e} \partial_\mu \theta, \]  

(1.12)

recovering the field transformations for QED.

2. Now we analyze the case \( SU(N) = SU(2) \). The generators of this group are the \( 2 \times 2 \) Pauli matrices \( \tau^a = \sigma^a/2 \) whose Lie algebra is given by the commutation rules:

\[
\begin{bmatrix}
\frac{\sigma^i}{2}, & \frac{\sigma^j}{2}
\end{bmatrix} = i\epsilon^{ijk}\sigma^k \frac{1}{2}, \text{con } i, j, k = 1, 2, 3.
\]  

(1.13)
Therefore, in this case $\Omega = e^{i \theta \cdot \sigma / 2}$,

$$SU(2) : \psi' = e^{i \theta / 2} \psi$$  \hspace{1cm} (1.14)$$

and the covariant derivative takes the form

$$D_\mu \psi = \partial_\mu \psi - \frac{i}{2} g A_\mu \psi$$  \hspace{1cm} (1.15)$$

with the connection $A_\mu$ in matrix form that means

$$A_\mu = \sigma^i A^i_\mu = \begin{pmatrix} A^3_\mu + i A^2_\mu & A^1_\mu - i A^2_\mu \\ A^1_\mu + i A^2_\mu & -A^3_\mu \end{pmatrix}$$  \hspace{1cm} (1.16)$$

Since we have $\partial_\mu \Omega = \frac{i}{2} (\sigma \cdot \partial_\mu \theta) \Omega$, it is easy to show that, for infinitesimal $\theta$, the transformation (1.7) becomes

$$A'_\mu = A_\mu - \theta \times A_\mu + \frac{1}{g} \partial_\mu \theta.$$  \hspace{1cm} (1.17)$$

3. Finally, we can see the color group $SU(3)$. Its generators are the eight $3 \times 3$ Gell-Mann matrices $\tau^a = \lambda^a / 2$, whose Lie algebra obeys the commutation rules:

$$\left[ \frac{\lambda_a}{2}, \frac{\lambda_b}{2} \right] = i f_{abc} \frac{\lambda_c}{2}, \text{ for } a, b, c = 1, 2, \ldots 8$$  \hspace{1cm} (1.18)$$

the structure constants $f_{abc}$ are totally antisymmetric in their indices and the only non zero components are

$$\begin{cases} f_{123} = 1 \\ f_{147} = -f_{156} = f_{246} = f_{257} = f_{345} = -f_{367} = 1/2 \\ f_{458} = f_{678} = \frac{\sqrt{3}}{2} \end{cases}$$  \hspace{1cm} (1.19)$$

Therefore, $\Omega = e^{i \frac{\lambda^a}{2} \theta^a}$ and the covariant derivative takes the form,

$$D_\mu \psi = \partial_\mu \psi - \frac{i}{2} g \lambda^a A^a_\mu \psi$$  \hspace{1cm} (1.20)$$

The connection $A_\mu$ in matrix form can be written

$$A_\mu = \frac{\lambda^a}{2} A^a_\mu = \begin{pmatrix} A^3_\mu + \frac{1}{\sqrt{3}} A^8_\mu & A^1_\mu - i A^2_\mu & A^4_\mu - i A^5_\mu \\ A^1_\mu + i A^2_\mu & -A^3_\mu + \frac{1}{\sqrt{3}} A^8_\mu & A^6_\mu - i A^7_\mu \\ A^4_\mu + i A^5_\mu & A^6_\mu + i A^7_\mu & -\frac{2}{\sqrt{3}} A^8_\mu \end{pmatrix}$$  \hspace{1cm} (1.21)$$

$^2$The scalar product between the bold symbols means by definition $\theta \cdot \sigma = \sum_{j=1}^{3} \theta^j \sigma^j$.
1.2 Field strength and Yang-Mills action

It is also possible to construct the invariant action for the connection field itself. Since $D_\mu$ is covariant, then the commutator of two covariant derivatives is also covariant. We define this commutator as field strength (or gauge field) $G_{\mu\nu}$:

$$G_{\mu\nu} \equiv \frac{i}{g} [D_\mu, D_\nu] = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu] = (\partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g f^{abc} A_\mu^b A_\nu^c) \tau^a. \quad (1.22)$$

Because $D_\mu$ is genuinely covariant this means that the $G_{\mu\nu}^a$ tensor is also covariant:

$$G_{\mu\nu} \rightarrow \Omega G_{\mu\nu} \Omega^{-1} \quad (1.23)$$

Now we can construct an invariant action out of this tensor. We want an action that only has two derivatives (since actions with three or higher derivatives are not unitary, i.e. they have ghosts). The simplest invariant is given by the trace of the commutator. This is invariant because:

$$\text{Tr}(\Omega G_{\mu\nu} S^{-1} \Omega G_{\mu\nu} \Omega^{-1}) = \text{Tr}(G_{\mu\nu} G_{\mu\nu}^a) \quad (1.24)$$

The unique action with only two derivatives is therefore given by:

$$S_B = \int d^4x \left( -\frac{1}{4} \text{Tr} G_{\mu\nu} G_{\mu\nu}^a \right) = \int d^4x \left( -\frac{1}{4} G_{\mu\nu}^a G_{\mu\nu}^a \right). \quad (1.25)$$

This is the action for the Yang-Mills theory, which is the starting point for all discussion of gauge theory.

The field tensor $G_{\mu\nu}$, we want point out, obeys the Bianchi identities. We know, by the Jacobi identity, that certain multiple commutators vanish identically. Therefore we have:

$$[D_\mu, [D_\nu, D_\rho]] + [D_\nu, [D_\rho, D_\mu]] + [D_\rho, [D_\mu, D_\nu]] \equiv 0 \quad (1.26)$$

This is easily checked by explicitly writing out the terms in the commutators. Written in terms of the field tensor, this becomes:

$$[D_\mu, G_{\nu\rho}] + [D_\nu, G_{\rho\mu}] + [D_\rho, G_{\mu\nu}] \equiv 0 \quad (1.27)$$

It is important to stress that these are exact identities. They are not equations of motion, nor are they new constraints on the field tensor.

Lastly, since $\bar{\psi} \rightarrow \bar{\psi} \Omega(x)$ and $D_\mu \psi \rightarrow \Omega D_\mu \psi$, we can define the invariant fermion action, coupled to the gauge field, as:

$$S_F = \int d^4x \bar{\psi} (i\gamma^\mu D_\mu - m) \psi \quad (1.28)$$
therefore the final action will be

\[ S = S_B + S_F = \int d^4x \left[ \bar{\psi}(i\gamma^\mu - m)\psi - \frac{1}{4} \text{Tr} G_{\mu\nu}G^{\mu\nu} \right] \] (1.29)

For example, a gauge field theory containing the internal symmetries of the unitary product group \( SU(3) \times SU(2) \times U(1) \) will take the form

\[ S = \int d^4x \left[ i\bar{\psi}\gamma^\mu D_\mu \psi \right] + \int d^4x \left[ -\frac{1}{4} G_{\mu\nu}G^{\mu\nu} - \frac{1}{4} W_{\mu\nu}W^{\mu\nu} - \frac{1}{4} F_{\mu\nu}F^{\mu\nu} \right] \] (1.30)

with \( D_\mu \psi = (\partial_\mu + ig_1 A_\mu - \frac{g_2}{2} \sigma \cdot W_\mu - \frac{g_3}{2} \lambda \cdot G_\mu) \psi \). The standard model of particle physics is just a gauge quantum field theory containing the internal symmetries of this unitary product group. The full standard model action will be given in the next section, together with an explanation of the form of the Hilbert space containing the spinor \( \psi \).

1.3 Standard model action

The standard model is the gauge quantum field theory based on the unitary group \( SU(3) \times SU(2) \times U(1) \). It is one of the greatest successes of the gauge revolution. At present, this model can describe all known fundamental forces, excluding gravity.

It is given by crudely splicing the electroweak theory and the theory of quantum chromodynamic (QCD), taking the sum of their respective actions,

\[ S_{\text{sm}} = S_{\text{e.w.}} + S_{\text{QCD}} \] (1.31)

where

\[ S_{\text{QCD}} = \int d^4x \left[ -\frac{1}{4} G^a_{\mu\nu}G^{a\mu\nu} + \sum_{a=1}^{6} \bar{Q}_i^a(i\gamma^\mu D_\mu - m)Q_i^a \right] \] (1.32)

\[ S_{\text{e.w.}} = \int d^4x \left[ -\frac{1}{4} W^a_{\mu\nu}W^{a\mu\nu} - \frac{1}{4} F^a_{\mu\nu}F^{a\mu\nu} + i\bar{R}\gamma^\mu D_\mu R + i\bar{L}\gamma^\mu D_\mu L \right] + \int d^4x \left[ D_\mu H^\dagger D^\mu H - m^2 H^\dagger H - \lambda (H^\dagger H)^2 \right] + \int d^4x \left[ G_{\mu}(\bar{L}\phi R + \bar{R}\phi^\dagger L) \right]. \] (1.33)

In (1.32), \( G^a_{\mu\nu} \) are the massless Yang-Mills field associated to the unbroken “color” gauge group \( SU(3) \), describing the strong interaction. The spinors \( Q_i^a \)
describe the quarks having two indices. The $\alpha$ index is taken over the flavors, which labels the up, down, strange, charm, top, and bottom quarks. The flavor index is not gauged; it represents a global symmetry. However, the quarks also carry the important local color $SU(3)$ index, $i = 1, 2, 3$. In other words, quarks come in six flavors and three colors, but only the color index participates in the local gauge symmetry. Synthetically,

$$
\begin{pmatrix}
u^1 & \nu^2 & \nu^3 \\
\nu^1 & \nu^2 & \nu^3 \\
\nu^1 & \nu^2 & \nu^3 \\
\nu^1 & \nu^2 & \nu^3 \\
\nu^1 & \nu^2 & \nu^3 \\
\nu^1 & \nu^2 & \nu^3
\end{pmatrix}
$$

where 1, 2, 3 are the color indices, sometimes also labeled as $R, W, B$.

### 1.3.1 Electroweak action

The electroweak model (or Weinberg-Salam model), one of the most successful quantum theories besides the original QED, is a curious amalgam of the weak and electromagnetic interactions. Strictly speaking, it is not a "unified field theory" of the weak and electromagnetic forces, since we must introduce two distinct coupling constants $g$ and $g'$ for the $SU(2)$ and $U(1)$ interactions. Nonetheless, it represents the one of the most important extensions of QED in the past century. The model we explain here, differently from the original work of Weinberg and Salam, takes into account also the right-handed neutrino, since we now know they are massive particle too.

Let us consider only one leptonic generation, i.e. the doublet $\left( \begin{array}{c} \nu_e \\ e \end{array} \right)$; the same considerations hold for $\mu$- and $\tau$-families.

As already mentioned in (1.33), the electroweak model is described by an action invariant under the group $SU(2) \times U(1)$,

$$
\mathcal{L}_{e.w.} = -\frac{1}{4} W^a_{\mu\nu} W^{a\mu\nu} - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}
+ i \bar{\nu}_e \gamma \cdot D \nu_e + i \bar{\nu}_\nu \gamma \cdot D \nu_\nu + i \bar{\nu} \gamma \cdot D L
+ D_\mu H^\dagger D^\mu H - m^2 H^\dagger H - \lambda (H^\dagger H)^2 +
+ G_e (\bar{\nu} \phi R + \bar{\nu} \phi^\dagger L). 
$$

(1.35)
with
\[
W^a_{\mu\nu} = \partial_\mu W^a_\nu - \partial_\nu W^a_\mu + g\epsilon^{abc}W^b_\mu W^c_\nu
\]
\[
F^a_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu
\]
\[
D_\mu R_e = (\partial_\mu + ig'B_\mu)R_e
\]
\[
D_\mu R_\nu = \partial_\mu R_\nu
\]
\[
D_\mu L = (\partial_\mu + \frac{i}{2}g'B_\mu - \frac{i}{2}g\sigma_i W^i_\mu) L,
\]
the isospinor \( L \equiv \begin{pmatrix} \nu_L \\ e_L \end{pmatrix} \), containing the Weyl left-handed neutrino and electron, forms an \( SU(2) \) isodoublet with non-abelian charge \( I_w = \frac{1}{2} \), \( I^3_w(\nu_e) = \frac{1}{2} \) and \( I^3_w(e_L) = -\frac{1}{2} \). This quantum number is called weak isospin charge. On the other hand, \( R_e \equiv (e_R) \) and \( R_\nu \equiv (\nu_R) \), containing the Weyl right-handed electron and neutrino, are both isospin singlet with charge \( I_w = 0 \) e \( I^3_w = 0 \). Therefore, these two sectors transform in a different way under \( SU(2) \):
\[
SU(2) : \begin{cases} 
L \to e^{\frac{i}{2}\beta}\sigma L \\
R_e \to R_e \\
R_\nu \to R_\nu
\end{cases}
\]
(1.37)

The quantum number associated to the abelian group \( U(1) \) is the hypercharge \( Y_w \), which takes the values \( Y_w = -1 \) for the isospinor \( L \), \( Y_w = -2 \) for \( R_e \), e \( Y_w = 0 \) for \( R_\nu \), so that the experimental Gell-Mann-Nishijima relation
\[
Q = I^3_w + \frac{Y_w}{2}
\]
(1.38)
holds. Therefore, the correct transformation for \( L, R_e, R_\nu \) under \( U(1) \) will be
\[
U(1) : \begin{cases} 
L \to e^{\frac{i}{2}\beta}L \\
R_e \to e^{i\beta}R_e \\
R_\nu \to R_\nu
\end{cases}
\]
(1.39)
The third row in 1.35 contains the scalar Higgs sector. The scalar multiplet \( H \) is a complex isodoublet given by,
\[
H \equiv \begin{pmatrix} H^+ \\ H^0 \end{pmatrix}
\]
(1.40)
where the doublet has charge \( (1, 0) \) which can be given by \( Q = I^3_w + Y_w/2 \) such that \( (I_w = \pm \frac{1}{2}, Y_w = 1) \)

Symmetry breaking is induced by the vacuum expectation value \( v \)
\[
\langle H \rangle = \begin{pmatrix} 0 \\ v/\sqrt{2} \end{pmatrix}
\]
(1.41)
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After symmetry breaking, the fields \( W^a_\mu \) and \( B_\mu \) recombine and emerges the physical photon \( A_\mu \), a neutral massive vector particle \( Z_\mu \), and a charged doublet of massive vector particles \( W^\pm_\mu \):

\[
\begin{align*}
Z_\mu &= \frac{gW^3_\mu + g'B_\mu}{(g^2 + g'^2)^{1/2}} \equiv \cos\theta_W W^3_\mu + \sin\theta_W B_\mu \\
A_\mu &= \frac{gB_\mu - g'W^3_\mu}{(g^2 + g'^2)^{1/2}} \equiv -\sin\theta_W W^3_\mu + \cos\theta_W B_\mu \\
W^\pm_\mu &= \frac{1}{\sqrt{2}} (W^1_\mu \pm iW^2_\mu) 
\end{align*}
\]

where the Weinberg angle \( \theta_W \) is defined via:

\[
\cos\theta_W \equiv \frac{g}{\sqrt{g^2 + g'^2}}. 
\]

By examining the mass sector, we can read off the masses of the resulting vector particles:

\[
\begin{align*}
M^2_{W_1} &= M^2_{W_2} = \frac{g^2 v^2}{2} \\
M^2_Z &= \frac{M^2_W}{\cos^2\theta_W} \\
M_A &= 0 \\
M^2_H &= 2\lambda v^2 
\end{align*}
\]

After the symmetry breaking, the Yukawa couplings of the fourth row in 1.35 give mass to the fermions:

\[
\begin{align*}
M_e &= y_e v/\sqrt{2} \\
M_\nu &= y_\nu v/\sqrt{2} 
\end{align*}
\]

finally, the electric charge emerges as

\[
e = g \sin\theta_W
\]

1.4 Unification point and instability problem

The standard model successfully incorporates all the known properties of the strong, weak and electromagnetic forces. In 2012 there has been a great success for it, i.e. the discovery of the Higgs boson at the LHC, giving validity to the electro-weak theory, that is one of the most important mechanism of the standard model. However, if on the one hand this discovery gave great
enthusiasm to the scientific community, on the other hand the value of the Higgs boson mass $\simeq 125 GeV$ has raised some questions about the completeness of the model: it leads to an instability of the electroweak vacuum [54, 81], as explained in the following.

The various couplings of the standard model run with the energy [12], as dictated by the renormalization group. In particular let us discuss the evolution of the auto-interaction coefficient $\lambda$ of the quartic term $(\bar{H}H)^2$ in the Higgs sector. We skip the discussion on how to obtain this, since the calculation is standard and can be found in any usual textbook on Quantum Field Theory (see for example [60, 80]).

At one-loop its running is given by:

$$\mu \frac{d}{d\mu} \lambda = \frac{1}{16\pi^2} \left( 24\lambda^2 - (3g_1^2 + 9g_2^2) \lambda + \frac{3}{8} \left( g_1^4 + 2g_1^2g_2^3 + 3g_2^4 \right) + 12y_{top}^2\lambda - 6y_{top}^4 \right)$$

(1.47)

and it depends on the gauge couplings (whose running is described below), as well as $y_{top}$, the Yukawa coupling of the top quark that, in turn, runs with equation,

$$\mu \frac{d}{d\mu} y_{top} = \frac{y_{top}}{16\pi^2} \left( \frac{9}{2}y_{top}^2 - \frac{17}{12}g_1^2 - \frac{9}{4}g_2^2 - 8g_3^2 \right)$$

(1.48)

The solution of these running with the boundary conditions given by experimental values are in fig. 1.1; we have used

$$y_{top} = 0.937, \; \lambda = 0.126$$

(1.49)

for $M_H = 125 GeV$ at the scale of the top mass $M_{top} = 172.9 GeV$. The important aspect is the fact that $\lambda$ becomes negative at a scale of the order of $10^{10} GeV$. Two loop calculations make the situation slightly worse. A negative
λ means an instability of the vacuum, that could make the whole model inconsistent, if it was not that the vacuum lifetime is longer than the age of the Universe. Therefore, one says that with a Higgs mass in the range 124–126 GeV and the current central value of the top mass (173 GeV), the Higgs potential develops a metastability around $10^{10} - 10^{11}$ GeV, i.e. an electroweak vacuum with a lifetime much longer than the age of the Universe.

Another important aspect of the standard model is the expectation of the unification of the three fundamental forces. In fact, at extremal high energy the renormalization flow shows that the three coupling constants of the strong, weak, and electromagnetic interactions begin to converge, leading us to suspect that all the three interactions become part of the same interaction at a very high energy. The running of the three gauge coupling constants $g_1, g_2$ and $g_3$ is given by the following equations [10, appendix A],

$$
\frac{d g_1}{d \mu} = -\frac{g_1^3}{16\pi^2} \left( \frac{1}{10} - \frac{2}{3} n_f \right) = \frac{g_1^3}{16\pi^2} \frac{41}{10}
$$

$$
\frac{d g_2}{d \mu} = -\frac{g_2^3}{16\pi^2} \left( \frac{43}{6} - \frac{2}{3} n_f \right) = -\frac{g_2^3}{16\pi^2} \frac{19}{6}
$$

$$
\frac{d g_3}{d \mu} = -\frac{g_3^3}{16\pi^2} \left( 11 - \frac{2}{3} n_f \right) = -\frac{g_3^3}{16\pi^2} \frac{7}{10}
$$

The values of the $b_i$'s are given by the number of charged fermions $n_f = 6$. The two nonabelian interactions have a different sign from the $U(1)$ coupling. At high energy they become asymptotically free. The abelian interaction has instead a Landau pole at very high energy, well above the Planck scale. At higher loops the functions will depend in a nonlinear way from the other couplings, including the parameters of the Higgs and the Yukawa couplings. In order to establish the running, low energy boundary conditions are necessary; they are experimental value and for fig. 1.2 we have taken

$$
g_1 = 0.3575, \quad g_2 = 0.6514, \quad g_3 = 1.1221
$$

at the $m_Z$ scale. Let us note that in fig. 1.2 we run $\sqrt{5/3} g_1$ in place of $g_1$ according to conventional $SU(5)$ normalization. Of relevance for us is the fact that the three coupling constants almost coincide at a single scale. The three lines create a triangle: the values of $g_i$ go from approximately 0.5 to 0.6. These are pure numbers and therefore the total span is about 25% of the values. But the scale at which this happens goes from $10^{14}$ GeV to $10^{17}$ GeV. A span of more than three orders of magnitude. Two and three loops calculations do not significantly alter these numbers. The presence of "new physics" in the form of new particles or new interactions could improve this aspect [5, 35, 72]. We discuss this point, in more detail, in chapter 6 studying the interaction
with gravity at energies near the Planck scale and in chapter 5 considering the contribution of new interactions in the form of high-order operators in the action.

1.5 Gravitation

The basic elements of the theory of general relativity can be deduced following a path parallel to the gauge theories of Yang-Mills. The transformation group for which the action must be invariant is no longer a unitary group $SU(N)$, but the group of generic transformations of coordinates.

Given a coordinate system $x^\mu$ describing the space-time, a general coordinate transformation is an arbitrary reparametrization of kind

$$\bar{x}^\mu = \bar{x}^\mu(x^\nu), \quad \mu, \nu = 1, \ldots, 4$$

Unlike Lorentz transformations, which are global space-time transformations, general coordinate transformations are local and they were one of the original inspirations leading Yang and Mills to postulate local gauge theories explained above.

Under reparametrizations, a scalar field transforms simply as follows:

$$\bar{\phi}(\bar{x}) = \phi(x)$$

Vectors transform like $\partial/\partial x^\mu$ or $dx^\mu$. Using ordinary calculus, we can construct two types of vectors under general coordinate transformations: covariant vec-
tors, like $\partial_\mu$, and contravariant vectors, like $dx^\mu$:

$$\frac{dx^\mu}{dx^\nu} = \frac{\partial x^\mu}{\partial x^\nu} \equiv (G^{-1})^\mu_\nu \, dx^\nu$$

(1.54)

$$\frac{\partial}{\partial x^\mu} \rightarrow \frac{\partial}{\partial x^\mu} = \frac{\partial x^\nu}{\partial x^\mu} \frac{\partial}{\partial x^\nu} \equiv G^\nu_\mu \frac{\partial}{\partial x^\nu}$$

(1.55)

Given these transformation laws, we can now give the abstract definition of covariant tensors, with lower indices, and contravariant tensors, with upper indices, depending on their transformation properties:

$$\overline{\phi}(\overline{x}) = \phi(x) \quad \text{scalar invariant}$$

$$\overline{B}_\mu(\overline{x}) = \frac{\partial x^\nu}{\partial \overline{x}^\mu} B_\nu(x) \quad \text{covariant vector}$$

$$\overline{A}^\mu(\overline{x}) = \frac{\partial x^\mu}{\partial \overline{x}^\nu} A^\nu(x) \quad \text{contravariant vector}$$

Since we have arbitrary coordinate transformations, these vectors transform under the group $GL(4)$, that is, arbitrary real $4 \times 4$ matrices.

Similarly we can construct tensors of arbitrary rank or indices. They are objects transforming as the product of a series of first-rank tensors (vector):

$$T^{\nu_1 \nu_2 \ldots}_{\mu_1 \mu_2 \ldots}(\overline{x}) = \prod_{i=1}^{m} \left( \frac{\partial x^{\mu_i}}{\partial \overline{x}^\alpha} \right) \prod_{j=1}^{n} \left( \frac{\partial x^{\nu_j}}{\partial \overline{x}^\beta} \right) T^{\nu_1 \nu_2 \ldots}_{\mu_1 \mu_2 \ldots}(x)$$

(1.56)

For example, a contravariant tensor of rank 2, $T^{\mu \nu}$, transforms as

$$\overline{T}^{\mu \nu}(\overline{x}) = \frac{\partial x^\mu}{\partial \overline{x}^\alpha} \frac{\partial x^\nu}{\partial \overline{x}^\beta} T^{\alpha \beta}(x)$$

(1.57)

We can also construct an invariant under general coordinate transformations by contracting contravariant tensors with covariant ones

$$A^\mu B_\mu = \overline{A}^\mu \overline{B}_\mu = \text{invariant}$$

(1.58)

We now introduce a metric tensor $g_{\mu \nu}$ that allow us to calculate distances on the space-time. Given two points separated by the infinitesimal distance $dx^\mu$, the invariant scalar associated to this distance is given by

$$ds^2 = dx^\mu g_{\mu \nu} dx^\nu,$$

(1.59)

if $g_{\mu \nu}$ is defined to be a second-rank covariant tensor transforming as

$$\overline{g}_{\mu \nu}(\overline{x}) = \frac{\partial x^\alpha}{\partial \overline{x}^\mu} \frac{\partial x^\beta}{\partial \overline{x}^\nu} g_{\alpha \beta}(x),$$

(1.60)

then the distance $ds^2$ is a genuine invariant.
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Now that we have defined how scalar, vector, and tensor fields transform under reparametrizations, the next step is to write down derivatives of these fields that are also covariant. The derivative of a scalar field is a genuine tensor under general coordinate transformations:

$$\frac{\partial}{\partial \bar{x}^\mu} \phi(\bar{x}) = \frac{\partial x^\nu}{\partial \bar{x}^\mu} \frac{\partial}{\partial x^\nu} \phi(x)$$

(1.61)

However, as in the case of gauge transformation §1.1, we have to define a covariant derivative, introducing new fields, called connections which absorb the unwanted terms of the usual derivation. The connection field for general relativity is called the Christoffel symbol $\Gamma^\lambda_{\mu\nu}$. We introduce the symbol $\nabla_\mu$, which is a covariant derivative

$$\nabla_\mu A^\nu \equiv \partial_\mu A^\nu + \Gamma^\lambda_{\mu\nu} A^\lambda$$

(1.62)

$$\nabla_\mu A^\nu \equiv \partial_\mu A^\nu - \Gamma^\nu_{\mu\lambda} A^\lambda$$

(1.63)

We will define the transformation properties of the connection such that the derivative of a vector becomes a genuine tensor, paralleling the situation in gauge theories:

$$\left(\nabla_\mu A_\nu\right) = \left(\frac{\partial x^\alpha}{\partial \bar{x}^\mu} \frac{\partial x^\beta}{\partial \bar{x}^\nu}\right) \nabla_\alpha A_\beta$$

(1.64)

Given the transformation law, we can, as in gauge theories, extract the transformation law for the Christoffel symbol:

$$\Gamma^\lambda_{\mu\nu}(\bar{x}) = \frac{\partial x^\alpha}{\partial \bar{x}^\mu} \frac{\partial x^\beta}{\partial \bar{x}^\nu} \frac{\partial x^\gamma}{\partial \bar{x}^\lambda} \Gamma^\gamma_{\alpha\beta} + \frac{\partial x^\sigma}{\partial \bar{x}^\mu} \frac{\partial x^\rho}{\partial \bar{x}^\nu} \frac{\partial x^\lambda}{\partial \bar{x}^\sigma}. $$

(1.65)

We see that the Christoffel symbol is not a genuine tensor, but has an inhomogeneous piece (we recall that the gauge field $A^a_\mu$ also has an inhomogeneous piece in its transformation under $SU(N)$).

1.5.1 General Relativity action

Now that we have defined the transformation properties of the fields and constructed covariant derivatives, the last step is to write down the action for general relativity and couple it to other fields. To construct the action, we will need to take the commutator between two covariant derivatives. In flat space, this commutator vanishes. However, for general coordinate transformations, we find that this commutator does not vanish. By explicit construction, we find

$$[\nabla_\mu, \nabla_\nu] A_\lambda = R^\rho_{\mu\nu\lambda} A_\rho$$

$$R^\rho_{\mu\nu\lambda} \equiv \partial_\mu \Gamma^\rho_{\nu\lambda} - \partial_\nu \Gamma^\rho_{\mu\lambda} + \Gamma^\rho_{\mu\sigma} \Gamma^\sigma_{\nu\lambda} - \Gamma^\rho_{\nu\sigma} \Gamma^\sigma_{\mu\lambda}$$

(1.66)
### Yang-Mills gauge theory

**Gauge transformations on internal space**

\[
\psi' = (e^{i\theta(x)^a}) \psi
\]

<table>
<thead>
<tr>
<th>Symmetry group: unitary group SU(N), ( \Omega(x) = (e^{i\theta(x)^a}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection: gauge potential, ( A_\mu )</td>
</tr>
<tr>
<td>Field strength, gauge field ( G_{\mu\nu} )</td>
</tr>
</tbody>
</table>

| Einstein general relativity theory |

**Trasformazioni generiche di coordinate sullo spazio-tempo,**

\[\pi^\mu = \pi^\mu(x^\nu)\]

<table>
<thead>
<tr>
<th>Symmetry group: general linear group GL(4), ( G(x) = \pi^\mu(x^\nu) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection: Christoffel connection, ( \Gamma^\lambda_{\mu\nu} )</td>
</tr>
<tr>
<td>Field strength, Riemann curvature tensor ( R^\rho_{\mu\nu\lambda} )</td>
</tr>
</tbody>
</table>

\[
\Omega(x) = (e^{i\theta(x)^a}) A_\mu \rightarrow A_\mu \text{ as in (1.7)}
\]

\[
G_{\mu\nu} = [D_\mu, D_\nu]
\]

| \( R^\rho_{\mu\nu\lambda} A_\rho = [\nabla_\mu, \nabla_\nu]A_\lambda \) |

| Connection: \( \Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} \text{ as in (1.65)} \) |

| Table 1.1: Parallels between gauge theory and general relativity |

We call \( R^\rho_{\mu\nu\lambda} \) the Riemann curvature tensor. From this we can see the close analogy between the elements of gauge theory and general relativity. This close correspondence can be synthesized in tab. 1.1.

By suitably contracting the indices in the curvature tensor, we can reduce it to tensors of smaller rank. Contracting \( \rho \) and \( \nu \) gives us a second-rank curvature tensor called Ricci curvature tensor:

\[
R_{\mu\lambda} = R^\rho_{\mu\nu\lambda} \delta_\rho^\nu.
\]

(1.67)

Finally, we can construct a genuine invariant by contracting all the indeces:

\[
R^\rho_{\mu\nu\lambda} \delta_\rho^\nu g^{\mu\lambda} = R
\]

(1.68)

this is called Ricci scalar.

It is also easy to calculate the transformation properties of the determinant of the metric tensor, \( g \). Because \( \det(ABC) = \det A \det B \det C \), one can easily shows:

\[
\sqrt{-g(\pi(x))} = \det \left( \frac{\partial x^\mu}{\partial \pi^\nu} \right) \sqrt{-g(x)}
\]

(1.69)

An object that transforms like this is not a scalar in the usual sense, but we call it scalar density.

The point is that now the product of these two is a genuine invariant:

\[
\sqrt{-gd^4x} = \text{invariant}
\]

(1.70)

From this we can construct actions, fulfilling a few key condition:

1. The action must contain no more than two derivatives of \( g_{\mu\nu} \), or else there are ghosts in the theory that threaten unitary.
2. The action must be invariant under general coordinate transformations.
3. It has to give equations of motion that, in the low energy limit, reduce to the Newton gravitational field equation.

The solution to these constrains is given by the celebrated Einstein-Hilbert action, which is the starting point for all calculations in general relativity:

\[
S = -\frac{1}{2k^2} \int d^4x \sqrt{-g} R \tag{1.71}
\]

(one can also add the cosmological term, which is proportional to \(\sqrt{-g}\Lambda_{\text{cosm}}\), also experimentally \(\Lambda_{\text{cosm}}\) is very close to zero). Taking the variation of the action, we find the equations of motion,

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 0 \tag{1.72}
\]

In the presence of matter fields, we must alter this equation. We know that scalar matter couples to gravity via the interaction

\[
S_{\text{matter}} = \int d^4x \sqrt{-g} g^{\mu\nu} T_{\mu\nu} \sim \int d^4x \sqrt{-g} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \tag{1.73}
\]

therefore the right-hand side of the previous equation should contain the energy-momentum tensor:

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = -\frac{8\pi k}{c^2} T_{\mu\nu} \tag{1.74}
\]

As required by the third point above, this equation reduces to the usual Newtonian potential equation in the limit \(c \to \infty\). In this limit, the metric tensor becomes the Lorentz metric, except for the term \(g_{00}\):

\[
g_{00} \sim 1 + \phi \tag{1.75}
\]

then the \(\phi\) field becomes the scalar potential, and Einstein’s equation reduces to Poisson’s equation:

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = -\frac{8\pi k}{c^2} T_{\mu\nu} \to \nabla^2 \phi = 4\pi k \rho \tag{1.76}
\]

where \(\rho\) is the source term. From this, one can derive the Newton’s original universal law of gravitation, that the gravitational force is proportional to the product of the masses and inversely proportional to the distance of separation squared.
1.6 Gravity coupled with other fields

The coupling of the gravitational field to the other fields is possible with the introduction of the so-called vierbein.

The generally covariant action for scalar and Yang-Mills fields is very simple to write and is given by:

\[
L_{\text{scalar}} = \frac{1}{2} \sqrt{-g} \left( g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - m^2 \phi^2 \right)
\]

\[
L_{YM} = -\frac{1}{4} \sqrt{-g} g^{\mu\sigma} g^{\nu\rho} F_{\mu\nu}^{a} F_{\rho\sigma}^{a}
\]

(1.77)

On the other hand, the coupling of gravity to spinor fields leads to an immediate difficulty: there are no finite dimensional spinorial representation of GL(4). This prevents a naive incorporation of spinors into general relativity. There is fortunately, a trick that we may use to circumvent this problem. Although spinor representations do not exist for general covariance, there are, of course, spinorial representations of the Lorentz group. We utilize this fact and construct a flat tangent space at every point in the space. Imagine space-time as a rolling-hill. Then the tangent space would correspond to placing a flat plane on each point of the hill. Spinors can then be defined at any point on the curved manifold only if they transform within the flat tangent space.

We will label the flat tangent space indices with latin letters \( a, b, c \ldots \), while tensors under general coordinate transformations are labeled by greek letters \( \alpha, \beta, \mu, \nu, \ldots \). The vierbein are introduced in order to marry the two sets of indices

\[
\text{Vierbein: } e_{\mu}^{a}(x)
\]

which is a mixed tensor whose inverse is \( e^{a}_{\mu}(x) \).

The vierbien can be viewed as the square root of the metric tensor via the following

\[
\begin{align*}
    e_{\mu}^{a} e_{\nu}^{a} & = g_{\mu\nu} \\
    e_{a}^{\mu} & = g^{\mu\nu} e_{\nu}^{a} \\
    e_{\mu}^{a} e_{\nu}^{b} & = \delta^{ab}
\end{align*}
\]

(1.79)

Since the Lorentz group acts on the tangent space indices, we can define spinors on the tangent space. The Dirac matrices \( \gamma^{a} \) do not depend by coordinates and respect the usual commutation relation

\[
\{ \gamma^{a}, \gamma^{b} \} = 2 \eta^{ab}
\]

(1.80)

These matrices can now be contracted onto vierbeins, defining the coordinates dependent Dirac matrices \( \gamma^{\mu}(x) \),

\[
\gamma^{a} e^{\alpha\mu} = \gamma^{\mu}(x)
\]

(1.81)
It is easy to show that the anti-commutator between two of these matrices yields the metric tensor:

\[ \{ \gamma^\mu, \gamma^\nu \} = 2g^{\mu\nu}(x) \]  

(1.82)

To construct the generally covariant Dirac equation we introduce a spinor \( \psi(x) \) that is defined to be a scalar under general coordinate transformations and an ordinary spinor under flat tangent space Lorentz transformations:

\[
\text{Coordinate transformations } \psi \rightarrow \psi \\
\text{Lorentz transformations : } \psi \rightarrow e^{i\epsilon_{ab}(x)\sigma_{ab}}\psi
\]

(1.83)

It is important to note that we have introduced local Lorentz transformations on the flat tangent space, so \( \epsilon_{ab} \) is a function of space-time.

This, of course, means that the derivative of a spinor is no longer a genuine tensor. As before, we must introduce a connection field \( \omega^{ab}_\mu \) that allows us to gauge the Lorentz group. The covariant derivative for gauging the Lorentz group is therefore

\[
\nabla_\mu \psi = (\partial_\mu + \frac{1}{4}\omega^{ab}_\mu \sigma_{ab})\psi
\]

(1.84)

The generally covariant Dirac equation is therefore given by:

\[
(i\gamma^\mu \nabla_\mu - m)\psi = 0
\]

(1.85)

and hence the action for a Dirac particle interacting with gravity is

\[
\mathcal{L} = -\frac{1}{2k^2}\sqrt{-g}R + e\bar{\psi}(i\gamma^\mu \nabla_\mu - m)\psi
\]

(1.86)

where \( e \equiv \det e^a_\mu = \sqrt{-g} \).

This new connection field gives us an alternative way to construct the Riemann curvature tensor. By taking the commutator of two covariant derivatives, we can construct a new version of the curvature tensor:

\[
[\nabla_\mu, \nabla_\nu] \psi = -\frac{i}{4}R^{ab}_\mu \sigma_{ab}\psi
\]

(1.87)

Written out, this curvature tensor is generally covariant in \( \mu, \nu \) but flat in \( a, b \):

\[
R^{ab}_\mu = \partial_\nu \omega^{ab}_\mu - \partial_\mu \omega^{ab}_\nu + \omega^{ac}_\mu \omega^{cb}_\nu - \omega^{ac}_\nu \omega^{cb}_\mu.
\]

(1.88)

At this point, the connection field \( \omega^{ab}_\mu \) is still an independent field. We can eliminate in favor of the vierbein by placing an external constraint on the theory:

\[
\nabla_\mu e^a_\nu = \partial_\mu e^a_\nu + \Gamma^\lambda_\mu\nu e^a_\lambda + \omega^{ab}_\mu e^b_\nu = 0
\]

(1.89)
The number of independent equations in the constraint \((4 \times 6 = 24)\) equals the number of independent components of the connection field, so we have eliminated the connection field entirely as an independent field.

The connection field can be calculated by rotating the various indices and then adding and subtracting them. The final result is:

\[
\omega_{ab}^c = \frac{1}{2} e^{a\nu} \left( \partial_\mu e^b_\nu - \partial_\nu e^b_\mu \right) + \frac{1}{4} e^{a\rho} e^{b\sigma} \left( \partial_\sigma e^c_\rho - \partial_\rho e^c_\sigma \right) e^c_\mu - (a \leftrightarrow b) . \tag{1.90}
\]
Chapter 2

Spectral Geometry

In this chapter we introduce the noncommutative geometry formalism based on Connes’ spectral geometry. It is the generalization of the usual spin geometry of Riemannian manifolds to the noncommutative case via the notion of Spectral Triple. Its main element is a generalized Dirac operator which gives the metric structure of the space, as well as containing information on dynamic and gauge interactions of particles. Therefore, we give the definition of spectral triple and with it we show how is it possible to build gauge theories, as example the standard model of particle physics coupled to general relativity. All the standard model properties, conservation laws and symmetry breaking, will be resumed in the spectral action principle that represents the powerful predictive tool of this theory.

2.1 Spectral triples

The basic device in the construction of noncommutative geometry is the spectral triple \((\mathcal{A},\mathcal{H},D)\) consisting of a *-algebra \(\mathcal{A}\) of bounded operators in a Hilbert space \(\mathcal{H}\) - containing the identity operator - and a non-necessarily bounded self-adjoint operator \(D\) on \(\mathcal{H}\) with the following properties,

1. Resolvent \((D - \lambda)^{-1}, \lambda \notin \mathbb{R}\), is a compact operator on \(\mathcal{H}\);
2. \([D,a] \equiv Da - aD \in \mathcal{B}(\mathcal{H}), \forall a \in \mathcal{A}\).

The spectral triple is said to be even if there is a grading \(\mathbb{Z}_2\), i.e. an operator \(\gamma\) on \(\mathcal{H}\), \(\gamma = \gamma^*, \gamma^2 = 1\), such that

\[
\begin{align*}
\gamma D + D\gamma &= 0, \\
\gamma a - a\gamma &= 0, \forall a \in \mathcal{A}
\end{align*}
\]

(2.1)
If $\mathcal{H}$ is even then it is possible to separate

$$\mathcal{H} = \frac{(1 + \gamma)}{2} \mathcal{H} \oplus \frac{(1 - \gamma)}{2} \mathcal{H} = \mathcal{H}_L \oplus \mathcal{H}_R$$ (2.2)

In general, one could ask that condition 2 is satisfied only for a dense subalgebra of $\mathcal{A}$. Then, by the two assumptions in the definition above, the self-adjoint operator $D$ has a real discrete spectrum made of eigenvalues, i.e. the collection $\lambda_n$ forms a discrete subset of $\mathbb{R}$ and each eigenvalue has finite multiplicity. Furthermore, for infinite dimensional algebras, $\lambda_n \rightarrow \infty$ as $n \rightarrow 0$. Indeed, $(D - \lambda)^{-1}$ being compact, its characteristic values $\mu_k(D - \lambda)^{-1} \rightarrow 0$ from which $|\lambda_k| = \mu_k(D) \rightarrow \infty$.

Finally, the spectral triple is said to be real if there is an antilinear isometry $J$ (called real structure) which implements an action of the opposite algebra\footnote{Identical to $\mathcal{A}$ as a vector space, but with reversed product: $a^\circ b^\circ = (ba)^\circ$.} $\mathcal{A}^\circ$ obtained by identifying $b^\circ = Jb^*J^{-1}$, and which commutes with the action of $\mathcal{A}$:

$$[a, JbJ^{-1}] = 0 \quad \forall \ a, b \in \mathcal{A}. \quad (2.3)$$

The operator $J$ must obey 1) $J^2 = \pm I$; 2) $JD = \pm DJ$; 3) $J\Gamma = \pm \Gamma J$, with choice of signs dictated by the $KO$-dimension of the spectral triple [19, §2.3].

These three elements satisfy a set of properties allowing to prove Connes reconstruction theorem: given any spectral triple $(\mathcal{A}, \mathcal{H}, D)$ with commutative $\mathcal{A}$ satisfying the required conditions, then $\mathcal{A} \simeq C^\infty(\mathcal{M})$ for some Riemannian spin manifold $\mathcal{M}$. Although we are going to discuss these conditions in the next section, more detailed informations can be found in [28], and their noncommutative generalization in [27].

### 2.2 Canonical triple over a Manifold

The first example of spectral triple is the canonical triple over a closed $n$-dimensional Riemannian spin manifold $(\mathcal{M}, g)$. As elements of this triple $(\mathcal{A}, \mathcal{H}, D)$ one takes,

1. $\mathcal{A} = C^\infty(\mathcal{M})$ is the algebra of complex valued smooth functions on $\mathcal{M}$.
2. $\mathcal{H} = L^2(\mathcal{M}, S)$ is the Hilbert space of square integrable sections of the irreducible spinor bundle over $\mathcal{M}$, whose rank being equal to $2^n/2$. The scalar product in $L^2(\mathcal{M}, S)$ is the usual one of the measure associated with the metric $g$,

$$\langle \psi, \phi \rangle = \int d\mu(g) \psi(x)^* \phi(x) = \int dx \sqrt{-g} \psi(x)^* \phi(x) \quad (2.4)$$
with \( \ast \) indicating complex conjugation and scalar product, in the spinor space, being the natural one on \( \mathbb{C}^{2n/2} \).

3. \( D = D_M := \gamma^\mu \nabla_\mu := \gamma^\mu (\partial_\mu + \omega_\mu) \) is the Dirac operator associated with the Levi-Civita connection \( \omega = dx^\mu \omega_\mu \) of the metric \( g \).

The elements \( f \in \mathcal{A} \) act as multiplicative operators on \( \mathcal{H} \),

\[
(f \psi)(x) \equiv f(x)\psi(x), \quad \forall f \in \mathcal{A}, \psi \in \mathcal{H}.
\] (2.5)

Next, let \( (e^a_\mu, a = 1, 2, ..., n) \) be an orthonormal basis of vector fields which is related to the natural basis \( (\partial_\mu, \mu = 1, 2, ..., n) \) via the \( n \)-beins components \( e^\mu_a \), (1.78), so that the components \( \{g^{\mu\nu}\} \) of the curved metric and \( \{\eta^{ab}\} \) of the flat metric are related by

\[
g^{\mu\nu} = e^\mu_a e^\nu_b \eta^{ab}, \quad \eta_{ab} = e^\mu_a e^\nu_b g_{\mu\nu}.
\] (2.6)

The coefficients \( (\omega^a_{\mu b}) \) of the Levi-Civita connection of the metric \( g \) defined by \( \nabla_\mu e_a = \omega_{\mu a}^b e_b \), are the solutions of the equations

\[
\partial_\mu e^a_\nu - \partial_\nu e^a_\mu - \omega^a_{\mu b} e^b_\nu + \omega^a_{\nu b} e^b_\mu = 0.
\] (2.7)

The curved gamma matrices \( \{\gamma^\mu(x)\} \) are defined in terms of the flat gamma matrices \( \{\gamma^a\} \) by

\[
\gamma^\mu(x) = \gamma^a e^\mu_a
\] (2.8)

and obey the relations

\[
\{\gamma^\mu(x), \gamma^\nu(x)\} = 2g^{\mu\nu}(x), \quad \mu, \nu = 1, 2, ..., n
\]
\[
\{\gamma^a, \gamma^b\} = 2\eta^{ab}, \quad a, b = 1, 2, ..., n
\] (2.9)

The lift \( \nabla^S \) of the Levi-Civita connection to the bundle of spinors is then

\[
\nabla^S_\mu = \partial_\mu + \omega^S_\mu = \partial_\mu + \frac{1}{4} \omega^a_{\mu b} \gamma^a \gamma^b
\] (2.10)

The Dirac operator can be locally written as

\[
D_M = \gamma^\mu(x) (\partial_\mu + \omega^S_\mu) = \gamma^a e^\mu_a (\partial_\mu + \omega^S_\mu)
\] (2.11)

Finally, we mention the Lichnerowicz formula for the square of the Dirac operator,

\[
D_M^2 = \nabla^S + \frac{1}{4} R
\] (2.12)

where \( R \) is the scalar curvature of the metric and \( \nabla^S \) is the Laplacian operator lifted to the bundle of spinors,

\[
\nabla^S = -g^{\mu\nu} \left( \nabla^S_{\mu} \nabla^S_{\nu} - \Gamma_{\mu \nu}^\rho \nabla^S_{\rho} \right)
\] (2.13)
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with $\Gamma^\mu_{\rho\nu}$ the Christoffel symbols of the connection.

If the dimension of the manifold $\mathcal{M}$ is even, the previous spectral triple is even by taking for grading operator just the product of all flat gamma matrices,

$$\gamma^M = i^{-n/2}\gamma^1 \cdots \gamma^n$$  \hspace{1cm} (2.14)

with $n$ being even that anti-commutes with the Dirac operator $D_M$,

$$\gamma^M D_M + D_M^\gamma^M = 0$$  \hspace{1cm} (2.15)

Furthermore, we have

$$\gamma^2_M = 1, \quad \gamma^*_M = \gamma^M.$$  \hspace{1cm} (2.16)

For the canonical triple of dimension $n = 4$ we can also define as real structure operator the charge conjugation that permutes particles and antiparticles:

$$J_M \equiv C = i\gamma^0 \gamma^2 \circ \text{complex conjugation} = i \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \circ \text{cc}$$  \hspace{1cm} (2.17)

**Theorem 2.2.1.** The canonical triple allows to characterize the manifold $\mathcal{M}$, in fact it is possible to show that:

1. The space $\mathcal{M}$ is the structure space of the algebra $\bar{\mathcal{A}}$ of continuous functions on $\mathcal{M}$, which is the norm closure of $\mathcal{A}$.

2. The geodesic distance between any two points on $\mathcal{M}$ is given by

$$d(p,q) = \sup_{f \in A} \{ |f(p) - f(q)| : \|[D_M, f]\| \leq 1 \}, \forall p,q \in \mathcal{M}.$$  \hspace{1cm} (2.18)

3. The Riemannian measure on $\mathcal{M}$ is given by\(^2\)

$$\int_{\mathcal{M}} f = c(n) \text{tr}_\omega(f |D_M|^{-n}), \quad \forall f \in \mathcal{A}$$  \hspace{1cm} (2.19)

$$c(n) \equiv 2^{(n-[n/2]-1)} \pi^{n/2} n \Gamma \left( \frac{n}{2} \right).$$

For the proof of the theorem we refer to [65, §5.5].

\(^2\text{tr}_\omega\) is the Diximier trace defined as $\text{tr}_\omega(T) := \lim_{N \to \infty} \frac{1}{nN} \sum_{n=0}^{N-1} \mu_n(T)$, for all compact operators $T$.\)
In particular, we want to stress that the canonical triple gives an algebraic formulation of the notion of Manifold, with the commutative algebra $C^\infty(M)$ giving the points of the space and the Dirac operator defining the metric structure on it:

$$\text{Canonical spectral triple} \rightarrow \text{Riemannian spin manifold}$$

with the five items of the canonical triple $(C^\infty(M), L^2(M, \mathcal{S}), D_M; \gamma_M, J_M)$ enjoy the following properties:

1. $J_M^2 = -1$ in dimensions 4 ($J_M^2 = 1$ in zero dimensions)
   $DJ_M = J_M D$ i.e. particles and antiparticles have the same dynamics,
   $J_M \gamma_M = \gamma_M J_M$.

2. The so called order-zero condition
   $$[a, J_M b^* J_M^{-1}] = 0 \forall a, b \in \mathcal{A}. \quad (2.21)$$

3. $[D, a]$ is bounded $\forall a \in \mathcal{A}$ and
   $$[[D, a], J_M b^* J_M] = 0 \forall a, b \in \mathcal{A}, \quad (2.22)$$
   this property is called order one condition because it states that the Dirac operator is a first order differential operator.

4. $\gamma_M^2 = 1$ and $[\gamma_M, a] = 0 \forall a \in \mathcal{A}$, allowing the decomposition $\mathcal{H} = \mathcal{H}_R \oplus \mathcal{H}_L$.

5. $D \gamma_M = -\gamma_M D$, chirality does not change under time evolution,

6. The chirality can be written as a finite sum $\gamma_M = \sum_i a_i J a_i^* J^{-1}$ which is a 0-dim Hochschild cycle. This condition is called orientability.

7. The intersection form $\cap_{ij} = \text{tr}(\gamma_M p_i J p_j J^{-1})$ is not degenerate, $\det \cap \neq 0$.
   The $p_i$ are minimal rank projections in $\mathcal{A}$. This condition is called Poincaré duality. Demanding the Poincaré duality to hold requires an even number of summands in the matrix algebra $[91]$
2.3 Almost commutative manifold

In the previous section we showed how it is possible to reconstruct a Riemannian spin manifold starting from the canonical triple satisfying the seven conditions enumerated above. These conditions are promoted to axioms for a noncommutative spectral triple defining a noncommutative space, schematically

\[
\begin{align*}
\text{Canonical spectral triple} & \quad \rightarrow \quad \text{Riemannian spin manifold} \\
(C^\infty(M), L^2(M, S), D_M; J_M, \gamma_M) & \quad \rightarrow \quad (M, g)
\end{align*}
\]

\[
\begin{align*}
\text{Noncommutative spectral triple} & \quad \rightarrow \quad \text{Noncommutative space} \\
(A, H, D; J, \Gamma) & \quad \rightarrow \quad (A_F, H_F, D_F)
\end{align*}
\]

Therefore, analogously to the description of a spin manifold \( M \), we can describe a generally noncommutative finite space \( F \) by a triple

\[ F = (A_F, H_F, D_F) \]  \hspace{1cm} (2.23)

here we have a finite-dimensional complex Hilbert space \( H_F \) say of dimension \( N \), for example \( H_F = \mathbb{C}^N \); the algebra \( A_F \) is a (real or complex) matrix algebra, which acts on the Hilbert space via matrix multiplication, \( A_F = \mathbb{M}_N(\mathbb{C}) \); the operator \( D_F \) is given by a complex \( N \times N \) matrix acting on \( H_F \). Moreover, we can make this noncommutative spectral triple a real and even spectral triple by adding a chirality operator \( \gamma_F \), that is a \( N \times N \) matrix, and an anti-unitary operator \( J_F \), that is a \( N \times N \) matrix times a complex conjugation, both satisfying conditions similar to the noncommutative spectral triple axioms 1 - 4 - 5 of \( \S 2.2 \).

Technically the simplest noncommutative examples are almost commutative. To construct the latter, we need a natural property of spectral triples, commutative or not: the tensor product of two even spectral triples is an even spectral triple. If both are commutative, i.e. describing two manifolds, then their tensor product simply describes the direct product of the two manifolds.

**Definition.** Let \( M \) be a Riemannian spin manifold with canonical triple \((C^\infty(M), L^2(S, M), D_M; J_M, \gamma_M)\) and let \((A_F, H_F, D_F; J_F, \gamma_F)\) be a finite real spectral triple. The almost commutative manifold \( M \times F \) is defined by the real spectral triple:

\[
M \times F = (C^\infty(M) \otimes A_F, L^2(S, M) \otimes H_F, D_M \otimes 1 + \gamma_M \otimes D_F; J_M \otimes J_F, \gamma_M \otimes \gamma_F)
\]  \hspace{1cm} (2.24)
In the following, we explain in more details the elements of the almost commutative manifold of the standard model coupled to the general relativity given by, \[27\]
\[
\mathcal{M} \times \mathcal{F}_{\text{sm}} = \left( C^\infty(\mathcal{M}) \otimes \mathcal{A}_{\text{sm}}, L^2(S, \mathcal{M}) \otimes \mathcal{H}_{\text{sm}}, D_M \otimes 1 + \gamma_M \otimes D_{\text{sm}}, J_M \otimes J_{\text{sm}}, \gamma_M \otimes \gamma_{\text{sm}} \right).
\]

(2.25)

### 2.3.1 The algebra of the standard model

Under assumptions on the representation — irreducibility and existence of a separating vector — it is possible to show \[16\] that the most general finite algebra in (2.23) satisfying all conditions for the noncommutative space to be a manifold is
\[
\mathcal{A}_F = \mathbb{M}_a(\mathbb{H}) \oplus \mathbb{M}_{2a}(\mathbb{C}) \quad a \in \mathbb{N}^*.
\]

(2.26)

This algebra acts on an Hilbert space of dimension \(2(2a)^2\) \[15, 16\] presented in the next paragraph explicitly.

To have a non trivial grading on \(\mathbb{M}_a(\mathbb{H})\) the integer \(a\) must be at least 2, meaning the simplest possibility is
\[
\mathcal{A}_F = \mathbb{M}_2(\mathbb{H}) \oplus \mathbb{M}_4(\mathbb{C}).
\]

(2.27)

The grading condition \([a, \Gamma] = 0\), with \(\Gamma\) given in (2.40), reduces the algebra...
to the left-right algebra:
\[ A_{LR} = \mathbb{H}_L \oplus \mathbb{H}_R \oplus \mathbb{M}_4(\mathbb{C}). \] 
(2.28)

This is basically a Pati-Salam model [79], one of the not many models allowed by the spectral action [66]. The order one condition reduces further the algebra to [19] (for a review see also [96])
\[ A_{sm} = \mathbb{C} \oplus \mathbb{H} \oplus \mathbb{M}_3(\mathbb{C}), \] 
(2.29)

where \( \mathbb{H} \) are the quaternions, which we represent as \( 2 \times 2 \) matrices, and \( \mathbb{M}_3(\mathbb{C}) \) are \( 3 \times 3 \) complex valued matrices. \( A_{sm} \) is the algebra of the standard model, that is the one whose unimodular group is \( U(1) \times SU(2) \times U(3) \). The details of these reductions can be found in [36, appendix A].

This algebra - tensorized by \( C^\infty(\mathcal{M}) \) - has to be represented on a Hilbert space of dimension \( 2(2 \cdot 2)^2 = 32 \), that is the dimension of the standard model Hilbert space for one particle generation, as explained below.

### 2.4 The Hilbert space for the standard model

The standard model algebra \( C^\infty(\mathcal{M}) \otimes (\mathbb{C} \oplus \mathbb{H} \oplus \mathbb{M}_3(\mathbb{C})) \) is represented on the Hilbert space \( L^2(S, \mathcal{M}) \otimes \mathcal{H}_{sm} \) whose elements are 384 components vectors given by the 4 degrees of the Lorentz spinors times the 128 quantum numbers of the standard model gauge group:

\[
\begin{align*}
& (\nu^e_L, \nu^\mu_L, \nu^\tau_L, \nu^\tau_R, \nu^\mu_R, \nu^e_R, \mu_L, \tau_L, \mu_R, \tau_R, u^i_L, d^i_L, c^i_L, s^i_L, t^i_L, b^i_L, e_R, \mu_R, \tau_L, \tau_R, u^i_R, d^i_R, c^i_R, s^i_R, t^i_R, b^i_R) \\
& (\nu^{\nu}_L, \nu^{\mu}_R, \nu^{\nu}_R, \nu^{\mu}_L, \tau^i_L, \tau^i_R, \mu^i_L, \mu^i_R, \tau^i_R, \mu^i_L, \tau^i_R, \mu^i_L) \\
& (u^i_L, d^i_L, c^i_L, s^i_L, t^i_L, b^i_L, e_R, \mu_R, \tau_L, \tau_R, u^i_R, d^i_R, c^i_R, s^i_R, t^i_R, b^i_R)
\end{align*}
\]

We denote a generic fermion, i.e. an element of the Hilbert space, by
\[ \Psi_{sma}^{Cm}(x) \in L^2(S, \mathcal{M}) \otimes \mathcal{H}_F = sp(L^2(\mathcal{M})) \otimes \mathcal{H}_F. \] 
(2.30)

The position of the indices, whose meaning is described below, is a matter of convention, \( \Psi \) is a \( \mathbb{C}^{384} \)-vector valued function on \( \mathcal{M} \), we write some of them as upper indices and some as lower to avoid having six indices in a row. Note the difference between \( \mathcal{H}_F \) and \( \mathcal{H}_{SF} \): the latter is a 96 dimensional space and its vectors are to be multiplied by spinors, while the former is the larger 384 dimensional space which exhibits explicitly the fermion doubling over-counting. Until the end of this chapter the Hilbert space will be considered in its factorized form involving \( \mathcal{H}_F \), while in the next two chapters - when we
need larger symmetries - we will use the factorized form involving $H_F$, since it allows to consider algebras which do not act separately on spinors and the internal part. This means that in addition of the internal degrees of freedom used in [17], our tensorial notation also includes spin indices $s, \dot{s}$.

The meaning and range of the various indices of $\Psi^{Clm}_{s\alpha}(x)$ is the following:

\[ s = r, l \]
\[ \dot{s} = \dot{0}, \dot{1} \]

are the spinor indices. They are not internal indices in the sense that the algebra $A_F$ acts diagonally on it. They take two values each, and together they make the four indices on an ordinary Dirac spinor. The index $s = r, l$ indicates chirality and runs over the right, left part of the spinor, while $\dot{s}$ differentiates particles from antiparticles. In the chiral basis one thus has\(^3\)

\[
\gamma^\mu = \begin{pmatrix} 0_2 & \sigma^{\mu\dot{s}}_s \\ \sigma^{\mu s}_\dot{s} & 0_2 \end{pmatrix}_{st}, \quad \gamma^5 = \begin{pmatrix} I_2 & 0_2 \\ 0_2 & -I_2 \end{pmatrix}_{st},
\]

where for $\mu = 0, 1, 2, 3$ one defines

\[
\sigma^\mu = \{I_2, -i\sigma_i\}, \quad \bar{\sigma}^\mu = \{I_2, i\sigma_i\}
\]

with $\sigma_i, i = 1, 2, 3$ the Pauli matrices, namely $\sigma^0 = I_2,$

\[
\sigma^1 = -i\sigma_1 = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}_{\dot{s}t}, \quad \sigma^2 = -i\sigma_2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}_{\dot{s}t}, \quad \sigma^3 = -i\sigma_3 = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}_{\dot{s}t}.
\]

$I = 0, \ldots, 3$ indicates a “lepto-colour” index. The zeroth “colour” actually identifies leptons while $I = 1, 2, 3$ are the usual three colours of QCD.

$\alpha = 1 \ldots 4$ is the flavour index. It runs over the set $u_R, d_R, u_L, d_L$ when $I = 1, 2, 3,$ and $\nu_R, e_R, \nu_L, e_L$ when $I = 0$. It repeats in the obvious way for the other generations.

$C = 0, 1$ indicates whether we are considering “particles” ($C = 0$) or “antiparticles” ($C = 1$).

$m = 1, 2, 3$ is the generation index. The representation of the algebra of the standard model is diagonal in these indices, the Dirac operator is not, due to Cabibbo-Kobayashi-Maskawa mixing parameters.

\(^3\)The multi-index $st$ after the closing parenthesis is to recall that the entries of the $\gamma$s matrices are labelled by indices $s, \dot{s}$ taking values in the set $\{l, r\}$. For instance the $l$-row, $l$-column block of $\gamma^5$ is $I_2$. Similarly the entries of the $\sigma$s matrices are labelled by $\dot{s}, \dot{l}$ indices taking value in the set $\{\dot{0}, \dot{1}\}$; for instance $\sigma^{2\dot{0}}_\dot{s} = \sigma^{2\dot{1}}_s = 0.$
For the remainder of this work the generation index \( m \) does not play any role. We will therefore suppress it and work with one generation, thus effectively considering \( \mathcal{H}_F \) and \( \mathcal{H}_F^\prime \) having dimension 32 and 128 respectively.

A generic element \( A = \{Q, M\} \) in \( C^\infty(\mathcal{M}) \otimes \mathcal{A}_F \) (with \( Q \in C^\infty(\mathcal{M}) \otimes \mathbb{M}_2(\mathbb{H}) \) and \( M \in C^\infty(\mathcal{M}) \otimes \mathbb{M}_4(\mathbb{C}) \)) acts as a matrix on vectors of the finite Hilbert space \( \mathcal{H}_F \) with index structure (2.30), it is therefore a matrix with twice as many indices:\(^4\)

\[
A_{\alpha \beta}^{\alpha \beta} = \delta_0^\alpha \delta_1^\beta (\delta_0^\gamma \delta_1^\rho Q_\gamma + \delta_1^\gamma M_1^\rho \delta_0^\alpha) .
\]

(2.33)

Here \( Q_\alpha^\beta \) evaluated at \( x \in M \) denotes the entries \( Q_\alpha^\beta(x) \in \mathbb{C} \) of the matrix \( Q(x) \in \mathbb{M}_2(\mathbb{H}) \), viewed as a 4 \( \times \) 4 complex matrix with components labelled by the \( \alpha, \beta \) flavour indices. Similarly \( M_1^\gamma \) evaluated at \( x \) stands for the components of the matrix \( M(x) \in \mathbb{M}_4(\mathbb{C}) \), whose entries are labelled by the \( I, J \) lepto-colour indices.

The two Kronecker \( \delta \) at the beginning of the expression for \( A \) show that the algebra acts in a trivial way (i.e. as the identity operator) on the spin indices. In other words the finite dimensional algebra \( \mathcal{A}_F \) acts only on the internal indices. The two terms in the bracket act only on particles and antiparticles respectively, as signified by \( \delta_0^\gamma \) and \( \delta_1^\gamma \). They are such that the order zero condition holds. Note in fact that for particles the action is trivial on the \( I, J \) indices, and for antiparticles is trivial on the \( \alpha, \beta \) indices. Since the real structure \( J \) exchanges particles with antiparticles the two \( A \) and \( JBJ^{-1} \) will commute. There is no room for the representation of a larger algebra satisfying the order 0 condition, unless more fermions are added, or one renounces to the trivial action on the spin indices. The second possibility is the one we will use for the grand algebra in the next chapter, when we introduce the Grand Symmetry model.

### 2.4.1 The Dirac operator for the standard model

The Dirac operator \( D \) for the spectral triple of the standard model is

\[
D = \phi \otimes \mathbb{I}_F + \gamma^5 \otimes D_F
\]

(2.34)

\(^4\)D, \( J, \beta \), have the same range as \( C, I, \alpha \) and serve as contracting indices.
the finite dimensional Dirac operator $D_F = D_0 + D_R$ is a $96 \times 96$ matrix where\(^5\)

$$D_0 := \begin{pmatrix} 0_{8N} & M_0 & 0_{8N} & 0_{8N} \\ M_0^T & 0_{8N} & 0_{8N} & 0_{8N} \\ 0_{8N} & 0_{8N} & M_0 & 0_{8N} \\ 0_{8N} & 0_{8N} & M_0^T & 0_{8N} \end{pmatrix}$$

and

$$D_R := \begin{pmatrix} 0_{8N} & 0_{8N} & M_R & 0_{8N} \\ M_R^T & 0_{8N} & 0_{8N} & 0_{8N} \\ M_R & 0_{8N} & 0_{8N} & 0_{8N} \\ 0_{8N} & 0_{8N} & M_R^T & 0_{8N} \end{pmatrix}. \tag{2.35}$$

The matrix $M_0$ contains the Yukawa couplings of the fermions and the mixing matrices (CKM for quarks and NPMS for neutrinos). It couples left with right particles. The matrix $M_R = M_R^T$ contains Majorana masses and couples right particles with right antiparticles. The Dirac operator is a datum of the problem, i.e. the fermion masses (Yukawa couplings) are known quantities.

The matrix $D_F$, is sparse, meaning than most of its entries are zeros. Supersymmetry may be described “filling” some of these voids with the bosonic superpartners of the fermions [95].

In tensorial notation, the charge conjugation operator $J = J_M \otimes J_F$ is

$$J_M = i \gamma^0 \gamma^2 \text{cc} = i \begin{pmatrix} \sigma_2^l \delta_t^l & 0 \\ 0 & \sigma_2^l \delta_s^l \end{pmatrix}_{st} \text{cc} = -i \eta_s^l \tau_s^l \text{cc}, \tag{2.36}$$

while

$$J_F = \begin{pmatrix} 0 & \mathbb{I}_{16} \\ \mathbb{I}_{16} & 0 \end{pmatrix}_{\text{cd}}, \tag{2.37}$$

hence

$$(J\Psi)^{\text{cl}}_{s\alpha} = -i \eta_s^l \tau_s^l c^C \delta_\alpha^B \Omega_{l\beta} \Psi_{t\beta}, \tag{2.38}$$

where for any pair of indices $x, y \in [1, ..., n]$ one defines

$$\xi_x = \begin{pmatrix} 0_n & \mathbb{I}_n \\ \mathbb{I}_n & 0_n \end{pmatrix}, \quad \eta_x = \begin{pmatrix} \mathbb{I}_n & 0_n \\ 0_n & -\mathbb{I}_n \end{pmatrix}, \quad \tau_x = \begin{pmatrix} 0_n & -\mathbb{I}_n \\ \mathbb{I}_n & 0_n \end{pmatrix}. \tag{2.39}$$

The chirality $\Gamma = \gamma_M \otimes \gamma_F$ acts as $\gamma^5 = \eta_0^l \delta_0^l$ on the spin indices, and as $\gamma_F = \eta_0^C \delta_0^C \eta_0^\beta \Psi_{t\beta}$ on the internal indices:

$$(\Gamma\Psi)^{\text{cl}}_{s\alpha} = \eta_0^l \delta_0^l \eta_0^C \delta_0^C \eta_0^\beta \Psi_{t\beta}. \tag{2.40}$$

The operators $\gamma_F, J_F$ and $D_F$ are such that

$$J_F^2 = \mathbb{I}, \quad J_F D_F = D_F J_F, \quad J \gamma_F = -\gamma_F J_F, \tag{2.41}$$

meaning that the finite part of the spectral triple has $KO$-dimension 6 [11,19]. The commutative part has $KO$-dimension 4, and the full spectral triple has $KO$-dimension $6 + 4 = 10 \mod 8 = 2$.

---

\(^5\)Here $^\dagger$ denotes the complex conjugation, $^\dagger$ the adjoint, $^T$ the transpose.
2.5 The spectral action principle

Given an almost commutative geometry \((\mathcal{A}, \mathcal{H}, D; J, \Gamma)\), a fluctuation of the metric\(^6\) [27] means the substitution of \(D\) by the gauge Dirac operator [84]

\[
D_A \equiv D + \mathbb{A} + J\mathbb{A}^{-1}
\]

(2.42)

where \(\mathbb{A} = \sum_i a_i[D, b_i]\), with \(a_i, b_i \in \mathcal{A}\), is a generalized gauge potential. It is made of two parts: a scalar field on \(\mathcal{M}\) with value in \(\mathcal{A}_F\), and 1-form field on \(\mathcal{M}\) with value in the group of unitaries of \(\mathcal{A}_F\). In case \(\mathcal{A}_F = \mathcal{A}_{sm}\) is the algebra of the standard model (discussed in §2.3.1), the 1-form fields yield the vector bosons mediating the three fundamental interactions, and the scalar field is the Higgs field \(H\).

Now, let us consider the spectral action principle [14] to derive the bosonic action of the Yang-Mills gauge fields coupled to the General Relativity. One cannot construct too many invariants by using the spectral triple data. One obvious choice is the ordinary fermionic action

\[
S_F = \langle J\psi, D_A\psi \rangle.
\]

(2.43)

As well, one can use the operator trace \(\text{Tr}\) in \(\mathcal{H}\) to construct invariants from the Dirac operator alone. In this way one obtains the spectral action

\[
S_\Lambda(D_A) = \text{Tr} \left[ f \left( \frac{D_A}{\Lambda} \right) \right],
\]

(2.44)

where \(f\) is a function restricted only by the requirement that trace in (2.44) exists. The function \(f\) is usually taken as a cutoff function since it has to regularize (2.44) at large eigenvalues of \(D\). \(\Lambda\) is a cutoff scale.

One can use the heat kernel expansion of an operator\(^7\) \(D^2\)

\[
\text{Tr} \left[ f \left( \frac{D_A}{\Lambda} \right) \right] = \sum_{n=0}^{\infty} F_{4-n}\Lambda^{4-n}a_n
\]

(2.45)

where \(F\) is defined by \(F(u) = f(v)\) with \(u = v^2\), thus \(F(D^2) = f(D)\). If we define

\[
f_k = \int_0^\infty f(v)v^{k-1}dv, \quad k > 0
\]

(2.46)

\(^6\)The name comes from the fact that the substitution \(D \to D_A\) modifies the metric associated to the spectral triple. See [75] for a detailed account on this point.

\(^7\)See [49, 98] for a detailed overview of the heat trace asymptotics.
then
\[ F_4 = \int_0^\infty F(u)udu = 2 \int_0^\infty F(v)v^3 dv = 2f_4 \]
\[ F_2 = \int_0^\infty F(u)du = 2 \int_0^\infty F(v)v dv = 2f_2 \]
\[ F_0 = F(0) = f(0) = f_0 \]
\[ F_{-2n} = (-1)^n F^{(n)}(0) = \left[ (-1)^n \left( \frac{1}{2v} \right)^2 f \right](0) \quad n \geq 1 \quad (2.47) \]

In four dimensions the first four terms of the asymptotic expansion are
\[ S_{\Lambda}(D_A) = \Lambda^4 F_3 a_0 \left( D_A^3 \right) + \Lambda^2 F_2 a_2 \left( D_A^2 \right) + F_0 a_4 \left( D_A^2 \right) + \frac{1}{\Lambda^2} F_{-2} a_6 \left( D_A^2 \right) + \ldots \quad (2.48) \]
\[
D_A^2 \text{ is an operator of Laplace type, that means it can be represented as}
\[
D_A^2 = -(\nabla^2 + E), \quad (2.49)
\]

where \( \nabla \) is a covariant derivative, \( \nabla_\mu = \partial_\mu + \omega_\mu \), \( E \) is a zeroth order term. Denoting by \( \text{tr} \) the usual matrix trace one may write
\[
a_0 = \frac{1}{16\pi^2} \int d^4x \sqrt{g} \text{tr} \ (1),
\]
\[
a_2 = \frac{1}{16\pi^2} \frac{1}{6} \int d^4x \sqrt{g} \text{tr} \ [6E + R \cdot 1],
\]
\[
a_4 = \frac{1}{16\pi^2} \frac{1}{360} \int d^4x \sqrt{g} \text{tr} \ [(12R_\mu^\mu + 5R^2 - 2R_\mu^\nu R_\nu^\mu + 2R_\mu^\nu_\sigma R^\nu^\mu_\sigma) \cdot 1]
\]
\[+ \frac{1}{16\pi^2} \frac{1}{360} \int d^4x \sqrt{g} \text{tr} \ [60E_\mu^\mu + 60ER + 180E^2 + 30\Omega_\mu^\mu \Omega^\mu_\mu]. \quad (2.50)\]

Here \( R_{\mu\nu\rho\sigma}, R_{\mu\nu}, \) and \( R \) are the Riemann tensor, the Ricci tensor and the curvature scalar, respectively. The semicolon denotes covariant derivatives, and \( \Omega_{\mu\nu} = \partial_\mu \omega_\nu - \partial_\nu \omega_\mu + [\omega_\mu, \omega_\nu]. \)

The expression for \( a_6 \) is rather long (see [98]), but it simplifies if one considers a flat-space time
\[
a_6^{\text{flat}} = \frac{1}{16\pi^2} \int d^4x (\Sigma_\Omega + \Sigma_E + \Sigma_E\Omega), \quad (2.51)\]

where
\[
\Sigma_\Omega = \text{tr} \left[ \frac{-1}{90} \Omega_{\mu\nu\tau} \Omega^{\mu\nu\tau} + \frac{1}{180} \Omega_{\mu\nu} \Omega_{\mu\nu} - \frac{1}{30} \Omega_{\mu\nu} \Omega^{\nu\sigma} \Omega_\sigma_\tau \right], \quad (2.52)\]
\[
\Sigma_{E\Omega} = \text{tr} \left[ \frac{1}{12} E\Omega_{\mu\nu} \Omega^{\mu\nu} \right], \quad (2.53)\]
\[
\Sigma_E = \text{tr} \left[ \frac{-1}{12} E^{\mu} E_\mu + \frac{1}{6} E^3 \right], \quad (2.54)\]
Taking just the contributions from \( a_0 \), \( a_2 \) and \( a_4 \) to the expansion (2.48) one reproduces quite well the bosonic part of the standard model action,

\[
S_{\Lambda}(D_A) = \int d^4x \sqrt{g} \left\{ \frac{1}{2\pi^2} F_0 \left[ a(\nabla_\nu H)^2 + 2e(\overline{H}H) + b(\overline{H}H)^2 + d \right] + \right.
\]
\[
+ \int d^4x \sqrt{g} \left\{ \frac{5}{3} g^2_1 B^2_{\mu\nu} + g_2^2 W^2_{\mu\nu} + g_3^2 V^2_{\mu\nu} \right\} + \text{Gravity Terms} + \left.
\right\}
\]
\[
+ \int d^4x \sqrt{g} \left( \frac{24}{\pi^2} F_4 \Lambda^4 - \frac{2}{\pi^2} F_2 \Lambda^2 \left( \frac{1}{2} a H \overline{H} + \frac{c}{4} \right) \right) ,
\]

where \( B_{\mu\nu} \), \( W_{\mu\nu} \) and \( V_{\mu\nu} \) are respectively the field strength associated with the gauge groups \( U(1) \), \( SU(2) \) and \( SU(3) \); \( H \) is identified with the Higgs field. The three momenta \( F_0 \), \( F_2 \) and \( F_4 \) can be used to specify the initial conditions of the gauge couplings, the Newton constant and the cosmological constant. The coefficients \( a, b, c, d, \) and \( e \) are related to the fermionic Yukawa couplings and Majorana mass matrix and will be written in the crude approximation where the Yukawa couplings of the top quark \( y_{\text{top}} \) and the neutrino (both Majorana \( y_{\nu L} \) and Dirac \( y_{\nu} \)) are dominant; in addition, we introduce the dimensionless constant \( \rho \) defined by the ratio between the Dirac Yukawa couplings \( y_{\nu} = \rho y_{\text{top}} \):

\[
a = \text{tr} \left[ y_{\nu}^* y_{\nu} + y_{e}^* y_{e} + 3 \left( y_{\text{top}} y_{\text{top}} + y_{d} y_{d} \right) \right] \simeq (3 + \rho^2) y_{\text{top}}^2
\]
\[
b = \text{tr} \left[ \left( y_{\nu}^* y_{\nu} \right)^2 + \left( y_{e}^* y_{e} \right)^2 + 3 \left( y_{\text{top}} y_{\text{top}} + y_{d} y_{d} \right)^2 \right] \simeq (3 + \rho^4) y_{\text{top}}^4
\]
\[
c = \text{tr} \left[ y_{\nu R} y_{\nu R} \right] \simeq y_{\nu R}^2
\]
\[
d = \text{tr} \left[ \left( y_{\nu R} y_{\nu R} \right)^2 \right] \simeq y_{\nu R}^4
\]
\[
e = \text{tr} \left[ y_{\nu}^* y_{\nu} y_{\nu R} y_{\nu R} \right] \simeq \rho^2 y_{\text{top}}^2 y_{\nu R}^2
\]

\[
\text{(2.56)}
\]

Finally, the gravity terms, including \( R_{\mu\nu\rho\sigma} \), \( R_{\mu\nu} \) and \( R \), collected from (2.50) are

\[
\text{Gravity terms} = \frac{1}{2\pi^2} F_0 \int d^4x \sqrt{g} \left[ \frac{1}{30} (-18 C^2_{\mu\nu\rho\sigma} + 11 R^* R^*) + \frac{1}{6} a R H \overline{H} + \frac{1}{12} c R \right] + \left. \right.
\]
\[
- \frac{2}{\pi^2} F_2 \Lambda^2 \int d^4x \sqrt{g} R.
\]

\[
\text{(2.57)}
\]

In order to have the classical form for the bosonic standard model action we require

\[
\frac{5}{3} g^2_1 = g^2_2 = g^2_3 = g
\]
\[
\frac{a F_2 \Lambda^2 - c F_0}{a F_0} \equiv m_0^2
\]
\[
\frac{F_0 g^2}{2\pi^2} = \frac{1}{4}
\]

\[
\text{(2.58)}
\]
Moreover, the normalization of the kinetic term $\frac{1}{2} |\nabla_{\mu} H|^2$ in (2.55), leads to a rescaling

$$H \rightarrow H = \sqrt{\frac{2}{3 + \rho^2}} \frac{g}{y_t} H$$

(2.59)

where $g$ is the gauge coupling to the unification scale. Defining the auto-interaction parameter $\lambda_0$ as

$$\frac{F_0(3 + \rho^4)}{2\pi^2} y_t^4 \equiv \lambda_0$$

(2.60)

and gathering together the definitions (2.58),(2.60) the action becomes,

$$S_{\Lambda}(D_A) = \int d^4x \sqrt{g} \left[ \frac{1}{2} (\nabla_{\mu} H)^2 - \frac{m_0^2}{2} (H H) + \lambda(H H)^2 \right] +$$

+ $\int d^4x \sqrt{g} \left[ + \frac{1}{4} B_{\mu\nu} + \frac{1}{4} W_{\mu\nu} + \frac{1}{4} V_{\mu\nu} \right] +$

+ $\int d^4x \sqrt{g} \left[ - \frac{24}{\pi^2} F_4 A^4 + \frac{d}{4\pi^2} F_0 - \frac{c}{\pi^2} F_2 A^2 \right] \text{Gravity Terms (2.61)}$

The fermionic action of the standard model is given by the usual definition

$$\langle J_\psi, D_A \psi \rangle = \langle J_\psi, D \psi \rangle + \langle J_\psi, A \psi \rangle + \langle J_\psi, J A J^{-1} \psi \rangle$$

(2.62)

the first term gives kinetic terms while the remaining ones return radiation-matter interaction and Yukawa couplings (see [96, §6.4]). Moreover, we obtain a relation between the fermion mass matrices $M$ and the gauge coupling unification $g$: in fact together with the rescaling of the Higgs field (2.59) we have the rescaling of its v.e.v. $v_0$, which gives mass to the fermions ,

$$\bar{\psi} H \psi \quad \rightarrow \quad \bar{\psi} (h + v_0) \psi \quad \rightarrow \quad \sqrt{\frac{2}{a}} g \bar{\psi} (h + v_0) \psi$$

(symmetry breaking) (rescaling (2.59))

(2.63)

since the fermion masses are given by the coefficients in front of $\bar{\psi} \psi$ and Yukawa couplings are defined as $y_{\text{fermion}} = m_{\text{fermion}} \sqrt{2}/v_0$, we have for the top mass

$$\sqrt{\frac{2}{a}} g v_0 = m_{\text{top}} \equiv \frac{1}{\sqrt{2}} y_t v_0 \Rightarrow y_t = \frac{2}{\sqrt{a}} g$$

(2.64)

since the top mass dominates the relation, it becomes

$$y_t = \frac{2}{\sqrt{3 + \rho^2}} g$$

(2.65)

Some years ago the data were compatible with the presence of a single unification point $\Lambda$. This was one of the motivations behind the building
of grand unified theories. Such a feature is however desirable even without the presence of a larger gauge symmetry group which breaks to the standard model with the usual mechanisms. In particular, the approach to field theory, based on noncommutative geometry and spectral physics [14], needs a scale to regularize the theory. In this respect, the finite mode regularization [3, 4, 45] is ideally suited. In this case $\Lambda$ is also the field theory cutoff. In fact using this regularization it is possible to generate the bosonic action starting from the fermionic one [6, 7, 61, 62], or describe induced gravity on an equal footing with the anomaly-induced effective action [64].

2.6 Running coupling constants from the spectral action principle

The usual strategy is to use the spectral action as an effective action at a fixed scale, of the order of the unification scale, and to impose the additional relations (2.60, 2.65) between the independent parameters of the standard model as a boundary condition at that scale. One can then let these parameters run down using the RG equations to their value at ordinary scale.

The SM running coupling constants at one loop, associated to (2.61), are ruled by the following equations, where we defined the dot derivations as $16\pi^2\mu_{dm}$:

$$
\dot{g}_i = \left(b_i g_i^2\right) \text{ with } \left(b_1, b_2, b_3 = \frac{41}{6}, -\frac{19}{6}, -\frac{7}{6}\right)
$$

$$
\dot{\lambda} = \left(24\lambda^2 - (3g_1^2 + 9g_2^2) \lambda + \frac{3}{8} \left(g_1^4 + 2g_1^2g_2^2 + 3g_2^4\right) + \left(12y_t^2 + 4y_\nu^2\right) \lambda - 6y_t^4 - 2y_\nu^4\right)
$$

$$
\dot{y}_t = \left(\frac{9}{2}y_t^2 + \frac{17}{12}g_1^2 - \frac{9}{4}g_2^2 - 8g_3^2\right)
$$

$$
\dot{y}_\nu = \left(\frac{5}{2}y_\nu^2 + 3y_t^2 - \frac{3}{4}g_1^2 - \frac{9}{4}g_2^2\right)
$$

For our purpose one loop is sufficient, the running up to three loops can be found in [25, 69-71] and references therein. In the present case, one separately solves the equations for the gauge coupling constants and the other couplings; for the former, the boundary conditions are given at the electro-weak scale by the experimental values [12],

$$
g_1(m_Z) = 0.358, \ g_2(m_Z) = 0.651, \ g_3(m_Z) = 1.221
$$

while for the other coupling constants $\lambda, y_t, y_\nu$ we take the relations (2.60, 2.65) as boundary conditions at the cut-off scale $\Lambda$ that is the scale at which
the spectral action lives. These boundary conditions use two free parameters: the value of the unified gauge coupling constants, \( g \), and the ratio between the top and neutrino Yukawa couplings \( \rho \equiv y_\nu(\Lambda)/y_t(\Lambda) \),

\[
\lambda(\Lambda) = \frac{4(\rho^2 + 3)}{(\rho + 3)^2} g^2
\]

\[
y_t(\Lambda) = \sqrt{\frac{4}{\rho^2 + 3} g}
\]

\[
y_\nu(\Lambda) = \sqrt{\frac{4\rho^2}{\rho^2 + 3} g}
\]

Since the coupling constants \( g_i \) do not meet exactly, forming a triangle, one takes for the unification energy \( \Lambda \) a range of values between the extremal points of the triangle. The results, for a particular set of values of the free parameters \((g, \rho, \Lambda) = (0.530, 1.25, 10^{16} \text{GeV})\), are plotted in fig. 2.2.

![Graph](image_url)

**Figure 2.2:** The standard model running for the gauge coupling constant (left) and the Yukawa coupling (right) in the spectral action approach for \((g, \rho, \Lambda) = (0.530, 1.25, 10^{16} \text{GeV})\). The red dot indicates the starting value of the parameters \((\log_{10}(\Lambda/\text{GeV}), g)\) and \((\log_{10}(\Lambda/\text{GeV}), \lambda(\Lambda))\).

After running these couplings from unification energy \( \Lambda \) to low energy \( M_Z \), we compare the values of \( y_t(M_Z) \) and \( \lambda(M_Z) \) with their experimental values

\[
y_t^{\text{exp}}(M_Z) = 0.997, \quad \lambda^{\text{exp}}(M_Z) = 0.130
\]

In fig. 2.2 we can see the good agreement between \( y_t(M_Z) \) predicted by the spectral action and its experimental value. Very different is the case for the Higgs self-coupling \( \lambda \), fig. 2.3, whose predicted value, in the spectral action approach, is around 0.240 with a resulting Higgs mass \( M_H = \sqrt{2\lambda v^2} \approx 170 \) GeV. On the other hand, the experimental value for the Higgs mass (\( \simeq 125 \) GeV) leads to the instability problem for the autointeraction parameter \( \lambda \), which becomes
Figure 2.3: On the left, the standard model running for the coupling constant $\lambda$ starting from $\lambda(m_Z) = 0.130$ corresponding to $M_H = 125\text{GeV}$. The dashed and solid lines represent the one and two loop respectively. On the right, the $\lambda$ behaviour starting from the red point of the spectral action and culminating in the prediction $\lambda(m_Z) = 0.240$.

negative at a scale of the order of $10^8 \text{GeV}$; two loop calculations make the situation slightly worse as one can see on the left side of fig. 2.3.

A negative $\lambda$ means an instability and renders the model inconsistent, although it may just mean the presence of a long lived metastable state [33, 38]. However, the spectral action model can be fixed [18, 21, 36, 42, 93] with the introduction of a scalar field, $\sigma$, possibly coming from a larger symmetry, connected with the fluctuations of a Majorana neutrino mass term in the action, [24, 39], as we show in next chapter with the introduction of the Grand Symmetry model.
Chapter 3

The grand symmetry model

In the previous chapter we showed how the coupling constants of the standard model come out to be function of the gauge coupling constants to the unification scale $g(\Lambda)$ and of the parameters in $D_F$, in particular the ratio between the top and neutrino Yukawa couplings $\rho = y_t(\Lambda)/y_\nu(\Lambda)$. In this sense the model predicts the Higgs and the top mass as functions of the gauge couplings and of the unification scale at which the three gauge couplings constants coincide. This last point is known to be true only in an approximate sense. If one takes the unification scale to be $\Lambda = 10^{17}\text{GeV}$ then one finds - assuming the big desert hypothesis - a Higgs mass of the order of 170 GeV. This value is not in agreement with the recent LHC experiments [1, 23] and it was already excluded by Tevatron [83] in 2008.

One can think of extending the model to solve this. There have been several proposals in this sense, and some of them are reviewed in [86]. In particular C. Stephan has proposed in [93] that the presence of an extra scalar field, corresponding to the breaking of a extra U(1) symmetry, can bring down the mass of the Higgs to 126 GeV. This model however contains extra fermions. Earlier examples of extensions are in [77, 82, 87, 89, 90, 92, 94].

Recently, in [18] the noncommutative geometry model was enhanced to also overcome the high energies instability of a Higgs boson with mass around 126 GeV, in addition to predicting the correct mass. This is done ruling out the hypothesis of the “big desert” and considering an additional scalar field $\sigma$ that lives at high energies and gives mass to the Majorana neutrinos. Explicitly $\sigma$ is obtained in [18] by turning (inside the finite dimensional part $D_F$ of the Dirac operator) the constant-entry $y_R$ of the Majorana matrix $M_R$ into a field:

$$y_R \rightarrow y_R\sigma(x) \quad (3.1)$$

However, the origin of the field $\sigma$ is quite different from the Higgs. The latter, like the other bosons, are components of the gauge potential $A$. They
are obtained from the commutator of \( D_F \) with the algebra. \( D_F \) has constant components, that is without manifold dependence, but when these numbers are commuted with elements of the algebra they give rise to the desired bosonic fields. One could hope to obtain \( \sigma \) in a similar way, by considering \( y_R \) as a Yukawa coupling. As explained in [36, appendix B] the problem is that in taking the commutator with elements of the algebra \( A_{sm} \), the coefficient \( y_R \) does not contribute to the potential because of the first order condition. This forced the authors of [18] to "promote to a field" only the entry \( y_R \), in a somewhat arbitrary way. Indeed the components of \( D_F \) cannot all be fields to start with, otherwise the model would lose its predictive power, in that all Yukawa couplings would be fields, and the masses of all fermions would run independently, thus making any prediction impossible. In the following (§3.1 and §3.2) we show that there is a way to obtain the field \( \sigma \) from \( y_R \) by a fluctuation of the metric, provided one starts with an algebra larger than the one of the standard model.

### 3.1 The grand algebra

Let us restart from the most general finite algebra that satisfies all the conditions for the noncommutative space to be a manifold, eq. (2.26). The standard model coupled with gravity is described by the case \( a = 2 \). The case \( a = 3 \) would require a 72-dimensional Hilbert space, and there is no obvious way to build it from the particle content of the standard model. The next case, \( a = 4 \), requires the Hilbert space to have dimension 128, which is the dimension of \( H_F \), as defined in (2.30). Said in another way, considering together the spin and internal degrees of freedom as part of the "grand Hilbert space" \( H_F \) gives precisely the number of dimension to represent the grand algebra

\[
A_G = M_4(\mathbb{H}) \oplus M_8(\mathbb{C}).
\]  

This means that \( C^\infty(M) \otimes A_G \) can be represented on the same Hilbert space \( \mathcal{H} \) as \( C^\infty(M) \otimes A_F \). The only difference is that one needs to factorize \( \mathcal{H} \) in (2.30) as \( L^2(M) \otimes H_F \) instead of \( sp(L^2(M)) \otimes H_F \), that is possible at least in a local trivialization. It is a remarkable "coincidence" that the passage from the standard model to the grand algebra, namely from \( a = 2 \) to \( a' = 4 = 2a \), requires to multiply the dimension of the internal Hilbert space by 4 (for \( 2(2a')^2 = 2(4a)^2 = 4(2(2a)^2) \)) which is precisely the dimension of spinors in a space-time of dimension 4. Once more we stress that no new particles are introduced: \( A_F \) acts on \( H_F = \mathbb{C}^{32} \), \( A_G \) acts on \( H_F = \mathbb{C}^{128} \), but \( C^\infty(M) \otimes A_G \) and \( C^\infty(M) \otimes A_F \) acts on the same Hilbert space \( \mathcal{H} \). Since the Hilbert space is not changed, the Dirac operator will remain the same as in the standard model case, eq. (2.34).
The representation of the grand algebra $A_G$ on $H_F$ is more involved than the one of $A_F$ on $H_F$, given in section 2.4. In analogy with what was done earlier we consider an element of $A_G$ as two $8 \times 8$ matrices, and see both of them having a block structure of four $4 \times 4$ matrices. Thus the component $Q \in M_4(\mathbb{H})$ of the grand algebra gets two new extra indices with respect to the quaternionic component of $A_F$, and the same is true for $M \in M_8(\mathbb{C})$. For the quaternions we choose to identify these two new indices with the spinor (anti-)particles indices $0, 1$; and for the complex matrices with the spinor left-right indices $r, l$ introduced in §2.4. The choice is not unique: the other alternative, characterized by indices $r, l$ for quaternions and $0, 1$ for complex matrices, is almost equivalent to the first one, since leads to the same final result. However in the next chapter we prefer changing representation, dealing with this last representation for technical details explained in §4.4.

In all the cases, having both sectors diagonal on different indices ensures that the order zero condition is satisfied, as explained below.

We have

$$Q = \begin{pmatrix} Q^0_{\alpha\beta} & Q^1_{\alpha\beta} \\ Q^0_{\alpha\beta} & Q^1_{\alpha\beta} \end{pmatrix}_{st} \in M_4(\mathbb{H}), \quad M = \begin{pmatrix} M^r_{\beta\alpha} & M^r_{\beta\alpha} \\ M^l_{\beta\alpha} & M^l_{\beta\alpha} \end{pmatrix}_{st} \in M_8(\mathbb{C})$$

(3.3)

where, for any $s, t \in \{0, 1\}$ and $s, t \in \{l, r\}$, the matrices

$$Q^i_{\alpha\beta} \in M_2(\mathbb{H}), \quad M^j_{\beta\alpha} \in M_4(\mathbb{C})$$

(3.4)

and the representation of the element $A = (Q, M) \in A_G$ is\footnote{To take into account the non-diagonal action of $Q$ and $M$, it is convenient to change the order of the indices with respect to (2.33). We now adopt the order: $C, s, I, \dot{s}, \alpha.$}:

$$A^C_{\alpha s, \dot{s}I} = \left( \delta^C_0 \delta^C_{\dot{s}} \delta^C_I Q^i_{\alpha\beta} + \delta^C_1 \delta^C_{\dot{s}} \delta^C_I M^j_{\beta\alpha} \right).$$

(3.5)

This representation is to be compared with (2.33). As before the quaternionic part acts on the particle sector of the internal indices ($\delta^C_0$) and the complex part on the antiparticle sector ($\delta^C_1$). The difference is that the grand algebra acts in a non-diagonal way not only on the flavour and lepto-colour indices $\alpha, I$, but also on the $s$ and $\dot{s}$ indices. The novelty is in this mixing of internal and space-time indices: at the grand algebra level, the spin structure is somehow hidden. Specifically, the representation (3.5) is not invariant under the action of the Lorentz group (or rather of $Spin(4)$ since we are dealing with spin representation, in euclidean signature) as addressed in §3.3.2.

The representation of $C^\infty(M) \otimes A_G$ is given by (3.5) where the entries of $Q$ and $M$ are now functions on $M$. Since the total Hilbert space $H$ is unchanged,
there is not reason to change the real structure and the grading. In particular one easily checks that the order zero condition holds true for the grand algebra

\[ [A, JB J^{-1}] = 0 \quad \forall A, B \in \mathcal{A}_G. \quad (3.6) \]

This is because the real structure \( J \) in (2.36) acts as the charge conjugation operator

\[ J_M = i\gamma^0 \gamma^2 cc = i \begin{pmatrix} \sigma^2_{\dot{s}_s} & 0_2 \\ 0_2 & \sigma^2_{\dot{s}_s} \end{pmatrix}_{st} \quad (3.7) \]

on the spinor indices, and as \( J_F \), eq. (2.37), in \( \mathcal{H}_F \) (where it exchanges the two blocks corresponding to particles and antiparticles). In tensorial notations one has

\[ (J\Psi)^C_{\dot{\delta}_a} = -i\eta^J_s \tau^J_{\dot{\delta}_s} \delta^J_{\dot{s}} \delta^\alpha_{\dot{s}} \bar{\Psi}^D_{\dot{t}_t \dot{\beta}} \quad (3.8) \]

where we use Einstein summation and define

\[ \xi = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}_{CD}, \quad \eta = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}_{st}, \quad \tau = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}_{si}. \quad (3.9) \]

Hence \( J \) preserves the indices structure in (3.5), apart from the exchange \( \delta^C_0 \leftrightarrow \delta^C_1 \): since \( Q \) and \( M \) act on different indices, the commutation (3.6) is assured. Notice that without the enlargement of the action of the finite dimensional algebra to the spinorial indices, it would have been impossible to find a representation of \( \mathcal{A}_G \) which satisfies the order zero condition, unless one adds more fermions. In this respect the grand algebra is not anymore an internal algebra.

### 3.2 The Majorana coupling and the \( \sigma \) field

In the following we see how the grand algebra makes possible to have a Majorana mass giving rise to the field \( \sigma \). Although the calculations are quite involved, the principle is quite simple. Since we have a larger algebra, the Majorana Dirac operator needs not be diagonal in the spin indices. This added degree of freedom enables the possibility to satisfy the order one condition in a non trivial way, namely to still have a one form which commutes with the opposite algebra, but that at the same time gives rise to a field. In the following we will show this analytically, all calculations have also been performed with a symbolic manipulation program, leading to the same results.

We first show in §3.2.1 the effects of the grading condition on the grand algebra, leading to a first reduced algebra. Then we work out in §3.2.2 the most general Dirac operator \( D_M \) with Majorana coupling compatible with the grading condition and the \( KO \) dimension of the spectral triple of the standard
model. In §3.2.3 we study the first order condition induced by $D_M$ and the subsequent reduction $\mathcal{A}_G \to \mathcal{A}_G''$ of the grand algebra. Finally we show in §3.2.4 that $D_M$ can be fluctuated by $\mathcal{A}_G''$ so that to generate the field $\sigma$ as required by (3.1).

### 3.2.1 Reduction due to grading

In a way similar to the reduction $\mathcal{A}_F \to \mathcal{A}_{LR}$ of §2.3.1, the grading condition imposes a reduction $\mathcal{A}_G \to \mathcal{A}_G'$ where

$$\mathcal{A}_G' = (\mathbb{M}_2(\mathbb{H})_L \oplus \mathbb{M}_2(\mathbb{H})_R) \oplus (\mathbb{M}_4(\mathbb{C})_l \oplus \mathbb{M}_4(\mathbb{C})_r). \tag{3.10}$$

To see it, recall that the chirality $\Gamma$ in (2.40) acts as $\gamma^5 = \eta^t_s \delta^t_s$ on the spin indices, and as $\gamma^F$ on the internal indices:

$$(\Gamma \Psi)_{s_\alpha}^{C I_\alpha} = \eta^t_s \delta^t_s \eta_\beta^c \delta_\beta^t \eta_\alpha^C \Psi_{I_\beta}^{D J} \tag{3.11}$$

where $\eta^c_\beta$ and $\eta_\alpha^\beta$ are defined as in (2.39). Changing the order of the indices so that to match (3.5) – one has

$$\Gamma = \eta^c_\beta \eta^t_s \delta^t_s \eta_\alpha^\beta. \tag{3.12}$$

Since the representation of $\mathcal{A}_G$ is diagonal in the $C$ index, the grading condition is satisfied if and only if it is satisfied by both sectors - quaternionic and complex - independently.

For quaternions, one asks $[\eta^t_s \delta^t_s \eta_\beta^c \delta_\beta^t \eta_\alpha^C Q^i_\alpha] = 0$, that is $[\delta^t_s \eta_\alpha^\beta, Q^i_\alpha] = 0$. This imposes

$$Q = \begin{pmatrix} Q_{i_0}^{0\beta} & Q_{i_0}^{1\beta} \\ Q_{i_1}^{0\beta} & Q_{i_1}^{1\beta} \end{pmatrix} \begin{pmatrix} \alpha \beta \\ \alpha \beta \end{pmatrix}, \tag{3.13}$$

where for any $s, t \in \{0, 1\}$ one has

$$Q_{i_\alpha}^{i_\beta} = \begin{pmatrix} q_{i_\alpha}^t & 0_2 \\ 0_2 & q_{i_\alpha}^t \end{pmatrix} \alpha \beta \quad \text{with} \quad q_{i_\alpha}^t, q_{i_\alpha}^t \in \mathbb{H}. \tag{3.14}$$

Elements of the kind (3.13) generates $\mathbb{M}_2(\mathbb{H})_R \oplus \mathbb{M}_2(\mathbb{H})_L$. Hence the reduction

$$\mathbb{M}_4(\mathbb{H}) \to \mathbb{M}_2(\mathbb{H})_R \oplus \mathbb{M}_2(\mathbb{H})_L. \tag{3.15}$$

For matrices, one asks $[\eta^t_s \delta^t_s \eta_\beta^c \beta, M_{s_\beta}^{i_\gamma} \delta^i_\alpha] = 0$, that is $[\eta^t_s \delta^i_\alpha, M_{s_\alpha}^{i_\gamma}] = 0$. This forces

$$M = \begin{pmatrix} M_{r_\beta}^{r_\gamma} & 0_4 \\ 0_4 & M_{r_\beta}^{r_\gamma} \end{pmatrix} \begin{pmatrix} \alpha \beta \\ \alpha \beta \end{pmatrix}, \tag{3.16}$$
meaning the reduction
\[ M_8(\mathbb{C}) \rightarrow M_4(\mathbb{C})_r \oplus M_4(\mathbb{C})_l. \] (3.17)

Hence the reduction of the grand algebra to \( \mathcal{A}_G \). Notice that the grading causes a reduction not only in the quaternionic sector, as in the case of \( \mathcal{A}_F \), but also in the complex matrix part. This is because \( \mathcal{A}_G \) is not anymore acting only on internal indices.

### 3.2.2 Dirac operator with Majorana mass term

We will consider a Majorana-like mass only for the right handed neutrinos. The natural mass scale of this matrix is very high, so that it provides a natural seesaw mechanism (although in realistic scheme the right handed neutrino mass is somewhat lower than the Planck scale). The standard model can be considered as a low energy limit of the theory we present in this section. We will assume therefore that all the quantities involved in the internal Dirac operator \( D_F \), except the Majorana coupling, are small compared to the scale of the breaking described here. We take advantage of the flexibility introduced by the grand algebra and we do not assume a priori that the Majorana coupling is diagonal on the spin indices. This means that instead of \( \gamma^5 \otimes D_F \) as in (2.34) we consider a finite dimensional matrix \( D_M \) containing a Majorana mass term with non trivial action on the spin indices. Right handed neutrinos have indices \( I = 0 \) and \( \alpha = 1 \), so that the most general Majorana coupling matrix is

\[ D_M = \mathcal{R} \otimes D_R = \begin{pmatrix} 0_{64} & D_M \\ D_M^\dagger & 0_{64} \end{pmatrix}_{\text{CD}} \quad \text{with} \quad D_M = \mathcal{R}_{s\dot{s}}^\dagger \Xi_1^I \Xi_\alpha^\beta \] (3.18)

where \( \mathcal{R} \) is - at this stage - an arbitrary \( 4 \times 4 \) complex matrix while \( \Xi \) is the projector on the first component

\[ \Xi = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}. \] (3.19)

The constraints on the matrix \( \mathcal{R} \) come from the grading condition and the real structure. Remembering (3.12), one has that \( \Xi_1^I \) and \( \Xi_\alpha^\beta \) commute with \( \delta_1^I \) and \( \eta_\alpha^\beta \), while the r.h.s. of (3.18) as a matrix in \( \text{CD} \) anticommutes with \( \eta_5^c \). So \( D_M \) anticommutes with \( \Gamma \) if and only if \( \mathcal{R} \) commutes with \( \gamma^5 \), meaning that \( \mathcal{R} \) is block diagonal

\[ \mathcal{R} = \begin{pmatrix} \mathcal{R}_{s\dot{s}}^i & 0_2 \\ 0_2 & \mathcal{R}_{\dot{s}s}^i \end{pmatrix}_{st} =: \begin{pmatrix} r_i & 0_2 \\ 0_2 & l_i \end{pmatrix}_{st}. \] (3.20)
The requirement to have $K_0$-dimension $2 \mod 8$ means that $JD_M = D_M J$. Remembering (2.38), this is equivalent to

$$
\begin{pmatrix}
-i \left( \begin{array}{cc}
0_i & \eta_i^T \\
\eta_i & 0_i
\end{array} \right)
\end{pmatrix}_{CD} \begin{pmatrix}
0_i & \mathcal{R}_{\alpha\beta}^i \\
\mathcal{R}_{\alpha\beta}^i & 0_i
\end{pmatrix}_{CD} = 0,
$$

that is

$$(\tau \otimes \eta) \mathcal{R}^T - \mathcal{R}(\tau \otimes \eta) = 0, \quad (\tau \otimes \eta) \bar{\mathcal{R}} - \mathcal{R}^\dagger(\tau \otimes \eta) = 0. \quad (3.22)$$

By (3.20), the first equation above yields (omitting the $st$ and $\dot{s}\dot{t}$ indices)

$$
\begin{pmatrix}
\tau & 0_2 \\
0_2 & -\tau
\end{pmatrix}
\begin{pmatrix}
\tau^T & 0_2 \\
0_2 & \tau^T
\end{pmatrix}
- \begin{pmatrix}
\tau & 0_2 \\
0_2 & 1
\end{pmatrix}
\begin{pmatrix}
\tau & 0_2 \\
0_2 & -\tau
\end{pmatrix} = 0
$$

i.e. $\tau \tau = \tau \tau^T$ and $\bar{\tau} \tau = \tau \bar{\tau}^T$, whose solution is

$$
\dot{l}_s^i = y_R \delta_s^i, \quad \dot{s}_s^i = y_l \delta_s^i, \quad y_R, y_l \in \mathbb{C}.
$$

The second equation in (3.22) is then satisfied as well.

Relations (3.18), (3.20) and (3.24) give the most general Dirac operator $D_M$ on $L^2(\mathbb{R}^4) \otimes H_F$, with Majorana mass term, coupling the right neutrino with its anti-particle. In tensorial notations, one has

$$
D_M = \kappa_s^i \Xi_{\alpha} \delta_s^i \Xi_{\beta} \quad \text{where} \quad \kappa = \begin{pmatrix}
y_R & 0 \\
0 & y_l
\end{pmatrix}_{st}.
$$

By choosing $y_R = -y_l = 1$, one gets $\mathcal{R} = \gamma^5$ and one retrieves the Majorana coupling

$$
D_M = \gamma^5 \otimes D_R
$$

of the standard model. However, at this stage nothing forces us to make this choice.

### 3.2.3 First order condition for Majorana Dirac operator

We aim at obtaining the field $\sigma$ as a fluctuation of $D_M$, compatible with the first order condition. By (3.5) a generic element $(Q, M)$ of $\mathcal{A}_G$ acts as

$$
A = \begin{pmatrix}
\delta_{\alpha \beta}^{s} Q_{s \alpha}^{i} \\
0_{64} \\
0_{64} \\
M_{s}^{i \dagger} \delta_{s \beta}^{\alpha}
\end{pmatrix}_{CD} =: \begin{pmatrix}
Q & 0_{64} \\
0_{64} & M
\end{pmatrix}_{CD}.
$$

---

$^2$To lighten notation, for any pairs of indices $x, y$ and $u, v$ we write $\delta_{uv}^{xy} = \delta_{xu}^{vy}$. 
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As well, with $B = (R, N) \in \mathcal{A}_G$, a generic element of the opposite algebra is

$$JBJ^{-1} = -JBJ = - \begin{pmatrix} \hat{N}_{s\delta} & 0_{64} \\ 0_{64} & \delta_{s\delta}^{ij} R_{ij} \end{pmatrix}_{\text{CD}} = - \begin{pmatrix} \hat{N} & 0_{64} \\ 0_{64} & R \end{pmatrix}_{\text{CD}}$$

(3.28)

where we define

$$\hat{R}_{\alpha\beta} = (\tau R \tau)_{\alpha\beta}, \quad \hat{N}_{s\delta} = -(\eta \hat{N} \eta)_{s\delta} = -\hat{N}_{s\delta}^{ij}.$$ 

(3.29)

The first order condition for $D_M$ means that

$$0 = \quad [[D_M, A], JBJ^{-1}] = \quad \begin{pmatrix} \begin{pmatrix} 0_{64} & D_M \\ D_M^\dagger & 0_{64} \end{pmatrix}_{\text{CD}} \cdot \begin{pmatrix} Q & 0_{64} \\ 0_{64} & M \end{pmatrix}_{\text{CD}} \cdot \begin{pmatrix} \hat{N} & 0_{64} \\ 0_{64} & R \end{pmatrix}_{\text{CD}} \\ \begin{pmatrix} D_M Q \hat{N} - MD_M^\dagger \hat{N} - \hat{R} D_M^\dagger Q + \hat{R} MD_M^\dagger \\ 0_{64} \end{pmatrix}_{\text{CD}} \end{pmatrix}.$$ 

(3.30)

We look for solutions that satisfy the grading condition, i.e. in $\mathcal{A}_G'$. Inspired by the first order condition for $\mathcal{A}_{LR}$ and $D_F$ described in [36, appendix A], we also impose the reductions

$$M_4(C)_r \rightarrow C_r \oplus M_3(C)_r, \quad M_4(C)_l \rightarrow C_l \oplus M_3(C)_l$$

(3.31)

as well as

$$M_2(\mathbb{H})_R \rightarrow \mathbb{H}_R \oplus \mathbb{H}'_R, \quad M_2(\mathbb{H})_L \rightarrow \mathbb{H}_L \oplus \mathbb{H}'_L.$$ 

(3.32)

The reduction (3.30) is obtained assuming that the components in (3.16) are $(i, j = 1, 2, 3)$

$$M_{i,j}^r = \begin{pmatrix} M_r & 0 \\ 0 & M_r^i \end{pmatrix}_{\text{ij}} = : \begin{pmatrix} m_r & 0 \\ 0 & M_r^i \end{pmatrix}_{\text{ij}}, \quad m_r \in C_r,$$

$$M_{i,j}^l = \begin{pmatrix} M_l & 0 \\ 0 & M_l^i \end{pmatrix}_{\text{ij}} = : \begin{pmatrix} m_l & 0 \\ 0 & M_l^i \end{pmatrix}_{\text{ij}}, \quad m_l \in C_l.$$ 

(3.33)

We impose that the off-diagonal part of $Q$ in (3.13) is zero:

$$Q = \begin{pmatrix} Q_{0\alpha}^{i\beta} & 0 \\ 0 & Q_{1\alpha}^{i\beta} \end{pmatrix}_{\text{sl}}$$

(3.34)

where

$$Q_{0\alpha}^{i\beta} = \begin{pmatrix} q_r & 0_2 \\ 0_2 & q_l \end{pmatrix}_{\alpha\beta}, \quad Q_{1\alpha}^{i\beta} = \begin{pmatrix} q'_r & 0_2 \\ 0_2 & q'_l \end{pmatrix}_{\alpha\beta}, \quad q_{R,L} \in \mathbb{H}_{R,L}, \quad q'_{R,L} \in \mathbb{H}'_{R,L}.$$ 

(3.35)

Finally we impose that $q_r$ and $q'_r$ are diagonal quaternions, that is

$$q_r = \begin{pmatrix} c_r & 0 \\ 0 & \bar{c}_r \end{pmatrix}_{\text{sl}}, \quad q'_r = \begin{pmatrix} c'_r & 0 \\ 0 & \bar{c}'_r \end{pmatrix}_{\text{sl}} \quad \text{with } c_r, c'_r \in \mathbb{C},$$

(3.36)
meaning the reduction $\mathbb{H}_R \oplus \mathbb{H}_d \to C_R \oplus C_d$. We thus look for solutions of (3.30) in

$$\mathcal{A}^o_G = (\mathbb{H}_L \oplus \mathbb{H}_L' \oplus C_R \oplus C_d') \oplus (C_I \oplus M_3(C)_l \oplus C_r \oplus M_3(C)_r). \quad (3.36)$$

Notice that we do not claim there is no solution of (3.30) outside $\mathcal{A}^o_G$. But for our purposes, it turns out that it is sufficient to work with $\mathcal{A}^o_G$.

Under these conditions, the first equation coming from (3.30), namely

$$D_M \tilde{M} \tilde{R} - Q \tilde{D}_M \tilde{R} = \tilde{N} \tilde{D}_M M + \tilde{N} \tilde{Q} D_M = 0, \quad (3.37)$$

has explicit components

$$D_M \tilde{M} \tilde{R} = (\kappa' \Xi \delta^1 \Xi_{\alpha}^\beta (M_{s_d} \delta_{s_d}^\alpha (\delta_{s_d}^\beta R_{s_d})) = (\kappa' \Xi M)_{s_d}^{\beta \alpha} (\Xi R)^{s_d}_{\alpha}$$

$$= (y R m_r - 0_4 0_4 - y l) \otimes (0_4 0_4 - d_R)_{s_t};$$

$$Q \tilde{D}_M \tilde{R} = (\delta_{s_d}^1 Q_{s_d}) (\kappa' \Xi 0_4 0_4) (\delta_{s_d}^1 R_{s_d}) = (\kappa' \Xi)_{s_d}^{\beta \alpha} (Q \Xi R)^{s_d}_{\alpha}$$

$$= (0_4 0_4 - y l) \otimes (0_4 0_4 - c_R d_R)_{s_t};$$

$$\tilde{N} \tilde{D}_M M = (\tilde{N} \delta_{s_d}^1 (\delta_{s_d}^1 Q_{s_d}) (\kappa' \Xi 0_4 0_4) = (\tilde{N} \Xi M)^{s_d}_{s_d} (\Xi)_{s_d}^{\beta \alpha}$$

$$= (0_4 y l) \otimes (0_4 0_4 - c_R d_R)_{s_t};$$

$$\tilde{N} \tilde{Q} D_M = (\tilde{N} \delta_{s_d}^1 (\delta_{s_d}^1 Q_{s_d}) (\kappa' \Xi 0_4 0_4) = (\tilde{N} \Xi)_{s_d}^{s_d} (\Xi)^{s_d}_{s_d}$$

$$= (0_4 y l) \otimes (0_4 0_4 - c_R d_R)_{s_t}$$

where we defined the $4 \times 4$ complex matrices

$$m = \begin{pmatrix} m_r & 0 \\ 0 & 0_3 \end{pmatrix} \quad c_r = \begin{pmatrix} c_{R,L} & 0 \\ 0_3 & 0 \end{pmatrix} \quad c_r' = \begin{pmatrix} c_{R,L}' & 0 \\ 0_3 & 0 \end{pmatrix} \quad (3.39)$$

with $m_r, m_l$ the components of $M$ and $c_r, c_r'$ the one of $Q$. Similarly we define the matrices $n_r, n_l$ of $N$, of $N$, and the matrices $d_r, d_r'$ of $R$. The matrix $\Xi$ carries the indices 1, 2 in the second equation, and $\alpha$, $\beta$ in the third. In each equation, to pass from the first to the second lines one uses (3.29).

Collecting the components and assuming that both $y_R$ and $y_l$ are non zero, one finds that (3.37) is equivalent to

$$(c_r - m_r) (n_r - d_r') = 0, \quad (\tilde{d}_r - n_r) (m_r - c_r') = 0$$

$$c_r - m_l (n_l - d_r') = 0, \quad (\tilde{d}_r - n_l) (m_l - c_r') = 0. \quad (3.40)$$
A similar calculation for the second components of (3.30) yields the same system of equations. Thus one solution to the first order condition induced by \( D_M \) is to impose
\[
c_R = m_r = m_t \quad \text{and} \quad d_R = n_r = n_t, \tag{3.41}
\]
meaning the reduction of \( \mathcal{A}''_G \) to
\[
\mathcal{A}''_G = \mathbb{H}_L + \mathbb{H}_L' + \mathbb{C}'_R \oplus \mathbb{C} \oplus \mathbb{M}_3(\mathbb{C})_l \oplus \mathbb{M}_3(\mathbb{C})_r. \tag{3.42}
\]

### 3.2.4 The \( \sigma \) field as a 1-form

We now consider the set of 1-forms \( \sum_i B_i[D_M, A_i] \) generated by the Majorana Dirac operator and the algebra \( \mathcal{A}''_G \) above. We are interested in showing that this set is non-empty, and it is enough to consider the simplest 1-form
\[
[D_M, A] = \begin{pmatrix} 0_{b_4} & \quad D_M M - Q D_M \end{pmatrix}. \tag{3.43}
\]

We begin with \( A = (Q, M) \) in \( \mathcal{A}'_G \). With notations of the precedent section, one has
\[
D_M M - Q D_M = (\kappa^i \Xi^j \delta^j_a \Xi^a_\beta)(M_3^{ai}Q^{j\beta}_{\alpha}) - (\delta^j_a Q^{j\beta}_{\alpha})(\kappa^i \Xi^j \delta^j_a \Xi^a_\beta)
\]
\[
= (\kappa \Xi M)^{ai} \delta^j_a \Xi^a_\beta - (\kappa \Xi) \delta^j_a (Q \Xi)^{j\beta}_{\alpha}
\]
\[
= \begin{pmatrix} y_R m_r & 0 & 0 & y_R \Xi \end{pmatrix}_{st} \otimes \begin{pmatrix} \Xi & 0 & 0 & 0 \end{pmatrix}_{si} - \begin{pmatrix} y_R \Xi & 0 & 0 & 0 \end{pmatrix}_{st} \otimes \begin{pmatrix} c_R & 0 & 0 & 0 \end{pmatrix}_{si}
\]
\[
= \begin{pmatrix} 0 & y_R (m_r - c_R) \Xi^{j\beta}_{j\alpha} & 0 & 0 \end{pmatrix}_{st} \otimes \begin{pmatrix} y_R (m_r - c_R) \Xi^{j\beta}_{j\alpha} & 0 & 0 & 0 \end{pmatrix}_{si}
\]

By the reduction \( \mathcal{A}'_G \rightarrow \mathcal{A}'''_G \), the component \( y_R (m_r - c_R) \) vanishes, but the component \( y_R (m_t - c'_R) \) does not. This is the crucial difference with the algebra of the standard model: the grand algebra allows to generate a non-vanishing 1-form associated to the Majorana Dirac operator \( D_M \), which satisfies the first order condition.

Restoring the order \( s \overline{s} \alpha \) of the indices, the matrix above is \( \mathcal{R} = \mathcal{R}^{j\beta}_{j\alpha} \Xi^j \Xi^\alpha \) with
\[
\mathcal{R}^{j\beta}_{j\alpha} = \begin{pmatrix} 0 & y_R (m_r - c'_R) & 0 & 0_{s_i} \\ 0_{s_i} & 0 & 0 & 0 \end{pmatrix}_{st} \tag{3.44}
\]
For anti-selfadjoint $A$ (that is $M = -M^\dagger, Q = -Q^\dagger$), one obtains the self-adjoint 1-form

$$[D_M, A] = \begin{pmatrix} 0_{64} & R \\ R^\dagger & 0_{64} \end{pmatrix}. \quad (3.45)$$

The conjugate action of the real structure $J$ yields

$$J[D_M, A]J^{-1} = -J[D_M, A]J = -\begin{pmatrix} 0_{64} & J\mathcal{R}^\dagger J \\ J\mathcal{R}J & 0_{64} \end{pmatrix} \quad (3.46)$$

where the charge conjugation $J$ acts only on the spin indices. Explicitly, omitting the factor $\Xi_I^\dagger \Xi_{\alpha}^\beta$ in the expression of $\mathcal{R}$, one gets

$$\mathcal{J}\mathcal{R}^\dagger \mathcal{J} = \eta_i^I \tau^i_s (\mathcal{R}^T)_{si} \eta_i^I \tau^i_s = \begin{pmatrix} \eta_i^I \tau^i_s (\mathcal{R}^T)_{si} \ & 0_4 \\ 0_4 \ & \eta_i^I \tau^i_s (\mathcal{R}^T)_{si} \end{pmatrix}_{st} \quad (3.47)$$

that is $-\mathcal{J}\mathcal{R}^\dagger \mathcal{J}$ is obtained by permuting the components in the blocks $st$ of $\mathcal{R}$. As well

$$\mathcal{J}\mathcal{R} \mathcal{J} = \eta_i^I \tau^i_s \mathcal{R}^T_{si} \eta_i^I \tau^i_s = \eta_i^I \tau^i_s (\mathcal{R}^T)_{si} \eta_i^I \tau^i_s \quad (3.49)$$

is obtained from $-\mathcal{R}^\dagger$ by permuting the components in $st$. Consequently,

$$D_M + [D_M, A] + J[D_M, A]J^{-1} = \begin{pmatrix} 0_{64} & \mathcal{M}_\nu \\ \mathcal{M}_\nu^\dagger & 0_{64} \end{pmatrix} \quad (3.50)$$

where $\mathcal{M}_\nu = R_{ss}^T \Xi_I^\dagger \Xi_{\alpha}^\beta$ with

$$R = \begin{pmatrix} y_R(1 + (m_r - c_R')) \delta^i_j \\ 0_2 \ & y_l(1 + (m_r - c_R')) \delta^i_j \end{pmatrix}_{st}. \quad (3.51)$$

Now, considering that $A$ is in $C^\infty(M) \otimes A_G''$, the coefficients $m_r$ and $c_R'$ becomes functions on the manifold $M$. Taking $y_l = -y_R = y_R$, one obtains $R_{ss}^T = y_R\sigma \gamma^5$ where

$$\sigma = (1 + (m_r - c_R')) \quad (3.52)$$

is now a field on $M$. In other terms, the fluctuation of $D_M$ by $A_G$ yields the substitution (3.1). The grand algebra gives a justification for the presence of the field $\sigma$, necessary to obtain the mass of the Higgs in agreement with experiment.
3.3 Reduction to the standard model

Starting with the grand algebra $\mathcal{A}_G$ reduced to $\mathcal{A}'_G$ by the grading condition, we have shown how to generate the field $\sigma$ by a fluctuation of the Majorana-Dirac operator $D_M$, in a way satisfying the first order condition imposed by $D_M$. As explained below (3.25), one can choose in particular $D_M = \gamma^5 \otimes D_R$, where $D_R$ is the internal Dirac operator $D_F$ of the standard model in which only the dominant term (i.e. the Majorana mass) is taken into account. In other words, the field $\sigma$ is generated by fluctuating the second term in the Dirac operator (2.34) of the standard model. We now show that the first order condition of the first term in (2.34), i.e. the free Dirac operator, yields the reduction of the grand algebra to the standard model.

3.3.1 First order condition for the free Dirac operator

The first term in (2.34) is the Euclidean free Dirac operator, extended trivially to the internal space of one generation. In tensorial notation it reads

$$\slashed{D} := \slashed{\partial} \otimes \mathbb{1}_{32} = -i \delta_{DJ}^{i\beta} \gamma^\mu \partial_\mu.$$  (3.53)

For $A = (Q, M) \in C^\infty(\mathcal{M}) \otimes \mathcal{A}'_G$, the commutator

$$[\slashed{D}, A] = -i \begin{pmatrix} \delta_{i\beta}^{\gamma \mu} \partial_\mu \delta_8^{\delta_\alpha} & \delta_{i\beta}^{\gamma \mu} \partial_\mu Q_{s\alpha}^{i\beta} \\ 0_{64} & 0_{64} \end{pmatrix} \begin{pmatrix} 0_{64} & 0_{64} \\ \gamma^\mu \delta_8^{\delta_8} & M_{s\alpha}^{i\beta} \delta_8^{\delta_8} \end{pmatrix}_{CD}$$  (3.54)

has components (omitting the non relevant $\delta$)

$$[\gamma^\mu \partial_\mu \delta_8^{\delta_\alpha}, \delta_8^{\delta_\alpha} Q_{s\alpha}^{i\beta}] = \begin{pmatrix} \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} & \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} \\ \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} & \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} \end{pmatrix}_{st}$$

$$= \begin{pmatrix} 0_{8} & \bar{P}_{s\alpha}^{i\beta} + T_{s\alpha}^{i\beta} \partial_\mu \\ 0_{8} & 0_{8} \end{pmatrix}_{st}$$  (3.55)

where

$$P_{s\alpha}^{i\beta} = (\sigma_{s\alpha}^{i\beta} \partial_\mu Q_{s\alpha}^{i\beta}), \quad T_{s\alpha}^{i\beta} = \left[ \sigma_{s\alpha}^{i\beta} Q_{s\alpha}^{i\beta} \right]$$  (3.56)

and similar definitions for $\bar{P}$ and $\bar{T}$ with $\bar{\sigma}$ instead of $\sigma$; and

$$[\gamma^\mu \partial_\mu \delta_8^{\delta_\alpha}, M_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha}] = \begin{pmatrix} \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} & \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} \\ \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} & \sigma_{s\alpha}^{i\beta} \delta_8^{\delta_\alpha} \end{pmatrix}_{st}$$

$$= \begin{pmatrix} 0_{8} & \bar{L}_{s\alpha}^{i\beta} + K_{s\alpha}^{i\beta} \partial_\mu \\ 0_{8} & 0_{8} \end{pmatrix}_{st}$$  (3.57)
where
\[
L^\mu_j = \left( \sigma^\mu_\ell \partial_\mu M^\mu_{ij} \right), \quad K^\mu_\ell = (M^\mu_{ij} - M^\mu_{ij}') \sigma^\mu_\ell.
\]
\[
\bar{L}^\mu_j = \left( \sigma^\mu_\ell \partial_\mu M^\mu_{ij} \right), \quad \bar{K}^\mu_\ell = (M^\mu_{ij} - M^\mu_{ij}') \sigma^\mu_\ell.
\]
\[\text{(3.58)}\]

For \( B = (R, N) \in \mathcal{A}_G \), the commutator of \([\hat{D}, A]\) with \( JBJ \) given in (3.28) is a block diagonal matrix in \( CD \) with components
\[
\begin{pmatrix}
\begin{pmatrix}
\delta_j [\gamma^\mu \partial_\mu \delta_\beta, \delta^\beta_\alpha Q^\ell_\alpha], \tilde{N}^\mu_{ij} \delta^\beta_\alpha & \\
\delta^\beta_j (P^\ell_\alpha + T^\ell_\alpha \delta_\mu \partial_\mu) & 0
\end{pmatrix}
\end{pmatrix}
= 
\begin{pmatrix}
\left( N^\mu_{ij} \delta^\beta_\alpha, 0_{32} \right) & 0_{32} \\
0_{32} & \tilde{N}^\mu_{ij} \delta^\beta_\alpha
\end{pmatrix}.
\]
\[\text{(3.59)}\]

Omitting the indices (and noticing that the \( P, T, \bar{P}, \bar{T} \) all commute with \( \tilde{N}_r^{\ell}, \tilde{N}_l^{\ell} \)), the first components is a diagonal matrix with first entry
\[
(\tilde{N}_l^{\ell} - \tilde{N}_r^{\ell})(P + T^\mu \partial_\mu) + T^\mu (\partial_\mu \tilde{N}_l^{\ell}).
\]
\[\text{(3.60)}\]

The vanishing of the differential operator part implies either \( T^\mu = 0 \) or \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \). But the expression should be zero in particular for non-constant fields, that is for \( P \neq 0 \). So in case one imposes \( T^\mu = 0 \), the vanishing of the term in \( P \) implies \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \). In case one imposes \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \), the vanishing of the remaining term implies either \( T^\mu = 0 \), or \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \) is const. The last solution is unacceptable, it would mean that space-time is reduced to a point, hence in any case one has both conditions: \( T^\mu = 0 \) and \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \). One then checks that the other components of (3.59) vanish as well.

The only matrix that commutes with all the Pauli matrices is the identity, therefore
\[
T^\mu = 0 \forall \mu \iff Q^\beta_\alpha = Q^\beta_\alpha \, \text{ and } \, Q^\beta_\alpha = Q^\beta_\alpha = 0,
\]
\[\text{(3.61)}\]
meaning the breaking
\[
\mathbb{M}_2(\mathbb{H})_L \oplus \mathbb{M}_2(\mathbb{H})_R \rightarrow \mathbb{H}_L \oplus \mathbb{H}_R.
\]
\[\text{(3.62)}\]

Meanwhile \( \tilde{N}_l^{\ell} = \tilde{N}_r^{\ell} \) means that
\[
\mathbb{M}_4(\mathbb{C})_I \oplus \mathbb{M}_4(\mathbb{C})_R \rightarrow \mathbb{M}_4(\mathbb{C}).
\]
\[\text{(3.63)}\]
Thus
\[ A_G' \to \mathbb{H}_L \oplus \mathbb{H}_R \oplus M_4(\mathbb{C}) \] (3.64)
where representation of the r.h.s. algebra is now diagonal on the spinorial indices \( \dot{s}, s \).

To summarize, the reduction of \( A_G \) to the algebra of the standard model is obtained as follows

<table>
<thead>
<tr>
<th>Algebra</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_G )</td>
<td>( M_4(\mathbb{H}) \oplus M_8(\mathbb{C}) )</td>
</tr>
<tr>
<td>( \downarrow )</td>
<td>grading condition</td>
</tr>
<tr>
<td>( A_G' )</td>
<td>( M_2(\mathbb{H})_L \oplus M_2(\mathbb{H})_R \oplus M'_4(\mathbb{C}) \oplus M'_4(\mathbb{C}) )</td>
</tr>
<tr>
<td>( \downarrow )</td>
<td>1st-order for the Majorana-Dirac operator ( D_M )</td>
</tr>
<tr>
<td>( A_G'' )</td>
<td>( (H_L \oplus H'_L \oplus C_R \oplus C'_R) \oplus (C^t \oplus M'_3(\mathbb{C}) \oplus M'_3(\mathbb{C})) ) with ( C_R = C^r = C^t )</td>
</tr>
<tr>
<td>( \downarrow )</td>
<td>1st-order for the free Dirac operator ( \mathcal{D} )</td>
</tr>
<tr>
<td>( A_{sm} )</td>
<td>( C \oplus \mathbb{H} \oplus M_3(\mathbb{C}) )</td>
</tr>
</tbody>
</table>

3.3.2 Emergence of spin

In noncommutative geometry the topological information is encoded in the algebra, while the geometry (e.g. the metric\(^3\)) is in the Dirac operator. In particular the Riemann-spin structure is encoded in the way this operator, which contains the gamma matrices, acts on the Hilbert space. Without this operator there is just an algebra which acts in an highly reducible way on a 128 dimensional Hilbert space. This is conceptually what distinguishes \( \mathcal{H}_F \) from \( \mathcal{H}_F \) in (2.30): on \( C^\infty(\mathcal{M}) \otimes \mathcal{H}_F \), the free Dirac operator (trivially extended to the internal indices) is
\[ \mathcal{D} = -i\gamma^\mu \partial_\mu \otimes \delta^{C^1}_D J_\alpha. \] (3.66)

On \( C^\infty(\mathcal{M}) \otimes \mathcal{H}_F \) the same operator writes
\[ \mathcal{D} = -i\partial_\mu \otimes \delta^{C^1}_D \gamma_\mu \] (3.67)
and the spin structure, carried by the \( \gamma \) matrices, is hidden among the internal degrees of freedom. In this sense the first order condition, which governs

\(^3\)The metric aspects of the almost commutative geometry of the standard model have been investigated in [14, 76]
the passage from \((3.67)\) to \((3.66)\), corresponds to the emergence of the spin structure.

Alternatively, a spin structure means that the vectors in the Hilbert space transform in a particular representation under the "Lorentz" group. Since we are dealing with spinors in the Euclidean case, the group is actually \(\text{Spin}(4)\). It is generated by the commutators of the Dirac matrices, that act on \(\mathcal{H}\) as
\[
S^{\mu\nu} := [\gamma^\mu, \gamma^\nu] \otimes I_{32}^{(C)}.
\] (3.68)
Let us distinguish between an element \(a\) of \(C^\infty(M) \otimes \mathcal{A}_G\) and its representation \(\pi(a) := A\) given in (3.5). For any \(\Lambda = \lambda_{\mu\nu} S^{\mu\nu} \in \text{Spin}(4)\) and \(A \in \pi(C^\infty(M) \otimes \mathcal{A}_G)\), let
\[
\alpha_A(A) = U(\Lambda) A U(\Lambda)^*.
\] (3.69)
The representation (3.5) of the grand algebra is not invariant under the adjoint action (3.69) of \(\text{Spin}(4)\) since \(\alpha_{\Lambda} \pi(a)\) is not in \(\pi(C^\infty(M) \otimes \mathcal{A}_G)\). In this sense the representation of the grand algebra is not Lorentz invariant, unlike its reduction to \(\mathcal{A}_{LR}\) which is diagonal in the spin indices. However, at the abstract level the algebra is preserved under Lorentz transformations since the latter are implemented by unitary operators: for any \(\Lambda\) one has that \(\alpha_{\Lambda}(\pi(C^\infty(M) \otimes \mathcal{A}_G))\) is isomorphic to \(C^\infty(M) \otimes \mathcal{A}_G\). This suggests to view the grand algebra as a phase of the universe in which the spin and rotation structure of space-time has not yet emerged, only the topology (i.e. the abstract algebra) is fixed.

Let us finally note that although the Grand Symmetry mixes space-time and internal symmetries combining them in a non trivial way, the model does not fall in the forbidden case of Coleman-Mandula theorem, for two reasons: on the one hand the Grand Symmetry separates the two components of the Lorentz symmetry and on the other hand the symmetries we are considering are not at the S-matrix level, dealing with a spontaneously broken symmetry.

### 3.3.3 Fiat neutrino

The grand algebra together with the Majorana Dirac operator \(D_M\) generates the field \(\sigma\) at the right position (i.e. as required in (3.1)), respecting the first order condition induced by \(D_M\). However, by (3.52) one has that \(\sigma\) becomes constant when one takes into account the first order condition imposed by the free Dirac operator, because (3.61) implies that \(c'_R = c_R = m_r\). This suggests a scenario in which the neutrino Majorana mass is the first field to appear and fluctuate, before the geometric structure of space-time emerges through the breaking described in §3.3.2. In this picture, the field \(\sigma\) is viewed as a fluctuation of a vacuum that satisfies the first order condition of the free Dirac operator.
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This scenario is supported by the calculations of chapter 4 which indicate that the first order condition of the free Dirac operator can be equivalently obtained as a minimum of the spectral action. In this way, the geometrical breaking imposed by the mathematical requirement of the theory becomes a dynamical breaking, and the field $\sigma$ appears as the "Higgs field" associated to it. This idea has been also investigated, in the case of the standard model algebra, in the papers [21,22]. The case of the grand algebra has been developed in [37] and will be presented in the next chapter.

3.4 Comments

In this chapter we have shown the presence of a “next level” in noncommutative geometry, that it is intertwined with the Riemannian and spin structure of space-time, and therefore naturally appearing at a high scale. The added degrees of freedom of the Grand Symmetry model are related to the Riemann-spin structure of space-time, which emerges as a symmetry breaking very similar in nature to the Higgs mechanism. In addition, this higher symmetry explains the presence of the $\sigma$ field necessary for a correct fit of the mass of the Higgs and to cure the instability problem of the electro-weak vacuum. To summarize, the grand algebra transfers the problem of generating $\sigma$ from the noncommutative to the commutative part of the geometry: with the algebra of the standard model, $C^\infty(\mathcal{M}) \otimes A_{sm}$, the first order condition is always satisfied by the free Dirac operator, the problem is all in $D_M$. Using the grand algebra, we have that $D_M = \gamma^5 \otimes D_R$ both generates the field $\overline{\mathcal{I}}$C and satisfies the first-order condition. But the free Dirac does not satisfy this condition (neither the bounded commutator one). Of course this is not satisfactory but this suggests interesting path to explore. Another question is whether the reduction to the SM imposed by the first order condition can be understood dynamically, i.e. by a minimization of the spectral action, and it will be the discussion topic of the next chapter.
Chapter 4

Twisting the Grand Symmetry

In [21, 22] it was shown how to obtain $\sigma$ by an inner fluctuation that does not satisfy the first-order condition, but in such a way that the latter is retrieved dynamically, as a minimum of the spectral action. The field $\sigma$ is then interpreted as an excitation around this minimum.

In the previous chapter, from a different approach, we have shown how to generate $\sigma$ in agreement with the first-order condition, taking advantage of the fermion doubling in the Hilbert space $\mathcal{H}$ of the spectral triple of the SM [50, 67, 68]. We said that the algebra of the standard model

$$\mathcal{A}_{sm} := \mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C})$$

is obtained from $\mathcal{A}_F$ for $a = 2$, by the grading and the first-order conditions. Starting instead with the “grand algebra” $(a = 4)$

$$\mathcal{A}_G := M_4(\mathbb{H}) \oplus M_8(\mathbb{C}),$$

one generates the field $\sigma$ by an inner fluctuation which respects the first-order condition imposed by the part $D_M$ of the Dirac operator that contains the Majorana coupling $y_R$. The breaking to $\mathcal{A}_{sm}$ is then obtained by the first-order condition imposed by the free Dirac operator

$$\mathcal{D} = \partial \otimes \mathbb{I}_F$$

where $\mathbb{I}_F$ is the identity operator on the finite dimensional Hilbert space $\mathcal{H}_F$ on which acts $\mathcal{A}_G$.

Unfortunately, before this breaking not only is the first-order condition not satisfied, but the commutator

$$[\mathcal{D}, A] \quad A \in C^\infty(\mathcal{M}) \otimes \mathcal{A}_G$$

is never bounded. This is problematic both for physics, because the connection 1-form describing the gauge bosons is unbounded; and from a mathematical
point of view, because the construction of a Fredholm module over $\mathcal{A}$ and Hochschild character cocycle depends on the boundedness of the commutator (4.4).

In this chapter, we show how is it possible to solve this problem by using instead a twisted spectral triple $(\mathcal{A}, \mathcal{H}, D, \rho)$, [32]. Rather than requiring the boundedness of the commutator, one asks that there exists an automorphism $\rho$ of $\mathcal{A}$ such that the twisted commutator

$$[D, a]_{\rho} := Da - \rho(a)D$$

is bounded for any $a \in \mathcal{A}$. Accordingly, we introduce in Def. 4.1.1 a twisted first-order condition

$$[[D, a]_{\rho}, Jb^*J^{-1}]_{\rho} := [D, a]_{\rho}Jb^*J^{-1} - J\rho(b^*J^{-1}[D, a]_{\rho}) = 0 \quad \forall a, b \in \mathcal{A}.$$  \hspace{1cm} (4.6)

We then show that for a suitable choice of a subalgebra $\mathcal{B}$ of $\mathcal{C}^\infty(M) \otimes \mathcal{A}_G$, a twisted fluctuation of $\mathcal{D} + D_M$ that satisfies (4.6) generates a field $\sigma$ - slightly different from the one of chapter 3 - together with an additional vector field $X_\mu$.

Furthermore, the breaking to the standard model is now spontaneous, as conjectured in the previous part. Namely the reduction of the grand algebra $\mathcal{A}_G$ to $\mathcal{A}_{sm}$ is obtained dynamically, as a minimum of the spectral action. The scalar field $\sigma$ then play a role similar as the one of the Higgs in the electroweak symmetry breaking.

Mathematically, twists make sense as explained in [32], for the Chern character of finitely summable spectral triples extends to the twisted case, and lands in ordinary (untwisted) cyclic cohomology. Twisted spectral triples have been introduced to deal with type III examples, such as those arising from transverse geometry of codimension one foliation, and have been used in various context like quantum statistical dynamical systems [51]. It is quite surprising that the same tool allows a rigorous implementation in NCG of the idea of a "bigger symmetry beyond the SM".

The main results of this chapter are summarized in the following theorem [37]:

**Theorem 4.0.1.** Let $\mathcal{H}$ be the Hilbert space of the standard model described in §2.4. There exists a sub-algebra $\mathcal{B}$ of the grand algebra $\mathcal{A}_G$ containing $\mathcal{A}_{sm}$ together with an automorphism $\rho$ of $\mathcal{C}^\infty(M) \otimes \mathcal{B}$ such that

1. $T := (\mathcal{C}^\infty(M) \otimes \mathcal{B}, \mathcal{H}, \mathcal{D} + D_M; \rho)$ is a twisted spectral triple satisfying the twisted 1st-order condition (4.6);

1Also called $\sigma$-triple, but to avoid confusion with the field $\sigma$, we denote by $\rho$ the automorphism called $\sigma$ in [32].
ii) twisted fluctuations of $\mathcal{D} + D_M$ by $\mathcal{B}$ are parametrized by a scalar field $\sigma$ and a vector field $X_\mu$;

iii) the spectral triple of the standard model is obtained from $T$ by minimizing the potential of the vector field $X_\mu$ induced by the spectral action coming from a twisted fluctuation of $\mathcal{D}$.

iv) the spectral triple of the standard model is also obtained by minimizing the potential induced by the spectral action of a twisted fluctuation of the whole Dirac operator $\mathcal{D} + D_M$. The potential of the scalar field $\sigma$ is minimum for the standard model, and corresponds to the constant field $y_R$.

Explicitly, $\mathcal{B}$ is a sub-algebra $\mathbb{H}^2 \oplus \mathbb{C}^2 \oplus M_3(\mathbb{C})$ of $\mathcal{A}_G$. Labelling the two copies of the quaternions and complex algebras by the left/right spinorial indices $l, r$ and the left/right internal indices $L/R$, that is

$$\mathcal{B} = \mathbb{H}_L^l \oplus \mathbb{H}_L^r \oplus \mathbb{C}_R^l \oplus \mathbb{C}_R^r \oplus M_3(\mathbb{C}),$$

the automorphism $\rho$ is the exchange of the left/right spinorial indices:

$$\rho (q_L^l, q_L^r, c_L^r, c_R^l, m) \rightarrow (q_R^r, q_L^l, c_L^l, c_R^r, m) \quad (4.8)$$

where $m \in M_3(\mathbb{C})$ while the $q$’s and $c$’s are quaternions and complex numbers belonging to their respective copy of $\mathbb{H}$ and $\mathbb{C}$.

The chapter is organized as follows. The section 4.1 deals with the twist. It begins with the definition of the twisted first-order condition in definition 4.1.1. In §4.1.1 we fix the representation of the grand algebra, which differs from the one used in [36]. It is used in §4.1.2 to build a twisted spectral triple with the free Dirac operator. In §4.1.3 the twisted first-order condition for $D_M$ yields the reduction to the algebra $\mathcal{B}$ and the construction of the spectral triple $T$. This proves the first point of theorem 4.0.1. In section 4.2 we compute the twisted fluctuations $D_X$ of the free Dirac operator $\mathcal{D}$ (§4.2.2), and $D_\sigma$ of the Majorana-Dirac operator $D_M$ (§4.2.3). This yields the additional vector field in eq. (4.64), and the extra scalar field $\sigma$ in eq. (4.81), proving the second point of theorem 4.0.1. In section 4.3, we compute the generalized Lichnerowicz formula for the twisted-fluctuated Dirac operator in §4.3.1. The dynamical reduction of $\mathcal{B}$ to the standard model by minimizing the potential of the additional vector field is obtained in §4.3.2. The potential of the scalar field is treated in §4.3.3, and the interaction potential between the vector and the scalar field in §4.3.4. These results are discussed in the final section 4.5.
4.1 Twisting the standard model

A twisted spectral triple is a triple \((A, \mathcal{H}, D)\) where \(A\) is an involutive algebra acting on a Hilbert space \(\mathcal{H}\) and \(D\) a selfadjoint operator on \(\mathcal{H}\) with compact resolvent, together with an automorphism \(\rho\) of \(A\) such that

\[ [D, a]_\rho = Da - \rho(a)D \quad (4.9) \]

is bounded for any \(a \in A\). It is graded if, in addition, there is a selfadjoint operator \(\Gamma\) of square \(I\) which commutes the algebra and anticommutes with \(D\).

Up to now the other conditions satisfied by a spectral triple have not been adapted to the twisted case yet. As long as the commutator between the algebra and the Dirac operator is not involved, one can keep the definitions of an ordinary spectral triple, for instance the order-zero condition. In the 1st-order condition (2.22) it is natural to substitute \([D, a]\) with the twisted commutator \([D, a]_\rho\). The question is whether to twist the commutator with \(JbJ^{-1}\) as well. As explained in [32, Prop. 3.4], the set \(\Omega^1_D\) of twisted 1-forms, that is all the operators of the form

\[ A = \sum_i b^i [D, a_i]_\rho, \quad (4.10) \]

is an \(A\)-bimodule for the left and right actions

\[ a \cdot \omega \cdot b := \rho(a)\omega b \quad \forall a, b \in A, \omega \in \Omega^1_D. \quad (4.11) \]

Therefore it is natural to twist the commutator with \(JbJ^{-1}\). As pointed out below in §4.1.2 and §4.1.3, this choice is also the one which is efficient for our purposes. Furthermore we assume that \(\rho\) is a \(*\)-automorphism that commutes with the real structure \(J\), which permits us to define the twisted version of the 1st-order condition as follows.

**Definition 4.1.1.** A twisted spectral triple \((A, \mathcal{H}, D, \rho)\) with real structure \(J\) satisfies the twisted 1st-order condition if and only if

\[ [[D, a]_\rho, JbJ^{-1}]_\rho = [D, a]_\rho JbJ^{-1} - J\rho(b)J^{-1}[D, a]_\rho = 0 \quad \forall a, b \in A. \quad (4.12) \]

4.1.1 Representation

For reasons discussed in §4.4 it is convenient to work with the other natural representation of the grand algebra than we used in chapter 3. Namely instead of (3.4) one asks that quaternions carry the chiral index \(s\) of spinors while the complex matrices carry the (anti)-particle index:

\[ Q = Q_{\alpha}^{\beta}, \quad M = M_{\alpha}^{\beta}. \quad (4.13) \]
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Explicitly, the representation of the grand algebra $A_G$ is

$$Q = \left( \begin{array}{cc} Q^r & Q^l \\ Q^l & Q^r \end{array} \right)_{st} \in M_4(\mathbb{H}), \quad M = \left( \begin{array}{cc} M^0 & M^1 \\ M^1 & M^0 \end{array} \right)_{st} \in M_8(\mathbb{C}), \quad (4.14)$$

where for any $s, t \in \{l, r\}$ and $\dot{s}, \dot{t} \in \{\dot{0}, \dot{1}\}$ one defines

$$Q_s^l = \left( \begin{array}{cccc} Q^{sa}_{\dot{s}a} & Q^{sb}_{\dot{s}b} & Q^{sc}_{\dot{s}c} & Q^{sd}_{\dot{s}d} \\ Q^{sa}_{\dot{s}b} & Q^{sb}_{\dot{s}a} & Q^{sc}_{\dot{s}d} & Q^{sd}_{\dot{s}c} \\ Q^{sa}_{\dot{s}c} & Q^{sb}_{\dot{s}d} & Q^{sc}_{\dot{s}a} & Q^{sd}_{\dot{s}b} \\ Q^{sa}_{\dot{s}d} & Q^{sb}_{\dot{s}c} & Q^{sc}_{\dot{s}b} & Q^{sd}_{\dot{s}a} \end{array} \right)_{\alpha\beta} \in M_2(\mathbb{H}), \quad M_s^l = \left( \begin{array}{cccc} M^{00}_{s0} & M^{01}_{s0} & M^{10}_{s0} & M^{11}_{s0} \\ M^{00}_{s1} & M^{01}_{s1} & M^{10}_{s1} & M^{11}_{s1} \\ M^{00}_{s2} & M^{01}_{s2} & M^{10}_{s2} & M^{11}_{s2} \\ M^{00}_{s3} & M^{01}_{s3} & M^{10}_{s3} & M^{11}_{s3} \end{array} \right)_{\alpha\beta} \in M_4(\mathbb{C}).$$

Here we use $a, b, c, d$ to denote the value of the flavor index $\alpha$. On the remaining indices, $Q$ and $M$ act trivially, that is as the identity operator. The representation of $A = (Q, M) \in A_G$ on $H_F$ is thus

$$A_{\text{CD}}(s, t) = \left( \begin{array}{c} \delta_{\text{CD}}^\alpha Q_{\alpha \beta}^{s, t} + \delta_{\text{CD}}^\beta M_{\beta \alpha}^{s, t} \\ 0_{64} \end{array} \right) = \left( \begin{array}{cc} \delta_{\text{CD}}^{s, t} Q_{\alpha \beta}^{s, t} & 0_{64} \\ 0_{64} & M_{\beta \alpha}^{s, t} \delta_{\text{CD}}^{s, t} \end{array} \right)_{\text{CD}}. \quad (4.15)$$

One easily checks the order-zero condition (2.21): with $A = (R, N) \in A_G$, a generic element of the opposite algebra is

$$JA \dot{J}^{-1} = -JAJ = \left( \begin{array}{cc} -\delta_{\text{CD}}^{s, t} (\tau \bar{\varphi})_{s, t}^{l, l} & 0_{64} \\ 0_{64} & \delta_{\text{CD}}^{s, t} (\eta \bar{\varphi})_{s, t}^{l, l} \end{array} \right)_{\text{CD}}. \quad (4.16)$$

where the bar denotes the complex conjugate and we used

$$J \mathcal{R} J := (\tau^2)^{s, t} (\eta \bar{\varphi})_{s, t}^{l, l} = -\delta_{\text{CD}}^{s, t} (\eta \bar{\varphi})_{s, t}^{l, l}, \quad \mathcal{N} J := (\eta^2)^{s, t} (\tau \bar{\varphi})_{s, t}^{l, l} = \delta_{\text{CD}}^{s, t} (\tau \bar{\varphi})_{s, t}^{l, l}. \quad (4.17)$$

Obviously (4.15) commutes with (4.16).

The first statement we want to show is that the biggest subalgebra of $C^\infty(\mathcal{M}) \otimes A_G$ that satisfies the grading condition $[\Gamma, A] = 0$ with $A \in A_G$ and has bounded commutator with $\mathcal{D}$ is the left-right algebra $A_{LR}$ given in (2.28).

In fact, by (2.40), for the quaternion sector $[\Gamma, A] = 0$ amounts to asking $[\eta_{\alpha, \beta}, Q_{s, a}] = 0$. This imposes

$$Q = \left( \begin{array}{cc} Q^r & 0_4 \\ 0_4 & Q^l \end{array} \right)_{st} \quad (4.18)$$

where

$$Q^r = \left( \begin{array}{cc} q^r_R & 0_2 \\ 0_2 & q^r_L \end{array} \right)_{\alpha\beta}, \quad Q^l = \left( \begin{array}{cc} q^l_R & 0_2 \\ 0_2 & q^l_L \end{array} \right)_{\alpha\beta} \quad \text{with} \quad q^r_R, q^l_R, q^r_L, q^l_L \in \mathbb{H}. \quad (4.19)$$
For matrices, one asks \( [\delta^I_0, M^I_0] = 0 \) which is trivially satisfied. So the grading condition \([\Gamma, A] = 0\) imposes the reduction of \( \mathcal{A}_G \) to

\[
\mathcal{B}_{LR} := (\mathbb{H}_L^I \oplus \mathbb{H}_L^I \oplus \mathbb{H}_R^I \oplus \mathbb{H}_R^I) \oplus M_4(\mathbb{C}).
\]

(4.20)

For \( A = (Q, M) \in C^\infty(\mathcal{M}) \otimes \mathcal{B}_{LR} \), the boundedness of the commutator\(^2\)

\[
[\partial, A] = \begin{pmatrix}
\delta^I_0 [\partial, Q] & 0_{64} \\
0_{64} & \delta^3_0 [\partial, M]
\end{pmatrix}_{CD}
\]

(4.21)

means that

\[
[\partial, Q] = -i\gamma^\mu (\nabla^S_\mu Q) - i[\gamma^\mu, Q] \nabla^S_\mu \quad \text{and} \quad [\partial, M] = -i\gamma^\mu (\nabla^S_\mu M) - i[\gamma^\mu, M] \nabla^S_\mu
\]

(4.22)

are bounded. This is obtained if and only if \( Q \) and \( M \) commute with all the Dirac matrices, i.e. are proportional to \( \delta^I_0 \). For \( Q \) this means \( Q_r^r = Q_l^l \) in (4.18), hence the reductions

\[
\mathbb{H}_R^I \oplus \mathbb{H}_R^I \rightarrow \mathbb{H}_R, \quad \mathbb{H}_L^I \oplus \mathbb{H}_L^I \rightarrow \mathbb{H}_L.
\]

(4.23)

For \( M \), this means that all the components \( M^I_4 \) in (4.14) are equal, that is the reduction

\[
M_6(\mathbb{C}) \rightarrow M_4(\mathbb{C}).
\]

(4.24)

Therefore \( \mathcal{B}_{LR} \) is reduced to \( \mathcal{A}_{LR} \), acting diagonally on spinors.\( \blacksquare \)

This result is nothing but a restatement in the peculiar representation (4.15) of the fact that in order to have bounded commutators the action of \( \mathcal{A}_G \) on spinors has to be trivial, as shown with eq. (3.64). Nevertheless, it is useful to have it explicitly, in order to understand how to get rid of the unboundedness of the commutator. It is also worth stressing the difference with the representation (3.4), for which the grading breaks both matrices and quaternions and reduces \( \mathcal{A}_G \) to \( \mathcal{A}_G' \). Here only quaternions are broken by the grading.

To cure the unboundedness of the commutator, the idea proposed in [37] is to impose the reduction (4.24) by hand, and deal with the unboundedness of \([\partial, Q]\) thanks to a twist. This is a “middle term solution”: imposing by hand both reductions (4.24) and (4.23) is not interesting from the grand algebra point of view, since it brings us back to an almost commutative geometry where spinorial and internal indices are not mixed; solving both the unboundedness of \([\partial, Q]\) and \([\partial, M]\) by a twist yields some complications discussed in §4.4. The remarkable point is that this middle term solution is sufficient to obtain the \( \sigma \)-field by a fluctuation that respects the twisted first-order condition of definition 4.1.1.

---

\(^2\)To lighten notation, we omit the trivial indices in the product (hence in the commutators) of operators. From (4.13) one knows that \( Q \) carries the indices \( ss \) while \( \gamma^\mu \) carries \( ss \), hence \([\partial, Q]\) carries indices \( ss\alpha \) and should be written \([\delta^I_0 \partial, \delta^I_0 Q]\). As well, \([\partial, M]\) carries indices \( ssI \) and holds for \([\delta^I_0 \partial, \delta^I_0 M]\).
4.1.2 The twist and the first-order condition for the free Dirac

Imposing (4.24) on the grand algebra \( \mathcal{A}_G \) reduced by the grading to \( \mathcal{B}_{LR} \) yields

\[
\mathcal{B}' := (\mathbb{H}_{LR}^t \oplus \mathbb{H}_{LR}^s \oplus \mathbb{H}_{LR}^l \oplus \mathbb{H}_{LR}^r) \oplus M_4(\mathbb{C}).
\]  

(4.25)

An element \( A = (Q, M) \) of \( \mathcal{B}' \) is given by (4.15) where \( Q \) is as in (4.18) while \( M \) in (4.13) is proportional to \( \delta^j_i \):

\[
M = \delta^j_i M^j_i \in M_4(\mathbb{C}).
\]  

(4.26)

The algebra \( \mathcal{B}' \) contains the algebra of the standard model \( \mathcal{A}_{sm} \), and still has a part (the quaternion) that acts in a non-trivial way on the spin degrees of freedom. In this sense \( \mathcal{B}' \) is still from the grand algebra side, even if it is “not so grand”.

Let \( \rho \) be the automorphism of \( (\mathbb{H}_{LR}^t \oplus \mathbb{H}_{LR}^s \oplus \mathbb{H}_{LR}^l \oplus \mathbb{H}_{LR}^r) \) that exchanges \( Q^r \) and \( Q^l \) in (4.18), that is the exchange

\[
H^r_L \leftrightarrow H^l_R, \quad H^r_R \leftrightarrow H^l_L.
\]  

(4.27)

This means in components

\[
\rho \left( \begin{pmatrix} Q^r_0 & Q^r_4 \\ 0_4 & Q^l_4 \end{pmatrix} \right)_{st} = \left( \begin{pmatrix} Q^l_0 & Q^l_4 \\ 0_4 & Q^r_4 \end{pmatrix} \right)_{st}.
\]  

(4.28)

Denoting by the same letter the extension of \( \rho \) to \( C^\infty(\mathcal{M}) \otimes (\mathbb{H}_{LR}^t \oplus \mathbb{H}_{LR}^s \oplus \mathbb{H}_{LR}^l \oplus \mathbb{H}_{LR}^r) \). For any \( \mu \) one has

\[
\gamma^\mu Q = \rho(Q) \gamma^\mu, \quad \gamma^\mu \rho(Q) = Q \gamma^\mu,
\]  

(4.29)

so that

\[
[\phi, Q]_\rho = -i \gamma^\mu (\nabla^S_\mu Q).
\]  

(4.30)

In fact, writing explicitly the \( \delta^i_s \)’s, one gets

\[
\gamma^\mu Q = \left( \begin{pmatrix} \delta^3_\alpha & 0_2 & \sigma^\mu \\ \tilde{\sigma}^\mu & 0_2 \end{pmatrix} \right)_{st} \left( \begin{pmatrix} Q^r_0 & Q^r_4 \\ 0_4 & Q^l_4 \end{pmatrix} \right)_{st} \left( \begin{pmatrix} 0_8 & \sigma^\mu Q^l_0 \\ \tilde{\sigma}^\mu Q^r_0 & 0_8 \end{pmatrix} \right)_{st}
\]  

\[
= \left( \begin{pmatrix} Q^l_0 & Q^l_4 \\ 0_4 & Q^r_4 \end{pmatrix} \right)_{st} \left( \begin{pmatrix} \delta^3_\alpha & 0_2 & \sigma^\mu \\ \tilde{\sigma}^\mu & 0_2 \end{pmatrix} \right)_{st} = \rho(Q) \gamma^\mu.
\]  

(4.31)

The second part of (4.29) follows because \( \rho^2 = I \) while eq. (4.30) comes from

\[
[\phi, Q]_\rho = -i \gamma^\mu (\nabla^S_\mu Q) - i[\gamma^\mu, Q]_\rho \nabla^S_\mu.
\]
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where the second term is zero by (4.29).

We still denote by the same letter the extension of \( \rho \) to \( C^\infty(M) \otimes B' \):

\[
\rho((Q, M)) := ((\rho(Q), M)).
\]

(4.32)

Is it easy to show that \( (C^\infty(M) \otimes B', \mathcal{H}, \mathcal{D}, \rho) \) together with the graduation \( \Gamma \) in (2.40) and the real structure \( J \) in (2.38) is a graded twisted spectral triple which satisfies the twisted first-order condition of definition 4.1.1.

To prove this, let we take \( A = (Q, M) \in C^\infty(M) \otimes B' \). The twisted version of (4.21) is

\[
[\mathcal{D}, A]_\rho = \left( \begin{array}{cc}
\delta_f' [\mathcal{D}, Q]_\rho & 0_{64} \\
0_{64} & \delta_\alpha' [\mathcal{D}, M]
\end{array} \right)_{CD}.
\]

(4.33)

From (4.26) and (4.15) \( M \) commutes with \( \gamma^\mu \), so that the second equation in (4.22) reduces to

\[
[\mathcal{D}, M] = -i \gamma^\mu (\nabla^\mu M),
\]

(4.34)

which is a bounded operator. By eq. (4.30), \([\mathcal{D}, Q]_\rho = -i \gamma^\mu (\partial_\mu Q)\) is bounded as well. Hence \((C^\infty(M) \otimes B', \mathcal{H}, \mathcal{D}, \rho)\) together with \( \Gamma \) form a graded twisted spectral triple.

We now examine the twisted first-order condition (4.9). Let \( B = (R, N) \in C^\infty(M) \otimes B' \). A generic element of the algebra opposite to \( C^\infty(M) \otimes B' \) is

\[
\gamma J B J^{-1} = - J B J = \left( \begin{array}{cc}
\delta_{sa}^\beta \tilde N & 0_{64} \\
0_{64} & \delta_{si}^\beta \tilde R
\end{array} \right)_{CD},
\]

(4.35)

where we used (4.16) and noticed that for \( R \) as in (4.18) and \( N \) as in (4.26) one has

\[
(\eta \tilde R)_{\alpha \beta} = \tilde R_{\alpha \beta}, \quad (\tau \tilde N \tau)_{\alpha \beta} = - \tilde N_{\alpha \beta}.
\]

(4.36)

As well, one has

\[
J \rho(B) J^{-1} = -J \rho(B) J = \left( \begin{array}{cc}
\delta_{sa}^\beta \tilde N & 0_{64} \\
0_{64} & \delta_{si}^\beta \rho(\tilde R)
\end{array} \right)_{CD}.
\]

(4.37)

Thus \([\mathcal{D}, A]_\rho J B J^{-1} - J \rho(B) J^{-1} [\mathcal{D}, A]_\rho\) is a diagonal matrix with components

\[
[\delta_f' [\mathcal{D}, Q]_\rho, \delta_{sa}^\beta \tilde N], \quad \delta_\alpha' [\mathcal{D}, M] \delta_{sa}^\beta \tilde R - \delta_{si}^\beta \rho(\tilde R) \delta_\alpha^\beta [\mathcal{D}, M].
\]

(4.38)

The first term vanishes because the only non-trivial index carries by \( \tilde N \) is \( \text{I.J} \). The second term is (omitting the deltas and a global \(-i\) factor)

\[
\left( \begin{array}{cc}
\sigma^\mu(\partial_\mu M) & 0_8 \\
0_8 & \sigma^\mu(\partial_\mu M)
\end{array} \right)_{st} \left( \begin{array}{cc}
\tilde R_{\mu} & 0_8 \\
0_8 & \tilde R_{\mu}
\end{array} \right)_{st} - \left( \begin{array}{cc}
\tilde R_{\mu} & 0_8 \\
0_8 & \tilde R_{\mu}
\end{array} \right)_{st} \left( \begin{array}{cc}
\sigma^\mu(\partial_\mu M) & 0_8 \\
0_8 & \sigma^\mu(\partial_\mu M)
\end{array} \right)_{st}
\]

\[
= \left( \begin{array}{cc}
\sigma^\mu(\partial_\mu M), & \tilde R_{\mu} \\
\tilde R_{\mu} & \sigma^\mu(\partial_\mu M)
\end{array} \right)_{st}
\]

(4.39)

which vanishes because \( R \) only non-trivial index is \( \alpha \beta \) while \( [\sigma^\mu(\partial_\mu M), \tilde R_{\mu}] \) is proportional to \( \delta_\alpha^\beta \).
4.1.3 Twisted first-order condition for the Majorana-Dirac operator

We individuate a subalgebra $B$ of $B'$ such that a twisted fluctuation of the Majorana-Dirac operator $D_M$ in (3.26) by $B$ satisfies the twisted first-order condition. Since we are working with one generation of fermions only, in (2.35) the Majorana mass matrix $M_R$ in $D_R$ is $\Xi^\beta_\alpha y_R$, where

$$\Xi = \begin{pmatrix} 1 & 0 \\ 0 & 0_s \end{pmatrix}$$  \hspace{1cm} (4.40)

denotes the projection on the first component. Therefore

$$D_M = \gamma^5 D_R = \eta^t_s \delta^i_s \Xi^\beta_\alpha \begin{pmatrix} 0 & y_R \\ y_R & 0 \end{pmatrix}_{CD}.$$  \hspace{1cm} (4.41)

In this equation the product $\gamma^5 D_R$ is intended with the convention of the footnote p.66, namely this is the tensorial notation $\gamma^5 \eta^t_s \delta^i_s D_R^{\beta\alpha}_{AB}$ in which we omit the indices. In practice, this amounts to omit the tensor product symbol in $\gamma^5 \otimes D_R$, which makes sense because of our choice of viewing the total Hilbert space no longer as the tensor product of spinors by $H_F$. These distinctions may seem pedantic here, but they will be important later on, when writing the product $\gamma^\mu X_{\mu}$ for a vector field $X_{\mu}$ that no longer commutes with the Dirac matrices: $\gamma^\mu X_{\mu}$ will holds for $\gamma^\mu t^t_s \delta^i_s X_{\mu\beta\alpha}_{CD}$, while $\gamma^\mu \otimes X_{\mu}$ no longer makes sense.

Now we want to show that a subalgebra of $B'$ which satisfies the twisted first-order condition

$$[[D_M, A], JB J^{-1}]_{\rho} = 0$$  \hspace{1cm} (4.42)

is

$$B := \mathbb{H}_L^l \oplus \mathbb{H}_L^r \oplus \mathbb{C}_R^l \oplus \mathbb{C}_R^r \oplus M_3(\mathbb{C}).$$  \hspace{1cm} (4.43)

To show this, let us consider first the subalgebra

$$\tilde{B} := (\mathbb{H}_L^l \oplus \mathbb{H}_L^r \oplus \mathbb{C}_R^l \oplus \mathbb{C}_R^r) \oplus (M_3(\mathbb{C}) \oplus \mathbb{C})$$  \hspace{1cm} (4.44)

of $B'$ obtained by asking that $q_R^l, q_R^r$ in (4.19) are diagonal quaternions, namely

$$q_R^l = \begin{pmatrix} c_R^l & 0 \\ 0 & \tilde{c}_R^l \end{pmatrix}, \quad q_R^r = \begin{pmatrix} c_R^r & 0 \\ 0 & \tilde{c}_R^r \end{pmatrix} \text{ with } c_R^l, c_R^r \in \mathbb{C};$$  \hspace{1cm} (4.45)

while $M$ in (4.26) is of the form

$$M = \delta^i_s \begin{pmatrix} m & 0 \\ 0 & \mathbb{M} \end{pmatrix}_{ij} \text{ with } m \in \mathbb{C}, \mathbb{M} \in M_3(\mathbb{C}).$$  \hspace{1cm} (4.46)
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This means that while $Q$ carries non-trivial indices $\hat{s}, \alpha$, the action of $M$ is non-trivial only in the $l$ index. Define similarly $B = (R, N) \in \mathcal{B}$ with components $d^R_l, d^l_R \in \mathbb{C}$, $n \in \mathbb{C}$, $N \in M_3(\mathbb{C})$. For any $A, B \in \mathcal{B}$, one has from (4.41) where we write

$$D_M := \eta^l_s \delta^l_s \Xi^{l_\alpha},$$

and (4.15) (omitting the deltas)

$$[D_M, A]_\rho = \left( \begin{array}{cc} 0_{64} & y_R(D_M M - \rho(Q)D_M) \\ y_R(D_M Q - M D_M) & 0_{64} \end{array} \right)_{CD}. \quad (4.48)$$

By (4.35), (4.37) one obtains

$$[[D_M, A]_\rho, JBJ^{-1}]_\rho = \left( \begin{array}{cc} 0_{64} & y_R ((D_M M - \rho(Q)D_M)R - N(D_M M - \rho(Q)D_M)) \\ y_R ((D_M Q - M D_M)N - \rho(R)(D_M Q - M D_M)) & 0_{64} \end{array} \right)_{CD}. \quad (4.49)$$

The terms entering the upper-right components of this matrix are (omitting a global $y_R$ factor)

$$N D_M M = (\bar{N} \Xi M)_{\frac{1}{2}l} \Xi^{l_\alpha} = \left( \begin{array}{cc} \bar{n} m & 0_4 \\ 0_4 & \bar{n} m \end{array} \right) \otimes \left( \begin{array}{cc} \Xi & 0_4 \\ 0_4 & -\Xi \end{array} \right),$$

$$N \rho(Q) D_M = (\bar{N} \Xi)_{\frac{1}{2}l} (\rho(Q) \Xi^{l_\beta})_{\alpha \alpha} = \left( \begin{array}{cc} \bar{n} & 0_4 \\ 0_4 & \bar{n} \end{array} \right) \otimes \left( \begin{array}{cc} c^l_R & 0_4 \\ 0_4 & -c^l_R \end{array} \right),$$

$$D_M M R = (\Xi M)_{\frac{1}{2}l} (\Xi \bar{R})^{l_\beta} \otimes \left( \begin{array}{cc} m & 0_4 \\ 0_4 & m \end{array} \right) \otimes \left( \begin{array}{cc} \bar{d}_R^l & 0_4 \\ 0_4 & -\bar{d}_R^l \end{array} \right),$$

$$\rho(Q) D_M R = (\Xi \delta)_{\frac{1}{2}l} (\rho(Q) \Xi \bar{R})^{l_\beta} \otimes \left( \begin{array}{cc} \Xi & 0_4 \\ 0_4 & \Xi \end{array} \right) \otimes \left( \begin{array}{cc} c^l_R & 0_4 \\ 0_4 & -c^l_R \end{array} \right),$$

where we defined

$$m := \left( \begin{array}{cc} m & 0 \\ 0 & 0_3 \end{array} \right), \quad c^l_R := \left( \begin{array}{cc} c^{l_\alpha} & 0 \\ 0 & 0_3 \end{array} \right), \quad c^l_R := \left( \begin{array}{cc} c^{l_\alpha} & 0 \\ 0 & 0_3 \end{array} \right)$$

and similarly for $d^l_R, d^l_R$ and $n$. Collecting the various terms, one finds that the upper-right component of $[[D_M, A]_\rho, JBJ^{-1}]_\rho$ vanishes if and only if

$$(c^l_R - m)(d^l_R - \bar{n}) = 0, \quad (c^l_R - m)(d^l_R - \bar{n}) = 0. \quad (4.51)$$
Similarly, for the lower-left component of $[[D_M, A], \rho, JBJ^{-1} \rho]$ one has

$$\rho(\bar{R})MD_M = (\bar{\Xi} M)_{i\ell} (\rho(\bar{R}) \eta \bar{\Xi})_{a\alpha} = \left( \begin{array}{cc} m & 0_4 \\ 0_4 & m \end{array} \right) \otimes \left( \begin{array}{cc} d_R^0 & 0_4 \\ 0_4 & -d_R^0 \end{array} \right)_{st},$$

$$\rho(\bar{R})D_M Q = (\bar{\Xi} \delta)_{i\ell} (\rho(\bar{R}) \eta \bar{\Xi} Q)_{a\alpha} = \left( \begin{array}{cc} \Xi & 0_4 \\ 0_4 & \Xi \end{array} \right) \otimes \left( \begin{array}{cc} c_R^0 d_R^0 & 0_4 \\ 0_4 & -c_R^0 d_R^0 \end{array} \right)_{st},$$

$$MD_M \tilde{N} = (M \bar{\Xi} \bar{N})_{i\ell} (\eta \Xi)_{a\alpha} = \left( \begin{array}{cc} \bar{n} m & 0_4 \\ 0_4 & \bar{n} m \end{array} \right) \otimes \left( \begin{array}{cc} \Xi & 0_4 \\ 0_4 & -\Xi \end{array} \right)_{st},$$

$$D_M Q \tilde{N} = (\bar{\Xi} \bar{N})_{i\ell} (\eta \bar{\Xi} Q)_{a\alpha} = \left( \begin{array}{cc} \bar{n} & 0_4 \\ 0_4 & \bar{n} \end{array} \right) \otimes \left( \begin{array}{cc} c_R^0 & 0_4 \\ 0_4 & -c_R^0 \end{array} \right)_{st},$$

yielding the same condition (4.51). Hence the twisted first-order condition is satisfied as soon as

$$c_R = m, \ d_R = n, \quad (4.53)$$

which amounts to identify $C^r_R$ with $C$. Hence the reduction of $B'$ to $B$ as defined in (4.43).

One could identify $C^l_R$ with $C$, instead of $C^r_R$, without changing the result. As discussed before definition 4.1.1, one might also consider a first-order condition where only the commutator with $D$ is twisted, that is

$$[[D_M, A], \rho, JBJ^{-1} \rho] = 0. \quad (4.54)$$

This is not pertinent in our case however, for this amounts to permuting $R^r_i$ with $R^r_i$ in - and only in - the second term in (4.39), which then no longer vanishes as soon as $R^r_i \neq R^r_i$.

Let us note that relation (4.42) deals only with the finite dimensional part of the spectral triple. However it is still satisfied with $A, B \in C^\infty(M) \otimes \mathcal{B}$ (though, strictly speaking, one can no longer talk of “twisted first-order condition for $D_M$”, for on $L^2(M) \otimes \mathbb{C}^{128}$ the operator $D_M$ does not have a compact resolvent). On the other hand, the same is true for the subalgebra $C^\infty(M) \otimes \mathcal{B}$ and the free Dirac operator $\hat{\mathcal{D}}$, as shown in §4.1.2. Therefore the twisted first-order condition (4.12) with $B$ is true for $\hat{\mathcal{D}} + D_M$ since it is true for $\hat{\mathcal{D}}$ and $D_M$ independently. This proves the first statement of theorem 4.0.1.

### 4.2 Twisted-covariant Dirac operators

The twisted spectral triple

$$\left( C^\infty(M) \otimes \mathcal{B}, L^2(M) \otimes \mathbb{C}^{128}, \hat{\mathcal{D}} + D_M; \rho \right) \quad (4.55)$$
of theorem 4.0.1 solves the problem of the non-boundedness of the commutators $[\mathcal{D}, A]$ raised by the non-trivial action of the grand algebra on spinors. But to be of interest, this spectral triple should preserve the property the grand algebra has been invented for, that is generating the field $\sigma$ by a fluctuation of $D_M$, or a twisted version of it. As shown in this section this is indeed the case, because although $B$ is not so grand (it is smaller than $A_G$), it is neither too small ($C^\infty(M) \otimes B$ still has non trivial action on spinors).

4.2.1 Twisted fluctuation

In analogy with gauge fluctuation of almost commutative geometries described in §2.5, we call twisted fluctuation of $D$ by $C^\infty(M) \otimes B$ the substitution of $D = \mathcal{D} + D_M$ with

$$D_A = D + A + J A J^{-1}$$

(4.56)

where $A$ is twisted 1-form

$$A = B^i[D, A_i]_\rho \quad A_i, B^i \in C^\infty(M) \otimes B.$$  \hspace{1cm} (4.57)

We do not require $A$ to be selfadjoint, we only ask that $D_A$ is selfadjoint and called it twisted-covariant Dirac operator. It is the sum $D_A = D_X + D_\sigma$ of the twisted-covariant free Dirac operator

$$D_X := \mathcal{D} + A + J A J^{-1} \quad A := B^i[D, A_i]_\rho$$

(4.58)

with the twisted-covariant Majorana-Dirac operator

$$D_\sigma := D_M + A_M + J A_M J^{-1} \quad A_M := B^i[D_M, A_i]_\rho.$$  \hspace{1cm} (4.59)

In this section, we compute explicitly $D_X$ and $D_\sigma$, and show that they are parametrized by a vector field $X_\mu$ and a scalar field $\sigma$.

In the following, $A_i = (Q_i, M_i)$ and $B^i = (R_i, N_i)$ are arbitrary elements of $C^\infty(M) \otimes B$, where $i$ a summation index and

$$Q_i = \begin{pmatrix} Q^{r_i}_{ri} & 0_4 \\ 0_4 & Q^j_{li} \end{pmatrix}_{\alpha\beta}, \quad M_i = \delta^j_i \begin{pmatrix} c^r_i & 0 \\ 0 & M_i \end{pmatrix}_{IJ}$$

(4.60)

with $M_i \in M_3(\mathbb{C})$ and

$$Q^{r_i}_{ri} = \begin{pmatrix} q^{r_i}_{ri} & 0_2 \\ 0_2 & q^{j}_{li} \end{pmatrix}_{\alpha\beta}, \quad Q^j_{li} = \begin{pmatrix} q^j_{ri} & 0_2 \\ 0_2 & q^j_{li} \end{pmatrix}_{\alpha\beta}$$

(4.61)

\textsuperscript{3}In all this section, the components of the matrices are functions on $M$. To lighten notation we write $M_3(\mathbb{C})$ instead of $C^\infty(M) \otimes M_3(\mathbb{C})$. The same is true for the various copies of $\mathbb{H}$ and $\mathbb{C}$. 
with \( q_{L_i} \in \mathbb{H}_L \), \( q_{R_i} \in \mathbb{H}_R \) and

\[
q_{R_i} = \text{diag} (c_i^r, \bar{c}_i^r), \quad q_{L_i} = \text{diag} (c_i^l, \bar{c}_i^l)
\]

with \( c_i^r \in \mathbb{C}_R \), \( c_i^l \in \mathbb{C}_R \). \( \text{(4.62)} \)

The components \( R^i, N^i \) of \( B^i \) are defined similarly, with

\[
d^{ri}_i \in \mathbb{C}_R, \quad d^{li}_i \in \mathbb{C}_L, \quad r^{ri}_L \in \mathbb{H}_R, \quad r^{ri}_L \in \mathbb{H}_L \quad \text{and} \quad N_i \in M_3(\mathbb{C}). \quad \text{(4.63)}
\]

### 4.2.2 Twisted-covariant free Dirac operator \( D_X \)

The twisted fluctuations \((4.58)\) of the free Dirac operator \( D \) in eq. \((3.53)\) by \( C^\infty(\mathcal{M}) \otimes \mathcal{B} \) are parametrized by a vector field, \( X \).

In particular, one has

\[
D_X = D + X \quad \text{(4.64)}
\]

with

\[
X := -i\gamma^\mu X_\mu, \quad X_\mu := \begin{pmatrix} X_\mu & 0 \\ 0 & -X_\mu \end{pmatrix}_\text{CD}, \quad \text{(4.65)}
\]

where we define the bounded-operator valued vector field\(^4\)

\[
X_\mu := \delta^i_j \rho(R^i) \nabla^S_\mu Q_i - \delta^i_\alpha N^i \nabla^S_\mu M_i \quad \text{(4.66)}
\]

which commutes with \( \gamma^5 \) and twisted-commutes with \( \gamma^\nu \), that is for all \( \mu, \nu \) one has

\[
\gamma^\mu X_\nu = \rho(X_\nu) \gamma^\mu, \quad \gamma^\mu \rho(X_\nu) = X_\nu \gamma^\mu. \quad \text{(4.67)}
\]

The last equation is direct consequences of definition \((4.66)\) and eq. \((4.30)\), while the commutation of \( X_\mu \) with \( \gamma^5 \) is a consequence of the breaking of \( \mathcal{A}_G \) by the grading condition and can be checked explicitly using \((4.61)\) and \((4.15)\).

To check eq. \((4.64)\), let we take \( A_i = (Q_i, M_i) \) and \( B^i = (R^i, N^i) \) in \( \mathcal{B} \), one gets from \((4.33)\), \((4.34)\) and \((4.29)\)

\[
A_i = -iB^i[D, A_i]_\rho = -i \begin{pmatrix} \delta^i_j \gamma^\mu \rho(R^i) \nabla^S_\mu Q_i & 0 \\ 0 & -\delta^i_\alpha N^i \nabla^S_\mu M_i \end{pmatrix}_\text{CD} \quad \text{(4.68)}
\]

where we used that \( N^i \) commutes with \( \gamma^\mu \) and \( R^i \gamma^\mu = \gamma^\mu \rho(R^i) \) (see eq. \((4.29)\))

By eq. \((2.38)\) one gets

\[
J A_i J^{-1} = -J A_i J = i \begin{pmatrix} \delta^i_\alpha \gamma^\mu N^i \nabla^S_\mu M_i & 0 \\ 0 & \delta^i_j \gamma^\mu \rho(R^i) \nabla^S_\mu Q_i \end{pmatrix}_\text{CD} \quad \text{(4.69)}
\]

\(^4\)To lighten notations we omit the parenthesis around \( \partial_\mu Q_i \) and \( \partial_\mu M_i \); the latter are bounded operators and act as matrices, not as differential operators.
where we used that $\mathcal{J}$ anti-commutes with the $\gamma$’s matrices and commute\(^5\) with $\nabla^S_\mu$ so that, inserting $\mathcal{J}^2 = -\mathbb{1}$ before $\nabla^S_\mu$, one obtains

$$\mathcal{J} (\gamma^\mu N^{\|i} \nabla^S_\mu M_i) \mathcal{J} = \gamma^\mu (\mathcal{J} N^{\|i} \mathcal{J}) \nabla^S_\mu (\mathcal{J} M_i \mathcal{J}) = \gamma^\mu N^{\|i} \nabla^S_\mu M_i,$$

$$\mathcal{J} (\gamma^\mu \rho(R^\tau) \delta_i Q_i) \mathcal{J} = \gamma^\mu (\mathcal{J} \rho(R^\tau) \mathcal{J}) \nabla^S_\mu (\mathcal{J} Q_i \mathcal{J}) = \gamma^\mu \rho(R^\tau) \nabla^S_\mu Q_i. \quad (4.70)$$

In both equations above the last term comes from (4.17), noticing that $\rho(R_i)$ and $Q_i$ are now diagonal in the $st$ index and so commute with $\eta$, while $N_i, M_i$ are proportional to $\delta^i_s$, hence commute with $\tau$. Summing up (4.68) and (4.69), one obtains

$$\dot{\mathcal{A}} + \mathcal{A} \dot{J}^{-1} = -i \gamma^\mu X_\mu \quad (4.71)$$

with $X_\mu$ as in (4.66).

At the end of this section we show that $D_X$ is selfadjoint if and only if for any $\mu = 0, 1, 2, 3$ one has

$$\rho(X_\mu) = -X_\mu^\dagger. \quad (4.72)$$

and we called it twisted-covariant free Dirac operator.

In fact, in the $st$ indices, $X_\mu$ is a block diagonal matrix which is proportional to $\delta^i_s$,

$$X_\mu = \delta^{i}_{3s} \left( \begin{array}{cc} R^i_{\mu} \nabla^S_\mu Q_i & 0_4 \\ 0_4 & R^i_{\mu} \nabla^S_\mu Q_i \end{array} \right) \right)_{st} - \delta^{i}_{ass} N^{\|i} \nabla^S_\mu M_i =: \delta^i_s \left( \begin{array}{cc} X^r_\mu & 0_{32} \\ 0_{32} & X^l_\mu \end{array} \right)_{st},$$

thus

$$\gamma^\mu X_\mu = \left( \begin{array}{cc} 0_{32} & \sigma^\mu X^l_\mu \\ \tilde{\sigma}^\mu X^l_\mu & 0_{32} \end{array} \right) \right)_{st}, \quad (\gamma^\mu X_\mu)^\dagger = \left( \begin{array}{cc} 0_{32} & \sigma^\mu (X^l_\mu)^\dagger \\ \tilde{\sigma}^\mu (X^l_\mu)^\dagger & 0_{32} \end{array} \right) \right)_{st} = \gamma^\mu \rho(X_\mu^\dagger), \quad (4.74)$$

where we used that $X_\mu$ commutes with the $\sigma$’s matrices and $(\sigma^\mu)^\dagger = \tilde{\sigma}^\mu$. Therefore $\gamma^\mu X_\mu$ is selfadjoint iff

$$\sigma^\mu (X^r_\mu)^\dagger = \sigma^\mu X^l_\mu. \quad (4.75)$$

Since $\text{Tr} \tilde{\sigma}^\nu \sigma^\mu = 2 \delta^\mu_\nu$ and both $X^r_\mu$ and $X^l_\mu$ are proportional to $\delta^i_s$, the partial trace on the $st$ indices of the above equation, where both side have been multiplied by $\tilde{\sigma}^\lambda$, yields $(X^r_\mu)^\dagger = X^l_\mu$ for any $\mu$, that is

$$X^\dagger = \rho(X_\mu). \quad (4.76)$$

Eq. (4.72) is obtained noticing that $D_X$ is selfadjoint if and only if $i \gamma^\mu X_\mu$ is selfadjoint, that is $\gamma^\mu X_\mu$ is anti-selfadjoint. \(\square\)

\(^5\) $\{\mathcal{J}, \gamma^\mu\} = i (\gamma^0 \gamma^2 \gamma^\mu + \gamma^\mu \gamma^0 \gamma^2) = 0$ because $\gamma^\mu = -\gamma^\mu$ for $\mu = 1, 3$, $\gamma^\mu = \gamma^\mu$ for $\mu = 0, 2$. That $\mathcal{J}$ commutes with the spin covariant derivative $\nabla^S_\mu$ is a classical result, see e.g. [97, Prop. 4.18].
4.2.3 Twisted-covariant Majorana-Dirac operator $D_\sigma$

Twisted fluctuations of the Majorana-Dirac operator $D_M$ are parametrized by a scalar field $\sigma$. To show that, we begin by a short calculation in tensorial notations.

For $A = (Q, M) \in \mathcal{B}$ with components $c^r, c^l \in \mathbb{C}$ as in (4.62), one has

\[ [D_M, A]_\rho = \begin{pmatrix} 0_2 & y_R(c^r - c^l)S \\ \bar{y}_R(c^r - c^l)S' & 0_2 \end{pmatrix} \delta^I_\Sigma^{\beta I} \]  

(4.77)

where

\[ S = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}_s, \quad S' = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}_s. \]  

(4.78)

The above twisted commutator is obtained computing explicitly (4.48) with $y_R$ and $\bar{y}_R$:

\[ D_M M - \rho(Q) D_M = (\Xi M)^I_{\beta I} (\eta \Xi)_{\beta \alpha} - (\Xi \delta)^I_{\beta I} (\rho(Q) \eta \Xi)_{\beta \alpha} \]  

(4.79)

\[ = \begin{pmatrix} (m - c^l R) \Xi_{\beta \alpha} & 0 \\ 0 & (m - c^l R) \Xi_{\beta \alpha} \end{pmatrix}_s - \begin{pmatrix} c^l R & 0 \\ 0 & -c^l R \end{pmatrix}_s \]  

\[ = \begin{pmatrix} (m - c^l R) \Xi_{\beta \alpha} & 0 \\ 0 & (m - c^l R) \Xi_{\beta \alpha} \end{pmatrix}_s - \begin{pmatrix} c^l R & 0 \\ 0 & -c^l R \end{pmatrix}_s \]  

(4.80)

Identifying $c^l R$ with $m$ following (4.53) yields the result in (4.77), where we drop the index $R$ to match notation (4.62).

Now let us derive the selfadjoint twisted fluctuation (4.59) of the Majorana-Dirac operator $D_M = \gamma^5 D_R$ by $C^\infty(\mathcal{M}) \otimes \mathcal{B}$. We call it twisted-covariant Majorana-Dirac operator having the form

\[ D_\sigma = \sigma \gamma^5 D_R \]  

(4.81)

where

\[ \sigma = (\mathbb{1} + \gamma^5 \phi) \]  

(4.82)
with $\phi$ a real scalar field.

To find the result (4.81), let $B^i = (R^i, N^i)$ as in (4.63). From eq. (4.77) one gets

$$A_M = B^i [D_M, A_i]_\rho = \phi \left( \begin{array}{cc} 0_2 & y_R S' \\ y_R S & 0_2 \end{array} \right)_{\text{CD}} \delta^i_{\lambda} \Xi_{\text{la}}$$

(4.83)

where

$$\phi := d^i (c^i - \bar{c}^i).$$

(4.84)

One has $J (S \delta^i_s) J = -S \delta^i_s$ and $J (S' \delta^i_s) J = -S' \delta^i_s$. Hence

$$A_M J = \phi \left( \begin{array}{cc} 0_2 & y_R S' \\ y_R S & 0_2 \end{array} \right)_{\text{CD}} \delta^i_{\lambda} \Xi_{\text{la}}$$

(4.85)

so that

$$D_M + A_M + J A_M J^{-1} = \left( \begin{array}{cc} 0_2 & y_R (\eta^i_s + \phi S + \bar{\phi} S') \\ y_R (\eta^i_s + \phi S + \bar{\phi} S') & 0_2 \end{array} \right)_{\text{CD}} \delta^i_{\lambda} \Xi_{\text{la}}.$$  

(4.86)

It is selfadjoint if and only if $\phi = \bar{\phi}$. Then

$$D_{\sigma} := D_M + A_M + J A_M J^{-1} = \left( \begin{array}{cc} 0_4 & y_R (\gamma^5 + \phi \mathbb{I}_4) \\ y_R (\gamma^5 + \phi \mathbb{I}_4) & 0_4 \end{array} \right)_{\text{CD}} \Xi_{\text{la}}.$$  

(4.87)

Factorizing by $\gamma^5$, one gets the form of (4.81).

The results expressed by eq. (4.64) and (4.81) prove the second statement of theorem 4.0.1. The field $\sigma$ in (4.82) is slightly different from the one obtained in (3.52) by a non-twisted fluctuation of $D_M$ by $A_{sm} \otimes C^\infty (M)$, that is in the form:

$$\sigma = (1 + \phi) \mathbb{I}.$$  

(4.88)

4.3 Breaking of the grand symmetry to the standard model

We give a justification of the third and fourth point of theorem 4.0.1 by computing the spectral action for the twisted-covariant Dirac operator

$$D_{\bar{A}} = D_X + D_{\sigma},$$  

(4.89)

where $D_X$ and $D_{\sigma}$ have been obtained by twisted fluctuation of $\bar{\phi}$ and $D_M$ in (4.64) and (4.81). The full proof can be found in [37] where it is shown that
the potential part of this action is minimum when the Dirac operator \( \slashed{D} + D_M \)
of the twisted spectral triple is fluctuated by a subalgebra of \( C^\infty(M) \otimes B \) which is invariant under the automorphism \( \rho \). The maximal such sub-algebra is precisely the algebra \( C^\infty(M) \otimes A_{sm} \) of the standard model. Indeed by (4.32) an element \((Q, M)\) of \( B \) is invariant by the automorphism \( \rho \) if and only if
\[
\rho(Q) = Q, \tag{4.90}
\]
which means \( H^* = H \) and \( C_L^* = C_L \), that is \((Q, M) \in A_{sm}\).

We begin establishing the generalized Lichnerowicz formula for \( D_A \) and then we study the potential for the vector field, the scalar field, and their interaction.

### 4.3.1 Lichnerowicz formula for the twisted-covariant Dirac operator

We define
\[
\bar{X} := -i\gamma^\mu X_\mu, \quad \phi(X) := -i\gamma^\mu \rho(X_\mu). \tag{4.91}
\]
These are selfadjoint operators since by (4.67) and (4.72) one has
\[
\bar{X}^\dagger = i X^\dagger_\mu \gamma^\mu = -i \rho(X_\mu) \gamma^\mu = -i \gamma^\mu X_\mu = \bar{X}, \tag{4.92}
\]
and similarly for \( \phi(X) \). The same is true for
\[
\bar{X} := -i\gamma^\mu \bar{X}_\mu, \quad \phi(\bar{X}) := -i\gamma^\mu \rho(\bar{X}_\mu). \tag{4.93}
\]

Similar equations hold for the field \( \sigma \), by extending the automorphism \( \rho \) to \( B(H) \) as the conjugate action of the unitary operator that exchanges the indices \( l \) and \( r \) in the basis of \( H \). Doing so, one gets \( \rho(\gamma^5) = -\gamma^5 \), that is
\[
\rho(\sigma) = I - \gamma^5 \phi. \tag{4.94}
\]
Thus \( \sigma \) twisted-commutes with \( \gamma^\mu \) as \( X_\mu \) in (4.67) - for the anti-commutativity of \( \gamma^\mu \) and \( \gamma^5 \) yields
\[
\gamma^\mu \sigma = \rho(\sigma) \gamma^\mu, \quad \gamma^\mu \rho(\sigma) = \sigma \gamma^\mu. \tag{4.95}
\]

The standard model algebra \( A_{sm} \) is the subalgebra of \( B \) invariant under the twist. To measure how far the grand symmetry is from the SM, we introduce as physical degrees of freedom the fields
\[
\Delta(X)_\mu := X_\mu - \rho(X_\mu), \quad \Delta(\sigma) := (\sigma - \rho(\sigma)) D_R. \tag{4.96}
\]
Both are self-adjoint, $\Delta(X)\mu$ by eq. (4.72), $\Delta(\sigma)$ because $\sigma$ and $D_R$ are self-adjoint and commute. Moreover, by (4.67) and (4.95) one has

$$\{\gamma^\mu, \Delta(X)_\nu\} = \{\gamma^\mu, \Delta(\sigma)\} = 0, \tag{4.97}$$

while $\gamma^5$ commuting with $X_\mu$ and $\sigma$ guarantee that

$$[\gamma^5; \Delta(X)_\nu] = [\gamma^5, \Delta(\sigma)] = 0. \tag{4.98}$$

We write

$$\rho(X_\mu) := \begin{pmatrix} \rho(X) & 0 \\ 0 & -\rho(\bar{X}) \end{pmatrix}, \quad \Delta(X)_\mu := X_\mu - \rho(X_\mu), \tag{4.99}$$

and in agreement with (4.64) and (4.65) written as

$$\mathcal{X} = -i\gamma^{\mu}X_\mu = \begin{pmatrix} X & 0 \\ 0 & -\bar{X} \end{pmatrix}, \tag{4.100}$$

we also define the self-adjoint operators

$$\rho(\mathcal{X}) := -i\gamma^{\mu}\rho(X_\mu), \quad \Delta(X) := \mathcal{X} - \rho(\mathcal{X}). \tag{4.101}$$

Finally, we let

$$D_\mu := \partial_\mu + \text{ad} X_\mu \tag{4.102}$$

denotes the covariant derivative associated with the connection $X_\mu$.

Using the above definitions, we want to show that the square of the twisted-covariant Dirac operator (4.89) is

$$D^2_A = -(\gamma^\mu \gamma^\nu \partial_\mu \partial_\nu + (\alpha^\mu_X + \alpha^\mu_\sigma) \partial_\mu + \beta_X + \beta_{X\sigma} + \beta_\sigma) \tag{4.103}$$

where

$$\alpha^\mu_X := i \{X, \gamma^{\mu}\}, \quad \beta_X := i\gamma^\mu(\partial_\mu X) - X\mathcal{X}, \tag{4.104}$$

while

$$\alpha^\mu_\sigma := i\gamma^\mu\gamma^5 \Delta(\sigma), \quad \beta_\sigma := -\sigma^2 D^2_R, \tag{4.105}$$

and

$$\beta_{X\sigma} := i\gamma^\mu\gamma^5 (D_\mu(\sigma D_R) + \Delta(\sigma) X_\mu). \tag{4.106}$$

To prove eq. (4.103) we can start from $D^2_A = D^2_X + D^2_\sigma + \{D_X, D_\sigma\}$. By (4.64), the first term is

$$D^2_X = -\gamma^\mu(\partial_\mu + X_\mu) \gamma^\nu(\partial_\nu + X_\nu)$$

$$= -\gamma^\mu \gamma^\nu \partial_\mu \partial_\nu - i \{\mathcal{X}, \gamma^{\mu}\} \partial_\mu - i(\mu \mathcal{X}) \mathcal{X} + \mathcal{X}\mathcal{X}$$

$$= -(\gamma^\mu \gamma^\nu \partial_\mu \partial_\nu + \alpha^\mu_X \partial_\mu + \beta_X). \tag{4.107}$$
By using eq. (4.64) one has
\[
\{D_X, D_\sigma\} = -i \{\gamma^\mu \partial_\mu, D_\sigma\} - i \{\gamma^\mu X_\mu, D_\sigma\}.
\]
(4.108)

From the expression of \(D_\sigma\) given in (4.81), using (4.95) and \(\{\gamma^5, \gamma^\mu\} = [\gamma^5, \sigma] = 0\), one gets
\[
\{\gamma^\mu \partial_\mu, D_\sigma\} = \{\gamma^\mu \partial_\mu, \gamma^5 \sigma D_R\} = \gamma^\mu \gamma^5 \partial_\mu \sigma D_R - \gamma^\mu \gamma^5 \rho(\sigma) D_R \partial_\mu,
\]
(4.109)

Similarly, using that \(\gamma^5\) commutes with \(X_\mu\), hence with \(X_\mu\), one has
\[
\{\gamma^\mu X_\mu, D_\sigma\} = \{\gamma^\mu X_\mu, \gamma^5 \sigma D_R\} = \gamma^\mu \gamma^5 [X_\mu, \sigma D_R] + \gamma^\mu \gamma^5 \Delta(\sigma) D_R \partial_\mu.
\]
(4.110)

Summing (4.110) and (4.109), and using the definition (4.102) of \(D_\mu\), one rewrites (4.108) as
\[
\{D_X, D_\sigma\} = - \alpha^{\mu}_{\sigma} \partial_\mu + \beta X_\sigma.
\]

Remarkably the contributions \(\alpha^\mu_{\sigma}\) of the anti-commutator of \(D_X\) and \(D_\sigma\) to the order one part of \(D_\mu^2\) depends on \(\sigma\) only, and not on \(X\). The same is true for \(\beta_\sigma\). The contributions \(\alpha^\mu_X\) and \(\beta_X\) of \(D_X\) depend on \(X\) only, and not on \(\sigma\). Thus in the Lichnerowicz formula for \(D_\mu^2\), that is
\[
D_\mu^2 = - \nabla_\mu \nabla^\mu - E
\]
(4.111)

with
\[
\nabla_\mu = \partial_\mu + \frac{1}{2} g_{\mu\nu} (\alpha^\nu_X + \alpha^\nu_\sigma),
\]
(4.112)
The bounded endormorphism \(E\) is the sum
\[
E = E_X + E_\sigma + E_{X\sigma}
\]
(4.113)
of three terms:
\[
E_X := \beta_X - \frac{1}{4} \alpha^\mu_X \cdot \alpha_X - \frac{1}{2} \partial_\mu \alpha^\mu_X,
\]
(4.114)
which depends only on \(X\),
\[
E_\sigma := \beta_\sigma - \frac{1}{4} \alpha^\mu_\sigma \cdot \alpha_\sigma - \frac{1}{2} \partial_\mu \alpha^\mu_\sigma,
\]
(4.115)
that depends only on \(\sigma\), and an interaction term
\[
E_{X\sigma} := \beta_{X\sigma} - \frac{1}{4} (\alpha_X \cdot \alpha_\sigma + \alpha_\sigma \cdot \alpha_X).
\]
(4.116)

The endomorphisms \(E_X\), \(E_\sigma\) and \(E_{X\sigma}\) can be written in terms of the physical degrees of freedom \(\Delta(\sigma)\), \(\Delta(X)_\mu\) defined in (4.96) which permit to measure
how far the twisted spectral triple (4.55) is from the spectral triple of the SM, (the complete calculation can be found in [37, §5.3])

\[ E_X = \frac{1}{2} \gamma^\mu \gamma^\nu (F_{\mu\nu} + D_\nu \Delta(X_\mu) + \Delta(X)_\mu \Delta(X)_\nu), \]  

(4.117)

\[ E_{X\sigma} = i\gamma^\mu \gamma^5 \left( D_\mu (\sigma D_R) - \frac{1}{2} [X_\mu, \Delta(\sigma)] + \frac{1}{2} \{3X_\mu - \Delta(X)_\mu, \Delta(\sigma)\} \right) \]  

(4.118)

\[ E_\sigma = \Delta(\sigma)^2 - \sigma^2 D_R^2 - \frac{i}{2} \gamma^\mu \gamma^5 \partial_\mu \Delta(\sigma). \]  

(4.119)

where

\[ F_{\mu\nu} := (\partial_\mu X_\nu) - (\partial_\nu X_\mu) + [X_\mu, X_\nu] \]  

(4.120)

is the field strength of \( X_\mu \).

Summing up these terms, one obtains from (4.111)

\[ D_A^2 = -g^{\mu\nu} \nabla_\mu \nabla_\nu - \frac{1}{2} \gamma^\mu \gamma^\nu (F_{\mu\nu} + D_\nu \Delta(X)_\mu + \Delta(X)_\mu \Delta(X)_\nu) \]

\[ + \sigma^2 D_R^2 - \Delta(\sigma)^2 - i\gamma^\mu \gamma^5 \left( D_\mu (\sigma D_R) - \frac{1}{2} D_\mu \Delta(\sigma) \right) \]

\[ - \frac{i}{2} \gamma^\mu \gamma^5 \{3X_\mu - \Delta(X)_\mu, \Delta(\sigma)\}. \]  

(4.121)

One may be puzzled by the presence of two distinct covariant derivatives in the Lichnerowicz formula for \( D_A \): \( \nabla_\mu \) in the Laplacian and \( D_\mu \) that encodes the dynamics of \( \Delta(X)_\mu \) and \( \Delta(\sigma) \). In the non-twisted case this is the same covariant derivative which play both role. However, because we switch gravitation off and consider the flat case, in the heat kernel expansion of the spectral action the covariant derivative \( \nabla_\mu \) only appears through the term \( \nabla^\mu \nabla_\mu E \) (in \( a_4 \)). The latter is interpreted as a boundary term (see [31, Remark 1.155]) and we shall not take it into account here. Doing so, only one covariant derivative remains, \( D_\mu \). This makes sense from our perspective: the fields \( \Delta(X)_\mu \) and \( \Delta(\sigma) \) are viewed as “excitations” generated by the twist, living on a background gauge theory with connection 1-form \( X_\mu \); so their dynamics is encoded by \( D_\mu \), not by \( \nabla_\mu \).

The remaining Seeley-de Witt coefficients are \( a_0 \), which is not affected by the twist and is interpreted as the cosmological constant (which recently turns out to be quantized, see [20]) and the integral of the trace of \( E \) (in \( a_2 \)) and \( E^2 \) (in \( a_4 \)) for \( E \) given in (4.113). In other terms the potential is the part of

\[ V := \Lambda^2 f_2 \text{Tr } E + \frac{1}{2} f_0 \text{Tr } E^2 \]  

(4.122)

\footnote{Our aim in this chapter is to understand how the twist allows to generate the field \( \sigma \). That is why for simplicity we consider the flat case. The curved case, which should be similar, will be studied elsewhere.
that does not depend on the covariant derivative $D_\mu$. We analyze it below, dividing it into three pieces: the potential $V(X)$ of the vector field, $V(\sigma)$ of the scalar field, and a interaction potential $V(X, \sigma)$.

### 4.3.2 The vector field and the breaking to the standard model

The potential $V(X)$ is the part of $V$ that depends on $\Delta(X)_\mu$ and no on its derivative, that is

$$V(X) = \Lambda^2 f_2 \text{Tr} E_X^0 + \frac{1}{2} f_0 \text{Tr} (E_X^0)^2,$$

where $E_X^0 := \frac{1}{2} \gamma^\mu \gamma^\nu \Delta(X)_\mu \Delta(X)_\nu$ is read in (4.117). One rewrites it as

$$E_X^0 = \frac{1}{2} \Delta^2(X),$$

thanks to (4.97) which guarantees that $\gamma^\nu$ anti-commutes with $\Delta(X)_\mu$ for all $\mu$.

In the following we want to show that the potential $V(X)$ is never negative and vanishes iff $\Delta(X)_\mu = 0$ for any $\mu$.

In fact, since $\Delta(X)$ is selfadjoint, $E_X^0$ and $(E_X^0)^2$ are positive. Thus their trace is never negative, and vanishes if and only if $E_X^0 = (E_X^0)^2 = 0$. This condition is equivalent to

$$\Delta(X)_\mu = 0 \forall \mu.$$  

(4.125)

Indeed, since $\{\gamma^\nu, \Delta(X)_\mu\} = 0$ one has

$$\text{Tr} (\gamma^\mu \gamma^\nu \Delta(X)_\mu \Delta(X)_\nu) = \text{Tr} (\gamma^\mu \Delta(X)_\mu \Delta(X)_\nu \gamma^\nu) = \text{Tr} (\gamma^\nu \gamma^\mu \Delta(X)_\mu \Delta(X)_\nu)$$

(4.126)

where the last equality comes from the tracial property. Therefore

$$\text{Tr} E_X^0 = \frac{1}{4} (\text{Tr} (\gamma^\mu \gamma^\nu \Delta(X)_\mu \Delta(X)_\nu) + \text{Tr} (\gamma^\nu \gamma^\mu \Delta(X)_\mu \Delta(X)_\nu)),
= \frac{1}{2} g^{\mu\nu} \text{Tr} (\Delta(X)_\mu \Delta(X)_\nu) = \frac{1}{2} \sum_\mu \text{Tr} (\Delta^2(X)_\mu).$$

(4.127)

Since $\Delta(X)_\mu$ is selfadjoint, $\Delta^2(X)_\mu$ is positive. Its trace is never negative and vanishes if and only if $\Delta(X)_\mu$ is zero. The same is true for the sum in (4.127), meaning that $\text{Tr} E_X^0$ - hence $E_X^0$ - vanishes if and only if $\Delta(X)_\mu = 0$ for all $\mu$.

In conclusion, since $f_0$ and $f_2$ are positive numbers we can say that the potential $V(X)$ is never negative.
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Condition (4.125) is equivalent to $\Delta(X)_\mu = 0$ for any $\mu$. To obtain the breaking to the standard model, one can check that the vanishing of $\Delta(X)_\mu$, that is the invariance of $X_\mu$ under the twist, implies the invariance of its components $R^i, Q_i$ [37, §5.4]

4.3.3 The scalar field

The part of the potential containing only the extra scalar field and not the vector field is

$$V(\sigma) := \Lambda^2 f_2 \text{Tr} E_\sigma^0 + \frac{1}{2} f_0 \text{Tr} (E_\sigma^0)^2,$$

where

$$E_\sigma^0 := \Delta^2(\sigma) - \sigma^2 D_R^2$$

is read in (4.119). Compared to $V(X)$ which contains only $\Delta(X)_\mu$ and not $X_\mu$, the potential $V(\sigma)$ contains both $\sigma$ and $\Delta(\sigma)$. This gives two possibilities for minimizing:

Either one considers only $\Delta(\sigma)$ as degree of freedom. The potential then reduces to

$$V(\Delta(\sigma)) := \Lambda^2 f_2 \text{Tr}(\Delta^2(\sigma)) + \frac{1}{2} f_0 \text{Tr}(\Delta^4(\sigma)).$$

Since $\Delta(\sigma)$ is selfadjoint, this potential is positive and vanishes if and only if $\Delta(\sigma) = 0$. Going back to the the definition 4.96 of $\Delta(\sigma)$, this means

$$\sigma = \rho(\sigma) = \mathbb{I}.$$  

(4.131)

Or one may prefer to take into account the whole potential (4.128) taking as degree of freedom the field $\phi$ but we omit the proof that can be found in [37, §5.5]

The invariance (4.131) of $\sigma$ under the twist implies that $D_\sigma = D_M$, so that one is back to the Dirac operator of the standard model. However this does not imply the reduction of the algebra to the one of the standard model. Indeed, from (4.84) the vanishing of $\phi$ means $c^r_R = c^l_R$, so that the bigger subalgebra of $C^\infty(M) \otimes B$ for which any fluctuation yields a $\rho$-invariant $\sigma$ is

$$C^\infty(M) \otimes (H^L_H \oplus H^L_L \oplus \mathbb{C} \oplus M_3(\mathbb{C})), \quad (4.132)$$

which contains, but is different from $C^\infty(M) \otimes A_{sm}$.

4.3.4 Interaction potential

The interaction term $V(X, \sigma)$ between the scalar and the vector fields, as calculated in [37, §5.6], has the following form

$$V(X, \sigma) := \frac{1}{2} f_0 \text{Tr} (E_{X\sigma}^0)^2 + f_0 \text{Tr} E_{X\sigma}^0 E_\sigma^0.$$

(4.133)
with
\[ E_X^0 := \frac{i}{2} \gamma^\mu \gamma^5 \{ H_\mu, \Delta(\sigma) \} \quad \text{with} \quad H_\mu := 3X_\mu - \Delta(X)_\mu \quad (4.134) \]

In [37] it is shown that the whole potential \( V(X) + V(\sigma) + V(X, \sigma) \) is never negative and it is zero if and only if both the scalar field \( \sigma \) and the vector field \( \Delta(X)_\mu \) are zero. This proves the point iii) in theorem 4.0.1.

### 4.4 Twist and representations

We discuss the choices made in the construction of the twisted spectral triple of the standard model: the intermediate solution consisting in imposing by hand the reduction \( M_8(\mathbb{C}) \rightarrow \mathbb{M}_4(\mathbb{C}) \), and the representation of \( A_G \).

#### 4.4.1 Global twist

Instead of reducing by hand \( B_{LR} \) to \( B' \) by imposing the reduction \( M_8(\mathbb{C}) \rightarrow \mathbb{M}_4(\mathbb{C}) \), one could twist \( B_{LR} \) as well. This means finding an automorphism \( \rho \) of \( M_8(\mathbb{C}) \) such that
\[
\sigma^\mu M \partial_\mu - \sigma(M) \sigma^\mu \partial_\mu = 0, \quad \bar{\sigma}^\mu M \partial_\mu - \bar{\sigma}(M) \bar{\sigma}^\mu \partial_\mu = 0. \quad (4.135)
\]

Using \( \sigma^\mu \bar{\sigma}^\nu \partial_\mu \partial_\nu = \nabla^2 \), the first expression yields
\[
\sigma(M) = \sigma^\mu M \bar{\sigma}^\nu \frac{1}{\nabla^2} \partial_\mu \partial_\nu. \quad (4.136)
\]

The right-hand side of (4.136) has to be understood in the context of the pseudo differential operator theory of which a very sketchy overlook can be found in [65, appendix F]. This does not define an automorphism of \( C^\infty(M) \otimes A_G \). Indeed, writing \( T_{\mu\nu} := \frac{1}{\nabla^2} \partial_\mu \partial_\nu \) and \( M_1^{\mu\nu} = \sigma^\mu M_1 \bar{\sigma}^\nu \), one gets
\[
\sigma(M_1) \sigma(M_2) = (M_1^{\mu\nu} T_{\mu\nu}) \left( M_2^\alpha_\beta T_{\alpha\beta} \right) \quad (4.137)
\]
\[
= M_1^{\mu\nu} \left[ T_{\mu\nu}, M_2^{\alpha\beta} \right] T_{\alpha\beta} + M_1^{\mu\nu} M_2^{\alpha\beta} T_{\mu\nu} T_{\alpha\beta}, \quad (4.138)
\]
\[
= \sigma(M_1 M_2) + M_1^{\mu\nu} \left[ T_{\mu\nu}, M_2^{\alpha\beta} \right] T_{\alpha\beta} \quad (4.139)
\]

where we compute
\[
M_1^{\mu\nu} M_2^{\alpha\beta} T_{\mu\nu} T_{\alpha\beta} = \sigma^\mu M_1 \bar{\sigma}^\nu \sigma^\alpha M_2 \bar{\sigma}^\beta \frac{1}{\nabla^2} \frac{1}{\nabla^2} \partial_\mu \partial_\nu \partial_\alpha \partial_\beta
\]
\[
= \sigma^\mu M_1 M_2 \bar{\sigma}^\beta \frac{1}{\nabla^2} \partial_\mu \partial_\beta
\]
\[
= \sigma(M_1 M_2). \quad (4.140)
\]
A possible solution is to look for a $\star$ product such that
\[
\sigma(M_1) \star \sigma(M_2) = \sigma(M_1 \star M_2),
\]
that would encode the intrinsic mixing between the manifold (space-time) and the matrix part (gauge sector) that is the core of the Grand Symmetry. This would also force us to consider an algebra $A_0$ of pseudo-differential operators bigger than $C^\infty(M) \otimes A_G$. This point is particularly interesting if one believes that almost commutative geometries are an effective low energy description of a more fundamental theory, based on a "truly" non-commutative algebra (that is with a finite dimensional center). This idea has been often advertised by D. Kastler, and it could be that $A_0$ is not so far from the "noncommutative salmon" he aims at fishing. All this will be investigated in future works.

The reason why we choose the representation (4.13) instead of (3.4) as in §3.1 is that while it is right that (4.136) is still in $M_4(\mathbb{C})$, it would not be true for an element $Q = Q^{ij}_{is} \in M_2(\mathbb{H})$ that $\sigma^\mu Q \bar{\sigma}^\nu$ is still in $M_2(\mathbb{H})$. However, all the results presented in this work would also be true with the representation (3.4), as explained in the next paragraph.

\subsection*{4.4.2 Invariance of the constraints}

The grand algebra in the representation (4.13) is broken by the grading to (3.10)
\[
\mathcal{A}'_G = M_2(\mathbb{H})_L \oplus M_2(\mathbb{H})_R \oplus M_4^l(\mathbb{C}) \oplus M_4^r(\mathbb{C}).
\]
To have bounded commutators with $\mathcal{D}$, we impose by hand that quaternions act trivially on the $s$ index, yielding the reduction to
\[
\mathcal{A}' := \mathbb{H}_L \oplus \mathbb{H}_R \oplus M_4^l(\mathbb{C}) \oplus M_4^r(\mathbb{C})
\]
whose elements are $(Q, M)$ where
\[
Q = \delta^{ii}_{ss} \begin{pmatrix} q_r & 0_2 \\ 0_2 & q_L \end{pmatrix}_{\alpha\beta}, \quad M = \begin{pmatrix} M^l_1 & 0_4 \\ 0_4 & M^r_1 \end{pmatrix}_{st}, \quad \text{with } q_r \in \mathbb{H}, M^l_1, M^r_1 \in M_4(\mathbb{C}).
\]

The twist $\rho$ is still defined as the exchange of the left and right part of spinors, but it now acts on the matrix part
\[
\rho(M) = \begin{pmatrix} M^r_1 & 0_4 \\ 0_4 & M^l_1 \end{pmatrix}_{st}.
\]
This guarantees that
\[
[\mathcal{D}, M]_{\rho} = (\partial M) + [\gamma^\mu, M]_{\rho} = (\partial M)
\]
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is bounded, so that \((C^\infty(M) \otimes A', \mathcal{H}, \mathbf{D} + D_M; \rho)\) is a twisted spectral triple. The twisted first-order condition for \(\mathbf{D}\) is checked as in §4.1.2.

For the twisted first-order condition imposed by \(D_M\), one first consider the subalgebra of \(A'\)

\[
\hat{A} := \mathbb{H}_L \oplus C_R \oplus M_2^1(\mathbb{C}) \oplus \mathbb{C}^l \oplus M_4^2(\mathbb{C}) \oplus \mathbb{C}^r
\]

(4.147)

obtained by asking

\[
q_R = \begin{pmatrix} c_R & 0 \\ 0 & \bar{c}_R \end{pmatrix} \quad \text{with } c_R \in \mathbb{C}
\]

(4.148)

in (4.144) and

\[
M_r^l = \begin{pmatrix} m_r & 0 \\ 0 & M_r \end{pmatrix}, \quad M_l^l = \begin{pmatrix} m_l & 0 \\ 0 & M_l \end{pmatrix} \quad \text{with } M^r, M^l \in M_3(\mathbb{C}), \ m^r, m^l \in \mathbb{C}.
\]

(4.149)

Let \(B = (R, N) \in \hat{B}\) be another element of \(\hat{A}\), with components \(d_r, n_r, n_l \in \mathbb{C}\) and \(N^r, N^l \in M_3(\mathbb{C})\). The double twisted commutator \([[[D_M, A], J], J]^{-1}\), is an off-diagonal matrix with components

\[
(D_M M - QD_M)\tilde{R} - \rho(\bar{N})(D_M M - QD_M),
\]

(4.150)

\[
(D_M Q - \rho(M)D_M)\tilde{N} - R(D_M Q - \rho(M)D_M).
\]

(4.151)

One has

\[
\rho(\bar{N})D_M = (\rho(\bar{N})\eta \Xi_M) t_{\alpha \lambda}(\Xi \delta) t_{\beta \sigma} = \begin{pmatrix} \bar{n}^r m^r & 0 \\ 0 & -\bar{n}^r m^l \end{pmatrix} \otimes \begin{pmatrix} \Xi & 0 \\ 0 & \bar{\Xi} \end{pmatrix},
\]

\[
\rho(\bar{N})QD_M = (\rho(\bar{N})\eta \Xi) t_{\alpha \lambda}(Q \Xi) t_{\beta \sigma} = \begin{pmatrix} \bar{n}^l & 0 \\ 0 & -\bar{n}^r \end{pmatrix} \otimes \begin{pmatrix} c_R & 0 \\ 0 & c_R \end{pmatrix},
\]

\[
D_M \tilde{R} = (\eta \Xi_M) t_{\alpha \lambda}(\Xi R) t_{\beta \sigma} = \begin{pmatrix} m^r & 0 \\ 0 & -m^l \end{pmatrix} \otimes \begin{pmatrix} \bar{d}_R & 0 \\ 0 & \bar{d}_R \end{pmatrix},
\]

\[
QD_M \tilde{R} = (\eta \Xi) t_{\alpha \lambda}(Q \Xi R) t_{\beta \sigma} = \begin{pmatrix} \Xi & 0 \\ 0 & -\Xi \end{pmatrix} \otimes \begin{pmatrix} c_R d_R & 0 \\ 0 & c_R d_R \end{pmatrix},
\]

(4.152)

where we defined

\[
m^r := \begin{pmatrix} m^r & 0 \\ 0 & 0 \end{pmatrix} \, , \quad m^l := \begin{pmatrix} m^l & 0 \\ 0 & 0 \end{pmatrix} \, , \quad c_R = \begin{pmatrix} c_R & 0 \\ 0 & 0 \end{pmatrix}
\]

(4.153)

and similarly for \(n^r, n^l\) and \(d_R\). Collecting the various terms, one finds that (4.150) is zero if and only if

\[
(c_R - m^r)(\bar{d}_R - \bar{n}^l) = 0, \quad (c_R - m^l)(\bar{d}_R - \bar{n}^r) = 0
\]

(4.154)
which are the same constraints (4.51) coming from the other representation. The same is true for (4.151), using

\[
\begin{align*}
\hat{R} \rho(M) D_\nu &= (\rho(M) \eta \Xi)_{s\beta}^{i\alpha} (\Xi \hat{R})_{s\alpha}^{i\beta} = 
\begin{pmatrix}
m^I & 0_4 \\
0_4 & -m^r
\end{pmatrix}_{st} \otimes
\begin{pmatrix}
d_R & 0_4 \\
0_4 & d_R
\end{pmatrix}_{sl},
\end{align*}
\]

\[
\begin{align*}
\hat{R} D_\nu Q &= (\eta \Xi)_{s\beta}^{i\alpha} (\Xi \hat{R} Q)_{s\alpha}^{i\beta} = 
\begin{pmatrix}
\Xi & 0_4 \\
0_4 & -\Xi
\end{pmatrix}_{st} \otimes
\begin{pmatrix}
c_R d_R & 0_4 \\
0_4 & c_R d_R
\end{pmatrix}_{sl},
\end{align*}
\]

\[
\begin{align*}
\rho(M) D_\nu \hat{N} &= (\rho(M) \eta \Xi \hat{N})_{s\beta}^{i\alpha} (\Xi \hat{N})_{s\alpha}^{i\beta} = 
\begin{pmatrix}
m^I \bar{n}^r & 0_4 \\
0_4 & -m^r \bar{n}^I
\end{pmatrix}_{st} \otimes
\begin{pmatrix}
\Xi & 0_4 \\
0_4 & \Xi
\end{pmatrix}_{sl},
\end{align*}
\]

\[
\begin{align*}
D_\nu Q \hat{N} &= (\eta \Xi \hat{N})_{s\beta}^{i\alpha} (\Xi Q)_{s\alpha}^{i\beta} = 
\begin{pmatrix}
\bar{n}^r & 0_4 \\
0_4 & -\bar{n}^I
\end{pmatrix}_{st} \otimes
\begin{pmatrix}
c_R & 0_4 \\
0_4 & c_R
\end{pmatrix}_{sl}.
\end{align*}
\]

Solving (4.51) by asking \(m^r = c_R\), that is identifying \(\mathbb{C}^r\) and \(\mathbb{C}_R\) with a single copy \(\mathbb{C}_R^r\) of the complex numbers, one reduces \(\hat{A}\) to

\[
\mathcal{A} := \mathbb{H}_L \oplus \mathbb{C}_R^r \oplus \mathbb{C}_R^l \oplus M_3'(\mathbb{C}) \oplus M_3'\mathbb{C}_R. \tag{4.156}
\]

This algebra plays for the representation (3.4) the same role as the algebra \(B\) for the representation (4.13). Repeating the computation of §4.2.3, one finds a scalar field similar to \(\sigma\). Thus, except for the hope of a global twist described in §4.4.1, there is at the moment no motivation to prefer one or the other of the two natural representations of the grand algebra.

### 4.5 Comments

Let us summarize our results by the following chain of breaking, to be compared with (3.65):

\[
\mathcal{A} := \mathbb{H}_L \oplus \mathbb{C}_R^r \oplus \mathbb{C}_R^l \oplus M_3'(\mathbb{C}) \oplus M_3'\mathbb{C}_R.
\]
\[ \mathcal{A}_G = M_4(\mathbb{H}) \oplus M_8(\mathbb{C}) \]
\[ \Downarrow \quad \text{grading condition} \]
\[ \mathcal{B}_{LR} = (\mathbb{H}_L \oplus \mathbb{H}_L^t \oplus \mathbb{H}_R \oplus \mathbb{H}_R^t) \oplus M_8(\mathbb{C}) \]
\[ \Downarrow \quad \text{bounded commutator for } M_8(\mathbb{C}) \]
\[ \mathcal{B}' = (\mathbb{H}_L \oplus \mathbb{H}_L^t \oplus \mathbb{H}_R \oplus \mathbb{H}_R^t) \oplus M_4(\mathbb{C}) \]
\[ \Downarrow \quad 1^\text{st}-\text{order for the Majorana-Dirac operator } D_M \]
\[ \mathcal{B} = (\mathbb{H}_L \oplus \mathbb{C}_L^t \oplus \mathbb{H}_R \oplus \mathbb{C}_R^t) \oplus M_3(\mathbb{C}) \oplus \mathbb{C} \quad \text{with } \mathbb{C} = \mathbb{C}_R^t \]
\[ \Downarrow \quad \text{minimum of the spectral action} \]
\[ \mathcal{A}_{sm} = \mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C}) \]

Starting with the "not so grand algebra" \( \mathcal{B} \), one builds a twisted spectral triple whose fluctuations generate both an extra scalar field \( \sigma \) and an additional vector field \( X_{\mu} \). This is a Pati-Salam like model - the unitary of \( \mathcal{B} \) yields both an \( SU(2)_R \) and an \( SU(2)_L \), together with an extra \( U(1) \) - but in a pre-geometric phase since the Lorentz symmetry (in our case: the Euclidean \( SO(n) \) symmetry) is not explicit. The spectral action spontaneously breaks this model to the standard model, in which the Lorentz symmetry is explicit, with the scalar and the vector fields playing a role similar as the one of Higgs field. We thus have a dynamical model of emergent geometry.

The idea that the scalar field \( \sigma \) is associated to the spontaneous breaking of a bigger symmetry to the standard model had been also implemented in [21], where the standard model symmetry does not come from a bigger algebra, but follows from relaxing the first-order condition. It would be interesting to understand to what extent the twisted fluctuations presented here are a particular case of those inner fluctuation without first order condition. More generally, the structure of the set of twisted fluctuations and of the associated twisted-gauge transformations of \( \mathcal{A} \) needs to be worked out.

The twist \( \rho \) is remarkably simple, and its mathematical significance should be studied more in details, in particular how it should be incorporated in the axioms of noncommutative geometry, like the orientability condition where the commutator with the Dirac operator plays a crucial role. Also, the physical meaning of the twist is intriguing: the un-twisting of \( \mathcal{B} \) forces the action of
the algebra to be the same on the left and right components of spinors. In this sense the breaking of the grand algebra to the standard model is a sort of "primordial" chiral symmetry breaking.
The coupling constants of the three gauge interactions run with energy, as seen in §1.4. The ones relating to the nonabelian symmetries are relatively strong at low energy, but decrease, while the abelian interaction increases. As already explained in chapter 1, at an energy comprised between $10^{13} - 10^{17}$ GeV their values are very similar, around 0.52, but, in view of present data, and in absence of new physics, they fail to meet at a single scale. Here by absence of new physics we mean extra terms in the Lagrangian of the model. The extra terms may be due for example to the presence of new particles, or new interaction, like the supersymmetric models which can alter the running and cause the presence of the unification point [74].

Since the gauge unification is a fundamental statement of the spectral action approach, in this chapter we want to investigate whether the presence of higher dimensional terms in the standard model action — dimension six in particular — may cause the unification of the coupling constants. This work may be read in two contexts: as an application of the spectral action, or independently on it, from a purely phenomenologically point of view.

From the spectral point of view, as shown in §2.5, the spectral action is solved as a heat kernel expansion in powers in the inverse of an energy scale. The terms up to dimension four reproduce the standard model qualitatively, as shown in §2.6, but the theory is valid at a scale in which the couplings are equal. The expansion gives, however, also higher dimensional terms, suppressed by the power of the scale, and depending on the details of the cutoff. This fixes relations among the coefficients of the new terms. The analysis in this chapter gives the conditions under which the spectral action can predict the unification of the three gauge coupling constants.

On the other side, it is also possible to read this part at a purely phenomenological level, using the spectral action as input only for the choice of
the subset of all possible higher dimensions terms in the action, and as a guide for the setting of the low energy values for the couplings of the coefficients of the extra terms. We show that the presence of these terms enables the possibility of a unification.

In both cases the scale of unification $\Lambda$ is considered the cutoff, and we run the theory below it. We assume, therefore, that perturbation theory is valid. There appears a hierarchy problem. From the point of view of the spectral action this implies a rather strange (though admissible) cutoff function. From a phenomenological point of view this entails either unnaturally large dimensionless quantities, or the presence of a new intermediate scale, $\Gamma$, which is not however the limit of validity of the effective theory, but it gives a guide to the magnitude of the coefficients of the new terms. The latter option is, of course, more desirable and we will discuss it below.

In section 5.1, we present the new dimension six operators, in addition to the standard model action, coming from the Seely-deWitt coefficient (2.51) of spectral action expansion (the complete calculations can be found in [35]). In section 5.2 we give the new renormalization group equations at one loop, due to the dim-6 operators; then, we show how these new operators affect the SM phenomenology. In section 5.3 we run the renormalization group equations to study the new coupling constants behavior, checking the possibility to improve the gauge unification point. A final section contains some comments and open questions.

5.1 Dimension six operators

As explained in chapter 2 the Lagrangian of the standard model can be obtained from first principles using the spectral action, which is a regularized trace, with $\Lambda$ appearing as the cutoff. The relevant point is the fact that the spectral action requires the coupling constants of the three gauge groups to be equal at a scale $\Lambda$, which is also the cutoff of the theory. There is no need for a unified gauge group at the scale $\Lambda$, which in fact may signify a phase transition to a pre geometric phase [63], although larger symmetries are also possible, for example the grand symmetry of chapter 3 or other ones [21].

As seen in §2.5, the spectral action is an expansion in inverse powers of $\Lambda^2$, and it enables the presence of a set of new dimension six operators. Dimension five operators, which violate lepton number, and do not change the properties of the Higgs boson are not present in the expansion. The spectral action also gives relations among the coefficients of the required dimension six operators, which are described in [35, appendix A].
A complete classification of the dimension-six operators in the standard model is given in [53]. There, it is shown that there are 59 independent operators, preserving baryon number, after eliminating redundant operators using the equations of motion. Here we consider only the following dimension-six operators, mixing the gauge field strength and the Higgs field. They are the ones coming from the spectral action expansion:

\[
\mathcal{L}^{(6)} = C_{HB} H^2 B_{\mu\nu} B^{\mu\nu} + C_{HW} H^2 W_{\mu\nu} W^{\mu\nu} + C_{HV} H^2 V_{\mu\nu} V^{\mu\nu} + C_{W} W_{\mu\nu} W^{\alpha\beta} W^{\mu\nu} + C_{V} V_{\mu\nu} V^{\alpha\beta} V^{\mu\nu} + C_{H} (H^2)^3 \quad (5.1)
\]

The coefficients \(C_i\) have the dimension of an inverse energy square. The spectral action fixes their value at the cutoff \(\Lambda\). To these terms we have to add a coupling between the Higgs, the \(W\) and the \(B\) which is absent in the spectral action at scale \(\Lambda\), but is dynamically created. With the couplings considered here no other term is induced.

### 5.2 Coupling Constants RGEs

In this section we give the new renormalization group equations (RGEs) at one loop due to the dimension-6 operators in the Lagrangian (5.1). Although the choice of the dimension six operators and some of characteristics of the Lagrangian are coming from the spectral action, this section can be read independently of it.

The full one-loop contributions to the SM running for dimension six operators have been calculated in [2, 52, 55, 56]. The modifications to the standard model RGEs are given by the following new terms to be added to the rhs of (2.66):

\[
\begin{align*}
\delta g_3 &= -4m_H^2 g_3 C_{HV} \\
\delta g_2 &= -4m_W^2 g_2 C_{HW} \\
\delta g_1 &= -4m_B^2 g_1 C_{HB} \\
\delta \lambda &= m_H^2 \left( 9g_2^2 C_{HW} + 3g_1^2 C_{HB} + 12C_H + 12g_1g_2 C_{HWB} \right) \\
\delta y_{t,\nu} &= 0
\end{align*}
\]

\(\textsuperscript{1}\)See [35, appendix A] for the complete derivation.
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and the RGEs for the dim-6 coupling constants are given by

\[
\begin{align*}
\dot{C}_{HB} &= C_{HB} \left( 12\lambda + 2 \left( 3g_1^2 + y_t^2 \right) + \frac{85}{6} g_1^2 - \frac{9}{2} g_2^2 \right) + 3C_{HWB}g_1g_2 \\
\dot{C}_{HW} &= C_{HW} \left( 12\lambda + 2 \left( 3g_1^2 + y_t^2 \right) - \frac{47}{6} g_1^2 - \frac{5}{2} g_2^2 \right) + C_{HWB}g_1g_2 - 15C_W g_2^3 \\
\dot{C}_{HV} &= C_{HV} \left( 12\lambda + 2 \left( 3g_1^2 + y_t^2 \right) - \frac{3}{2} g_1^2 - \frac{9}{2} g_2^2 - 14g_3^2 \right) \\
\dot{C}_{HWB} &= C_{HWB} \left( 4\lambda + 2 \left( 3g_1^2 + y_t^2 \right) + \frac{19}{3} g_1^2 + \frac{4}{3} g_2^2 \right) + 2g_1g_2 (C_{HB} + C_{HW}) + 3C_W g_1g_2^2 \\
\dot{C}_W &= \frac{29}{2} C_W g_2^2 \\
\dot{C}_V &= 15C_V g_3^2 \\
\dot{C}_H &= C_H \left( 108\lambda + 6 \left( 3g_1^2 + y_t^2 \right) - \frac{9}{2} g_1^2 - \frac{27}{2} g_2^2 \right) - 3C_B g_1 \left( g_1^2 + g_2^2 - 4\lambda \right) + 3C_W g_2^2 \left( 12\lambda - 3g_2^2 - g_1^2 \right) + C_{HWB} \left( 12\lambda g_1g_2 - 3g_1^3g_2 - 3g_1g_3^2 \right) \tag{5.2}
\end{align*}
\]

Although the spectral action does not contain explicitly the term \( C_{HWB} H^2 W_{\mu\nu} B^{\mu\nu} \), due to the unimodular condition, the coupling constant \( C_{HWB} \) is however induced by the running of \( C_{HB}, C_{HW} \) and \( C_W \).

In the framework of the spectral action these equations are solved with boundary conditions at the cut-off scale \( \Lambda \) given by the coefficients appearing in the sixth Seeley-De Witt coefficient \([35, \text{ appendix A}]\):

\[
\begin{align*}
C_{HB}(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{4 \left( 3\rho^2 + 17 \right)}{9 (\rho^2 + 3)} g_4^4, \quad C_{HW}(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{4}{3} g_4^4, \quad C_{HV}(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{16}{3 (\rho^2 + 3)} g_4^4, \\
C_H(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{512 (\rho^6 + 3)}{3 (\rho^2 + 3)^3} g_6^6, \quad C_W(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{26}{15} g_3^4, \quad C_V(\Lambda) &= -\frac{f_6}{16\pi^2\Lambda^2} \frac{26}{15} g_3^4. \tag{5.3}
\end{align*}
\]

The coupling \( C_{HWB} \) is set to zero at the cut-off scale \( C_{HWB}(\Lambda) = 0 \) since it does not appear in the spectral action.

In (5.3) \( g \equiv g_3(\Lambda) = g_2(\Lambda) = \frac{5}{3} g_1(\Lambda) \) is the value of the gauge coupling constants at the cut-off scale which, therefore, is identified with the unification scale. These two constants, \( g \) and \( \Lambda \), together with the ratio \( \rho \) and the parameter \( f_6 \) appearing in the spectral action, will be the four free parameters of this model.

There are also constraints at low energy to satisfy. The values of the \( g_i \)'s are known at the scale of the top mass with very high precision, and the parameters \( \lambda \) and the \( y_t \) are related to the Higgs and top mass. As we said earlier, the spectral action requires a positive value of \( \lambda \) at the cutoff scale \( \Lambda \), (2.68), and without the field \( \sigma \), it predicts a mass of the Higgs at 170 GeV.
However, the presence of higher-order operators in the action alters the form of the usual coupling constants, leading to a new phenomenology which we outline in the following section.

### 5.2.1 New phenomenology

In this section, following [2, §5] we give the main modifications to the SM phenomenology due to the dim-6 Lagrangian, i.e. the new form of the observables measured at the electroweak scale. The new operators, in fact, alter the definition of the SM parameters at tree level in several ways.

First of all, we focus on the effects of the dimension-six Lagrangian on the Higgs mass $m_H$ and the self-coupling $\lambda$. The dim-6 operator $C_H (H^\dagger H)^3$ changes the shape of the scalar doublet potential at order $C_H v^2$ to

$$V(H) = -\frac{m^2}{2} H^\dagger H + \frac{\lambda}{2} (H^\dagger H)^2 - C_H (H^\dagger H)^3$$

(5.4)

generating the new minimum

$$\langle H^\dagger H \rangle = \frac{1}{3C_H} \left( \lambda - \sqrt{\lambda^2 - 3C_H \lambda v^2} \right)$$

$$\simeq \frac{v^2}{2} \left( 1 + \frac{3C_H v^2}{4\lambda} \right) \equiv \frac{v_T^2}{2}$$

(5.5)

in the second line we have expanded the exact solution to first order in $C_H$. Therefore the shift in the vacuum expectation value is proportional to $C_H v^2$, which is of order $f_0 v^2_{\text{EW}}$. On expanding the potential (5.4) around the minimum and neglecting kinetics corrections,

$$H = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 0 \\ h + v_T \end{array} \right),$$

(5.6)

we find for the Higgs boson mass

$$m^2_H = 2\lambda v_T^2 \left( 1 - \frac{3C_H v^2}{2\lambda} \right)$$

(5.7)

At the same time the gauge fields and the gauge couplings are also affected by the dim-6 couplings.

In the broken theory the $X^2 H^2$ operators (with $X$ being any field strength) contribute to the gauge kinetic energies, through the Lagrangian terms

$$\left( L_{SM} + L_6 \right)_{\text{kin}} = -\frac{1}{4} B_{\mu\nu} B^{\mu\nu} - \frac{1}{4} V_{\mu\nu} V^{\mu\nu} - \frac{1}{4} W^3_{\mu\nu} W^{\mu\nu} + \frac{1}{2} W^+_{\mu\nu} W^-_{\mu\nu} +$$

$$+ \frac{1}{2} v_T^2 \left( C_H B_{\mu\nu} B^{\mu\nu} + C_H W_{\mu\nu} W^{\mu\nu} + C_H V_{\mu\nu} V^{\mu\nu} - C_{HW} W^3_{\mu\nu} B^{\mu\nu} \right)$$

(5.8)
while for the mass terms of the gauge bosons, arising from \((D_\mu H)^\dagger (D^\mu H)\), we have
\[
(L_{SM} + L_6)_{\text{mass}} = \frac{1}{4} g^2 v^2 T W^\mu_\mu W^\mu_\mu + \frac{1}{8} v^2 T (g_2 W^3_\mu - g_1 B_\mu)^2 \quad (5.9)
\]
The mass terms coming from the kinetic term of the Higgs has been ignored since while the operators \(H^6\) produces a shift of order \(C_H v^2 / \lambda\) (see eq. (5.7)), the kinetic operators produce a shift of order \(C_{\text{kin}} v^2\) (see [2]) which will be negligible if \(C_H\) and \(C_{\text{kin}}\) are of the same order.

The gauge fields have to be redefined, so that the kinetic terms are properly normalized and diagonal,
\[
G_\mu = G_\mu (1 + C_{HV} v^2 T), \quad W_\mu = W_\mu (1 + C_{HW} v^2 T), \quad B_\mu = B_\mu (1 + C_{HB} v^2 T), \quad (5.10)
\]
so that the modified coupling constants become
\[
\bar{g}_3 = g_3 (1 + C_{HV} v^2 T), \quad \bar{g}_2 = g_2 (1 + C_{HW} v^2 T), \quad \bar{g}_1 = g_1 (1 + C_{HB} v^2 T), \quad (5.11)
\]
and the products \(g_1 B_\mu = \bar{g}_1 B_\mu\) etc. are unchanged. Therefore, the electroweak Lagrangian is
\[
\mathcal{L} = -\frac{1}{4} B_\mu B^{\mu\nu} - \frac{1}{4} W_\mu^3 W_\mu^{\mu\nu} - \frac{1}{2} W_\mu^+ W_\mu^- - \frac{1}{2} (v^2 T C_{HW} B) W_\mu^3 B^{\mu\nu} + \frac{1}{4} g^2 v^2 T W^+_\mu W^-_\mu + \frac{1}{8} v^2 T (g_2 W^3_\mu - \bar{g}_1 B_\mu)^2 \quad (5.12)
\]
The mass eigenstate basis is given by, [2, eq. 5.21],
\[
\begin{bmatrix}
  W^3_\mu \\
  B_\mu
\end{bmatrix} = \begin{bmatrix}
  1 & -\frac{1}{2} v^2 T C_{HW} B \\
  -\frac{1}{2} v^2 T C_{HW} B & 1
\end{bmatrix} \begin{bmatrix}
  \cos \bar{\theta} & \sin \bar{\theta} \\
  -\sin \bar{\theta} & \cos \bar{\theta}
\end{bmatrix} \begin{bmatrix}
  Z^3_\mu \\
  A_\mu
\end{bmatrix}, \quad (5.13)
\]
with \(\bar{\theta}\), rotation angle, given by
\[
\tan \bar{\theta} = \frac{\bar{g}_1}{\bar{g}_2} + \frac{v^2 T C_{HW} B}{2} \left[ 1 - \frac{\bar{g}_1^2}{\bar{g}_2^2} \right]. \quad (5.14)
\]
The photon remains massless and the \(W\) and \(Z\) masses are
\[
M^2_W = \frac{\bar{g}_2^2 v^2 T}{4}, \quad M^2_Z = \frac{(\bar{g}_1^2 + \bar{g}_2^2) v^2 T}{4} + \frac{1}{2} v^4 T \bar{g}_1 \bar{g}_2 C_{HW} B \quad (5.15)
\]
The covariant derivative has the form
\[
D_\mu = \partial_\mu + i \frac{\bar{g}_2}{\sqrt{2}} [W^+_\mu T^+ + W^-_\mu T^-] + i g_Z [T_3 - \sin \bar{\theta}^2 Q] Z_\mu + i \bar{e} Q A_\mu. \quad (5.16)
\]
where \( Q = T_3 + Y \) and the effective couplings become,

\[
\bar{e} = \frac{\bar{g}_1\bar{g}_2}{\sqrt{\bar{g}^2_1 + \bar{g}^2_2}} \left[ 1 - \frac{\bar{g}_1\bar{g}_2}{\bar{g}^2_1 + \bar{g}^2_2} v^2_T C_{HWB} \right] = \bar{g}_2 \sin \bar{\theta} - \frac{1}{2} \cos \bar{\theta} \bar{g}_2 v^2_T C_{HWB},
\]

\[
\bar{g}_Z = \frac{\bar{g}^2_1 + \bar{g}^2_2}{\sqrt{\bar{g}^2_1 + \bar{g}^2_2}} + \frac{\bar{g}_1\bar{g}_2}{\sqrt{\bar{g}^2_1 + \bar{g}^2_2}} v^2_T C_{HWB} = \frac{\bar{e}}{\sin \bar{\theta} \cos \bar{\theta}} \left[ 1 + \frac{\bar{g}^2_1 + \bar{g}^2_2}{2\bar{g}_1\bar{g}_2} v^2_T C_{HWB} \right],
\]

\[
\sin \bar{\theta}^2 = \frac{\bar{g}^2_1}{\bar{g}^2_1 + \bar{g}^2_2} + \frac{\bar{g}_1\bar{g}_2}{\bar{g}^2_1 + \bar{g}^2_2} (\bar{g}^2_2 - \bar{g}^2_1) v^2_T C_{HWB}. \tag{5.17}
\]

Considering (5.17) and (5.15), the experimental values for the \( W \) and \( Z \) masses and couplings fix \( \bar{g}_1, \bar{g}_2, v_T, C_{HWB} \). This procedure consists of solving 4 equations in 4 variables: the unique solution of this system is given by the classical values for \( \bar{g}_1, \bar{g}_2 \) and \( v_T \), i.e.

\[
\bar{g}_1 = 0.358, \quad \bar{g}_2 = 0.651, \quad v_T = 246 \text{ GeV} \tag{5.18}
\]

while the dim-6 parameter \( C_{HWB} \) must give negligible corrections to the standard results. This means the product \( v^2_T C_{HWB} \) has to be, at least, of the order \( 10^{-3} \), i.e. \( C_{HWB} \lesssim 10^{-7} \text{ GeV}^{-2} \).

### 5.3 Running of the constants

In the following section we run the renormalization group equations, presented in § 5.2, to study the modification of the coupling constants behavior, due to the dim-6 operators. We check the possibility, for these new terms, to give a gauge unification point and to return values for the coupling constants compatible with the spectral action predictions.

#### 5.3.1 Renormalization group flow

One can run the equations of the renormalization group in two directions. A “bottom-up” running assumes boundary values for the various constants at low energy (usually the \( Z \) or top mass) and runs toward higher energies. This is the way fig. 2.2 has been obtained. On the contrary the spectral action is defined at the high energy scale \( \Lambda \), and its strength lies in the fact that it specifies the boundary conditions of all constants there. Therefore a “top-down” approach is more natural. Here, we follow a combined approach.

We start at the scale \( \Lambda \) in the range \( 10^{13-17} \text{ GeV} \). At this energy we give the boundary values given by the spectral action. In particular we use for the dimension six terms the values we have presented in eq. (5.3). The top-down running depends on four other parameters (described below) and gives a set
of values for all of physical parameters at low energy. The parameters we
find are not too distinct from the experimentally known ones, but there are
discrepancies. As it should be: the heat kernel expansion is akin to a one loop
calculation and, apart form any other incomplete aspect of the theory, it would
be unreasonable to find the correct values for all parameters. The values one
finds are however close to the experimental ones for the three $g_i$ and $y_t$, while
as remarked earlier $\lambda$, which is the parameter appearing in the Higgs mass, is
off by nearly a factor two. The top-down running gives a set of values of the
dimension six couplings $C_i$ at $M_Z$.

We then performed a bottom-up running to see if the presence of the new
terms could give a unification point, and we found that in several cases it
does. As boundary conditions we used the experimental values for the $g_i$'s and
$y_t$ and the low energy values of the $C_i$'s obtained in the top-down running.
The case of $\lambda$ deserves a little discussion. Since the experimental and spectral
action values are quite different, the qualitative behavior in the two cases are
different. On the other side, it is known that the problem is fixed by the
presence of another field ($\sigma$), which we do not discuss in this thesis. We have
therefore performed our analysis in the two cases, i.e. the value of $\lambda$ obtained
by the spectral action, and the experimental one. The strategy we followed is
synthesized in Table 5.1.

\[
\begin{bmatrix}
\Lambda \text{ scale} & \text{RGEs} & M_Z \text{ scale} \\
\text{In:} \{\text{eq. (5.3)}\} & \text{Out:} \{C_i(M_Z)\} \\
M_Z \text{ scale} & \text{RGEs} & \Lambda \text{ scale} \\
\text{In:} \{C_i(M_Z), g_i^{\text{exp}}\} & \text{Out:} \{C_i(\Lambda), g_i(\Lambda)\}
\end{bmatrix}
\]

(5.1)

Table 5.1: Resolution scheme adopted for the renormalization group flow. Varying
$\Lambda$, $g$, $\rho$ and $f_6$ we solve the RGEs, starting from the unification scale $\Lambda$ down to the
$M_Z$ scale, and we use the resulting values for the dim-6 parameters together with
the experimental values for the usual dim-4 couplings $g_i^{\text{exp}}$, $\lambda^{\text{exp}}$, $g_{\text{top}}^{\text{exp}}$ to run again
toward high energies.

The second case, in which we used the experimental values as initial con-
ditions, can be considered on a purely phenomenological basis, to show that
higher dimension operators may cause unifications of the constants at one loop.
5.3.2 Top-Down running

In the spectral action model we have four free parameters: the value of the
gauge coupling constants at the unification, \( g \). The value of the cut-off and
unification scale, \( \Lambda \). The ratio between top and neutrino Yukawa couplings, \( \rho \).
The momentum \( f_6 \) which will fix the new physics scale \( \Gamma \). This last parameter
appears as coefficient to the dimension six operators with the combination
\( f_6/\Lambda^2 \), and therefore effectively defines a new energy scale. This scale is an
artifact of the spectral expansion, and does not signal the onset of new physics.
It does however give a measure of the scale at which the new term will play a
role.

All parameters have a particular range in which we expect they could be
chosen. From the SM running of the gauge coupling constants we know \( g \) is
expected around \( 0.55 \pm 0.03 \), while \( \Lambda \) has a more significant range between
\( 10^{13} \) GeV and \( 10^{17} \) GeV. The ratio \( \rho \) between the top and neutrino Yukawa
couplings should be expected of \( O(1) \). The value of the parameter \( f_6 \) requires a
separate discussion. From the internal logic of the spectral action its “natural”
value would be of order unity, or not much larger. Such a value would however
make the corrections to the running totally irrelevant. The parameter appears
with a denominator in \( \Lambda^2 \), and the corrections are often quadratic in this
ratio. On the other side, from the phenomenology of electroweak processes
it can be expected the effects of these new physics terms on the measured
signal strength for \( H \rightarrow \gamma\gamma \) decay, whose measured value is given by ATLAS
and CMS \([1, 23]\). To obtain comparable data the new physics scale has to be
fixed around \( \Gamma \sim 1 - 10 \) TeV. This leads to expected values for the dim-6
coefficients \( C_i \) around \( 10^{-6} - 10^{-8} \) GeV^{-2}. The range for \( f_6 \) will be \( \sim \Lambda^2/\Gamma^2 \),
i.e. \( 10^{20-28} \). Given the fact that the cutoff function is undetermined in the
scheme, such numbers are allowed, although a more physical explanation of
their size would be preferable. The spectral action, given by an expansion valid
below the unification scale, gives a framework to use a perturbative expansion
valid beyond the scale of new physics, although it does not explain it. From
the spectral point of view this is a weak point, the presence of such a high
value for \( f_6 \) is very strange and creates an unnatural hierarchy with the other
coefficients.

Since the point of the calculation was to verify the possibility of unification,
the top-down calculation has been performed with the aim of obtaining values
which would be a good starting point for the bottom up calculation. We did
search for the best solutions for the range of parameters above. We performed
first a coarse search to restrict the range, and then optimized the input pa-
rameters to find a good unification point. For the scope of this chapter, i.e. to
show that dimension six operators could give unification, this is sufficient.
The boundary conditions at $M_Z$ for the subsequent bottom-up run approach are the experimental values for the $g_i$ and $y_t$, and the values obtained from the top-down for the $C_i$'s. In the case of $\lambda$ we have the two choices: either the values obtained from the top down, or the one from experiment. Since these two are different, in the following we present both cases.

**Spectral action value for $\lambda$**

In the following table we describe the values of the free parameters we used which will enable the best unification.

Table 5.2 shows, for various values of $\Lambda$, the parameters used for the top-down running, and the value of the couplings at low energy, shown as ratio with respect to the experimental value, corrected as described in the previous section: $\gamma_i = \frac{g_i(M_Z)}{g_i^{\text{exp}}}$ and $\gamma_t = \frac{y_t(M_Z)}{y_t^{\text{exp}}}$. The values for $\lambda$ are not shown since, for the reasons described above, they are not significant.

<table>
<thead>
<tr>
<th>$\Lambda$ GeV</th>
<th>$g(\Lambda)$</th>
<th>$\rho(\Lambda)$</th>
<th>$\frac{f_6}{16\pi^2\Lambda^2}\text{ GeV}^{-2}$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\gamma_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>0.580</td>
<td>1.6</td>
<td>$4.8 \times 10^{-6}$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>0.570</td>
<td>1.9</td>
<td>$7.3 \times 10^{-6}$</td>
<td>0.98</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>0.550</td>
<td>1.9</td>
<td>$6.9 \times 10^{-6}$</td>
<td>0.95</td>
<td>0.99</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>0.540</td>
<td>2.0</td>
<td>$8.3 \times 10^{-6}$</td>
<td>0.93</td>
<td>0.97</td>
<td>1.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5.2: The values of the coupling constants at $M_Z$ compared with the experimental values for the top-down running. The values of the free parameters are optimized for the subsequent bottom-up run.

Note that the choice of parameters has been made to optimize the subsequent bottom-up running. The amount of variations with respect to the experimental values for the couplings could be made smaller with a different choice of $g$, $f_6$ and $\rho$. This top-down running gives values for the $C_i$'s, which are shown in Table 5.3.

One can see that with the choice of parameters, mainly $f_6$, the $C_i$'s are in the range expected by a new physics scale of the order of 1 TeV.

**Experimental value for $\lambda$**

The values described above are made with parameters which are natural in the framework of the spectral action, but from the phenomenological point of view, since we now have the mass of the Higgs, and therefore the value
Table 5.3: The values of the coefficients of the dimension six operators at $M_Z$.
The values of the free parameters are the ones in Table 5.2. All $C_i$'s are in GeV$^{-2}$.

<table>
<thead>
<tr>
<th>$\Lambda$</th>
<th>$C_{HWB}$</th>
<th>$C_W$</th>
<th>$C_V$</th>
<th>$C_{HV}$</th>
<th>$C_H$</th>
<th>$C_{HB}$</th>
<th>$C_{HW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>$1.10 \times 10^{-7}$</td>
<td>$-5.80 \times 10^{-7}$</td>
<td>$-2.70 \times 10^{-7}$</td>
<td>$-1.10 \times 10^{-6}$</td>
<td>$3.80 \times 10^{-8}$</td>
<td>$-1.70 \times 10^{-7}$</td>
<td>$-7.50 \times 10^{-7}$</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>$1.40 \times 10^{-7}$</td>
<td>$-8.10 \times 10^{-7}$</td>
<td>$-3.30 \times 10^{-7}$</td>
<td>$-1.40 \times 10^{-6}$</td>
<td>$5.60 \times 10^{-8}$</td>
<td>$-2.10 \times 10^{-7}$</td>
<td>$-9.90 \times 10^{-7}$</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>$1.20 \times 10^{-7}$</td>
<td>$-6.70 \times 10^{-7}$</td>
<td>$-2.60 \times 10^{-7}$</td>
<td>$-1.30 \times 10^{-6}$</td>
<td>$4.20 \times 10^{-8}$</td>
<td>$-1.70 \times 10^{-7}$</td>
<td>$-8.20 \times 10^{-7}$</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>$1.30 \times 10^{-7}$</td>
<td>$-7.50 \times 10^{-7}$</td>
<td>$-1.40 \times 10^{-7}$</td>
<td>$-2.50 \times 10^{-6}$</td>
<td>$4.60 \times 10^{-8}$</td>
<td>$-1.70 \times 10^{-7}$</td>
<td>$-8.80 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

of $\lambda(M_Z)$, we can also perform the analysis using as boundary condition the experimental value. As in the previous subsection the parameters are chosen in such a way to optimize the subsequent bottom-up run. Tables 5.4 and 5.5 are the counterparts of 5.2 and 5.3 for the case optimized for unification using as input the experimental value of $\lambda$ at $M_Z$. Of course some principle like the spectral action must be operating in the background, to make sense of the fact that we are running the theory above the scale $\Gamma$ all the way to the unification point.

Table 5.4: The values of the coupling constants at $M_Z$ compared with the experimental values for the top-down running. The values of the free parameters are optimized for the subsequent bottom-up run. The initial value of $\lambda(M_Z)$ is the experimental one.

<table>
<thead>
<tr>
<th>$\Lambda$ GeV</th>
<th>$g(\Lambda)$</th>
<th>$\rho(\Lambda)$</th>
<th>$\frac{16\pi^2}{\beta^2}$ GeV$^{-2}$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\gamma_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>0.580</td>
<td>1.1</td>
<td>$1.1 \times 10^{-5}$</td>
<td>0.98</td>
<td>0.95</td>
<td>0.80</td>
<td>1.0</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>0.560</td>
<td>0.7</td>
<td>$8.3 \times 10^{-6}$</td>
<td>0.98</td>
<td>0.96</td>
<td>0.85</td>
<td>1.1</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>0.550</td>
<td>1.0</td>
<td>$9.6 \times 10^{-6}$</td>
<td>0.98</td>
<td>0.96</td>
<td>0.89</td>
<td>1.1</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>0.540</td>
<td>0.9</td>
<td>$8.3 \times 10^{-6}$</td>
<td>0.99</td>
<td>0.98</td>
<td>0.95</td>
<td>1.2</td>
</tr>
</tbody>
</table>

One can see that with respect to the previous case the values of the $\gamma$'s are slightly worse, showing that in this case the result of the top-down running spectral action "predictions" are off. This is not surprising because for the subsequent running (for which these values are optimized) the connections with the spectral action are weaker. One can notice that the values for the couplings in the two cases are not drastically different.
5.3.3 Bottom-up running

In this section we present the result of the running from low to high energy, with the parameters chosen to have the three coupling constants meet near a common value in the range $10^{14} - 10^{17}$ GeV. As in the previous subsection we first discuss the case in which the boundary condition for $\lambda$ is the one obtained from the running of the spectral action.

Spectral action value for $\lambda$

A good solution is one for which the common intersection is the starting point for the top-down running, and the $C_i$ come back to the original values given by the spectral action. We optimized our search for the unification, therefore the fact that the values of the $C_i$ “come back” to the same order within a factor of two or so, and are not off by an order a magnitude, is a check. The coefficient $C_{HWB}$ is not present at the $\Lambda$ scale in the spectral action, in this case one should expect it to be smaller than the other. A further check is the value of the top Yukawa at $\Lambda$ which should be close to the value determined by the spectral action. The results for the coupling constants are in Table 5.6.

The quantities $\delta g_i(\%)$ indicate (in percent) how different is the value of the runned constants ($g_i^{un}$) with respect to the original spectral action value $g(\Lambda)$ we started with, as shown in Table 5.2.

$$\delta g_i\% = \frac{|g_i^{un}(\Lambda - g(\Lambda))|}{g(\Lambda)} \times 100$$ (5.2)

with an analogous definition for $\delta y_t$.

One can see that for the smaller values of $\Lambda \simeq 10^{14} - 10^{15}$ GeV, one finds a good unification point, while for higher values the unification is worse. This can also be seen in Figs. 5.1 and 5.2 for the two extreme cases of $10^{14}$ and

<table>
<thead>
<tr>
<th>$\Lambda$</th>
<th>$C_{HWB}$</th>
<th>$C_W$</th>
<th>$C_V$</th>
<th>$C_{HV}$</th>
<th>$C_H$</th>
<th>$C_{HB}$</th>
<th>$C_{HW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>$2.3 \times 10^{-7}$</td>
<td>$-1.4 \times 10^{-6}$</td>
<td>$-7.3 \times 10^{-7}$</td>
<td>$-2.9 \times 10^{-6}$</td>
<td>$9.4 \times 10^{-8}$</td>
<td>$-4.4 \times 10^{-7}$</td>
<td>$-1.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>$1.5 \times 10^{-7}$</td>
<td>$-9.0 \times 10^{-7}$</td>
<td>$-4.5 \times 10^{-7}$</td>
<td>$-2.4 \times 10^{-6}$</td>
<td>$6.1 \times 10^{-8}$</td>
<td>$-5.7 \times 10^{-7}$</td>
<td>$-1.3 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>$1.6 \times 10^{-7}$</td>
<td>$-9.3 \times 10^{-7}$</td>
<td>$-4.0 \times 10^{-7}$</td>
<td>$-2.6 \times 10^{-6}$</td>
<td>$6.1 \times 10^{-8}$</td>
<td>$3.7 \times 10^{-7}$</td>
<td>$-1.1 \times 10^{-6}$</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>$1.3 \times 10^{-7}$</td>
<td>$-7.3 \times 10^{-7}$</td>
<td>$-2.6 \times 10^{-7}$</td>
<td>$-3.1 \times 10^{-6}$</td>
<td>$4.9 \times 10^{-8}$</td>
<td>$8.6 \times 10^{-7}$</td>
<td>$-8.6 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 5.5: The values of the coefficients of the dimension six operators at $M_Z$. The values of the free parameters are the ones in Table 5.2. All $C_i$’s are in GeV$^{-2}$. 
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### Table 5.6: The percent variation of the values of the three coupling constants and the top Yukawa coupling compared with the initial values of the top-down run.

<table>
<thead>
<tr>
<th>$\Lambda$</th>
<th>$\delta g_1%$</th>
<th>$\delta g_2%$</th>
<th>$\delta g_3%$</th>
<th>$\delta y_t%$</th>
<th>$\delta \lambda%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>1.4</td>
<td>2.1</td>
<td>0.17</td>
<td>0.30</td>
<td>4.1</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>3.3</td>
<td>0.02</td>
<td>0.54</td>
<td>3.6</td>
<td>4.7</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>7.8</td>
<td>0.078</td>
<td>0.97</td>
<td>6.4</td>
<td>2.3</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>13</td>
<td>1.7</td>
<td>1.1</td>
<td>6.6</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Table 5.6: The percent variation of the values of the three coupling constants and the top Yukawa coupling compared with the initial values of the top-down run.

Figure 5.1: Running of the auto-interaction parameter $\lambda$ (on the right) and gauge coupling constants (on the left) in the presence of dimension six operators (thick lines) and their standard behaviour (dashed lines) for $\Lambda = 10^{14}$ GeV. The values of the parameters are discussed in the text. The red dot indicates the starting value of the parameter. The dashed lines are the values of the $g_i$’s in the standard model.

$10^{17}$ GeV respectively, compared with the standard model running. In the first case there is a good unification, while in the second case the point at which the constants meet is some way off the initial energy. The values of the $C_i$’s at the scale $\Lambda$ are usually close to the one we started with in the top-down running, checking the consistency of the model. In particular $C_{HWB}$, which was zero, is constantly about one order of magnitude smaller than the other. We show this in Table 5.7 for the two extreme values of $\Lambda$. Also in this case, the lower value for $\Lambda$ fares slightly better.

**Experimental value for $\lambda$**

If one ignores the spectral action, and trusts it only in that it gives some boundary values for the dimension six operator coefficients, then the bottom-up running can be performed independently. In this subsection we present, therefore, the running of the coupling constants using as boundary conditions
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Log $H_m$ (GeV) vs. $\log_{10} \Lambda$ for $\Lambda = 10^{14}$ GeV. The initial values of the top-down running, as predicted by the spectral action for $\Lambda = 10^{14}$. The third and the last lines refer to the $10^{17}$ case. All $C_i$'s are in GeV$^{-2}$.

![Graph showing $g(\mu)$ and $\gamma(\mu)$ vs. $\log_{10} \mu$ (GeV)](image)

**Table 5.7: Comparison of the values of the coefficients of the dimension six operators at $\Lambda$.**

<table>
<thead>
<tr>
<th>$\Lambda$ (GeV)</th>
<th>$C_{HWB}$</th>
<th>$C_W$</th>
<th>$C_V$</th>
<th>$C_{HV}$</th>
<th>$C_H$</th>
<th>$C_{HB}$</th>
<th>$C_{HW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>0</td>
<td>$-3.0 \times 10^{-6}$</td>
<td>$-3.0 \times 10^{-6}$</td>
<td>$-5.2 \times 10^{-7}$</td>
<td>$-3.7 \times 10^{-6}$</td>
<td>$-8.1 \times 10^{-7}$</td>
<td>$-7.3 \times 10^{-7}$</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>$1.3 \times 10^{-8}$</td>
<td>$-1.5 \times 10^{-8}$</td>
<td>$-1.6 \times 10^{-6}$</td>
<td>$-5.5 \times 10^{-7}$</td>
<td>$-6.8 \times 10^{-6}$</td>
<td>$-6.7 \times 10^{-7}$</td>
<td>$-9.2 \times 10^{-7}$</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>$5.0 \times 10^{-8}$</td>
<td>$-2.4 \times 10^{-6}$</td>
<td>$-1.9 \times 10^{-6}$</td>
<td>$-6.5 \times 10^{-7}$</td>
<td>$7.5 \times 10^{-6}$</td>
<td>$-8.7 \times 10^{-7}$</td>
<td>$-7.2 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 5.8: The percent variation of the values of the there coupling constants compared with the initial value of the unification point.

<table>
<thead>
<tr>
<th>$\Lambda$ (GeV)</th>
<th>$\delta g_1$</th>
<th>$\delta g_2$</th>
<th>$\delta g_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{14}$</td>
<td>0.62</td>
<td>0.74</td>
<td>1.0</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>1.4</td>
<td>0.38</td>
<td>0.56</td>
</tr>
<tr>
<td>$10^{16}$</td>
<td>1.2</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$10^{17}$</td>
<td>0.14</td>
<td>0.98</td>
<td>1.1</td>
</tr>
</tbody>
</table>

at $M_Z$ the experimental values for the $g_i$, $y_t$, $\lambda$, (eq. 2.67, 2.69), and the values of Table 5.5 for $C_i$'s and we check if the unification is possible. As we can see from fig. 5.3, for two different unification scales, the answer is positive if one relaxes the values of the dim-6 coefficients with respect to that suggested by the spectral action. In fact, in this case, the value of the $\gamma$'s are slightly different from 1, as shown in table 5.4, but these allow to correct the unification point within an error of 1%, as summarized in Table 5.8.
Figure 5.3: Gauge couplings unification for two different unification scale $\Lambda = 10^{14}\text{GeV}$ (left) and $\Lambda = 10^{17}\text{GeV}$ (right) if one relaxes the spectral action boundaries.

5.4 Comments

In this chapter we have studied the effects of the sixth order terms appearing in the spectral action Lagrangian. We have verified that the presence of these terms, with a proper choice of the free parameters, could cause the unification of the three constants at a high energy scale. Although the motivation for this investigation lies in the spectral noncommutative geometry approach to the standard model, the result can be read independently on it, showing that if the current Lagrangian describes an effective theory valid below the unification point, then the dimension six operator would play the proper role of facilitating the unification. In order for the new terms to have an effect it is however necessary to introduce a scale of the order of the TeV, which for the spectral action results in a very large second momentum of the cutoff function.

We note that we did not require a modification of the standard model spectral triple, although such a modification, and in particular the presence of the scale field $\sigma$, could actually improve the analysis. From the spectral action point of view the next challenge is to include the ideas currently come from the extensions of the standard model currently being investigated. From the purely phenomenological side instead a further analysis of the effects of the dimension six operators for phenomenology at large, using the parameters suggested by this work, can be a useful pointer to new physics.

In the next and final chapter we will see another approach to solve the gauge unification problem, that is by considering the effects of the gravitational terms on the renormalization flow of the gauge coupling constants.
Chapter 6

Fundamental forces and Gravity

In chapter 3, with the Grand Symmetry model, we have shown it is possible to extend the standard model by including an additional singlet scalar field that stabilizes the running coupling constants of the Higgs field. This singlet scalar field is closely related to the right-handed Majorana neutrinos, conferring them mass, and leading to the prediction of the seesaw mechanism which explains the large difference between the masses of neutrinos and those of the other fermions. The model presented in §3 suggests the possibility of a further extension in the construction of a noncommutative manifold, going one step higher, in a sort of noncommutative geometry grand unification: it is pointed out that there could be a “next level” in noncommutative geometry, intertwined with the Riemannian and spin structure of space-time, where the singlet-scalar field arises. Accordingly, it naturally appears at high scale, near to the Planck scale.

A possible framework for describing interactions at energies and momenta below the Planck scale is given in [85, 88]. In this part of the thesis we check the possibility to extend the unification scale up to the Planck scale $M_P \equiv \sqrt{\hbar c/G_N} \simeq 10^{19}\text{GeV}$, including not negligible gravitational effects. For a theory dealing with the unification of gauge theory and gravity, a more natural scale is the Planck scale. The usual strategy is to use the spectral action as an effective action at a fixed scale, of the order of the unification scale, and to impose the additional relations between the independent parameters of the standard model. Then, using the renormalization group (RG) equations, one can let these parameters run to their value at low scales and evaluate the Higgs, the top and neutrino masses. The question here is: what is the predictive power of this extended model with exchange of gravitons at the Planck scale? We want to see how the gravitational effects change the main running coupling constants and if they lead to a restriction on the free parameters of the theory still compatible with the Higgs, top and neutrino mass predictions.
In [40] Marcolli and Estrada carried out a similar analysis within the asymptotic safety scenario with Gaussian matter fixed point; differently from us, they have not considered the effect of the scalar field $\sigma$ introduced in [18], which is necessary to reproduce the seesaw mechanism and to have the correct value for the Higgs mass.

This chapter is organized as follows. In section 6.1 we extend the derivation, from the spectral action principle, of the full standard model bosonic action coupled to gravity to a model containing also the singlet scalar field $\sigma$. In section 6.2, the gravitational contributions to the three gauge couplings, not negligible at the Planck scale, are presented. In section 6.3, it is shown how the gravitational effects change the RG equations of the Yukawa and self-interaction Higgs couplings leading to a restriction of the free parameters of the theory compatible with the Higgs and top mass. Section 6.4 contains a summary of these results and some comments.

### 6.1 Higgs-singlet scalar potential and Gravity

After the breaking due to the grand symmetry, the Majorana coupling $y_R$ in the fluctuated Dirac operator (2.42) is multiplied by a singlet scalar field $\sigma$. This change means the turn of the constant-entry $y_R$ of the Majorana matrix $M_R$ into a field, eq. (3.1). In this way, the relations for the Seeley-DeWitt coefficients (2.50) are slightly modified leading to the standard model action plus a new singlet scalar field coupled to gravity [17, eq. (5.49)]:

$$S_B = \frac{24}{\pi^2} F_4 A^4 \int d^4 x \sqrt{g} - \frac{2}{\pi^2} F_2 A^2 \int d^4 x \sqrt{g} \left[ R + \frac{1}{2} a\bar{H}H + \frac{1}{4} c\sigma^2 \right] + \frac{1}{2\pi^2} F_0 \int d^4 x \sqrt{g} \left[ \frac{1}{30} \left( -18C^2_{\mu\nu\rho\sigma} + 11R^* R^* \right) + \frac{5}{3} g_1^2 B^2_{\mu\nu} + g_2^2 W^2_{\mu\nu} + g_3^2 V^2_{\mu\nu} \right] + \frac{1}{6} a R\bar{H}H + b (\bar{H}H)^2 + a(\nabla_\mu H)^2 + 2c\bar{H}H\sigma^2 + \frac{1}{2} d\sigma^4 + \frac{1}{12} c R\sigma^2 + \frac{1}{2} c (\partial_\mu \sigma)^2 + \ldots$$

(6.1)

in addition to eq. (2.61), here we have the singlet-scalar field $\sigma$, related to the neutrino Majorana mass which allows to reproduce a seesaw mechanism of type I as described in [19]. Furthermore, this $\sigma$ field lowers the standard model Higgs mass to its experimental value.

As already shown in §2.5, it is more transparent to work with the rescaled fields

$$H \rightarrow \left( \sqrt{\frac{2}{3 + \rho^2 g}} \right) \frac{H}{y_{top}} ; \quad \sigma \rightarrow \left( 2g \right) \frac{\sigma}{y_{\nu R}}$$

(6.2)
so that the spectral action for scalar fields and gravity reduces to

\[
S_B = \frac{24}{\pi^2} F_1 \Lambda^4 \int d^4x \sqrt{g} - \frac{2}{\pi^2} F_2 \Lambda^2 \int d^4x \sqrt{g} [R + g^2 H^2 + g^2 \sigma^2] + \frac{1}{2\pi^2} F_0 \int d^4x \sqrt{g} \left[ \frac{4}{3 + \rho^2} g^4 H^4 + 2(\nabla_\mu H)^2 + 8g^4 \frac{2\rho^2}{3 + \rho^2} H^2 \sigma^2 + 8g^4 \sigma^4 + 2g^2 (\partial_\mu \sigma)^2 + \frac{1}{3} g^2 R (H^2 + \sigma^2) \right].
\]  

(6.3)

In the action above, we have neglected the additional gravitational term given by the Weyl curvature. This term is sub dominant to the Einstein-Hilbert term at the unification scale \[73\]. It could be shown \[19\] that the running of this term changes by at most an order of magnitude at lower scales, so we can assume that it remains sub dominant and neglect it in the first approximation. Moreover, we are neglecting the quadratic term in \(R\).

As in (2.58), we set the coefficient \(F_0\) to be \(\frac{1}{2\pi^2} F_0 = \frac{1}{4\pi^2} \) to obtain the normalization of the gauge fields kinetic terms and the Higgs-singlet potential plus gravity reduces to

\[
V(H, \sigma; R) = \frac{1}{4} \left( \lambda_H H^4 + \lambda_\sigma \sigma^4 + 2\lambda_{H\sigma} H^2 \sigma^2 \right) - \frac{2\rho^2}{3 + \rho^2} f_2 \Lambda^2 \left( H^2 + \sigma^2 \right) + \frac{1}{12} R \left( H^2 + \sigma^2 \right) - \frac{2}{\pi^2} f_2 \Lambda^2 R + \frac{24}{\pi^2} f_4 \Lambda^4
\]  

(6.4)

where \(\lambda_H, \lambda_\sigma, \lambda_{H\sigma}\) are defined in terms of \(g\), that is the value of the three coupling constants at the unification scale,

\[
\lambda_H \equiv \frac{\rho^4 + 3}{(3 + \rho^2)^2} 4g^2; \quad \lambda_{H\sigma} \equiv \frac{2\rho^2}{\rho^2 + 3} 4g^2; \quad \lambda_\sigma \equiv 8g^2.
\]  

(6.5)

The usual strategy, at this point, is to use the spectral action as an effective action at a fixed scale, of the order of the GUT scale \(\simeq 10^{17}\)GeV, and to impose the additional relations (6.5) between the independent parameters of the standard model as a boundary condition at that scale. In this case we will use a different strategy by shifting the unification scale to the Planck scale \(M_P\). Hence, we want to study the framework in which general relativity is quantized for small fluctuations around a flat space-time, and the Planck scale becomes the real unification scale of all physical interactions. In this extension of the spectral action to higher energy scales, we will include the contribution of gravitons exchange in the running coupling constants. Of course, these contributions will not be significant for low energies and they will be only important near the Planck scale. By using these new RG equations, we can let the standard model parameters run to their value at low scale and test the predictive power of the model: we will obtain a constrain of the free parameters of the theory still compatible with the Higgs and top mass prediction.
6.2 Gravitational correction to the gauge coupling constants

A possible framework for describing interactions at energies and momenta below the Planck scale is given in [85]. The dynamics for a non-Abelian gauge field coupled to gravity is given by the action,

$$\int d^4x\sqrt{g} \left[ \frac{1}{k_{pl}^2} R - \frac{1}{4g^2} \left( \frac{5}{3} g_1^2 B_{\mu\nu}^2 + g_2^2 W_{\mu\nu}^2 + g_3^2 V_{\mu\nu}^2 \right) \right]$$

(6.6)

where the momentum $F_2$ is used to specify the initial conditions of the Planck constant, $\frac{2}{\pi} F_2 \Lambda^2 \equiv \frac{1}{k_{pl}^2} \equiv M_P^2/16\pi$. The form of the gravitational correction can be determined on a general basis, involving in the one-loop Feynman diagrams of interest a gluon vertex dressed by the exchange of gravitons (see fig. 6.1).

Since the gauge boson vertex has strength $g_i$ and gravitons couple to the energy-momentum tensor with a dimensional coupling $\propto 1/M_P$, dimensional analysis implies that the running of couplings in four dimensions will be governed by a Callan-Symanzik $\beta$ function of the form [85, eq. 19]

$$\beta(g_i, E) = \frac{b_i}{16\pi^2} g_i^3 + a_g \frac{E^2}{M_P^2} g_i,$$

con $b_i = \left( \frac{41}{6}, -\frac{19}{6}, -7 \right)$

(6.7)

where the first term represents the usual standard model contribution, and the second includes the gravitational correction. Initial values of $g_i$ are set with the experimental values at $M_Z \approx 91\text{ GeV}$: $g_1(M_Z) = 0.3575$, $g_2(M_Z) = 0.6514$, $g_3(M_Z) = 1.221$. The numerical value of $a_g$, also called anomalous dimension, is determined by a detailed calculation described in [85] leading to
Figure 6.2: Including gravity at one-loop, the couplings remain unified near $10^{17}$ GeV, but evolve rapidly to zero at high $E$.

\[ a_g = -\frac{3}{\pi}, \text{ which we can rewrite } a_g = -\frac{3}{16\pi^2} k^2 M_P^2. \] The negative sign of this coefficient means that the gravitational correction works in the direction of asymptotic freedom: it forces the couplings to decrease at large energy, as it is shown in fig. 6.2. At one-loop order, when gravity is ignored, the three gauge couplings evolve like the inverse logarithm of $E$ (dashed curves); when gravity is included, see the solid lines, the couplings evolve rapidly towards weaker coupling at high $E$. Of course, its effect only becomes quantitatively important when the energy approaches the Planck scale, and gravitons exchanges are no longer negligible. We finally note that the three gauge coupling constants approximately assume the same value, about zero, from $E \geq 3 \times 10^{19}$ GeV. Near the Planck scale $E \simeq 10^{19}$ GeV the three gauge couplings are not exactly equal: we have $g_1(\Lambda) = 0.372$, $g_3(\Lambda) = 0.386$ and $g_2(\Lambda) = 0.396$.

### 6.3 Renormalization group equations with gravitational corrections

The running of the Higgs mass with the presence of a scalar field has been studied in \[18\]. However, the RG equations for the matter sector have to be adapted via the addition of the anomalous dimensions of the running parameters, that take into account the contribution of gravity \[88\],

\[ \frac{dx_i}{dt} = \beta_{x_i}^{SM} + \beta_{x_i}^{grav} \] (6.8)

where $x_i$ are the running parameters, $\beta_{x_i}^{SM}$ is the Standard Model beta function for $x_i$ and $\beta_{x_i}^{grav}$ is the gravitational correction. The latter is of the general form,
\[ \beta_{\tau_{\nu}} = a_{x_{\tau}} \frac{E^2}{8\pi M_P^2} x_{\tau}(t) \] (6.9)

In our analysis, we use an estimate of the anomalous dimensions as suggested in [88]: \(a_{x_{\tau}}\) are fixed to 1 for the Yukawa couplings and to 3.1 for the self-interaction couplings of the scalar fields.

For the analysis of the renormalization group flow we shall expand the approach presented in [57, 96] with the presence of gravitational contributions. Let \(M_R\) be the Majorana mass for the right-handed tau-neutrino. By the Appelquist-Carazzone decoupling theorem [9], we can distinguish two different energy domains: \(E > M_R\) and \(E < M_R\).

For high energies \(E > M_R\), the renormalization group equations are given by [8, eq. 15], [70, eq. B.4] and [71, eq. B.3], adapted via the addition of the gravitational contributions described above

\[
\frac{dy_{\nu}}{dt} = \frac{y_{\nu}}{16\pi^2} \left( \frac{9}{2} y_{\nu}^2 + \frac{9}{12} y_{\nu}^2 - \frac{17}{12} g_{1}^2 - \frac{9}{4} g_{2}^2 - 8g_{3}^2 \right) - a_{y_{\nu}} \frac{E^2}{8\pi M_P^2} y_{\nu}
\]

\[
\frac{dy_{\top}}{dt} = \frac{y_{\top}}{16\pi^2} \left( \frac{3}{2} y_{\top}^2 + \frac{3}{4} y_{\top}^2 - \frac{17}{12} g_{1}^2 - \frac{9}{4} g_{2}^2 \right) - a_{y_{\top}} \frac{E^2}{8\pi M_P^2} y_{\top}
\]

\[
\frac{d\lambda_H}{dt} = \frac{1}{16\pi^2} \left( 24\lambda_H^2 - (3g_{1}^2 + 9g_{2}^2) \lambda_H + 2\lambda_{H\sigma}^2 + \frac{3}{16} \right) + a_{\lambda_H} \frac{E^2}{8\pi M_P^2} \lambda_H
\]

\[
\frac{d\lambda_{H\sigma}}{dt} = \frac{1}{16\pi^2} \left( 6g_{1}^2 + 2g_{2}^2 - \frac{3}{2} g_{1}^2 - \frac{9}{2} g_{2}^2 + 12\lambda_H + 6\lambda_{\sigma} + 8\lambda_{H\sigma} \right) + a_{\lambda_{H\sigma}} \frac{E^2}{8\pi M_P^2} \lambda_{H\sigma}
\]

\[
\frac{d\lambda_{\sigma}}{dt} = \frac{1}{16\pi^2} \left( 8\lambda_{H\sigma}^2 + 18\lambda_{\sigma}^2 \right) + a_{\lambda_{\sigma}} \frac{E^2}{8\pi M_P^2} \lambda_{\sigma}
\]

(6.10)

with \(E = E(t) = m_Z e^t\). Below the threshold \(E = M_R\), the tau-neutrino Yukawa coupling is replaced by an effective coupling [8, eq. 14]

\[ \kappa = 2 \frac{y_{\nu}^2}{M_R}, \] (6.11)

which gives an effective mass \(m_{\top} = \frac{1}{4} \kappa v_0^2\) to the light tau-neutrino. In the range \(0 < E < M_R\) the renormalization group equations for \(\lambda_{\sigma}\) and \(\lambda_{H\sigma}\) are the same, whereas the ones for \(y_{\top}, y_{\nu}\), and \(\lambda_H\) are replaced by

\[
\frac{dy_{\top}}{dt} = \frac{1}{16\pi^2} \left( \frac{9}{2} y_{\top}^2 + \frac{17}{12} g_{1}^2 - \frac{9}{4} g_{2}^2 - 8g_{3}^2 \right) - a_{y_{\top}} \frac{E^2}{8\pi M_P^2} y_{\top}
\]

\[
\frac{d\kappa}{dt} = \frac{1}{16\pi^2} \left( 6y_{\top}^2 + \frac{1}{26} \lambda_H - 3g_{2}^2 \right) \kappa - a_{\kappa} \frac{E^2}{8\pi M_P^2} \kappa
\]

\[
\frac{d\lambda_H}{dt} = \frac{1}{16\pi^2} \left( 24\lambda_H^2 - (3g_{1}^2 + 9g_{2}^2) \lambda_H + 2\lambda_{H\sigma}^2 + \frac{3}{16} \right) + a_{\lambda_H} \frac{E^2}{8\pi M_P^2} \lambda_H
\]

\[
+12y_{\top}^2 \lambda - 3g_{1}^2 + \frac{3}{16} \right) + a_{\lambda_H} \frac{E^2}{8\pi M_P^2} \lambda_H
\]

(6.12)
The numerical solutions to the coupled differential equations (6.10) to (6.12) depend on three input parameters: (1) the unification scale $\Lambda$; (2) the Majorana mass $M_R$ which produces the threshold in the renormalization group flow; (3) the ratio $\rho$ between the Dirac Yukawa couplings of the top quark and neutrino.

The scale $\Lambda$, usually taken at the unification $\Lambda_{12} = 10^{13}\text{GeV}$ or $\Lambda_{23} = 10^{17}\text{GeV}$, is now shifted to the Planck scale where, due to the gravitational corrections, the three gauge couplings come together asymptotically free. We will determine the numerical solution from (6.10) to (6.12) for a range of values of $\rho$, $\Lambda$, and $M_R$. The initial conditions of the running parameters at the scale $\Lambda$ are given by (6.5) plus those for $y_{\text{top}}$ and $y_{\nu}$:

\begin{align*}
    y_{\text{top}}(\Lambda) &= \frac{2}{\sqrt{3} + \rho^2}g_2(\Lambda), \quad y_{\nu}(\Lambda) = \frac{2\rho}{\sqrt{3} + \rho^2}g_2(\Lambda). \quad (6.13)
\end{align*}

The effective mass of the light neutrino is determined by the effective coupling $\kappa$ and we choose to evaluate this mass at the scale $M_Z$. Moreover, the running mass of the top quark to the ordinary energies is given by

\begin{equation}
    M_{\text{top}} = \frac{1}{\sqrt{2}}y_{\text{top}}v_0 \quad (6.14)
\end{equation}

where $v_0 \simeq 246\text{GeV}$ is the vacuum expectation value of the Higgs field.

For the Higgs mass, we have to use the new relation due to the presence of the new scalar field [18, eq. 35],

\begin{equation}
    M_H(M_H) = v_0\sqrt{2\lambda_H(M_H)\left(1 - \frac{\lambda^2_{H\sigma}(M_H)}{\lambda_H(M_H)\lambda_\sigma(M_H)}\right)} \quad (6.15)
\end{equation}

while the scalar-singlet $\sigma$ mass is proportional to its vacuum expectation value $w_0$, near the Planck scale according to us, through [18, eq. 34], $M^2_\sigma = 2\lambda_\sigma w_0^2 + 2v_0^2\lambda^2_{H\sigma}/\lambda_\sigma$.

The results of the renormalization procedure for the Higgs and top mass in terms of the three parameters $\rho$, $\Lambda$, $M_R$ are shown in fig. 6.3 and 6.4. In fig. 6.3 we see the Higgs and top mass values in terms of $\rho$ for seven different values of $\Lambda$ and $M_R$ fixed: the Higgs mass around $125\text{GeV}$ and the top mass around $173\text{GeV}$ suggest a consistent choice of $\Lambda$ not over $1.0\times10^9\text{GeV}$. In fig. 6.4 it is shown the behavior of the two masses in function of $\Lambda$ for eight different values of $\rho$ with $M_R$ fixed: also in this case, we can see that the Higgs mass around $125\text{GeV}$ suggests an appropriate choice of $\rho$ not over 1.0 whereas the top mass does not impose any constrain. Moreover, both $M_H$ and $M_{\text{top}}$ behaviors become $\rho$ independent for $\rho \leq 0.1$. Furthermore, it is possible to
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Figure 6.3: Higgs and top mass in function of the parameter $\rho$ for seven different values of $\Lambda$. We can see that the Higgs mass around 125GeV and the top mass around 173GeV constrain $\Lambda$ not over $1.0 \times 10^{19}$GeV.

Figure 6.4: Higgs and top mass, changing the unification parameter $\Lambda$ for eight different values of $\rho$. Also in this case we can see that the Higgs mass around 125GeV suggests an appropriate choice of $\rho$ not over 1.0 whereas the top mass does not impose any constrain. Moreover both $M_H$ and $M_{\text{top}}$ behaviours become $\rho$-independent for $\rho \leq 0.1$

verify that the parameter $M_R$ is not important for the mass prediction since $M_H$ and $M_{\text{top}}$ grow very slowly for its changes. Therefore, in the end, we have a sensible reduction on the choice of the three parameters values.

6.4 Comments

In chapter 3 and 4, the new singlet-scalar field $\sigma$, responsible for the stability of the Higgs boson, has been derived spontaneously from an high symmetry breaking that occurs at the Planck scale (that means $w_0 \simeq M_P$), mixing
Figure 6.5: Neutrino light mass, changing the Majorana right mass value in the range $10^{18}$ GeV – $10^{19}$ GeV, for five different values of $\rho$ and the unification scale $\Lambda$ fixed. We can see that the neutrino mass has a very low value, of the order of $\mu$eV. Its value increases for increasing $\rho$ and for decreasing $M_R$.

space-time spin and gauge degrees of freedom. In this chapter we checked the possibility to extend the unification scale up to the Planck scale with the presence of the new scalar field non-minimal coupled to gravity.

Then, we deduced a restriction of the free parameters of the theory compatible with the Higgs and top mass: in particular, we have to take the parameters $\rho < 1$ and $\Lambda$ not over $10^{19}$GeV. However, this constrain leaves some open questions: for $\Lambda \lesssim 10^{19}$GeV the three coupling constants are not exactly the same, although very close: e.g. for $\Lambda = 10^{19}$GeV we have $g_1(\Lambda)^2 = 0.138$, $g_3(\Lambda)^2 = 0.148$ and $g_2(\Lambda)^2 = 0.156$. Actually, we shall take at least $\Lambda \gtrsim 3.0 \times 10^{19}$GeV to have $g_2(\Lambda)^2 = g_3(\Lambda)^2 = g_1(\Lambda)^2 = 0.003$ and then consistently use the spectral action at the fixed unification scale.

Moreover, we have a neutrino mass problem which now becomes too small since its light mass $m_l = \frac{1}{4} \kappa v^2_0$ is influenced by $M_R$ in the denominator of $\kappa$ as in (6.11); as shown in fig. 6.5 for $M_R \approx 10^{18}$GeV the neutrino mass has a very low value of the order of $\mu$eV. In order to rise the neutrino mass to few electron-volt, just two actions are possible: (1) increasing the $\rho$ value, but nevertheless there is an upper limit imposed by the Higgs and top mass; (2) lowering the value of the Majorana right mass $M_R$ to $10^{14}$GeV. This second possibility seems to indicate that the Majorana right mass (proportional to the $\sigma$ v.e.v. $w_0$) responsible for the seesaw mechanism, cannot live at too high energy scales. This observation suggests that we cannot naively identify the scalar field $\sigma$ of the grand symmetry breaking [36] with the field that gives mass to the Majorana right neutrino; otherwise, there may be some mechanisms that contribute to lower its mass, as in the case of neutrinos. Furthermore, a more punctual analysis is required to investigate the phenomenological consequences
of this new and intriguing picture.
Conclusions

In this dissertation, we have pointed out there is a “next level” in the context of the noncommutative geometry approach to the physical fundamental interactions, that is intertwined with the Riemannian and spin structure of space-time. In fact, the added degrees of freedom of the Grand Symmetry model are related to the Riemann-spin structure of the manifold, which emerges as a symmetry breaking very similar in nature to the Higgs mechanism. Moreover, we have shown that this higher symmetry has important physical consequences since it explains the presence of the $\sigma$ field necessary for a correct fit of the mass of the Higgs and to cure the instability problem of the electro-weak vacuum.

The presence of the Grand Symmetry will have also other phenomenological consequences which should be investigated. The breaking mechanisms we described in chapter 3 and 4 are just barely sketched, we only looked at the group properties. A more punctual analysis should reveal more structure, as already partially emerged by the Twisted Grand Symmetry model in which, for example, the new vector fields $X_\mu$ emerged. The study of these additional degrees at very high energies should alter the running of the coupling constants and open a new scenario for a sort of a "primordial" chiral symmetry breaking.

It is known that, although the spectral action requires the unification of interactions at a single scale, the usual grand unified theories, such as SU(5) or SO(10), do not fit in the noncommutative geometry framework, and are possible only renouncing to associativity [41, 99]. However, we have shown that is possible to improve the unification scheme considering new interactions in the spectral action expansion, as explained in chapter 5, or taking into account gravitational contributions up to the Planck scale. The framework is certainly not complete since some open questions remain, for example the fine tuning problem for the dim-six coefficients or the energy scale of the $\sigma$ field with its relation to the Majorana neutrino mass.

The results presented in all this work, as is common in this model, are crucially depending on the Euclidean structure of the theory. This is particularly important as far as the role of chirality and the doubling of the degrees of freedom is concerned. A Wick rotation is far from simple in this context, and
the construction of a Minkowskian noncommutative geometry is yet to come (for recent works see [13, 43, 44, 78]).
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