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Abstract

Design, synthesis and validation of cooperative driving algorithm are the

main actor of our treatment. Owing to the ever-increasing traffic demand,

modern societies, with well-planned road management systems, and sufficient

infrastructures for transportation, still face problems like traffic congestion

and pollution. Intelligent transportation system supporting the driver during

driving task are called ADA systems or ADAS. ADAS promise to increase the

drivers safety and comfort with positive impact on traffic flow performance,

emissions and fuel consumption. Examples of ADAS system are various

forms of cruise control, lane keeping systems and collision warning systems.

Recently the development of new communication protocols for vehicular

environment based on WAVE/IEEE 802.11p standard has pushed industry

and researchers toward the development of the concept of Cooperative Driv-

ing and Cooperative Adaptive Cruise Control systems. Cooperative driving

control systems exploit the wireless communication as an additional sensor

both to perceive the presence of neighbouring vehicles and to communicate

their own presence and in-vehicle data. One of the most envisioned appli-

cations in cooperative driving systems is certainly platooning. Platooning

concept can be defined as a collection of vehicles that travel together, actively

coordinated in formation. Some expected advantages of platooning include

increased fuel and traffic efficiency, safety and driver comfort. All vehicles

within the platoon communicate with each other and exchange information

in order to reach a common target. Here we aim to represent the platooning

as a complex network, in which nodes represent the vehicles belonging to

platoon and links model the existence/absence of communication among

vehicles. In particular, we model platooning not only as a complex network,

but as a delayed complex network. First we present how a group of intercon-

nected vehicles can be modelled as a complex networks and then we treat

the platooning problem first as an high-order consensus problem and then as

synchronization problem.

The consensus goal is to regulate speed and relative position of each

vehicle to that of the respective predecessor and of the leading vehicle.

The idea is to analytically solve problem by designing a distributed control

action depending on information received from the neighbouring vehicles
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(within the transmission range). The control approach is able to counteract

the presence of different time-varying delays introduced by the wireless

vehicular communications, take into account the drivetrain dynamics and

the heterogeneity of the platoon. First of all we give sufficient and necessary

condition on the control gain that guarantee both exponential and global

asymptotic stability. The stability of the proposed control strategy, has

been shown by exploiting the Lyapunov-Krasovkii theorem for retarded

functional differential equations, according a delay dependent approach. The

stability conditions gives as additional result, an upper bound estimation

of the maximum allowable communication delay that guarantee stability.

Then we solve the platooning problem as a synchronization problem. Our

target is to synchronize the dynamics of all agent of the platoon to the leader

dynamics. The problem essentially consists in leader tracking manoeuvres.

The synchronization goal is achieved here by using an appropriate adaptive

distributed strategy, depending from local state variables as well as from the

information received by the neighbouring vehicles. The control approach

counteract the presence of different time-varying delays introduced by the

wireless vehicular communications, and is robust to parameter variations.

Also in this case we prove the stability of the proposed control strategy

exploiting the Lyapunov-Krasovkii theorem.

Since in a real environment there is the unavoidable presence of time-

delays, it is crucial, before the experimental validation of cooperative driving

algorithms, of proper simulation tool taking into account of vehicular and

control dynamics, not neglecting traffic patterns and the characteristics of

the communication channel. These tools, known as VANET simulators,

requires two types of simulation components: i) Network and ii) Mobility

that in general are separate. Within a collaboration with the University

of Trento, I have contributed to the development of Plexe, a VANET

simulator, that is the evolution of the well known Veins framework. In

particular we have contributed to the formulation of a vehicle model to

embed into Plexe framework, that takes into account of transmission ratio

and power of vehicles. All the proposed control strategy have been intensively

validated and simulated with Plexe simulator, both with the vehicle model

and with default mobility model already present in Plexe. The thesis is

organized as follows.

In Chapter 1 we give first an overview on the Cooperative Driving sys-
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tems. After an introduction about them, we focus on the main application

considered during the dissertation: i) Probe Vehicles, ii) Automated Fleets

and Cooperative Driving. Then we will give an overview on communica-

tion paradigms and enabling technologies in support of cooperative driving

systems.

In Chapter 2 we focus on Plexe, an open source and free to download

VANET simulator allowing the simulation, validation and analysis of co-

operative driving control strategy in mixed traffic scenario. After a brief

description of Plexe, we will illustrate the major enhancement and con-

tributions given during this PhD work to develop a new vehicle dynamical

model. We remark that these contributes have been embedded into Plexe

as part of a collaboration with the DISI - University of Trento.

In Chapter 3 first we present how a group of interconnected vehicles can

be modelled as a complex networks and then we treat the platooning problem

first as an high-order consensus problem and then as synchronization problem.

The consensus goal is to regulate speed and relative position of each vehicle

to that of the respective predecessor and of the leading vehicle. The idea is

to analytically solve problem by designing a proper local action depending on

the vehicle state variables and a cooperative action depending on information

received from the neighbouring vehicles (e.g., within the transmission range).

The control approach counteract the presence of different time-varying delays

introduced by the wireless vehicular communications. We prove the stability

of the proposed control strategy exploiting the Lyapunov-Krasovkii theorem

and finally we will show the results obtained by exploiting Plexe simulator.

Then we treat the platooning problem as a synchronization problem. Our

target is to synchronize the dynamics of all agent of the platoon to the leader

dynamics. The problem essentially consists in leader tracking manoeuvres.

The synchronization goal is achieved here by using an appropriate adaptive

distributed strategy, depending from local state variables as well as from the

information received by the neighbouring vehicles. The control approach

counteract the presence of different time-varying delays introduced by the

wireless vehicular communications. We prove the stability of the proposed

control strategy exploiting the Lyapunov-Krasovkii theorem and finally we

will show the results obtained using Plexe simulator.

In Chapter 4 are resumed the company duties. We will present in

particular the design and implementation of an On Board Unit, for collection

3
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and transmission of in-vehicle data to neighbourhood vehicle in an ITS

scenario. To this purpose, a proper DSRC communication system has been

designed and implemented. To validate the effectiveness of the designed On

Board Unit a proper Hardware In the Loop platform has been developed to

test the effectiveness of the control and communication strategy.

Finally, in Appendix A we present the maths instrument employed for

our analysis: first we focus on the theorems used to show the stability of

time delay systems; in second instance we present some theorems about the

stability analysis of time-varying systems; finally we present some useful

lemmas used in this thesis.

4



Chapter 1

Cooperative driving systems

Abstract

ITS that support the driver during driving task are called Advanced Driver

Assistance (ADA) systems or more briefly ADAS. ADAS promise to increase the

drivers safety and comfort with positive impact on traffic flow performance, emissions

and fuel consumption. Development of ICT technologies allowed the design and

implementation of different kind of ADAS application, exploiting sophisticate control

strategies. An exemplar ADA system that has been introduced by the automotive

industry is the CACC. CACC is one of the possible way to enable cooperative driving

behaviour, exploiting wireless communication among vehicles. In what follow we will

discuss about Cooperative Driving systems, enabling technologies and communication

paradigm in vehicular application.

1.1 Introduction to Cooperative Driving

Owing to the ever-increasing traffic demand, modern societies with well-

planned road management systems, and sufficient infrastructures for trans-

portation, still face the problem of traffic congestion. This results in loss of

travel time, and huge societal and economic costs and an increasing environ-

mental impact [9]. To give new answers to the increasing mobility demand

and other open issues, several solutions have been adopted. Some of these rely

on the enhancement or on the construction of new infrastructure (like roads,

highways, port, airport and so on), some others rely on the enhancement

of the vehicular safety systems (like air-bags or safety belt). However, it is

clear that building new infrastructure require several expensive actions [37]

5
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with the drawback of an increased environmental impact. For this reasons,

solutions allowing a more efficient use of the existing infrastructure are aimed.

Intelligent Transportation Systems (ITS) is a fairly new concept which gives

a new vision of mobility that, thanks to the integration of Information and

Communication Technologies (ICT) with traditional transport infrastruc-

tures, allows users to get more from transportation systems, in greater safety

and with less environmental impact improving the overall efficiency. The

idea of ITS, in road transports, rely on the possibility to connect among

them vehicles with other vehicles or with central or de localized infrastruc-

ture, helping to find new solutions to problems like collision avoidance, fleet

management, driver assistance etc. The goal thus became vehicles and

infrastructure cooperate to perceive potentially dangerous situations in an

extended space and time horizon [96].

Figure 1.1: ITS scenario: Vehicles communicates information each other
[102]

From a general point of view, ITS that support the driver during driving

tasks are called Advanced Driver Assistance Systems (ADAS) systems [118].

ADAS support drivers by strengthening their sensing ability, warning in case

of error, and reducing the controlling efforts of drivers [73]. The building

of automation systems to support rather than replace human drivers has

become a trend in current intelligent vehicle research. To relieve the stress

on drivers and reduce the risk of accidents, researchers have proposed several

prototypes of cognitive cars that apply cognitive science to intelligent vehicle

research [57,127]. The cognitive car’s aim is to achieve a more comfortable

driving experience, monitor and detect the error/lapses of human drivers and

correctly respond to avoid accidents. To reach this goal, different science field

are involved, as automotive engineering, neuroscience, artificial intelligent and

control theory and a strong interaction between this disciplines there exists.

6



1.1 Introduction to Cooperative Driving

The associated studies to ADAS were assumed to include the following [59]:

• perception enhancement;

• action suggestion;

• function delegation.

Clearly the research on the stimuli, decisions, and actions of human drivers

is necessary to ADAS research area in order to understand what perceptions

should be enhanced, what and when the action suggestion is required and

how the function delegation should be appropriately implemented [73].

Driver perception enhancement can be considered as a mild ADAS, in

which information about driving experience is directly provided to drivers

who then can make decision/action themselves [73]. To enhance driver

perception the concept of vehicles equipped with multiple sensor and vision

systems, alternative to human eye, is one of major theme in this field because

the most driving information is collected via eyes [73]. There are two vision

enhancement: the inside-vehicle displays, which dynamically captures the

scene in front of vehicle and the outside-vehicle lighting systems, which

dynamically adjust the range of intensity of vehicle lights.

Action suggestion is considered as a moderate ADAS, that provides

guidance to drivers but allows them to make decision [73]. There exist

two types of action suggestion: i) visual display information and ii) voice

navigation system.

Function delegation instead can be seen as an intensive ADAS, that

can implements some detailed action with driver’s command (e.g. steer-

by-wire, brake-by-wire), or it can implements some action without driver’s

command (e.g. collision avoidance, lane departure avoidance), or also take

all the necessary actions without driver’s command (e.g. fully autonomous

driving) [73].

Recently the development of new communication protocols for vehicular

environment, pushed industry and researchers toward the development of

the concept of Cooperative Driving. Cooperative driving systems exploit the

wireless communication as an additional sensor both to perceive the presence

of neighbouring vehicles and to communicate (in broadcast for example)

their own presence and in vehicle data.

The idea of vehicles cooperating via wireless communication dates back

to the 1980s [89], when Californias Partners for Advanced Transit and

7
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Highways (PATH) program was established to study and develop vehicle-

highway cooperation and communication systems [6, 107]. The basic idea

is to enable the communication and the cooperation among neighbouring

vehicles to safely reduce their mutual distance (thus leading to more vehicles

without increasing the road capacity) and suppress traffic shock-waves (thus

reducing pollutant emissions) [67]. The core of such cooperative driving

systems is a set of algorithms deployed on the vehicles and controlling their

motion based on the behaviour of the surrounding vehicles.

After twenty years of research and small-scale demonstrations, the diffu-

sion of Global Navigation Satellite Systems (GNSS)s and wireless communi-

cation technologies for vehicular environment have stimulated research into

cooperative driving applications, pushing automotive vendors to equip in the

next future, these technologies into production vehicles [22]. This decade

will see numerous deployments of infrastructure and in-vehicle technology to

evolve beyond commercial applications and into safety and comfort domains.

Several benefit arise by exploiting high-accuracy positioning and wireless

inter-vehicular communication technologies within active safety or ADAS

systems. Current safety systems are reactive to sensor inputs and rely on

real-time feedback with small time constants [21, 116]. With positioning

and wireless communication technologies, cooperative driving applications

introduce anticipatory behaviour to active safety systems enabled through

autonomous sensors such as radars and cameras [21]. First, communication

provides an unprecedented field of view of the driving environment and range

for information sharing. Depending on the transmission frequency and power,

wireless radio waves can travel long distances and through obstacles, this

mean that line-of-sight is not required [21]. Second, the information that can

be shared between vehicles, through Inter-Vehicular Communication (IVC),

or with infrastructures, has greater quantity and higher quality than that

measured or estimated remotely using autonomous sensors [21]. Data on

each vehicles predicted route or past trajectory can be estimated by the

vehicle, and then shared with others, rather than having each vehicle estimate

this information for every other vehicle. Third, the cost of positioning and

communication hardware is significantly less than autonomous sensors needed

to cover the 360◦ envelope around the vehicle [21]. Finally, communications

allow vehicles to coordinate manoeuvres for safety goals such as collision

avoidance.

8



1.1 Introduction to Cooperative Driving

Communication and cooperation between vehicles offer the opportunity

to develop many different applications [22]:

• safety applications: which aim to mitigate vehicular collisions such as

rear ending;

• mobility applications: which look at increasing traffic flow through

information sharing about road conditions;

• comfort applications : such as cooperative adaptive cruise control, which

aim at reducing the drivers work load.

In this thesis we will focus mainly on two specific applications: i) Probe

Vehicles, ii) Automated Fleets and Cooperative Driving.

Regarding i) vehicles have to be grouped or organized in fleets (a set of

vehicles equipped with tracking devices for retrieving data [79]), while in ii)

vehicles are organized as a platoon (a set of vehicles sharing information to

reach a common objectives, e.g. a prefixed velocity [6, 85]). In Chapter 4 we

will describe an architecture designed to address the problem of creating and

maintaining the composition of a fleet of vehicles. The solution proposed

to address both problems is a system mainly composed of a vehicular On-

Board-Unit (OBU), for the collection and dissemination of fundamental

data from each vehicle in the fleet, and a centralized remote server for

the analysis of data and management of fleets. In Chapter 3 we propose

distributed control strategies for cooperative driving, with the aim to impose

a common behaviour to a platoon of vehicles sharing information via wireless

technologies. The presented cooperative driving control algorithm have

been simulated and validated via software with Plexe (a Vehicular Ad

Hoc Network (VANET) simulator). A description of Plexe and the major

contributions given to the development of this framework are detailed in

Chapter 2.

1.1.1 Probe Vehicles

The key idea is to give an active role to drivers, that hence contribute to collect

information relevant for mobility with different aims (to monitor, for example,

traffic congestion and pollutant emissions [7, 121]). Until now, the collecting

of such information has been mainly done on highways through traffic sensors,

like cameras, loop detectors, ultrasonic sensors and air pollution sensors. More

recently, the wide diffusion of modern tracking mobile devices, embedding

9
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the GPS technology, represents a new way to collect real-time information

using transit vehicles as probes in urban context [113,129]. A representative

example of urban fleets of probes vehicles can be found in [62], where it

is shown how a taxi company equipped their vehicles with GPS devices in

order to collect and forward position, velocity and acceleration information

to a remote server through the GSM network. In so doing, every vehicle is

a part of an unique homogeneous fleet and acts as a probe that indirectly

provides traffic level real-time measure. Following this vision, the thousands

and thousands of data available on vehicle Controller Area Network (CAN)

bus, produced by the on-board vehicles diagnostic systems, can be employed

to get more accurate estimation of mobility parameters, like emissions or

traffic. All this data can be also used for monitoring the vehicles state or for

enabling some specific control application (like, as an example, lane changing

assistance, ADAS, etc.).

Many research projects work in this direction, as an exemplar we mention

the S2Move1 Project, to whom I have personally contributed. The project

aims to create an innovative platform that collect, analyses, process data

from the field, and then return them in form of smart decisions to citizens.

An S2Move user, (a driver or pedestrian) is not longer a mere consumer of a

service but is the main actor of the platform providing new information that

in turn are processed to be used by the whole community. The information

are collected from many different devices as smart-phones and tablets, but

also thanks to special probe vehicles that, opportunely equipped with on

board hardware systems integrated directly into the cars, allows private

vehicles and public utility to provide updated real time information on the

state of urban mobility. The exchange of all the information is intended to

produce a fundamental result: achieving an easy and sustainable mobility.

1.1.2 Automated Fleets and Cooperative Driving

Automated driving is an ADAS application that aims to help or to remove

human drivers during some operation on vehicles in some specific driving con-

ditions [112]. One of the most envisioned breakthrough of automated driving

is represented by the Automated Highways System (AHS) that constitutes a

key objective to increase the capacity of highways, reduce fuel consumptions

1S2Move: social innovation project funded by MIUR(PON 04A3 00058) - http://

s2move.comics.unina.it:9000/

10



1.1 Introduction to Cooperative Driving

Figure 1.2: S2Move project: urban probes retrieving data for development
of ITS application.

and increase drivers safety [110]. The concept of cooperative driving was

first presented by the Association of Electronic Technology for Automobile

Traffic and Driving (JSK) in Japan in the early 1990s. In AHS vehicles

are organized in different automated platoons in presence of a driver [107],

sharing common velocity and direction. Once again, the main idea is to get

cooperation among vehicles, via wireless communication networks, to reach

a common objective. The cooperative driving, which is an advanced form

of the AHS, is defined as a set of automated vehicles, communicating each

other, with a short inter-vehicle distance over a couple of lanes [114]. Taking

moves from this consideration, the cooperative driving can be also defined

as the coordinated motion of groups of vehicles “platoon”, cooperating with

each other to reach common target. Thanks to an appropriate inter-vehicle

communication system, cooperative driving allows vehicles to perform safe

manoeuvres as lane changing, merging or split (see Fig. 1.3). The communi-

cation between vehicles or between vehicles and road infrastructure enable

vehicles and infrastructure to form a cooperative system where the users

exchange information and cooperate to improve quality of travel experience.

Forming platoon and operating them under automatic control (thus achieving

an inter-vehicle separation smaller than the one guaranteed by human drivers,

but safe) is a promising solution to increase road capacity, while decreasing,

at the same time, traffic congestion [24,51,72,122].

Another benefit, originated by cooperation, is that the aerodynamic drag

is reduced (especially for heavy-duty vehicles) thereby increasing fuel economy

11



Cooperative driving systems

Figure 1.3: Cooperation of vehicles in mixed traffic

and, consequently, reducing pollutants emissions [83]. As a consequence, the

control of platoon of vehicles moving forward to a common destination has

attracted, over the last two decade, a consistent interest both from scientists

and practitioners. Usually control strategies solve a Cooperative Adaptive

Cruise Control (CACC) problem, where the control objective is to impose

a reference velocity to each vehicle in a platoon, (i.e. the velocity of the

first vehicle in the platoon (leader vehicle)) with a “predecessor-following”

architecture [56].

1.2 Communication Scenario and Technologies

Cooperative driving application requires efficient communications tools to

forward data related to the vehicles state (position, velocity, acceleration,

consumption, emission etc.) to other vehicle/pedestrian in the vehicle prox-

imity, and/or to a remote systems. The variety of communication networks,

such as 2-3-4G, WLANs IEEE 802.11a/b/g/p, and WiMAX, can be exploited

to enable new services designed for passengers or safety applications, relying

on the vehicular network itself [52].

Research project in Germany and Italy have evaluated GSM/GPRS and

3G network for IVC systems [8, 81]. The main motivation for using a mobile

telephony standard for vehicular communication is that the infrastructure is

already there and in the near future most vehicles in Europe will access to

these networks. Other potential network access technologies are Bluetooth,

specially for short-range communication.

12



1.2 Communication Scenario and Technologies

In last decades, researchers has proposed in-vehicle communication tech-

nology based on a multi-access strategy, e.g. IEEE 802.11, UMTS/CDMA200,

and Bluetooth [69]. Therefore they will probably require different network

access technologies, addressing scheme, and protocols.

Starting from November 2004 a new promising protocol has been designed

for vehicular networks: Wireless Access in Vehicular Environments (WAVE).

WAVE represent one of the most promising communication technology based

on IEEE 802.11p and IEEE P1609 standard (see Fig. 1.4). IEEE 802.11p

Application

Resource manager (IEEE P1609.1)

Application service

WSMP TCP/UDP

IP

LLC

Channelization (IEEE P1609.3)

IEEE 802.11p

Non-IP based IP based

Figure 1.4: DSRC/WAVE standar: protocol stack.

is an approved amendment to the IEEE 802.11 standard to add WAVE. In

Europe, 802.11p was used as a basis for the ITS-G5 standard European

Telecommunications Standards Institute (ETSI). IEEE 802.11p specifies the

characteristics of physical and protocol layers for single-channel operations in

way to support ITS applications. Therefore IEEE has also specified the IEEE

1609.x family of standards, which defines the functionality of the other WAVE

protocol layers. The IEEE and the ETSI reserved respectively seven and

five non-overlapping channels in the 5.85 GHz spectrum, each 10 MHz wide.

One of these channels is the designated as Control Channel (CCH), while the

remaining channels are Service Channel (SCH), as illustrated in [34]. The

IEEE 1609.4 standard has been proposed to enhance the underlying 802.11p

Medium Access Control (MAC) protocol with multichannel operations over

a single-radio transceiver [120]. The multichannel operation are performed

dividing the available access time between CCH and SCH into intervals of

50ms [120]. After each channel switch, a guard interval is used to separate

CCH and SCH time interval. During the guard interval the channel is

13



Cooperative driving systems

sensed as busy, so that the transciever goes into back-off. The time division

between CCH and SCH specified by IEEE 1609.4 could affect the IEEE

802.11p beaconing performance [34]. The CCH is used for the periodical

dissemination of control information. The procedure used by the CCH for

the dissemination of this control information is denoted as beaconing and the

message are denoted as Cooperative Awareness Message (CAM) (ETSI’s -

European standard) or Basic Safety Message (BSM) (Society of Automotive

Engineers (SAE)’s - American standard). Moreover, the CCH is also used for

the dissemination of services advertise: traffic and safety related information

event messages. The SCHs instead are used to disseminate non-critical

information for infotainment applications [34, 120]. WAVE support both IP

and non-IP based applications. The non-IP based applications, for example,

emergency warning messages, are supported by the WAVE short message

protocol (WSMP). IEEE 802.11p is the support for applications priorities,

which means high priority data, for example, related to collision avoidance,

will be transmitted with minimum latency [69].

Recently, worldwide ISO TC204/WG16, has produced a series of draft

standards known as Continuous Air-Interface, Long and Medium Range

(CALM). The goal of CALM is to develop a standardized networking termi-

nal that is capable of connecting vehicles and roadside systems continuously

and seamlessly [69, 88]. The CALM architecture is based on an IPv6 conver-

gence layer that decouples applications from the communication infrastruc-

ture. A standardized set of air interface protocols is provided for the best

use of resources available for short, medium and long-range, safety critical

communications, using one or more of several media, with multipoint (mesh)

transfer.

To allow communication among nearby vehicles or between vehicles and

nearby fixed roadside equipment, different architectural solution for creating

vehicular networks were proposed. Such architectures have to guarantee two

main communication paradigm:

• a pure wireless Vehicle to Vehicle (V2V), allowing vehicular communi-

cation with no infrastructure support;

• an hybrid Vehicle to Infrastructure (V2I) architecture that does not

rely on fixed infrastructure in a constant manner, but can exploit it

for improved performance and service access when it is available.
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Actually the V2I architecture implicitly includes V2V communication. The

Car-to-Car Communication Consortium (C2C-CC), a non-profit and an

industry driven organisation initiated by European vehicle manufacturers

and supported by equipment suppliers research organisations and other

partners, proposed a reference architecture for vehicular communication

network. In this architecture they distinguish between three domains: i)

in-vehicle, ii) ad-hoc and iii) infrastructure domain [111].

The in-vehicle domain refers to a local network inside of which each

vehicle is logically composed of an OBU and Application Unit (AU)s. An

OBU is a device in the vehicle having communication capabilities (wireless

and/or wired), while an AU is a device that execute a set of application,

using OBU’s communication capabilities. An AU can be an integrated part

of the vehicle or a portable device such as a laptop or Portable Device

Assistant (PDA) that can dynamically attach to OBU or detach from OBU

itself. The two unit are usually connected with a wired connection; also

wireless connection through Bluetooth, WUSB or UWB is possible. This

distinction between AU and OBU is logical, and they can also reside in a

single physical unit, in Sec. 4.1 we will give a more detailed description about

technological features of an OBU.

The ad-hoc domain, or VANET, is composed of vehicles equipped with

OBUs and stationary units along the road, called Road-Side Unit (RSU)s.

The OBU of every vehicle form a Mobile Ad Hoc Network (MANET), where

an OBU is at least equipped with a short range wireless communication

device dedicated for road safety, and potentially with other optional com-

munication devices. The primary role of an RSU is the improvement of

road safety, by executing special applications and by sending, receiving or

forwarding data in the ad hoc domain in order to extend the coverage of

the ad-hoc network. OBUs and RSUs can be seen as nodes of an ad-hoc

network, respectively mobile and static nodes. An RSU can be attached to

an infrastructure network, which in turn can be connected to the Internet.

As a result, RSUs may allow OBUs to access the infrastructure. The ad-hoc

domain is often referred as VANET, i.e.: a novel class of wireless networks

that have emerged thanks to advances in wireless technologies and the automo-

tive industry. Vehicular networks are spontaneously formed between moving

vehicles equipped with wireless interfaces that could be of homogeneous or

heterogeneous technologies. These networks, also known as VANETs, are
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considered as one of the ad-hoc network real-life applications, enabling com-

munications among nearby vehicles as well as between vehicles and nearby

fixed equipment, usually described as roadside equipment [88].

Over RSU an another infrastructure domain access exist: the Hot Spot

(HP). OBU’s can also communicate with internet through public, commercial,

or private hot spots. In the absence of RSUs and hot spot, OBU’s can use

radio networks (GSM, GPRS, UMTS, WiMax and 4G) if they are integrated

in the OBU itself [87].

These types of communication paradigm allow a number of deployment

options for vehicular networks beyond cooperative driving systems.

1.3 Characteristics of Cooperative Driving system

A cooperative driving system has little, no or mostly unpredictable control

over the behaviour of other vehicles in the vicinity. Expected behaviour may

be indicated by regulations and legislation, but from a purely technical point

of view, it is a safety hazard to assume that all other systems will conform

to and abide by the rules: the only certainty is the ability to control the ego

vehicle and broadcast information about it [10].

Despite this, it is the responsibility of all cooperative driving systems to

maintain the integrity of the traffic flow in the vicinity. Functional charac-

teristics of a cooperative driving system can be roughed out as follows [10]:

• a cooperative driving system is characterized by distributed, hierarchical

control. The high level control structure takes decisions and compute

set point for lower level controller;

• in cooperative driving systems the perception of the surrounding envi-

ronment is limited and entrusted to the input sensors. The character-

istics of designed applications are strictly tied to the sensors used to

obtain informations;

• a cooperative driving system is closely related in concept to an au-

tonomous system. This implies that there must exist a system com-

ponent that know at any time what function are available and who is

performing them;

• a cooperative driving system needs a Human Machine Interface (HMI)

that can be used to make the human driver aware of what the system
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is doing.

1.3.1 Architecture for Cooperative Driving Applications

Automated vehicles, under the cooperative driving, drive like the migration of

birds or a group of dolphins; the formation of birds in the migration is aerody-

namically efficient, and dolphins swim without collision while communicating

with each other. The cooperative driving, simulating the formation of birds

or dolphins, will contribute to the increase in the road capacity as well as

in the road traffic safety [115]. To get such vision of cooperative driving,

a suitable technological architecture have to designed. A possible solution

that provide a clear view of the cooperative driving to make the design

transparent and efficient can be found in [115]. The proposed architecture,

consists of three layers as shown in Fig. 1.5. The vehicle control layer and the

vehicle management layer are on each vehicle, and the traffic management

layer, which is common to all the vehicles and shared by them is on the

infrastructure.

Figure 1.5: The architecture for the cooperative driving of automated vehicles

The functions of the vehicle control layer are to sense the conditions
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and states ahead of the vehicle and to activate the lateral and longitudinal

actuators. The layer outputs sensing data and vehicle state variables to the

vehicle management layer and receives commands of the steering and vehicle

speed from it. Each vehicle may have its individual vehicle control layer.

The vehicle management layer determines the movement of each vehi-

cle under the cooperative driving with the data from the vehicle control

layer, those received from neighbouring vehicles through the inter-vehicle

communications, and from the traffic control layer through the road-vehicle

communications. The criteria of the movement comes from the traffic control

layer.

The traffic control layer has two parts: physical part, that includes the

infrastructure-based ITS equipment like sign boards, traffic signals, and the

road-vehicle communications, and a logical part that includes common sense,

laws, rules, manners, and ethics in the human society. Within the two parts,

a criteria that must be common to neighbouring vehicles will be found and

sent to the vehicle management layer in each vehicle.

1.3.2 Control Strategies for Cooperative Driving

Perhaps the control strategy precursors of cooperative driving system, in-

troduced by the automotive industry, is the Adaptive Cruise Control (ACC)

system. ACC is considered to be the successor of the conventional cruise

control Cruise Control (CC). A vehicle with CC is able to maintain a pre-

selected speed if no vehicle is upfront. ACC is a radar-based system which

is designed to enhance driving comfort and convenience by relieving the

driver of the need to continually adjust his or her speed to match that of a

preceding vehicle. The system slows down the speed when it approaches a

vehicle with a lower speed and the system increases the speed to the level of

speed previous set when the vehicle upfront accelerates or disappears (e.g. by

changing lanes) [124]. Recently, V2V communication have pushed the ACC

system into a more sophisticate system, called CACC. Each vehicle within

the cooperative driving system is equipped with on-board sensors measuring

position, velocity, acceleration. Such set of measurements requires Inertial

Measurements Units (IMU), Global Positioning Systems (GPS) and radars,

which are commonly available on road vehicles. Each vehicle is also equipped

with wireless V2V communication hardware to share information with its

neighbours and receive reference signals. Thanks to the information of neigh-

18



1.3 Characteristics of Cooperative Driving system

bours vehicles CACC controller will be able to anticipate problems better,

enabling it to be safer, smoother and more reliable in response. Wireless

communication is used to regulate speed and distance between vehicles with

CACC. In CACC, automated information on variables such as speed and

acceleration is obtained from other vehicles on the road. The corresponding

controller ensures that any changes in speed by the driver in front of you are

immediately registered in the cooperative vehicle. These control system are

usually deployed on vehicle management layer and traffic control layer of the

architecture in Fig. 1.5.

However, most of the CACC controller presented in literature does not

cope communication failure/impairments and network delay. Furthermore the

cooperative strategy rely on a fixed communication paradigm among vehicles

that, in many cases, take care only of the front vehicle informations [17,125].

As an example, the CACC designed in [98] considers data from the front

vehicle only, while the one in [100] exploits data from the leader as well.

What current approaches assume is a static control topology, which means

that the design of the controller is based on a fixed communication pattern.

When such communication pattern changes due to, for example, network

impairments, the CACC is not able to safely control the platoon any more.

To overcome this problem flexible control system, reconfigurable on the

basis of the actual communication capabilities, have to be designed. It has

been shown that, the design of coupling protocols for the coordination of

a group of agents exchanging information in the presence of limited and

uncertain heterogeneous communication delay can be seen as a consensus

problem or a synchronization problem [32, 95]. The proposed approach is

specifically designed to take into account communication logical topology, as

well as impairments as delay and losses. In this sight, cooperative driving

can be represented as a dynamical network where:

1. nodes are the vehicles characterized by their own dynamics;

2. edges model the presence/absence of communication between agent;

3. the structure of inter-vehicle communication is encoded in the network

topology.

The control input acts on every vehicle of the cooperative driving systems

and it depends on the state variables of vehicle itself and on information

received from neighbouring vehicles through the communication network [32,

61,67,95,114].
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Part of this research work (see Chapter 3), has been focused on the analysis

and solution of the problem of creating, maintaining and coordination of

a platoon of vehicles, treating it as the problem of achieving consensus

or synchronization in a network of dynamical agents in the presence of

time-varying communication delay [32,92,94].

The communication time-delay is explicitly modelled in order to give a

more realistic representation of the cooperative driving systems. So we can

see cooperative driving systems, not only as complex network in which the

vehicles represent the nodes of network and links the presence of communi-

cation between these nodes, but as complex delayed network in which the

communication between agent is affected by a time delay. From a control

viewpoint, the main goal for vehicles is to form a platoon and then to reg-

ulate speed and relative position of each vehicle to that of the respective

predecessor and of the leading vehicle, according to a desired spacing policy

that could be constant or may vary according to a time headway [100].

1.4 Vehicular Ad Hoc Network Simulators

In automated driving application, it is clear that the efficiency of V2V wireless

communication has a great impact on the effectiveness of the local control

action that needs, to work properly, information coming from other vehicles

in a reliable and deterministic way. CACC algorithms needs frequent and

up-to-date information (around 10 Hz [98]) about vehicles in the platoon in

order to avoid instabilities, which might lead to collisions. For this reason,

it is crucial to understand and analyse if and when the communications

requirements can be satisfied by the network protocols. More in depth, there

is the necessity to look if the current network protocols (e.g. Dedicated Short

Range Communications / Wireless Access in the Vehicular Environment

(DSRC/WAVE) 802.11p based) can supports V2V based control strategies,

standard or innovative, and how some fundamental parameters like beaconing

frequencies, delay, packet loss, adaptive power transmissions strategy, channel

access methods, affect the V2V based control algorithm performance.

In this vision, to validate new vehicular applications (or more simply

to verify standard CACC algorithm performance), an appropriate VANET

simulation framework must be employed [93]. Such framework must allow to

simulate communication in real roadway scenario giving the opportunities to
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model real traffic [93], objects and buildings, to take into account all fading

phenomena associated to the radio communication. Note that, deploying and

testing VANETs on real vehicles involves high cost and intensive work, and

often involve large and heterogeneous scenarios. Due to the high expenses

and dangers of testing new technologies for transportation in real world,

simulation plays an important role to find out the beneficial and effective

technologies before implementation [93].

This implies that, to simulate the performance of new ADAS application

based on VANET communication environment, proper tools, taking into

account vehicular dynamics and control, traffic patterns and the character-

istics of the communication channel and protocols are required. For this

reasons this tools requires two types of simulation components: i) Network

and ii) Mobility; that in most cases results separates [93]. This need is even

greater if we consider that the features of these application are often safety

critical and a full and deep simulation and validation phase is a fundamental

milestone. Another issue, that require a flexible and realistic simulation

environment, is given by the lack of a precise common standards for wireless

application in a vehicular environment. Many national and international

projects in government, industry, and academia are working in this direction.

Different kind of simulator are available to reproduce the behaviour of

a VANET; in particular [93] give a classification into three main classes: a)

Network generators, b) Traffic simulators, c) Software that integrates the

potentiality of a) and b) which can simulate both mobility and network.

In the latter type, traffic simulator generates the vehicular mobility traces

to be used in the network simulator as input. The network simulator in

turn calculates all the parameters of the wireless network, send and receive

packets, elaborate traffic data information, model the channel and the network

protocol behaviour.

There are many different VANET simulators available e.g. TraNS, MOVE,

NCTUns etc. that are mainly based on the well-known network simulator

NS3 or NS2. The VANET simulator that we have considered in this work, is

Veins ant its evolution Plexe, to which is dedicated the following chapter.
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Chapter 2

Plexe: Platooning extension

for Veins

Abstract

Veins is a VANET simulator, open source and free to download, that allow users

to embed new algorithm, test and validate ITS applications. Recently an extension

of Veins has been released: Plexe. It is an effective VANET simulator allowing

simulation, validation and analysis of cooperative driving control strategy in mixed

traffic scenario. After a description of Veins, we will discuss about its extension for

platooning (Plexe), illustrating the major enhancement and contributions given

during my PhD work. This contributes have been embedded into Plexe as part of a

collaboration with the DISI - University of Trento.

2.1 Veins

Veins is a VANET simulation framework that provides coupled network and

road traffic simulation using well-established simulators from both communi-

ties (transportation and networking). Veins, realized by Christoph Sommer

et al. [108], is an open source IVC simulation framework composed of an

event-based network simulator (OMNeT++) and a road traffic micro simu-

lator (SUMO) by extending each with a dedicated communication module

(TraCI ).

The overall structure of Veins is depicted in Fig. 2.1, where is possible to

distinguish its software architecture.
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2.1 Veins

Figure 2.1: Veins functional block [84]

Veins extends the OMNeT++ network simulator by providing a complete

vehicular communication stack, based on IEEE 802.11p and tailored channel

models, together with a way of modelling realistic node mobility based on the

road traffic simulator SUMO [103]. For this reason it couples both the network

and the mobility simulator by creating a network node in OMNeT++ for

each vehicle travelling in SUMO. Each OMNeT++ node can be associated

with a network stack which includes an IEEE 802.11p wireless network

interface, plus a beaconing protocol and one or more applications running

on top of it. Each time a vehicle moves, Veins replicates the movement

in the corresponding OMNeT++ node by updating the mobility model.

To this aim both simulators are running in parallel, connected via a TCP

socket, exchanging commands, as well as mobility traces. OMNeT++ is an

event-based simulator, so it handles mobility by scheduling node movements

at regular intervals. This fits well with the approach of SUMO, which also

advances simulation time in discrete steps.

As can be seen in Fig. 2.2, the control modules integrated with OMNeT++

and SUMO are able to buffer any commands arriving in-between time-steps

to guarantee synchronous execution at defined intervals. At each time-step,

OMNeT++ would then send all buffered commands to SUMO and trigger the

corresponding time-step of the road traffic simulation. Upon completion of

the road traffic simulation time-step, SUMO would send a series of commands

and the position of all instantiated vehicles back to the OMNeT++ module.

This allows OMNeT++ to react to the received mobility trace by introducing

new nodes, by deleting nodes that had reached their destination, and by

moving nodes according to their road traffic simulation counterpart [108].

After processing all received commands and moving all nodes according to the
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Figure 2.2: State machines of road traffic and network simulator communica-
tion modules [108].

mobility information, OMNeT++ would then advance the simulation until

the next scheduled time-step, allowing nodes to react to altered environmental

conditions, i.e., the IVC is influencing their speed and routes [108].

The protocol for coupling both simulators has been standardized as

the Traffic Control Interface (TraCI). In other words Veins uses the so-

called TraCI-API of SUMO to communicate via a TCP connection with

OMNeT++ and vice verse. Actually Veins has already implemented a basic

functionality of the TraCI commands, that is possible extend furthermore.

The TraCI interface allows users to bidirectionally-couple the simulation

of road traffic and network traffic in very easy way. Movement of vehicles

in the road traffic simulator SUMO is reflected in movement of nodes in

an OMNeT++ simulation. Nodes can then interact with the running road

traffic simulation, e.g. to simulate the influence of IVC on road traffic. Using

a simple request/response protocol, road traffic in SUMO can be influenced

by OMNeT++ in a whole number of ways. Most importantly, time-steps

are generated to advance the simulation in SUMO [108]. Illustrated in

Fig. 2.3 are the alternating phases of coupled simulation which result from

this approach.

In the first phase, commands are sent to SUMO, and in the second phase,
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Figure 2.3: OMNeT++ and SUMO coupling schematic in Veins.

their execution is triggered and the resulting mobility trace received. This

way, both simulators are tightly coupled and SUMO is only able to perform

a simulation step after all events within a time step have been processed in

the network simulation. The network simulator advances the road traffic

microsimulation only at fixed intervals. That means that the granularity

of these intervals needs to be sufficiently fine-grained to obtain realistic

results. From a performance point of view, this is not a problem because the

road traffic microsimulation can be processed much faster compared to the

simulation of wireless networks [108]. In the follow we will describe briefly

SUMO, OMNeT++ and MiXiM as integrating part of Veins.

2.1.1 SUMO: traffic simulator

The necessity of accurate traffic simulator has grown in the last years, since

they pose as useful tools for evaluate ITS application performance. There are

several approach to study traffic flow and as consequence there are different

traffic models [18]:

1. dynamic macroscopic traffic flow models;

2. dynamic microscopic traffic flow models;

3. mesoscopic models.

Dynamic, time-variant, macroscopic models describe the evolution of traffic

over time and space using a set of differential equations involving variables

such as flow, density, speed and speed variance. In microscopic models, traffic

is described at the level of individual vehicles and their interaction with each

other and the road infrastructure. Normally this behaviour is captured in

some set of rules which determine when a vehicle accelerates, decelerates,

changes lane, but also how and when vehicles choose and change their routes
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to their destinations. Mesoscopic models fill the gap between the aggregate

level approach of macroscopic models and the individual interactions of the

microscopic ones [18].

In the following we will focus briefly on SUMO (Simulator of Urban

MObility) the microscopic traffic simulator embedded into Veins. SUMO

is an open source traffic simulation developed by the German Aerospace

Center (DLR) back in 2001. SUMO offer to users different features giving

the possibility to: i) create or import a road network topology from different

source formats, ii) employ the routing utilities from various input sources, iii)

to employ a remote control interface (TraCI) to adapt the simulation online.

Each vehicle is given explicitly, defined at least by an identifier (name), the

departure time, and the vehicles route through the network. If wanted, each

vehicle can be described more detailed and with own designed model. For

each vehicle is possible to define the departure and arrival properties, such

as the lane to use, the velocity, or the position; furthermore each vehicle

can get a type assigned which describes the vehicles physical properties

and the variables of the used movement model. Additional variables allow

the definition of the vehicles appearance within the simulations graphical

user interface and the pollutant or noise emission classes [78]. To simulate

the road traffic SUMO requires the representation of road networks and

traffic demand. For this purpose SUMO offer the possibility to generate road

networks both using an application named netgen or importing a digital road

map. The road network importer netconvert allows also to read networks as

shape files or as Open Street Map file.

Probably the most popular application for the SUMO suite is modelling

traffic within research on C2C-CC communication. To this purpose, SUMO

is often coupled to an external network simulator, such as ns2, ns3 or

OMNeT++ via TraCI interface.

2.1.2 OMNET++: network simulator

Network simulators are used by people from different areas such as academic

researchers, industrial developers, and Quality Assurance (QA) to design,

simulate, verify, and analyse the performance of different networks proto-

cols. Some examples of famous network simulation software are NS (open

source), OPNET (proprietary software), NetSim (proprietary software) and

OMNeT++ [14].
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OMNeT++ is an object-oriented modular discrete event simulator. The

name itself stands for Objective Modular Network Testbed in C++. OM-

NeT++ is mostly applied to the domain of network simulation, given the

fact that with its INET package it provides a comprehensive collection of

Internet protocol models. The most common use of OMNeT++ range from

simulation of computer networks to Multiprocessors and distributed hardware

systems and so on. OMNeT++ was developed at the Technical University of

Budapest, Department of Telecommunications and is licensed under the own

Academic Public License, which allows the GNU Public License like freedom

but only in non-commercial settings [48].

OMNeT++ provides the infrastructure and tools for writing simulations

but it isn’t a ready to use Network Simulator by itself. A simulation model

in OMNeT++ consists of a well designed arrangement of reusable modules

which are connected and communicates each other via gates. The smallest

building block in a simulation model is called the simple module. Simple

modules are written in C++, and corresponds to a class definition. Simple

modules, can be made to behave as desired and can be assembled into larger

components (compound modules) and models using a high-level language

(NED Language-NEtwork Description). Modules communicate with mes-

sages which in addition to usual attributes such as time-stamp may contain

arbitrary defined data. Simple modules typically send messages via gates,

but it is also possible to send them directly to their destination modules.

Gates are the input and output interfaces of each modules: messages are sent

out through output gates and arrive through input gates. An input and an

output gate can be linked with a connection. Connections are created within

a single level of module hierarchy: within a compound module, corresponding

gates of two sub-modules, or a gate of one sub-module and a gate of the

compound module can be connected. Each module can have parameters, that

are mainly used to pass configuration data to simple modules, and to help

define model topology. The values of these parameters (strings, numbers,

truth table, etc) can be assigned and modified in the corresponding NED

file, or configured in a file called omnetpp.ini. Since this file has its own

syntax, you can change the values of parameters without having to recompile

the model. All these features are provided as a networking simulation tool

based on Eclipse that allow developers to design and define application and

modules in a simple way.
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MiXiM (Mixed Simulator)

Although OMNeT++ provides a powerful and clear simulation framework,

it lacks of direct support and a concise modelling chain for wireless commu-

nication. MiXiM (Mixed Simulator) is an OMNeT++ modelling framework

that provides detailed models of various layers of the OSI model along with

accurate models for radio wave propagation and interference estimation,

radio transceiver power consumption and wireless MAC protocols [30]. It

also has a vast library of networking protocols that can be incorporated into

any simulation scenario. Since it follows a modular hierarchical software

structure, where simple modules can be composed to form more complex

compound modules, a great deal of flexibility is available when it comes to

developing new compound modules. Also, user defined simple modules can

be added to the framework, allowing to model custom compound modules.

Veins simulation framework comes as part of MiXiM, adding support for

IEEE 802.11p, IEEE 1609.4 and IEEE 1609.3 (WSMP), allowing simulation

of networks with up to 1000 nodes (cars).

This features has been necessary for the implementation of this disser-

tation since the application protocol is implemented as a simple module

and then incorporated into a more complex compound module defining the

vehicle, (representing a the node in the VANET), in the simulation scenario.

TraCI

TraCI stands for Traffic Control Interface, and this is what gives the outside

world access to an already running simulation in SUMO in real time. It uses

a TCP based client/server based architecture to provide access to SUMO. As

part of the Veins project, the TraCI Scenario Manager module in OMNeT++

was introduced as part of the MiXiM framework. This gives us the ability to

couple OMNET++ and SUMO together as shown in Fig. 2.3. It enables a

network simulation running in OMNeT++ to send TraCI commands which

control the traffic simulation in SUMO. The TraCI protocol explains in

detail the messaging and message format to be used. By using this interface,

Veins queries SUMO about current “traffic” status (e.g., number of vehicles,

their position and speed, etc.), and it is able to modify the traffic dynamics,

for instance by changing the route a vehicle SUMO is travelling on, or its

acceleration.
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2.2 Plexe: Platooning Extension for Veins

Plexe is an extension of Veins simulator framework, introducing several

new features that enable the realistic simulation of cooperative driving and

platooning applications. Based on Veins, Plexe allows to embeds into their

structure all the algorithm and the manoeuvres to form control and maintain

a platoon of vehicles. The main characteristics of Plexe can be listed as

follow:

• is a free and open source tool;

• allow users to realize simulation of cooperative driving scenario thanks

to the realistic model of wireless and road network;

• is kept constantly updated and improved, thanks to the feedback of

the community;

• extensibility to different road traffic scenario or different new control

model;

• realism of simulation in mixed traffic scenario where human-driven

vehicles coexists with controlled one.

2.2.1 Plexe structure

Plexe further extends the interaction through the TraCI interface in order

to fetch vehicles’ data from SUMO to be sent to other cars, and to be used

by the platooning protocols and applications. Data received by vehicles in

Plexe can be fed to the cooperative driving algorithm implemented in SUMO.

Platooning beaconing protocols as well as the application logics are realized in

the OMNeT++ framework, while the actuation of the applications decisions

together with part of the application logics are implemented in SUMO [103].

Fig. 2.4 depicts the schematic overview of the extended simulation framework.

The efforts to implement a correct platooning model unfurls in two

directions: i) the implementation of platooning capabilities and elementary

manoeuvres for vehicles, which mainly requires changes and extensions in

SUMO; ii) the implementation of protocols to support the applications

and the application logic itself in OMNeT++/Veins plus minor changes to

enhance the bidirectional coupling [103]. The version of Plexe we used

in this thesis work is based on Veins 2.2 and SUMO 0.17.1. This version

29



Plexe: Platooning extension for Veins

Figure 2.4: Plexe functional structure [103].

available on the web site1 has already embedded different car-following

model which enables both longitudinal control based on open or closed-loop

control of the acceleration, and a simplified transversal control (i.e., steering)

to appropriately change lanes and obey platoon dynamics. In particular,

this new car-following model in SUMO makes the longitudinal controllers

generically called CC available and accessible via TraCI. SUMO car-following

models are conceived to mimic the behaviour of drivers e.g. Intelligent Driver

Model (IDM), or the Krauss car-following model. This car-following models

are particularly useful to let the car join and leave the simulation. For

example, the car might enter the highway using an on-ramp driven by a

human [103]. Then, the automated controllers can be switched on to drive

the car until the desired exit, and can be turned off (giving the control back to

the driver) to exit the highway using an off-ramp. The CC model present in

the version of Plexe includes standard CC/ACC and one advanced CACC,

plus the engine actuation lag, while another advanced CACC is under testing

and will be available soon [32]. Through the TraCI interface it is possible to

access the model, changing its behaviour and retrieving different information.

Parameters, desired speed and coefficients for each control algorithm are

editable through the OMNeT++ configuration .ini file or by default in .NED

1Plexe website: http://plexe.car2x.org/
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interface (see for an exemplar case Fig. 2.5).

Figure 2.5: Example of a NED configuration file.

Obviously, when a CACC system is on, it is possible to feed it with data

exchanged via IVC. Moreover, the interface includes a method to feed the

controller with data about any vehicle in the platoon, because there exist

controllers that can use data received from arbitrary vehicles to improve

their performance as demonstrated in [32]. User can choose which of the

different implemented control strategy or car-following model is driving the

car, i.e., the human behavioural model, any of the CC, ACC, or CACC,

or any other controlling model implemented in the simulator customized

by the user. For testing and safety verification purposes, it is possible to

set different behaviours for a platoon leader, e.g., a constant acceleration.

Furthermore Plexe provide a basic network (extensible) stack where each

car is provided with an IEEE 802.11p network interface card, a basic protocol

for message dissemination, and an application layer running directly on top of

the message distribution. The idea of the protocol layer is to implement the

communication strategy to share the information among the vehicles in the

platoon. The construction of beaconing strategy and applications (e.g. special

leader manoeuvres like tip-in/tip-out or follower manoeuvres like joint/leave

platoon) relies on already implemented C++ base class named BaseProtocol

and BaseApp taking care of loading simulation parameters, or passing data

to the CACC via TraCI, logging of statistics. In this way inherited classes

can focus just on the implementation of the desired behaviour. For what

concerns human-driven vehicles, it is possible to set up standard SUMO
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traffic flows, which will be part of the simulation as well. Human-driven

vehicles can be used to create road traffic (i.e., mobility) disturbances, or

network interference by running different applications that compete for the

channel with platooning cars [103].

2.3 Ideal Channel model in Plexe: bursty packet

loss

To investigate the robustness and the effectiveness of the designed control

algorithm (presented in Chapter 3) in the presence of communication failure,

we have programmed Plexe to reproduce two different ideal channel models:

Gilbert-Elliott and Bernoulli model.

2.3.1 Bernoulli loss model

A very simple model for packet drop phenomenons is the Bernoulli loss model.

It is characterized by a single parameter represented by the loss rate r that

correspond to the probability to loss a packet. The model can be simply

implemented by picking a random number for each packet, and deciding

whether it is lost comparing the loss rate r with the value of the picked

number. It is important to say that in the Bernoulli model the packet loss

probabilities are independent of each other, therefore the probability of j

packet losses within a series of n consecutive packets, P (j, n), is then given

by the binomial distribution [133]:

P (j, n) =

(
n

j

)
rj(1− r)n−j , n ≥ 1, 0 ≤ j ≤ n, (2.1)

where (
n

j

)
=

n!

j!(n− j)!
(2.2)

is the binomial distribution. Such a model does not characterize burst

packet loss adequately, for this reason we have developed also a Gilbert Elliot

channel model.
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2.3 Ideal Channel model in Plexe: bursty packet loss

2.3.2 Gilbert Elliot in Plexe

The Gilbert Elliot model has been implemented to simulate errors and bursty

packet loss in the transmission channels [35]. We consider the 2-state Markov

approach as introduced by Gilbert and Elliott, which is widely used for

describing error patterns in transmission channels [53]. The Gilbert-Elliot

model is composed by a Markov chain with two states called GOOD (G) and

BAD (B). In state GOOD the noise/errors occurs with a low probability,

while in state BAD the presence of burst noise into the transmission assumes

considerable level [43].

Figure 2.6: Transition diagram for the Gilbert-Elliot model.

To characterize the data loss processes the automaton shown in Fig. 2.6,

is used. In particular we interpret an event as the arrival of a packet and

an error as a packet loss. The parameter p and r represent the transition

probabilities, and are so defined [53]:

p = P (qt = B|qt−1 = G),

r = P (qt = G|qt−1 = B).
(2.3)

Where qt is the state at the time t. In our case p and r are modelled with

the desired probability distribution, for example the exponential probability

distribution, whose p.d.f. function is given by:

f(x) =

−λ exp−λx x ≥ 0

0 x ≤ 0
(2.4)

In Eq. (2.4), λ represents the failure rate. Algorithm 1 report the pseudo-code

describing 2-state Markov chain model described formerly.
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Algorithm 1: Pseudo-code of Gilbert Elliot Markov chain model

Data: stateChange,GOOD,BAD
Result: Gilbert Elliot state change

1 if (actual state is GOOD and stateChange is scheduled) then
2 next state is set to BAD;
3 scheduleMessage(stateChange,meanBad);

4 else if (actual state is BAD and stateChange is scheduled) then
5 next state is set to GOOD;
6 scheduleMessage(stateChange,meanGood);

7 else
8 message different from stateChange

9 error(Internal error);

2.4 Vehicle model for Plexe

The mobility model available in Veins simulator are realized in SUMO and

reproduces the classical car following model [78]. In other words, the mobility

model, homogeneous for each vehicle, for the cooperative driving scenario, can

be described according to the ideal acceleration-speed profile in Fig. 2.7. This

assumption means that the control effort ueng (i.e. the required acceleration)

and the vehicle speed are saturated to their maximum admissible value each

time a vehicle accelerates or decelerates. Therefore, for every vehicle, the

following maximum allowable limits have to be defined:

1. maximum acceleration amax;

2. minimum acceleration amin;

3. maximum speed vmax.

This implies that the traction characteristics in Veins simulator are bounded

(limits on both control effort and maximum allowable speed) as:

• amin ≤ ueng ≤ amax

• vCoG ≤ vmax

Until now, the mobility model, exploited in Plexe was reproduced ac-

cording to the maximum vehicle acceleration and deceleration (eventually as

specified by the manufacturer), inheriting this aspect from Veins. Further-

more, to simulate the drivetrain dynamics, Plexe simulator (see Eq. (2.5))

employ a first order filter [100]. The time constant, modelling the drivetrain
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Figure 2.7: Acceleration speed and position profile. To be customized for
every vehicle.

behaviour, has been set to a fixed value τeng,d = 0.5 according to the approach

suggested in [100]. Thus, the dynamical behaviour for each vehicle can be

expressed with the following equations: ṙCoG = vCoG

v̇CoG =
1

1 + sτeng,d
ueng

(2.5)

Where each variables is referred to the Center of Gravity (CoG). Starting

from the model in (2.5), we propose two new solutions to embeds into Plexe

simulator, that can better describe the overall dynamics of vehicles both in

traction and braking phase.

2.4.1 Vehicle dynamics

As first step we extend the current model in Plexe (see Eq. (2.5)) adding

friction, vehicle inertial forces and a time constant that varies according

to the engine regime and gearbox status. Fundamentals equations for the

vehicle dynamics are derived by using the generalized Newton’s second law

and the D’Alembert’s principle.

The sum of the friction forces acting on a vehicle during its longitudinal
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motion are represented by the following equation [44,68]:

FL = Fwind + FR +mCoGg sin(θroad), (2.6)

where the terms FL represent the total friction force acting on the vehicle.

Moreover:

• Fwind, is the air drag [68]:

Fwind =
1

2
cairALρav

2
CoG, (2.7)

where cair is the drag coefficient, AL is the maximum vehicle cross

section area, ρa is the air density.

• FR, is the rolling resistance [128]:

FR = mCoGg
(
cr1 + cr2v

2
CoG

)
, (2.8)

where cr1 and cr2 depend for instance, on the kind of tires and tire

pressure.

• mCoGg sin(θroad) is the gravitational force, where θroad is the slope of

the road.

Taking into account the Eq. (2.6), the force balance is thus:

Fi = λmCoGv̇CoG = Fueng − FL (2.9)

where Fueng represent the total propelling force resulting from the control

action applied at the center of gravity of the vehicle (tractive force, note

that ueng is the desired vehicle acceleration); Fi = λmCoGv̇CoG is the inertial

force acting on the center of gravity of the vehicle being λ the mass factor

that takes into account the rotational inertia of the driveline. In so doing,

the model is:  ṙCoG = vCoG

v̇CoG =
1

λmCoG

(
Fueng − FL

) (2.10)

where:

Fueng = uengλmCoG (2.11)

The goal of the controller is to determine the desired acceleration ueng that
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the engine have to impress to the vehicle so that performance requirements

are meet. According to Eq. (2.11), it is possible to write Eq. (2.10) as follows: ṙCoG = vCoG

v̇CoG = ueng −
1

λmCoG
FL

(2.12)

Now model in Eq. (2.5), can be extended as: ṙCoG = vCoG

v̇CoG =
1

1 + τeng,d(n)s
ueng −

1

λmCoG
FL

(2.13)

where the term FL is in Eq. (2.6) and τeng,d is the minimum time delay

that depends on the engine speed. It can be approximated as suggested

in [68]:

τeng,d =
2(CY L− 1)

CY L · n
(2.14)

where CY L is the number of cylinders and
1

n
is the time needed for one

crankshaft revolution in second. We remark that taking into account the

gearbox ratio, it is possible to get τeng,d as a function of the vehicle speed.

In Sec. 2.4.2 we will show how to modify Eq. (2.14) as a function of vehicle

speed (see Fig. 2.13).

2.4.2 Traction/Braking force model.

Model in Eq. (2.13) can be enhanced by expressing the traction force Fueng

in case of acceleration or brake. In the first case Fueng is the propelling force

acting on the vehicle, generated by the engine, in the second case it is the

braking force generated by the friction among disks and pads:Fueng = Fbrake(t) if ueng ≤ 0

Fueng = T (vCoG) if ueng > 0
(2.15)

In Sec. 2.4.3 we detail how to compute the traction effort T (vCoG), while

in Sec. 2.5 we will give an approximate expression for the braking effort

Fbrake(t).
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2.4.3 The tractive effort curve T (vCoG): a simple procedure

The procedure to get the force-velocity diagram (tractive effort curve) requires

engine power information. In general, the tractive effort curves are available

as results of the dyno tests done by manufacturers. However it is possible to

get approximately this diagram according to the following procedure.

With no loss of generality is possible to relate the speed of the vehicle

vCoG to the engine speed Neng [101] according to the following formula:

vCoG =
Nengdwheelπ

idig
in [m min−1] (2.16)

where id is the differential transmission ratio (usually it ranges from 3:1

to 6:1 for typical IC vehicle applications), ig is the transmission gearing ratio

for the i− th gear (it is high for low gears and low for high gears and ranges

from 5:1 to 1:1), dwheel is the diameter of the tractive wheels and Neng is the

engine speed.

Since Neng is usually expressed in Revolutions per Minute [RPM] a

conversion is necessary as dwheel and vCoG are expressed in [m], and [km h−1],

respectively. Thus, we obtain:

vCoG =
60Nengdwheelπ

1000idig
in [km h−1] (2.17)

To relate the engine power output Peng to the traction effort Fueng , we

can use the following expression:

T (vCoG) =
ηPeng
vCoG

in [hp km−1 h] (2.18)

where Peng is the power output expressed in [hp], η is the efficiency of

the engine and power transmission (it ranges from 0.7 to 0.85 for most of

the IC applications), vCoG is the vehicle speed expressed in [km h−1] and

T is the thrust or tractive effort produced by the engine. Before applying

this equation to car, truck or bus vehicles it is necessary to multiply for a

conversion factor:

T (vCoG) = 2650
ηPeng
vCoG

in [N] (2.19)

where Peng is expressed in [hp], vCoG is expressed in [km h−1] and T is

expressed in [N]. Remember that conversion factor 2650, comes out from
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the ratio between the positive real number 3600 and 1.34, representing

respectively the conversion factor from [km h−1] to [m s−1] and from [kW] to

[hp].

Finally, the procedure to estimate force-speed performance of a vehicle

can be hence summarized by the following steps:

• compute vCoG for several values of Neng according to Eq. (2.17);

• substitute the corresponding velocity vCoG values into Eq. (2.19) to

estimate T . Since each vehicles has several feasible transmission gearing

ratios, ig it is necessary to compute several values of T for each value

Neng as in Eq. (2.17).

A typical tractive effort curve diagram of a vehicle equipped with an internal

combustion engine, is presented in Fig. 2.8.

Engine Speed N (RPM)

Po
w

e
r 

(h
p

)

Vehichle Speed m/s 

T
 (

N
)

first gear

second gear

third gear

fourth gear

Figure 2.8: The curve Neng − Peng is given by the manufaturer. The curve
T − vCoG is computed with the procedure Sec. 2.4.3

To better clarify the approach, in what follow we show a numerical

example. Consider as exemplar case an Alfa 147 Twin Spark 1.6 gasoline.

The vehicle present a five speed gear system whose gearing ratios are the

following: ig = [3.909; 2.238; 1.52; 1.156; 0.971]. The differential ratio is

constant at 3.71 : 1 and the wheel diameter is 0.4 m. The engine parameters

are in Tab. 2.12.

Table 2.1: Engine parameters (Manufacturer) 3.

Neng in [RPM] 1521 2004 2505 3012 3504 4011 4209 4517 5007 5516
P in [hp] 23.18 33.36 44.08 53.19 64.05 75.84 81.07 84.42 92.46 105.59

2In case power characteristics are in [kW], remember to convert the power expressed in
[kW] to [hp], by multiplying for 1.34.
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Table 2.2: Lookup table for the individuation of the traction effort.4.

vCoG in km h−1 T in N

0 5365
54.68 5365
95.51 3072
140.63 2086
184.92 1586
· · · · · ·

Now, it is possible to interpolate points in Tab. 2.1 with an opportune

polynomial (see Fig. 2.9) to reconstruct the complete power characteristic

curve of the engine.

Exploiting the polynomial equation and the procedure already presented

for each value of the gear ratio, we get five different curves, as shown in

Figs. 2.10 and 2.11:

Interpolating the maximum value of each curve in Fig. 2.10 it is possible

to obtain an approximate curve representing the tractive effort-vehicle speed

characteristic at its maximum value, as depicted in Fig. 2.11.

Starting from this diagram, according to the above considerations, it is

possible to get the upper bound for the control action as:

FuengvCoG = TvCoG (2.20)

where vCoG is the desired vehicle speed. This operation can be executed

by exploiting a lookup tables or computed in real time starting from the

polynomial that fit better the engine power characteristic. Results related to

our case study are shown in Tab. 2.2. Values in Tab. 2.2 corresponds the

traction effort between two consecutive break points computed using a linear

interpolation.

Exploiting this procedure it is possible to compute the maximum accel-

eration as a function of the desired current speed in a simple way starting

from Fig. 2.11. Now dividing the Eq. (2.20) by the vehicle mass we have:

ueng =
T

λmCoG
(2.21)

As result we obtain the acceleration-vehicle speed diagram in Fig. 2.12.

3Data are referred to Alfa Romeo 147 1.6 Twin Spark - 01 (88 kW ).
4Data are referred to Alfa Romeo 147 1.6 Twin Spark - 01 (88 kW ).
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Figure 2.10: The curve T -vCoG is computed with the procedure Sec. 2.4.3.
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Figure 2.11: The curve T -vCoG interpolated to the maximum value.

It is important to note that, due to the combustion process of the engine,

the system is affected by an actuation lag. The requested torque can be

only generated with a lag time of at least one cylinder segment and this

lag depends on the engine speed. The minimum time lag time can be

approximated as in [68]:

τeng,d =
2(CY L− 1)

CY L · n
(2.22)

where CY L is the number of cylinders,
1

n
is the time needed for one

crankshaft revolution. In Fig. 2.13 the engine actuation lag time Eq. (2.14)
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Figure 2.12: Maximum acceleration allowable as function of vehicle speed.

is represented as a function of the vehicle speed by using the conversion in

Eq. (2.16).
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Figure 2.13: Actuation engine lag time as function of vehicle speed.

The combustion can be modelled as a delay τburn, representing the time

until the opening of exhaust valve. Another delay time τex results from time

exhaust gas needs to get lambda sensor and is zero for diesel engine. In

general the sum of both contributes τde = τex + τburn, ranges from 100 ms to

1 s. This delay will be soon embed into Plexe to describe in approximated

way the combustion phenomenon.

Before conclude this section, note that in case manufacturers give the

diagram of the engine torque as a function of the engine speed, then it is
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possible to get the tractive effort curve by using the following expression:

T =
Mengigidη

rwheel
(2.23)

2.5 Brake model for Plexe

The braking torque acting on a wheel equipped with a disk brake can be

defined as:

Tbrake = Ffrictionreff (2.24)

where Ffriction is the total tangential friction force acting on the disk

while reff is the effective pad radius, defined as reff =
rout + rin

2
. Eq. (2.24)

can be rewritten as [28]:

Tbrake = Ffrictionreff = γFnormalreff = γPcpAcareff (2.25)

where Fnormal is the normal load on the disk surface, γ is the friction

coefficient, Pcp is the master cylinder pressure and Aca is the total actuation

area of the hydraulic pistons.

Figure 2.14: A braking system schematic

For a disk brake system there are N brake pads acting on the disks, thus

the total brake torque is:

Tbrake = NγPcpAcareff (2.26)

Note that in what follows we will suppose γ, Aca and reff constant. Thus
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2.6 Model Parameters and Validation

the total amount of braking force is:

Fbrake =
NγPcpAcareff

rwheel
(2.27)

According to Eq. (2.27) the maximum braking force is ideally reached

when the master cylinder exploit its maximum pressure, Pcpmax on the brake

caliper i.e.: Fbrake =
NγPcpmaxAcareff

rwheel
.

According to [42] it is possible to approximate the hydraulic actuation

dynamics for the master cylinder with a first order differential equation,

describing the pressure dynamic inside the master cylinder. Being the

pressure of the master cylinder strictly tied to the braking force Fbrake (

see Eq. (2.27)), the following first order filter can be used to approximately

describe the braking dynamics of the vehicle as:

Fbrake(t) =
1

sα+ 1
Fbrakeδ(t), (2.28)

where the input δ(t) in Eq. (2.28) is defined as:δ(t) = 1 if Fueng ≤ 0

δ(t) = 0 if Fueng > 0.
(2.29)

Plexe, allows user to define the value of the braking systems parameters,

in particular of α representing the braking actuation lag.

2.6 Model Parameters and Validation

According to the presented methodology, we have implemented and made

available to chose in simulation, four different vehicle model: alfa-147, audi-

a3, bmw-116d, mini-cooper. Data about vehicles characteristics have been

retrieved at the following web site: http://rototest-research.eu/. All

models, are customizable trough an xml file that gives the possibility to

define/modify the value of all the parameters presented in the previous

section. In Tab. 2.3 we report values of parameters that we have employed

during our Plexe simulation campaign to test and validate the control

strategy proposed in Chapter 3 (note that: lookup tables and curves are also

available in Plexe simulation environment) [19,29].

Every model have been validated comparing the simulated performance
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with them declared by manufacturer. As an exemplar case in Fig. 2.15

we show simulation results obtained for alfa 147, modelled according to

what presented in Sec. 2.4.3. Results are in full agreement with what can

be detected by the road tests (see http://www.quattroruote.it/), that

assure an acceleration from 0 km h−1 to 100 km h−1 in 10.9 s (corresponding

to the circular marker in Fig. 2.15b).
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Figure 2.15: Simulated road test for Alfa 147: (a) Time history of the
acceleration a(t); (b) Time history of the speed v(t).
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Table 2.3: Vehicles transmission and power characteristics.

Audi A3 2.0 TDI
Min engine power 11.3 kW
Max engine power 117.4 kW
Gearbox ratio i1 = 3.769 i2 = 2.087 i3 = 1.324

i4 = 0.977 i5 = 0.78 i6 = 0.651
Differential ratio id = 3.45
Car mass 1400 kg

Maximum car section 2.08 m2

Engine efficiency 0.9

BMW 1 Series 116d 2.0
Min engine power 15.7 kW
Max engine power 84.2 kW
Gearbox ratio i1 = 4.002 i2 = 2.108 i3 = 1.38

i4 = 1.0 i5 = 0.78 i6 = 0.645
Differential ratio id = 3.071
Car mass 1295 kg

Maximum car section 2.09 m2

Transmission efficiency η 0.95

Mini Cooper 1.6 2002
Min engine power 16.3 kW
Max engine power 80.2 kW
Gearbox ratio i1 = 3.417 i2 = 1.947 i3 = 1.333

i4 = 1.051 i5 = 0.848
Differential ratio id = 3.94
Car mass 1150 kg

Maximum car section 1.98 m2

Transmission efficiency η 0.95

Alfa Romeo 147 1.6 Twin Spark
Min engine power 17.3 kW
Max engine power 83.2 kW
Gearbox ratio i1 = 3.909 i2 = 2.238 i3 = 1.520

i4 = 1.156 i5 = 0.971
Differential ratio id = 3.714
Car mass 1400 kg

Maximum car section 2.1 m2

Transmission efficiency η 0.9

Common parameters
Rolling coefficient cr1 0.0136

Rolling coefficient cr2 5.18 · 10−7

Air friction coefficients cair 0.31
Mass factor λ 1.089
Wheels diameter 0.62 m

Air density ρa 1.2 kg m−3

Maximum vehicle acceleration amax 0.25×g
Minimum vehicle deceleration amin 0.5×g

Typical braking system parameters
Pad-disk friction coefficient γ 0.4
Typical maximum calliper pressurePcpmax 5 MPa to 10 MPa

Actuation area of the hydraulic piston(s) Aca 1810 mm2

External disk radius rout 110 mm
Internal disk radius rin 75 mm
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Chapter 3

Cooperative driving

algorithm

Abstract

A key element of cooperative driving systems for the longitudinal control of

vehicles is the design of algorithms able to impose a common motion to the ensemble

by acting at a single vehicle level on the base of neighbours behaviour. The aim

is to regulate speed and relative position of each vehicle in the platoon to that of

the respective predecessor and of the leading vehicle (usually the first vehicle in the

string) according to a required spacing policy. Following the paradigm of dynamical

networks, the connected vehicle system can be represented as a complex delayed

delayed network, in which the delay model the transmission time among vehicles.

In this chapter we present two distributed control algorithm for cooperative driving

system. The first solves a third-order consensus problem, while the latter solves

an adaptive synchronization problem in a vehicular network in the presence of

time-varying heterogeneous delays.

3.1 Introduction

A key element of cooperative driving systems for the longitudinal control of

vehicles fleet is the design of algorithms able to impose a common motion to

the ensemble by acting at a single vehicle level on the base of neighbours

behaviour. The aim is to regulate speed and relative position of each vehicle

in the platoon to that of the respective predecessor and of the leading
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3.1 Introduction

vehicle (usually the first vehicle in the string) according to a required spacing

policy. As information on the surrounding vehicles can be obtained both

via sensors and/or via V2V wireless communication, different time-varying

delays are associated to the different types of interconnections to account for

the different devices/communication tools used to gather information. To

guarantee platooning in the presence of time-varying delays, a novel control

algorithm based on distributed consensus has been recently proposed from

authors in [31,32]. Note that platoon maintenance and its string stability (i.e

robustness in the presence of periodic disturbance acting on the leader motion)

may be compromised by the presence of time varying delays affecting the

information received via wireless communication [76]. Specifically, following

the paradigm of dynamical networks, the connected vehicle system in the

presence of delays is represented as a network where each node is a vehicle

characterized by its own dynamics; the presence/absence of edges mimics

the presence/absence of interconnections among vehicles; the structure of

vehicles communication is encoded in the network topology; communication

delays may be associated to links (depending on the specific link features).

In so doing the designed algorithm are able to cope with different platoon

topologies originated from the specific communication infrastructure, that

hence are not restricted to common pairwise interactions (e.g. predecessor-

following [100]) as well as with the integration of both sensor-based and

communication-based vehicle technologies.

In what follow we will present two approach specifically designed to take

into account spacing policy constraints, communication logical topology, as

well as impairments as time-varying delays. The approaches allows the inte-

gration of both sensor-based and communication-based vehicle technologies

and, if the delay affecting information gathered via on-board sensors (like,

e.g., radars) is smaller than the wireless communication delay, it might be

considered negligible. In Sec. 3.2 we present a distributed control algorithm

for cooperative driving system that solves a third-order consensus problem,

while in Sec. 3.3 we present an algorithm that solves an adaptive synchro-

nization problem in a vehicular network in the presence of time-varying

heterogeneous delays. In consensus problem, we assume that the goal is

to make that every vehicle have to reach the same velocity of the leader

vehicle (set-point problem). In synchronization problem, the target is to

synchronize the dynamics of all agent of the platoon to the leader dynam-
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Cooperative driving algorithm

ics (tracking-problem). The problem essentially consists in leader tracking

manoeuvres, whose velocity is not constant as in consensus problem. In

both strategies, vehicles within the platoon are supposed to be equipped

with on-board sensors (measuring relative and absolute position, speed and

acceleration) as well as wireless V2V-DSRC/WAVE [2, 3] access network

with beaconing messages to share information with neighbours and to receive

reference signals.

3.1.1 Network model for Inter-Vehicular Communication

To model the dynamical network we exploit the complex network theory

(see Sec. A.3). The inter-vehicle communication structure can be modelled

by a graph where every vehicle is a node. Hence, a platoon of N vehicles

is represented as a directed graph G (digraph) G = (V, E ,A) of order N

characterized by the set of nodes V = {1, . . . , N} and the set of edges

E ⊆ V × V. The topology of the graph is associated to an adjacency matrix

with non-negative elements A = [αij ]N×N . In what follows we assume

αij = 1 in the presence of a communication link from node j to node i,

otherwise αij = 0. Moreover, αii = 0 (i.e., self-edges (i, i) are not allowed

unless otherwise indicated). The presence of edge (i, j), (i, j) ∈ E , means

that vehicle i can obtain information from vehicle j, but not necessarily

vice versa, according to the classical definition used for example in [94]).

Note that the existence of edge (i, j) means that i uses the information

received by j and not only that i is within the communication range of j.

Arrows indicating the direction of the information flow among vehicles and

arrows indicating the direction of edges in the associated network graphs

have opposite directions since we adopted for the network edges the definition

used in the network literature (e.g. [94, 138]). Note that, defining the degree

matrix as ∆ = diag{∆1,∆2, ...,∆N}, with ∆i =
∑
j∈V

αij , the Laplacian of the

directed graph G can be defined as L = ∆−A. We say that j is reachable from

i if there exists a path from node i to node j. In the rest of the chapter we

consider N vehicles together with a leader vehicle taken as an additional agent

labelled with the index zero, i.e., node 0. We use an augmented weighted

directed graph GN+1 to model the resulting network topology. We assume

node 0 is globally reachable in GN+1 if there is a path in GN+1 from every

node i in GN to node 0 [60]. This inter-vehicle communication model will be
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3.2 Platooning as a Consensus Problem

exploited to model either the consensus problem, either the synchronization

problem.

3.2 Platooning as a Consensus Problem

In this section we present a distributed control algorithm able to guarantee the

third-order consensus in the vehicular network in the presence of time-varying

heterogeneous delays. The proposed approach enhances the cooperative

driving algorithms presented in [31,32] since: (i) vehicles accelerations signals

are embedded into the control action as to improve the control reactivity

during rapid leader acceleration manoeuvres and avoid falling too far behind

the vehicle ahead [100]; (ii) vehicles dynamics are described by a third-

order drivetrain linear model well established in the automotive literature

(e.g. see [100]) rather than being simply approximated as second-order

inertial agents; (iii) new necessary and sufficient conditions to analytically

guarantee consensus for time-delayed system are derived by finding a proper

Krasovskii functional. Note that results on high-order consensus in the

presence of heterogeneous time varying delays (also denominated non-uniform

or multiple) are mainly restricted to first and second order systems [138] and

often the different delays are also approximated at node level with a unique

time-varying delay [63]. Only recent attempts address the problem for third-

or n-order agents, but in the absence of a leader and for generic integrators

networks [26]. Usually consensus in delayed networks is solved under the

hypothesis of uniform (homogenous) delays [61]. Fewer attempts have been

proposed in the technical literature to guaranteed high-order consensus in the

presence of heterogeneous time varying delays (also denominated non-uniform

or multiple) and results are mainly restricted to first and second order systems

(e.g. [23, 138]). Note that often the different delays are also approximated

at node level with a unique time-varying delay for each node. At the best

of our knowledge, only very recent results investigate consensus for third or

n-th order systems in the presence of heterogeneous time-varying delays [26].

In [26] the problem is addresses in the different case of a leaderless network

of identical integrators by exploiting a different coupling protocol structure

that implements a proportional action on only position errors modulated by

a unique control gain. Note that the exploitation of different control gains,

as proposed in the what follow, is a degree of freedom that allows designers
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to tune the control action independently for each agent or, as in our case,

vehicles.

Consider a group of N vehicles (i = 1, . . . , N) and a leader moving along

a single lane. The longitudinal dynamics of each vehicle in the platoon is

mainly governed by its drivetrain dynamic. Although complexity of drivetrain

models is well known in literature, here we use the following approximated

drivetrain dynamics [80,100]:

ṙi = vi(t);

v̇i = ai(t);

ȧi = − 1

Ti
ai(t) +

1

Ti
ui(t)

(3.1)

where ri [m] and vi [m/s] and ai are the i-th vehicle position, velocity and

acceleration, measured with respect to a road reference frame, Ti [s] is the

time constant of the drivetrain, and ui denotes the control signal to be

appropriately chosen to achieve the desired position, maintain a desired

speed and perform braking manoeuvres. We assume that a lower level

control exists on each vehicle delivering the demanded reference ui [100].

Typically, the time constant of the drivetrain Ti > 0 depends upon specific

vehicle features. Assuming that the leader moves with a constant desired

velocity, i.e. ṙ0(t) = v0, v̇0 = a0 = 0, the platooning control goal can be

expressed as the following third-order network consensus problem:

ri(t)→ r0(t) + di0; vi(t)→ v0; ai(t)→ 0 (3.2)

where di0 = hi0v0 + dsti0 is the desired distance of vehicle i from the leader

that can be set according to the desired spacing policy [32], [31] [91]. The

consensus goal in (3.2) is achieved here by using an appropriate distributed

strategy, depending form local state variables as well as from the information

received by the neighbouring vehicles (e.g., within the transmission range),

that embeds spacing policy requirements:

ui = −b [vi(t)− v0(t)]− γ [ai(t)− a0(t)] +

+
1

∆i

N∑
j=0

kijαij (τij(t)v0)−

− 1

∆i

N∑
j=0

kijαij
(
ri(t)− rj(t− τij(t))− hijv0(t)− dstij

) (3.3)

where αij models the network topology emerging from the presence/absence

of a communication link between vehicles i and j (we assume α0j = 0,

∀j = 0, . . . , N , since the leader does not receive data from any other vehicle);
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3.2 Platooning as a Consensus Problem

∆i =
N∑
j=0

αij is the degree of vehicle/agent i, i.e., the number of vehicles

establishing a communication link with vehicle i; control parameters kij > 0,

b > 0 and γ > 0 act as stiffness and damping gains to be appropriately

tuned to regulate the mutual behaviour among neighbour vehicles; τij(t) and

τi0(t) are the time-varying delays affecting the communication with the i-th

vehicle when information is transmitted from vehicle j and from the leader,

respectively (in general τij(t) 6= τji(t)); hij is the constant time headway (i.e.,

the time necessary for vehicle i−th to travel the distance separating it from its

predecessor); dstij is the desired distance between vehicles i and j at standstill.

Delays τij(t) are assumed to be bounded and detectable. In particular, the

communication delay over a link can be evaluated by each vehicle when

information is received, since each vehicle transmits information with a

timestamp (i.e., the time instant when the information is sent) [23]. Note

that the delay depends on the different devices used to gather information at

each specific link. Hence, when a vehicle is equipped with on-board sensors

(like, e.g., radars), the delay affecting the state measurements of the preceding

vehicle might be considerably smaller than the wireless communication delay,

so for that link the approximation τij(t) = 0 might be used.

3.2.1 Delayed vehicular network

To prove asymptotic stability of the closed-loop dynamics driven by the

control action (3.3), we first define position and velocity and accelerations

errors with respect to the reference signals r0(t), v0, a0 (i = 1, . . . , N) as:

r̄i = (ri(t)− r0(t)− hi0v0 − dsti0);

v̄i = (vi(t)− v0),

āi = (ai(t)− a0) = ai(t).

(3.4)

Re-writing the coupling control action ui in terms of the state errors r̄i and

v̄i and expressing headway constants hij and standstill distances dstij with

respect to the leading vehicle, namely hij = hi0 − hj0 and dstij = dsti0 − dstj0,

after some algebraic manipulation, the closed-loop dynamics for the generic
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i-th platoon vehicle can be rewritten as:

˙̄ri = v̄i,

˙̄vi = āi,

˙̄ai =
1

Ti

[
−(ki0αi0 +

N∑
j=1

kijαij)r̄i(t)− bv̄i (t) +

(−1− γ) ai(t) +
1

∆i

N∑
j=1

kijαij [r̄j (t− τij (t))]

]
.

(3.5)

To describe the platoon dynamics in the presence of the different time-

varying delays associated to the different links in a more compact form,

we define here the position, speed and acceleration error vectors as r̄ =

[r̄1, . . . , r̄i . . . , r̄N ]>, v̄ = [v̄1, . . . , v̄i . . . , v̄N ]>, ā = [ā1, . . . , āi . . . , āN ]>; the

error state vector as x̄ (t) =
[
r̄> (t) v̄> (t) ā> (t)

]>
and we furthermore

define τp(t), p = 1, 2, ...,m (with m ≤ N(N − 1)) as an element of the

following sequence of time-delays {τij(t) : i, j = 1, 2, ..., N, i 6= j)}. Note that

m is equal to its maximum, N(N − 1), if the platoon topology is represented

by a directed complete graph and all time-delays are different.

According to the above definitions following the approach in [32], the

closed-loop vehicular network can be represented as the following set of

time-delayed differential equations:

˙̄x (t) = A0x̄ (t) +

m∑
p=1

Apx̄ (t− τp (t)) , (3.6)

where

A0 =

 0N×N IN×N 0N×N

0N×N 0N×N IN×N

−TK̃ −TB̃ −T̃

 , (3.7)

Ap =

 0N×N 0N×N 0N×N

0N×N 0N×N 0N×N

TK̃p 0N×N 0N×N

 , (3.8)

with
T = diag

{
1

T1
, . . . ,

1

TN

}
∈ RN×N ; (3.9)

T̃ = (1 + γ)T ∈ RN×N ; (3.10)

B̃ = diag{b, . . . , b} ∈ RN×N ; (3.11)

K̃ = diag
{
k̃11, . . . , k̃NN

}
∈ RN×N beingk̃ii =

1

∆i

N∑
j=0

kijαij ; (3.12)
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and K̃p = [k̄pij ] ∈ RN×N (p = 1, . . . ,m) is the matrix defined according

to [31] as:

k̄pij =


αijkij

∆i
, j 6= i, τp(·) = τij(·),

0, j 6= i, τp(·) 6= τij(·).
0, j = i.

(3.13)

3.2.2 Stability Analysis

The stability proof is based on recasting the delayed closed-loop dynamics

as a set of functional differential equations for which it is possible to find a

quadratic Lyapunov-Krasovskii function [46] [49]. Note that the Lyapunov-

Krasovskii approach has shown to be less conservative with respect to similar

approaches for the analysis of delayed systems [47]. From the Leibniz-Newton

formula it is known that [109]:

x̄ (t− τp(t)) = x̄ (t)−
∫ 0

−τp(t)

˙̄x (t+ s) ds. (3.14)

Hence, substituting (3.6) into (3.14) we have:

x̄ (t− τp(t)) = x̄ (t)−
m∑
q=0

Aq

∫ 0

−τp(t)
x̄ (t+ s− τq (t+ s)) ds, (3.15)

where matrices A0, A1, . . . , Am are defined in (3.7) and (3.8) and τ0 (t+ s) ≡
0. Using the above transformation, the time-delayed system in (3.6) can be

transformed into:

˙̄x (t) = A0x̄ (t) +

m∑
p=1

Apx̄ (t) +

−
m∑
p=1

m∑
q=0

ApAq

∫ 0

−τp(t)
x̄ (t+ s− τq (t+ s)) ds.

(3.16)

From (3.7) and (3.8) it follows that ApAq = 0 when p = 1, . . .m and

q = 1, . . . ,m (q 6= 0). Hence, the system defined in (3.6) can be rewritten as:

˙̄x (t) = F x̄ (t)−
m∑
p=1

Cp

∫ 0

−τp(t)
x̄ (t+ s) ds (3.17)

where

Cp = ApA0 =

 0N×N 0N×N 0N×N

0N×N 0N×N 0N×N

0N×N TK̃p 0N×N

 , (3.18)

and

F = A0 +

m∑
p=1

Ap =

 0N×N IN×N 0N×N

0N×N 0N×N IN×N

−TK̂ −TB̃ −T̃

 , (3.19)
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with

K̂ = −
m∑
p=1

K̃p + K̃. (3.20)

Furthermore, the following Lemmas hold.

Lemma 1. [32] Supposing ki =
ki0αi0

∆i
≥ 0 (i = 1, . . . , N), the matrix K̂ in

(3.20) is positive stable if and only if node 0 is globally reachable in GN+1.

Note that from Lemma 1, it follows that the matrix K̂T defined as

K̂T = TK̂, (3.21)

is also positive stable since T > 0 (see (3.9)).

Lemma 2. Consider the matrix F defined in (3.19). F is Hurwitz stable if

and only if K̂T in (3.21) is a positive stable matrix with control gains γ > 0

and b > 0 in (3.3) so that the following inequalities holds:

(
b

Tmax

)(
1 + γ

Tmax

)
− µR > 0,

µR

[
µR −

(
1 + γ

Tmax

)(
b

Tmax

)]2
−
(

1 + γ

Tmax

)3

µ2
I > 0,

(3.22)

where µi is the i-th eigenvalue of K̂T , µR = max
i
{Re(µi)} and µI =

max
i
{Im(µi)} (i = 1, . . . , N), Tmax = max

i
{Ti} the maximum drivetrain

constant.

Proof. (Sufficiency) Exploiting Shur’s formula [60], the characteristic poly-

nomial of F can be computed as:

det (λI3N×3N − F ) =

= det


 λIN×N −IN×N 0N×N

0N×N λIN×N −IN×N
K̂T TB̃ λIN×N + T̃


 =

= det
(
λ3IN×N + λ2T̃ + λTB̃ + K̂T

)
=

=

N∏
i=1

[
λ3
i +

(
1 + γ

Ti

)
λ2
i +

(
b

Ti

)
λi + µi

]
=

N∏
i=1

πi(λi),

(3.23)

Choosing now the control gains γ > 0 and b > 0 so that conditions in

(3.22) are fulfilled, we have that the “north-westerly” minors of the Bilharz
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matrix [38] associated to the i-th polynomial πi(λi) in (3.23), i.e.

D1i =
1 + γ

Ti
,

D2i =

(
1 + γ

Ti

)2
b

Ti
−Re(µi)

(
1 + γ

Ti

)
,

D3i = Re(µi)

[
Re(µi)−

(
1 + γ

Ti

)(
b

Ti

)]2
−
(

1 + γ

Ti

)3

(Im(µi))
2 ,

(3.24)

are positive definite ∀i. Exploiting Lemma 5, it can be deduced that roots

of πi(λi) are in the open left half of Argand-Gauss plane ∀i. Thus, F is

Hurwitz stable since all the eigenvalues of F have negative real parts.

(Necessity) Assume, for the sake of contradiction, that the statement does

not hold, hence F is Hurwitz stable and K̂T is negative definite. Therefore,

the determinants D3i defined in (3.24) will be never positive definite and,

hence, according to Lemma 5, it follows that that matrix F in (3.23) is

Hurwitz unstable. This leads to a contradiction since F is Hurwitz stable

for hypothesis so proving the claim.

Consensus in the presence of the heterogeneous time-varying delays

can be now guaranteed under the classical constraints on bounded delay

functions [40, 46, 105], i.e. τp(t) ∈ [0, τmax], τ̇p(t) ∈ (−∞, dp] (∀t ∀p) and

dp ≤ 1 being µ = max
p
dp, according to the following Theorem.

Theorem 1. Consider the time-delayed system in (3.6). Set the control

parameters kij, b and γ in (3.3) as in Lemmas 1 and 2. Assume delays τp(t)

(p = 1, . . . ,m) to be bounded. Then there exists a constant τ? > 0 such that,

for τp(t) < τ? ∀p ∀t, we have

lim
t→∞

x̄(t) = 0,

if and only if node 0 is globally reachable in GN+1.

Proof. (Sufficiency): Consider the following Krasovskii functional for system

in (3.17):

V (x̄(t)) = x̄(t)>P x̄(t) +

m∑
p=1

∫ t

t−τp(t)
x̄(ξ)>Spx̄(ξ)dξ, (3.25)

being P = P> > 0 and Sp > 0 (p = 1, ..,m) appropriately chosen matrices,

and define the following continuous non-decreasing and positive functions,

satisfying the hypotheses of Theorem 7, as:

u(x̄(t)) = x̄(t)>P x̄(t),

v(x̄(t− τ?)) = x̄(t)>P x̄(t) +

m∑
p=1

∫ t

t−τ?
x̄(ξ)>Spx̄(ξ)dξ,

(3.26)
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where τ? is the maximum admissible delay.

From definitions in (3.25) and (3.26) we have that condition (A.11) in

Theorem 7 is fullfilled, i.e.

u(x̄(t)) ≤ V (x̄(t)) ≤ w(x̄(t− τ?)). (3.27)

Now differentiating Krasovskii functional in (3.25) yields:

V̇ (x̄) = ˙̄x(t)>P x̄(t) + x̄(t)>P ˙̄x(t) +

m∑
p=1

(
x̄(ξ)>Spx̄(ξ)ξ̇

)∣∣∣∣∣
ξ=t

ξ=t−τp(t)

. (3.28)

Substituting (3.17) into (3.28), after some algebraic algebraic manipulations,

it follows:

V̇ (x̄) = x̄(t)>
(
PF + F>P +

m∑
p=1

Sp

)
x̄(t)+

−2x̄(t)>P

m∑
p=1

Cp

∫ 0

−τp(t)
x̄(t+ s)ds+

−
m∑
p=1

(
x̄(t− τp(t))>Spx̄(t− τp(t)

)
(1− τ̇p).

(3.29)

Since node 0 is globally reachable in GN+1, the matrix K̂ is positive

stable by selecting gains ki according to Lemma 1. Now we are under the

hypotheses of Lemma 2, hence, setting b and γ as in (3.22) it follows that

matrix F in (3.19) is Hurwitz stable and we have PF + F TP = −Q with

Q > 0 and P > 0, P = P> according to Lyapunov theory.

Furthermore, for any generic positive definite matrix Ξ it holds [60]:

2a>c ≤ a>Ξa+ c>Ξ−1c. Therefore, integrating both sides of this inequality

and setting a> = x>PCp, c = x(t+ s), Ξ = P−1 , equality (3.29) becomes:

V̇ (x̄) ≤ −x̄(t)>Qx̄(t) + x̄(t)>
m∑
p=1

Spx̄(t)+

−
m∑
p=1

[
τp(t)x̄(t)>PCpP

−1C>p P
>x̄(t) +

∫ 0

−τp(t)
x̄(t+ s)>P x̄(t+ s)ds

]

−
m∑
p=1

(
x̄(t− τp(t))>Spx̄(t− τp(t))

)
(1− τ̇p(t)).

(3.30)

Exploiting the Hadamard Inequality for the integral term (see Lemma 6)
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3.2 Platooning as a Consensus Problem

and the bound on the delay functions [40], inequality (3.30) can be recast as

V̇ (x̄) < −x̄(t)>Qx̄(t) + x̄(t)>
m∑
p=1

Spx̄(t)

−
m∑
p=1

[
τ?x̄(t)>PCpP

−1C>p P
>x̄(t)+

+
τ?

2

(
x̄(t)>P x̄(t) + x̄(t− τp(t))>P x̄(t− τp(t))

)]
+

−
m∑
p=1

(
x̄(t− τp(t))>Spx̄(t− τp(t))

)
(1− dp).

(3.31)

Defining now an augmented state error vector as ξ(t) = [x̄(t), x̄(t− τ1(t)), . . . , x̄(t− τm(t))]>,

it is possible to write (3.31) in a more compact form as:

V̇ (t) < ξ>(t)Λξ(t), (3.32)

being

Λ =


Λ1 0N×N · · · 0N×N

? Λ2 0N×N
...

? ?
. . . 0N×N

? · · · ? Λm+1

 , (3.33)

with

Λ1 = −Q+

m∑
p=1

Sp −
m∑
p=1

τ?

2

[
2PCpP

−1C>p P
> + P

]
,

Λ2 = −τ
?

2
P − S1 (1− d1) ,

Λ3 = −τ
?

2
P − S2 (1− d2) ,

...

Λm+1 = −τ
?

2
P − Sm (1− dm) .

(3.34)

Now, according to Lyapunov-Krasovskii Theorem 7 (see condition (A.12)),

to guarantee uniform stability of the time-delayed closed-loop system, it is

sufficient to note that matrix Λ in (3.33) is negative definite when

τ? <

∥∥∥∑m
p=1 Sp −Q

∥∥∥∥∥∥∥∥
m∑
p=1

PCpP
−1C>p P

> +
P

2

∥∥∥∥∥
. (3.35)

Furthermore, given the choice made for u(x̄(t)) in (3.26), the closed-loop

vehicular system in (3.6) is also globally asymptotically stable according to

hypothesis (A.13) of Theorem 7.

(Necessity). System (3.6) is asymptotically stable for any time delay

τp(t) < τ?, p = 1, ....,m. Letting τp(t) = 0 (p = 1, ...,m) from (3.17) follows

59



Cooperative driving algorithm

that the system ˙̄x(t) = Fx̄(t) with F Hurwitz, is asymptotically stable. Since

F is Hurwitz, matrix K̂ in (3.19) is Hurwitz. Hence, applying Lemma 1, the

theorem is proven.

Note that the bound on the delay can be easily computed according

to (3.35) where matrices Sp and Q act as additional degrees of freedom

for the control designers to select the attainable delay bound necessary to

analytically guarantee global asymptotic stability. Krasovskii methods are

in the general less conservative than others with respect to the delay bound

estimation [47].

3.2.3 Exponential stability

In what fallows we prove that the desired behavior can be reached not only

asymptotically, but also with an exponential convergence rate that can be

also estimated and calibrated with a proper gains selection. This result

provides additional information on the platoon dynamics during formation

and transient maneuvers. The idea is to tune the control gains within the

consensus region to accomplish further requirements on platoon performance

during transients under the hypothesis of the following theorem.

Theorem 2. Consider the delayed closed-loop system in (3.6) and take

the control parameters in (3.3) as in Lemmas 1 and 2 so that consensus is

guaranteed according to Theorem 1. Assume delays τp(t) (p = 1, ..., N) to be

bounded. If there exists a constant δ > 0, ψ > 0 and matrices P = P> > 0,

Qp > 0, Rp > 0 (p = 1, ..,m) so that the following inequality holds:[
2δP + PA>0 + PA0 +

m∑
p=1

Qp + ψ
m∑
p=1

Rp

]
< 0, (3.36)

being the matrix A0 as in (3.7), then the closed-loop delayed system (3.6)

is exponentially stable (see Definition 4).

Proof. To show the exponential stability we consider the following Lyapunov-

Krasovskii functional:

V (xt) = V1(x(t)) + V2(xt) + V3(xt), (3.37)
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where xt = x(t+ θ), θ ∈ [−τ?, 0] and

V1(x(t)) =
(
x(t)>Px(t)

)
,

V2(xt) =

(
m∑
p=1

∫ t

t−τp(t)
e2δ(θ−t)x(θ)>Qpx(θ)dθ

)
,

V3(xt) =

m∑
p=1

(
1

1− µ

∫ t

t−τp(t)
e2δ(θ−t)x(θ)>Rpx(θ)dθ

)
.

(3.38)

Following the approach in [58], it is easy to verify that functional in (3.38)

satisfies condition (A.11) of Theorem 7 as

α1‖x(t)‖2 ≤ V (xt) ≤ α2‖xt‖2 (3.39)

being α1, α2 the following positive constants:

α1 = λmin(P )

α2 = λmax(P ) + τ?
[
m∑
p=1

λmax(Qp) + ψ

m∑
p=1

λmax(Rp)

]
(3.40)

with ψ = (1− µ)−1 being µ = max
p

(dp) (p = 1, . . . ,m). Compute now

the time derivative of the terms V1(x(t)), V2(xt) and V3(xt) in the functional

(3.38). Specifically the derivative respect to time of V1(x(t)) in (3.38) is:

V̇1(x(t)) = ẋ(t)>Px(t) + x(t)>P ẋ(t). (3.41)

Evaluating it along the solutions of system (3.6), after some algebraic

manipulation we obtain:

V̇1(x(t)) = x>(t)[A>0 P + PA0]x(t) + 2x(t)>P

m∑
p=1

Apx(t− τp(t)). (3.42)

The derivative respect to time of V2(xt) is:

V̇2(xt) = −2δV2(xt) + x(t)>
m∑
p=1

Qpx(t)−

−
m∑
p=1

(
(1− τ̇p(t))x(t− τp(t))>Qpx(t− τp(t))e−2δτp(t)

) (3.43)

and, exploiting the bound on the delay functions [39, 40], it can be recast as:

V̇2(xt) ≤ −2δV2(xt) + x(t)>
m∑
p=1

Qpx(t)−

−
m∑
p=1

(
ψ−1x(t− τp(t))>Qpx(t− τp(t))e−2δτ?

)
.

(3.44)

Analogously, exploiting again the bounds on the delay functions, for the
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derivative respect to time of V3(xt) we have:

V̇3(xt) = −2δV3(xt) + ψx(t)>
m∑
p=1

Rpx(t)+

−
m∑
p=1

(
ψ(1− τ̇p(t))x(t− τp(t))>Rpx(t− τp(t))e−2δτp(t)

)
≤ −2δV3(xt) + ψx(t)>

m∑
p=1

Rpx(t)+

−
m∑
p=1

(
x(t− τp(t))>Rpx(t− τp(t))e−2δτ?

)
.

(3.45)

From (3.42), (3.44), (3.45), we can write the following inequality for the

time derivative of the Lyapunov-Krasovskii functional in (3.39):

V̇ (xt) ≤ x>(t)[A>0 P + PA0]x(t) + 2x(t)>P

m∑
p=1

Apx(t− τp(t))+

−2δV2(xt) + x(t)>
m∑
p=1

Qpx(t)+

−
m∑
p=1

(
ψ−1x(t− τp(t))>Qpx(t− τp(t))e−2δτ?

)
+

−2δV3(xt) + ψx(t)>
m∑
p=1

Rpx(t)−
m∑
p=1

(
x(t− τp(t))>Rpx(t− τp(t))e−2δτ?

)
.

(3.46)

Now, summing and subtracting the same quantity, namely 2δV1(x(t)),

after some algebraic manipulation we obtain:

V̇ (xt) + 2δV (xt) ≤ x>(t)[A>0 P + PA0]x(t)+

+2x(t)>P

m∑
p=1

Apx(t− τp(t)) + +2δx(t)>Px(t)+

+x(t)>
m∑
p=1

Qpx(t)−
m∑
p=1

(
ψ−1x(t− τp(t))>Qpx(t− τp(t))e−2δτ?

)
+

+ψx(t)>
m∑
p=1

Rpx(t)−
m∑
p=1

(
x(t− τp(t))>Rpx(t− τp(t))e−2δτ?

)
.

(3.47)

Defining a new augmented delayed state vector as:

ξ(t) = [x(t), x(t− τ1(t)), . . . , x(t− τm(t))]> (3.48)

it is possible to recast inequality (3.47) as:

V̇ (ξ) + 2δV (ξ) ≤ ξ>(t)Πξ(t), (3.49)

where

Π =



Π1 2PA1 · · · · · · 2PAm

03N×3N Π2 03N×3N · · · 03N×3N

... 03N×3N Π3

. . .
...

...
...

. . .
. . . 03N×3N

03N×3N · · ·
. . .

. . . Πm+1


(3.50)
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being

Π1 = 2δP + PA>0 + PA0 +

m∑
p=1

Qp + ψ

m∑
p=1

Rp,

Π2 = −e−2δτ?(ψQ1 +R1),

Π3 = −e−2δτ?(ψQ2 +R2),
...

Πm+1 = −e−2δτ?(ψQm +Rm).

(3.51)

To guarantee the exponential stability, we have to show that matrix (3.50)

is negative defined. This can be achieved by opportunely selecting matrices

Qp and Rp (p = 1, ...,m) so that the element Π1 in (3.50) is negative definite,

i.e.:

Π1 =

[
2δP + PA>0 + PA0 +

m∑
p=1

Qp + ψ

m∑
p=1

Rp

]
< 0. (3.52)

From (3.49) we now have:

V̇ (xt) + 2δV (xt) ≤ 0 (3.53)

and hence
V (xt) ≤ V (φ)e−2δt for t ≥ 0. (3.54)

From (3.39) and (3.54) we have [58]

α1‖x(t;φ)‖2 ≤ V (xt) ≤ V (φ)e−2δt ≤ α2e
−2δt‖φ‖2c , (3.55)

being φ the functional initial conditions (see Section for nomenclature and

definitions). Hence

‖x(t;φ)‖ ≤
√
α2

α1
e−δt‖φ‖c for t ≥ 0, (3.56)

which conclude the theorem proof.

Note that the decreasing exponential can be opportunely shaped by

properly setting parameters δ, α1 and α2. Results in Section 3.2.5 show how

this choice can be made so to avoid braking-critical and warning-critical

distances during transient manoeuvres.

3.2.4 Disturbance Propagation Through The String

A common robustness issue in platooning is to attenuate spacing errors

downstream the traffic flow [110]. According to this issue a tuning criteria

for the control gains within the stability region is provided here. Following

the approach in [106], [91] the analysis is carried out in the Laplace domain

setting all delays to their maximum admissible value τ? and refers to an
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homogeneous traffic with a leader-predecessor configuration in the presence

of a periodic perturbation acting on the leader motion. The string stability

is defined here w.r.t. the vehicles positions [91] as∥∥∥∥ Ei(s)

Ei−1(s)

∥∥∥∥
∞
≤ 1, (3.57)

where Ei is the spacing error of vehicle i with respect to its preceding

(i = 1, ..., N).

Writing the vehicles dynamics (3.1) and the distributed coupling protocol

(3.3) in the Laplace and approximating the constant time delay τ? by using

a first-order Padé approximation, after algebraic manipulations, the spacing

errors can be computed in terms of sensitivity functions Ti(s) and Si(s)

(i = 2, .., N) as

Ei(s) = Ti(s)Ei−1(s) + Si(s)
dsti,i−1

s
. (3.58)

The propagating errors along the string are then attenuated by selecting

the control law gains in the parameter regions that guarantees closed-loop

stability, so that |Ti(jω)| < 1 for all frequencies of interest [91]. The

mathematical expressions for Ti(s) and Si(s) and their analytical derivation

is reported in the Appendix B.

3.2.5 Numerical Results

Network and Vehicular scenario

To investigate the effectiveness of the approach we use Plexe, a platooning

simulator developed in [103] (http://plexe.car2x.org) that updates the

Veins framework. Plexe permits the analysis of platooning (i.e., automated

car-following) systems performance during cooperative manoeuvres by cou-

pling realistic vehicle dynamics (which include realistic traction force and

actuation lag, i.e. the delay between the control decision and its actual

realization in the vehicle due to inertial and mechanical limits) with realistic

wireless network simulation. In the analysis the exemplar platoon is composed

by 7 vehicles plus a leader. The exemplar topology is the one considered

in [32] (see Figure 3.1), but we remark that the algorithm convergence is not

restricted to this specific case and that platoon stability is guaranteed for all

those topologies that satisfy hypotheses of Theorem 1.
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Table 3.1: Simulation parameters for the analysis

Parameter Value

Freeway length 10[km]
Lanes 4 (two-way)
Cars’ consensus speed 100 [km/h]
Platoon size 8 cars

Platooning car max acceleration 2.5 [m/s2]
Platooning car drivetrain constant Ti [68, 100] T0 = 0.5, T1 = 0.5, T2 = 0.4

T3 = 0.3, T4 = 0.4, T5 = 0.35
T6 = 0.5, T7 = 0.3

Platooning car length li 4 ≤ li ≤ 5 [m]

Control Parameters in Convergence Analysis
Headway time hij 0.8 [s]
Control gains kij k10 = 0.5, ki0 = 0.5 (i 6= 0, i 6= 1)

ki,i−1 = 0.5, kij = 0 otherwise
Control gains bi bi = 1.75
Control gains γi γi = 0.75
Distance at standstill dst 15 [m]

Gilbert-Elliott channel
PER p (GOOD) 0.4
PER p (BAD) 0.7

state duration ∼ exp(0.5s−1) (E[X] = 2s)

CI - Non-Dimensional Warning Index
ηnorm 0.9
ηmin 0.2

amax 8 [m]/[s2]
Ts,delay 0.5 [s]
Th,delay 0.5 [s]

Vehicles and control parameters values are reported in Table 3.1. Control

parameters have selected according to the theoretical results in Theorems 1

and 2 and section 3.2.4, so to induce consensus as well as good performance

during transients and in the presence of periodic perturbations. The theoret-

ical upper bound τ? = 20 · 10−2 [s] has been computed as in (3.35). Note

that the delay bound predicted trough the Krasovskii approach is above the

average end-to-end communication delay typical of IEEE802.11p vehicular

networks (which is of the order of hundredths of a second i.e., 10−2 [s] [5])

and so guarantees a certain margin of stability robustness.

Figure 3.1: Vehicular topology in the simulation scenario.
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3.2.6 Results

To show the effectiveness and robustness of the proposed approach, in

this section we analyze the dynamic behavior of the platoon for different

cooperative driving manoeuvres exploiting the functionalities provided by

the vehicular simulator Plexe. The results presented in what follows have

been obtained supposing to employ the model in presented in (2.5).

Platoon creation and maintaining

The platoon has to reach and than maintain the reference behaviour imposed

by the leader moving with a constant velocity and it has to fulfil, at the

same time, the constraints imposed by the desired spacing policy. Results in

Figure 3.2 show that according to the theoretical derivation, vehicles starting

form different initial conditions reach consensus and maintain the requested

mutual behavior.

Consensus in the presence of Packet Losses

Although the theoretical derivation guarantee the achievement of consensus in

the presence of time-varying communication delays, further results analyzes

the performance of the proposed control approach in an even more realistic

scenario that considers Packet Losses. Hence, in the network scenario we

consider the correlated losses by using a Gilbert-Elliott channel driven by a

two-state Markov chain. Each state represents the current channel status,

which can be either in good of or in bad conditions (from 30% to 70% of

packets lost). The channel conditions determine the Packet Error Rate

Packet Error Rate (PER) to be used, enabling the possibility to simulate

burst errors. State durations are drawn from an exponential distribution.

Network parameters are in Table 3.1.

Figures 3.3a, 3.3b, 3.3c show position and speed errors as function of time,

proving that consensus can be reached in this setup as well. Nevertheless,

there are minor imperfections caused by packet losses, but position error is

however in the order of centimeters, thus the system can still be considered

safe and robust.
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Figure 3.2: Platoon creation and maintenance. (a) Time history of the
position errors (ri(t) − r0(t) − hi0vi − dsti0). (b) Time history of the speed
errors with respect to the leader (vi(t)− v0). (c) Time history of the vehicles
accelerations (ai(t)− a0)

Leader tracking and braking maneuvers

During transient manoeuvres (e.g. decelerations due to sudden traffic jam)

followers have to correctly track the time-varying leader velocity, v0(t).

Results in Figure 3.4 illustrate (through the exemplar case of a leading

vehicle accelerating and decelerating according to a trapezoidal speed profile)
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Figure 3.3: Consensus in presence of packet losses. Gilbert-Elliott transmis-
sion channel. (a) Time history of the position errors (ri(t)−r0(t)−hi0vi−dsti0).
(b) Time history of the speed errors with respect to the leader (vi(t)− v0).
(c) Time history of the vehicles accelerations (ai(t)− a0)

the ability of the proposed strategy in tracking the leader motion. Starting

from the consensus condition (the platoon is engaged), the leading vehicle

begins to accelerate at 60 [s] reaching a final speed of 42 [m/s]. From this

condition, at 90 [s], the leader brakes keeping a constant acceleration of 1.5

[m/s2] until it (and hence the platoon) rests (e.g. platoon at standstill).
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All vehicles correctly follows during the whole manoeuvre, meeting at the

same time the spacing policy constraints and guaranteeing the standstill

distances when they rest. Note that, according to the theoretical derivation,

control gains has been tuned inside the consensus region so to guarantee

the exponential stability of the closed-loop delayed system and to avoid

braking-critical and the warning-critical distances during transients.
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Figure 3.4: Leader tracking maneuver. Time history of the vehicles speed.

To further analyse the possible emergence of critical driving situations

during transient manoeuvres, in what follows we exploit a non-dimensional

warning index (or collision index CI) used in the automotive literature [86]

as:
CI =

c− dbr
dw − dbr

(3.59)

where c is the actual vehicle spacing, while dbr and dw are the braking-critical

and warning-critical distances defined as:

dbr = vrelTs,delay + f(η)

(
v2i − (vi − vrel)2

2amax

)
dw = vrelTs,delay + f(η)

(
v2i − (vi − vrel)2

2amax

)
+ viTh,delay

(3.60)

being vi is the speed of i-th vehicle; vrel = vi − vi−1 is the relative velocity

between the (i)-th vehicle with respect to the (i−1)-th; Ts,delay is the system

delay, which is given by the brake-system hardware; amax is the maximum

deceleration of vehicle under normal road conditions; Th,delay is the delay in

human response; f(·) is the friction scaling function and η is the estimated

value of the tire-road friction coefficient. (Note that the well-known piece-

wise linear function depending normal friction coefficient and the smallest

friction coefficients, say ηnorm and ηmin, is used to mimic the scaling function

f [71].) All parameters can be estimated from the kinematics of couples

of vehicles that brake to a full stop [86] and their values in our vehicular

scenario are reported in Table 3.1.
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According to (3.59) is easy to note that if c exceeds dbr and dw then the

warning index CI is positive, else if c is below dbr, then CI assume a negative

value and it indicates dangerous driving situations.

In Figure 3.5 the values assumed by the warning index CI for each pair

of neighbours vehicles during the trapezoidal speed profile manoeuvre in

3.4 are reported. Each box plot show that the mean value of the index is

always positive (with a good safety margin) during the driving and hence the

analysis confirms the safe platoon behaviour during acceleration and braking

manoeuvres.
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Figure 3.5: Box plot of CI for the leader tracking maneuver in 3.4.

Leader Tip-in/Tip-out

To mimic the typical leader tip-in/tip-out a periodic disturbance is added

on the leader motion. Accelerate/decelerate manoeuvres obviously may

generate drivetrain torques transients which may produce an objectionable

disturbance to vehicle occupants or even induce instability at the ensemble

level. To avoid these unwanted critical phenomena, velocity and acceleration

errors have to be not amplified toward the platoon tail (string stability).

Results in Figure 3.6 show that the control approach is able to counteract

the effects of the periodic disturbance and, hence, errors are not amplified

downstream the traffic flow. (Similar results can be obtained for the other

state variable, but are omitted here for the sake of brevity.)

Further results refers to the case of a sinusoidal disturb acting on the

leader acceleration due for example to aero-dynamical effects. Also in this

case the proposed control approach guarantees the achievement of string

stable behaviour as shown in Figure 3.2.6. (Similar behavors can be obtained

for the other state variables, but again they are omitted here for the sake of
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Figure 3.6: Sinusoidal disturbance acting on the leader speed, da(t) =
2.7 cos (0.4πt), [m/s]. (a) Time history of vehicles speed error. (b) Time
history of bumper to bumper distance computed as ri−1(t)− ri(t)− li−1.
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Figure 3.7: Sinusoidal disturb on the leader acceleration, da(t) =
1.5 sin (0.4πt), [m/s2]. Time history of vehicles speed error.
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Joining maneuver of two mini platoons

As already mentioned, classical Cooperative Adaptive Cruise Control algo-

rithms are usually designed –and then tuned– according to a given commu-

nication architecture, as, for example, predecessor-following or symmetric

bi-directional. Since our consensus-based approach funds on inter-vehicular-

communication (IVC), it allows an enhancement with respect to this specific

aspect, since the algorithm deals with network topologies that are not fixed

a priori and can be reconfigured depending on the actual network status

without requiring modifications in the control structure, or a new gains

selection. As an example, here we consider the joining maneuver of two

mini platoons where vehicles communicate in clusters depending on the

communication range (see Fig. 3.8a). Both mini platoons reach consensus

and converge toward the desired positions and velocity without any change

in the control gains values that are again set as in Table 3.1 (see results in

Fig. 3.8b for the time-history of positions errors. Similar performance are

achieved for the speed error).
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Figure 3.8: Mini platoons. (a): Control topology. (b): Consensus: position
errors computed as ri(t)− r0(t)− hi0vi − dsti0.

3.3 Platooning as a Synchronization Problem

In literature different approach have been used to solve synchronization

problem for delayed network. One of these is the adaptive approach, used to

make the complex networks robust to uncertain [126,131]. However, only few

72



3.3 Platooning as a Synchronization Problem

works consider the presence of time varying heterogeneous delay and only in

some case the consider high order dynamics in the presence of time varying

delay [135,135]. Synchronization strategy becomes important in manoeuvres

as join, split and deceleration to change lane and improving safety [74]. This

kind of control allows the platoon to track the desired velocity within a

given error bound. Whenever safety is not compromised, the controller will

attempt to achieve the target velocity and separation from the platoon ahead

in minimum time and by using acceleration and jerk within comfort limits.

The cost of improved safety and comfort is in the increased time that a

manoeuvre takes to be completed [6].

In what follow we will show the stability of a group of N vehicles plus

a leader moving straightforward along an highway lane under the action of

an adaptive control law. Indeed the presence of adaptive gains ensures the

robustness of systems to different uncertainties, as not modelling dynamics

and uncertain on time-varying delay. It is well-known that time-delays and

uncertainties are frequently encountered in various engineering objects; the

existence of time-delays and uncertainties often leads to the degradation

of performance and/or instability of systems [54]. Among the different

approaches to ensure robustness, the adaptivity is one of the most used [54,

126,131].

The longitudinal dynamics of a vehicle platoon is mainly governed by

the drivetrain dynamics of each vehicle (see Eq. (3.1)) and the inter-vehicle

communication is modelled by a graph where every vehicle is a node (see

Sec. 3.1.1). Moreover we assume that the leader dynamics is described by

the following differential equations:

ṙ0 = v0(t);

v̇0 = a0(t);

ȧ0 = − 1

T0
a0(t)

(3.61)

The platooning control goal can be expressed as the following third-order

network synchronization problem:

lim
t→∞

‖ri(t)− r0(t)− di0‖2 = 0,

lim
t→∞

‖vi(t)− v0(t)‖2 = 0,

lim
t→∞

‖ai(t)− a0(t)‖2 = 0,

i = 1, 2, ..., N ; (3.62)

where di0 is the desired distance of vehicle i from the leader. The synchro-

nization goal Eq. (3.62) is achieved here by using an appropriate distributed

strategy, depending from local state variables as well as from the information
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received by the neighbouring vehicles (e.g., within the transmission range).

The adaptive protocol proposed is the following:

ui(t) = −bi(t) (vi(t)− v0(t))− γi(t) (ai(t)− a0(t))−

− 1

∆i

N∑
j=0

αijkij(t)(ri(t)− rj(t− τij(t))− dij)+

+
1

∆i

N∑
j=0

αijkij(t)τij(t)v0(t)

(3.63)

where kij(t), bi(t) and γi(t) are the estimate of k?ij > 0, b?i > 0 and γ?i > 0;

and are updated according with the following adaptive algorithm [134]:
γ̇i(t) = ζi (āi(t))

2

ḃi(t) = βi (v̄i(t))
2

k̇ij(t) = χij (r̄i(t))
2

(3.64)

∀i = 1, ..., N , j = 0, .., N with ζi, βi, χij ∈ R positive constants gains

and initial condition kij(0) > 0 , bi(0) > 0, γi(0) > 0.

Furthermore αij models the network topology emerging from the pres-

ence/absence of a communication link between vehicles i and j (we assume

α0j = 0, ∀j = 0, ..., N , since the leader does not receive data from any other

vehicle); ∆i =

N∑
j=0

αij is the degree of vehicle/agent i; τij(t) represent the

communication time-varying delay affecting the communication with the

i-th vehicle when information is transmitted from vehicle j-th (in general

τij(t) 6= τji(t)); dij , finally, is the desired distance between vehicles i and j

according to the selected spacing policy [100].

All agents in the networks share their state information (e.g., the absolute

position, the velocity and the acceleration ) with all other agent through

a V2V communication paradigm [25]. The on-board integration of inertial

sensors with a GPS receiver allows every agent to measure its absolute

position. This information is transmitted via a BSM to its nearby vehicles.

On receiving each others GPS positions and relative positions, each equipped

agent estimates the current positions of its own nearby vehicles [41]. Note

that in the control protocol Eq. (3.63) we take into account not only the

information about agent’s position, but also the information about leader

speed and acceleration. Both this latter information are computed on line by

each agent from the information of leader position as can bee seen in [22,36,74].

From vision data, speed and acceleration are computed by decomposing the

homograph [12].
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The presence of time-varying gains ensures the robustness of systems to

different uncertainties, as unmodeled dynamics and uncertain on time-varying

delay. It is well-known that time-delays and uncertainties are frequently

encountered in various engineering objects; the existence of time-delays and

uncertainties often leads to the degradation of performance and/or instability

of systems [55]. Among the different approaches to ensure robustness, the

adaptivity is one of the most used [55,126,131].

Moreover, the delay τij(t) can be assumed to be bounded as 0 ≤ τij(t) ≤
τ? [15]. Note that τij(t) is detectable and it can be evaluated for a link when

the information is received, since each vehicle transmits a GPS timestamp t̄

(i.e., the time instant when the information is sent) [23]. Note that relative

information with respect to the predecessor can be also collected by on-

board sensors (like radar, camera), implementing the convergence of sensor-

based technologies and connected-vehicle communications for the information

gathering. In this case, the delay affecting measurements collected by on-

board sensors (like, e.g., radars) is negligible.

3.3.1 Delayed Vehicular Network

The time behaviour of each vehicle of the platoon can then be described by

the dynamics of distance, velocity and acceleration errors. For each vehicle

the error is defined as the difference between the actual distance to the leader

and a fixed reference distance.

To this aim, we define position, velocity and acceleration errors with

respect to the reference signals r0(t), v0(t), a0(t) (i = 1, . . . , N) as:

r̄i(t) = ri(t)− r0(t)− di0
v̄i(t) = ˙̄ri(t) = ṙi(t)− ṙ0(t)

āi(t) = ¨̄ri(t) = r̈i(t)− r̈0(t).

(3.65)

The errors dynamics for each vehicle can be written as follow:

˙̄ri(t) = v̄i(t)

˙̄vi(t) = āi(t)

˙̄ai(t) = ȧi(t)− ȧ0(t)

(3.66)

Now, substituting Eq. (3.1) into Eq. (3.66) we have:

˙̄ri(t) = v̄i(t)

˙̄vi(t) = āi(t)

˙̄ai(t) = − 1

Ti
ai(t) +

1

Ti
ui(t)− ȧ0(t).

(3.67)
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In what follows we will consider an homogeneous platoon; this implies that

all vehicles dynamics have been described by the same drivetrain constant,

i.e. T = Ti ∀i = 0, 1, ..., N . However we remark that is possible to extend

our approach to an heterogeneous platoon.

Taking into account the leader dynamics in (3.61), and the control input

(3.63), the closed loop dynamical system (3.67) can be written as:

˙̄ri(t) = v̄i(t)

˙̄vi(t) = āi(t)

˙̄ai(t) =
1

T
(−ai(t)− bi(t)v̄i(t)− γi(t)āi(t)+

− 1

∆i

N∑
j=1

αijkij(t)(ri(t)− rj(t− τij(t))− dij)) +
1

T
a0(t)

(3.68)

The distance dij from the i-th vehicle to the j-th can be rewritten as

dij = di0 − dj0 [32]. With this position, adding and substituting r0(t), we

can recast the system in Eq. (3.68) as:

˙̄ri(t) = v̄i(t)

˙̄vi(t) = āi(t)

˙̄ai(t) =
1

T
(−bi(t)v̄i(t)− (1 + γi(t))āi(t)+

− 1

∆i

N∑
j=1

αijkij(t)(ri(t)− rj(t− τij(t))+

−di0 + dj0 + r0(t)− r0(t)))

(3.69)

Since r̄i(t) = ri(t) − r0(t) − di0 and r̄j(t) = rj(t) − r0(t) − dj0, we can

write:
˙̄ri(t) = v̄i(t)

˙̄vi(t) = āi(t)

˙̄ai(t) =
1

T
(−bi(t)v̄i(t)− (1 + γi(t))āi(t)+

− 1

∆i

N∑
j=1

αijkij(t)(r̄i(t)− r̄j(t− τij(t)))

(3.70)

To describe the platoon dynamics in presence of the time-varying delays

associated to the different links in a more compact form we define the

position, speed and acceleration error vectors as r̄(t) = [r̄1, . . . , r̄i . . . , r̄N ]>,

v̄(t) = [v̄1, . . . , v̄i . . . , v̄N ]>, ā(t) = [ā1, . . . , āi . . . , āN ]>, and the error state

vector as x̄ (t) =
[
r̄> (t) v̄> (t) ā> (t)

]>
. Moreover delays τij(t) in Eq. (3.69)

can be recast as τp(t) ∈ {τij(t) : i, j = 1, 2, ..., N, i 6= j)} for p = 1, 2, ...,m

with m ≤ N(N − 1) (0 ≤ τp(t) ≤ τ). Note that m is equal to its maximum,

N(N − 1), if the platoon topology is represented by a directed complete

graph and all time delays are different. According to the above definitions,
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the closed loop platoon dynamics can be represented as the following set of

functional differential equations:

˙̄x (t) = A0(t)x̄ (t) +

m∑
p=1

Ap(t)x̄ (t− τp (t)) , (3.71)

where

A0(t) =

 0N×N IN×N 0N×N

0N×N 0N×N IN×N

−TK̃(t) −TB̃(t) −T̃ (t)

 (3.72)

Ap(t) =

 0N×N 0N×N 0N×N

0N×N 0N×N 0N×N

TK̃p(t) 0N×N 0N×N

 (3.73)

with
T = diag

{
1

T
, . . . ,

1

T

}
∈ RN×N ; (3.74)

T̃ (t) = diag

{
(1 + γ1(t))

T
, . . . ,

(1 + γN (t))

T

}
∈ RN×N ; (3.75)

B̃(t) = diag{b1(t), . . . , bN (t)} ∈ RN×N ; (3.76)

K̃(t) = diag
{
k̃11(t), . . . , k̃NN (t)

}
∈ RN×N

with k̃ii(t) =
1

∆i

N∑
j=0

kij(t)αij ;
(3.77)

and K̃p(t) = [k̄ij,p] ∈ RN×N (p = 1, . . . ,m) the matrix defined according

to the formalism adopted in [130] as:

k̄ij,p(t) =


αijkij(t)

∆i
, j 6= i, τp(·) = τij(·), i, j = 1, . . . , N

0, j 6= i, τp(·) 6= τij(·), i, j = 1, . . . , N

0, j = i, i, j = 1, . . . , N

(3.78)

3.3.2 Stability Analysis

Consider the system in (3.71)

˙̄x (t) = A0(t)x̄ (t) +

m∑
p=1

Ap(t)x̄ (t− τp (t)) (3.79)

and the following updating law for the gain (3.64) (i = 1, ..., N ,j = 1, ..., N):
γ̇i(t) = ζi (āi(t))

2 γi(0) > 0

ḃi(t) = βi (v̄i(t))
2 bi(0) > 0

k̇ij(t) = κij (r̄i(t))
2 kij(0) > 0

(3.80)
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Furthermore, consider the following matrix:

K̂(t) = ∆

(
K̃(t) +

m∑
p=1

K̃p(t)

)
(3.81)

where ∆ = diag{∆1, . . . ,∆N} ∈ RN×N .

We now introduce one lemma that will be instrumental for the proof of

convergence presented in this section.

Lemma 3. [32] Supposing ki(t) =
ki0(t)αi0

∆i
> 0, ∀t ≥ t0 and for (i =

1, ..., N), the matrix K̂(t) in (3.81) is positive stable if and only if node 0 is

globally reachable in GN+1.

The proof of stability is based on recasting the delayed closed-loop

dynamics as a set of functional differential equations for which it is possible

to find a quadratic Lyapunov-Krasovskii function [46]. Synchronization in the

presence of heterogeneous time varying delay can be guaranteed under the

classical constraints on bounded delay functions [40, 46], i.e τp(t) ∈ [0, τmax],

τ̇p(t) ∈ (0, dp] ∀t, ∀p and dp ≤ 1, according to the following theorem.

Theorem 3. Consider system in Eq. (3.71), under the action of the adaptive

control law Eq. (3.63). Assume delays τp(t) (p = 1, ...,m) to be bounded and

node 0 is globally reachable in GN+1. Then for τp(t) < τ? ∀p ∀t we have that

the system in (3.71) is uniformly stable.

Proof. Define a matrix M(t) > 0 so that the matrix P ∈ S+
n is the solution

of the Lyapunov equation:

A>0 (t)P + P (t)A0(t) = −M(t) (3.82)

according to Theorem 5. To show the stability of the system, we select a

proper Krasovskii functional [134] for the system (3.71):

V (x̄, kij , bi, γi) = x̄(t)>P x̄(t) +

m∑
p=1

∫ t

t−τp(t)
x̄(s)>Rpx̄(s)ds+

+

N∑
i=1

N∑
j=0

(
kij(t)− k?ij

)2
2κij

+

N∑
i=1

(bi(t)− b?i )2

2βi
+

N∑
i=1

(γi(t)− γ?i )2

2ζi

(3.83)

where Rp ∈ R3N×3N , p = 1, . . . ,m and P ∈ S+
n are constants symmetric

and positive defined matrices to be determined. Define the following contin-

uous, non-decreasing and positive functions according to the hypothesis of
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Theorem 7 as: {
u(‖x̄(t)‖) = x̄(t)>P x̄(t)

v(‖x̄(t, τ?)‖c) = qV (x̄(t, τ?), k?ij , b
?
i , γ

?
i )

(3.84)

being the scalar q > 1, ∈ R. From definition (3.84) the condition (A.11)

in Theorem 7 is satisfied, i.e. :

u(‖x̄(·)‖) ≤ V (·) ≤ v(‖x̄(·)‖c) (3.85)

Now, differentiating Krasovskii functional in Eq. (3.83) yields:

V̇ (·) =
(

˙̄x(t)>P x̄(t) + x̄(t)>P ˙̄x(t)
)

+

m∑
p=1

x̄(s)>Rpx̄(s)ṡ
∣∣∣s=t
s=t−τp(t)

+

+

N∑
i=1

N∑
j=0

(
kij(t)− k?ij

)
κij

k̇ij(t) +

N∑
i=1

(bi(t)− b?i )
βi

ḃi(t) +

N∑
i=1

(γi(t)− γ?i )

ζi
γ̇i(t)

(3.86)

Hence substituting (3.71) and (3.64) in (3.86), it follows:

V̇ (·) =

(
A0(t)x̄(t) +

m∑
p=1

Ap(t)x̄(t− τp(t))

)>
P x̄(t)+

+x̄(t)>P

(
A0(t)x̄(t) +

m∑
p=1

Ap(t)x̄(t− τp(t))

)
+

m∑
p=1

x̄(s)>Rpx̄(s)ṡ
∣∣∣s=t
s=t−τp(t)

+

N∑
i=1

N∑
j=0

(
kij(t)− k?ij

)
r̄i(t)

2 +

N∑
i=1

(bi(t)− b?i ) v̄i(t)2 +

N∑
i=1

(γi(t)− γ?i ) āi(t)
2.

(3.87)

Introduce now the following matrices:

Θ(t) =

 K̂(t) 0N×N 0N×N

0N×N diag(bi(t)) 0N×N

0N×N 0N×N diag(γi(t))

 > 0 (3.88)

Θ? =

 K? 0N×N 0N×N

0N×N diag(b?i ) 0N×N

0N×N 0N×N diag(γ?i )

 > 0 (3.89)

where K? ∈ RN×N is a matrix containing the positive constant k?ij

(i, j = 1, ..., N). Note that the diagonal block matrix Θ(t) in (3.88) is

positive definite for construction since K̂(t) > 0 according to Lemma 3 and

diag(bi(t)) > 0 and diag(γi(t)) > 0 [99]. According to definition (3.88) and

(3.89), after some algebraic manipulation (3.87) can be recast as:

V̇ (·) = x̄(t)>
(
A0(t)>P + PA0(t)

)
x̄(t) +

(
m∑
p=1

Ap(t)x̄(t− τp(t)

)>
P x̄(t)+

+x̄(t)>P

(
m∑
p=1

Ap(t)x̄(t− τp(t))

)
+

m∑
p=1

x̄(t)>Rpx̄(t)+

−
m∑
p=1

(
x̄(t− τp(t))>Rpx̄(t− τp(t))(1− τ̇p(t))

)
+ x̄(t)>Θx̄(t)− x̄(t)>Θ?x̄(t)

(3.90)
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and then as:

V̇ (·) = x̄(t)>
(
A0(t)>P + PA0(t) + Θ(t)

)
x̄(t) + 2x̄(t)>

m∑
p=1

Ap(t)
>P x̄(t− τp(t))+

−
m∑
p=1

(
x̄(t− τp(t))>Rpx̄(t− τp(t))(1− τ̇p(t))

)
+ x̄(t)>

(
m∑
p=1

Rp −Θ?

)
x̄(t).

(3.91)

From (3.82) we obtain:

V̇ (·) = x̄(t)>
(

m∑
p=1

Rp −Θ? −M(t) + Θ(t)

)
x̄(t) + 2x̄(t)>

m∑
p=1

PAp(t)x̄(t− τp(t))+

−
m∑
p=1

(
x̄(t− τp(t))>Rpx̄(t− τp(t))(1− τ̇p(t))

)
.

(3.92)

Now note that, for any generic positive definite matrix G ∈ R3N×3N ,

it holds [60]: 2a>c ≤ a>Ga + c>G−1c. Setting a> = x̄(t)>PAp(t) , c =

x̄(t− τp(t)) Eq. (3.92) becomes:

V̇ (·) ≤ x̄(t)>
(

m∑
p=1

Rp −Θ? −M(t) + Θ(t)

)
x̄(t)+

+

m∑
p=1

(
x̄(t− τp(t))>Gx̄(t− τp(t)) + x̄(t)>PAp(t)GAp(t)

>P x̄(t)
)

+

−
m∑
p=1

(
x̄(t− τp(t))>Rpx̄(t− τp(t))(1− τ̇p(t))

)
,

(3.93)

and after some algebraic manipulation can be recast as :

V̇ (·) ≤ x̄(t)>
(
−Θ? −M(t) + Θ(t) +

m∑
p=1

Rp +

m∑
p=1

PAp(t)GAp(t)
>P

)
x̄(t)+

+

m∑
p=1

x̄(t− τp(t))> (G−Rp(1− τ̇p(t))) x̄(t− τp(t)).
(3.94)

Exploiting the bound on the delay function [40,46], it follows:

V̇ (·) ≤ x̄(t)>
(
−Θ? −M(t) + Θ(t) +

m∑
p=1

Rp +

m∑
p=1

PAp(t)GAp(t)
>P

)
x̄(t)+

+

m∑
p=1

x̄(t− τp(t))> (G−Rp(1− dp)) x̄(t− τp(t)).
(3.95)

Choosing G =
m∑
p=1

Rp. we have

V̇ (·) ≤ x̄(t)>
(
−Θ? −M(t) + Θ(t) +

m∑
p=1

Rp +

m∑
p=1

PAp(t)GAp(t)
>P

)
x̄(t). (3.96)

Selecting Θ? so that the matrix

Λ = −Θ? −M(t) + Θ(t) +

m∑
p=1

Rp +

m∑
p=1

PAp(t)GAp(t)
>P, (3.97)
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is negative definite, we have:

V̇ (·) ≤ x̄(t)>Λx̄(t) (3.98)

Hence condition (A.12) of Theorem 7 is satisfied and the closed loop

system (3.71) is uniformly asymptotically stable. In addiction for u(s) defined

in (3.84) it follows

lim
s→∞

u(s) = +∞,

so the system (3.71) is globally uniformly asymptotically stable.

3.3.3 Results

To show the effectiveness and robustness of the proposed control strategy, in

this section we analyse the dynamic behaviour of the platoon for different

driving manoeuvres. In the analysis an exemplar platoon composed by 7

vehicles and a leader has been considered. The chosen control topology is

the predecessor-following one, considered in [90] and coherent with [100],

where the leader communicates with all the vehicles in broadcast, and

every vehicle shares information with its follower. We remark that the

algorithm convergence is not restricted to the case of classical predecessor-

following architecture based on pairwise interactions [98], but it ensures

platoon stability for all those topologies that satisfy hypotheses of Theorem 3.

The spacing policy requires a desired distance between vehicles i and j at

standstill dstij = 15 m. Regarding to vehicle’s characteristics, we refer to an

heterogeneous platoon whose drivetrain constant have been tuned according

to Tab. 3.2. Simulations have been performed by the vehicular simulator

Plexe. The results presented in what follows have been obtained supposing

to employ the model in presented in (2.5).

Platoon creation and maintaining

In this subsection we analyse the ability of our platoon to track a constant

speed reference. Starting form different initial conditions, the platoon has to

reach and than maintain the reference behaviour as imposed by the leader

moving with a constant velocity and has to fulfil, at the same time, the

constraints imposed by the desired spacing policy. The leader vehicle imposes

a common and constant fleet velocity equal to 27.7 m s−1 (i.e. 100 km h−1)

and the control parameters has been chosen as in Tab. 3.2.

81



Cooperative driving algorithm

Table 3.2: Simulation parameters for the analysis

Parameter Value

Freeway length 10[km]
Lanes 4 (two-way)
Platoon size 8 cars

Platooning car max acceleration 2.5 [m/s2]
Platooning car drivetrain constant Ti [68, 100] T0 = 0.5, T1 = 0.5, T2 = 0.4

T3 = 0.3, T4 = 0.4, T5 = 0.35
T6 = 0.5, T7 = 0.3

Platooning car length li 4 ≤ li ≤ 5 [m]

Control Parameters in Convergence Analysis
Control gains kij χ10 = 0.015, χi0 = 0.015 (i 6= 0, i 6= 1)

χi,i−1 = 0.015, χij = 0 otherwise
Control gains βi βi = 0.275
Control gains ζi γi = 1.175
Distance at standstill dst 15 [m]

Note that the initial condition of the adaptive gains are chosen equal to

zero. Results in (Fig. 3.9) show that, according to the theoretical derivation,

the vehicles starting from different initial conditions, reach consensus and

maintain the reference behaviour as imposed by leader, according to the

desired spacing policy. The result confirm the ability of the proposed approach

of creating and maintaining the platoon.

Note that also the adaptive gains (see Fig. 3.10) don’t diverge but reach

a constant steady-state value.

Leader Tip-in/Tip-out

To mimic the typical leader tip-in/tip-out a periodic disturbance is added on

the leader motion. Accelerate/decelerate manoeuvres obviously may generate

drivetrain torques transients which may produce an objectionable disturbance

to vehicle occupants or even induce instability at the ensemble level. In

Fig. 3.11 we show results. Starting from an engaged condition of the platoon,

the proposed strategy allow followers to track the sinusoidal reference. In

Fig. 3.11a we shows results obtained imposing a sinusoidal reference to the

leader speed. In Fig. 3.11b we shows results obtained imposing a sinusoidal

reference to the leader acceleration.

Furthermore in Fig. 3.12 we show, as exemplar case, the time history of

the adaptive gain b(t) imposing a sinusoidal reference to the leader speed.

In this case, it’s interesting to observe what happens to adaptive gains when

a sinusoidal signal acts on leader motion. It is interesting to see that when
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Figure 3.9: Platoon creation and maintenance: (a) time history of the
position errors computed as ri(t)− r0(t)− di0; (b) time history of the speed
vi(t); (c) time history of the acceleration ai(t).

the sinusoidal reference acts, the adaptive gain increase to counteract to the

presence of tracking errors.

Leader tracking maneuvers

During transient manoeuvres (e.g. decelerations due to sudden traffic jam)

followers have to correctly track the time-varying leader velocity, v0(t).
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Figure 3.10: Adaptive gain: time history of b1(t).
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Figure 3.11: Time history of bumper to bumper distance computed as
ri−1(t)− ri(t)− li−1: (a) sinusoidal disturbance acting on the leader speed,
da(t) = 2.7 cos (0.4πt), [m/s]; (b) sinusoidal disturb on the leader accelera-
tion, da(t) = 1.5 sin (0.4πt), [m/s2].

Results in Fig. 3.13 illustrate (through the exemplar case of a leading vehicle

accelerating and decelerating according to a trapezoidal speed profile) the

ability of the proposed strategy in tracking the leader motion. Starting from
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Figure 3.12: Adaptive gain: time history of b1(t).

the consensus condition (the platoon is engaged), the leading vehicle begins

to accelerate at 60 [s] reaching a final speed of 42 [m/s]. From this condition,

at 90 [s], the leader brakes keeping a constant acceleration of 1.5 [m/s2] until

it (and hence the platoon) rests (e.g. platoon at standstill). All vehicles

correctly follows during the whole manoeuvre, meeting at the same time the

spacing policy constraints and guaranteeing the standstill distances when

they rest.

In Fig. 3.14 we show an exemplar case of the adaptive gain b1(t). Note

that the adaptive gain, after a transient variations in correspondence of

the leader tracking maneuvers, as detailed in Fig. 3.14, reach a constant

steady-state value.
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Figure 3.13: Leader Tracking:(a) time history of the speed vi(t); (b) time
history of the acceleration error a0(t)− ai(t).
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Figure 3.14: Adaptive gain: time history of b1(t).
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Chapter 4

Toward the experimental

validation

Abstract

Part of my PhD activities has been dedicated to company duties. One of

the most challenging has been the design and implementation of an OBU, for

collection and transmission of in-vehicle data (CAN data, GPS traces and so on) to

neighbourhood vehicle. A desired subset of these data, opportunely encapsulated, are

then forwarded to a remote system. To this purpose, a proper DSRC communication

and system has been designed and implemented. To validate the effectiveness of

the OBU’s algorithm a proper HIL platform has been developed. The HIL platform

has been designed for experimental validation of both cooperative driving and probe

vehicles application, allowing user to develop control strategies and algorithm for

data analysis, off-vehicle.

4.1 Introduction

Till now we have assumed standard DSRC/WAVE [2,3] access network with

beaconing messages, and proper integration of different components of a

cooperative driving system (emergency braking [104], anti-collision tech-

niques, etc.), disregarding their design and implementation. However to

work properly, ITS applications needs, as fundamental component, Intelligent

Vehicle Technologies (IVT). IVT comprise all the electronic, electromechan-

ical, and electromagnetic devices, operating in conjunction with on board
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computer controller and radio transceivers to understand the environment

immediately around the vehicle, assisting the driver in operations either fully

controlling the vehicle or disseminating information [13]. In this perspective,

automotive vendors has started to design future vehicles (often referred as

Intelligent Vehicle (IV)) equipping them with appropriate on board IVT

and communication devices, necessary to create an ad-hoc wireless network

connecting vehicles among them. The challenge is to create an on board

communication and sensing systems capable to:

• communicate and coordinate vehicles remotely;

• provide infotainment and internet connectivity services;

• collect GPS position and in vehicle data and messages coming from

the local ECUs via the Controller Area Network (CAN bus);

• forward data remotely using a data connection;

• control and operate vehicles according to desired control algorithms on

the basis of local data and nearby vehicles;

• an input/output interface that allows human interaction with the local

system and ITS host side applications;

• radar and camera sensors.

Such technological systems, integrated with in-vehicle electronic sensing

systems, are often managed by a technological in silicon unit referred with

the term of OBU. In what follow with the term OBU, we will refer to

the technological device that allows to collect and forward data from a

vehicle to a remote server (in some case referred with the term Operational

Center (OC)), or to another vehicle. In the next sections we will describe

the OBU and an Hardware-In-the Loop (HIL) platform, designed during my

applied research activity in company. The realized OBU compute different

control and data management algorithms and through an, through user-

friendly interface, show a synoptic of the vehicle and the driving suggestions

to the user. Furthermore, an HIL platform, has been designed to test the

effectiveness of the OBU’s communication and control strategy.

4.2 OBU design and implementation

The OBU, designed and realized during my research activity, has the task to

monitors the real-time status of a vehicle by obtaining data and information
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4.2 OBU design and implementation

(such as, for example, speed, battery voltage, instant fuel consumption, etc.)

from the CAN bus, thanks to an OBD (On Board Diagnostic) connector.

The OBU, equipped with interfaces to the bus CAN, allows users to monitor

the real-time status of all the electronic control units through an user friendly

interface. The goal of the OBU is to handle all the information exchanged

inside and outside of vehicle, with the specific aim of collecting all these

real-time information to support drivers during the driving tasks. The OBUs

is an integrated system composed mainly by the following elements:

• A Cohda Wireless MK3 Cooperative-ITS Module. It includes an IEEE

802.11p radio, embedded GPS (see Fig. 4.1d) receiver and embedded

processor. The embedded processor runs Linux and has USB 2.0,

Ethernet, VGA and CAN interfaces;

• sbRIO National Instruments with 400 MHz processor, reconfigurable

FPGA Xilinx Spartan-6 LX45, Ethernet 10/100BASE-T, CAN bus,

USB and RS232 port;

• Netgear hot spot to allow wireless connectivity;

• A PDA programmed with Android technology, with Wi-Fi and 3G

connectivity;

• 5 port Ethernet switch;

• A CAN cable to connect Cohda CAN interface to the in-vehicle EOBD;

• Ethernet and power cables;

In Fig. 4.2, it is possible to see a schematic representing overall OBU’s

architecture. sbRIO communicate with the PDA (an Android mobile device)

via the wireless hotspot (Netgear) and with the Cohda MK3 via Ethernet

cable. Cohda Wireless MK3, get CAN frame by the OBD diagnostic port of

the vehicle through a proper designed cable. This cable, connect CAN-H,

CAN-L line to the CAN transceiver of Cohda MK3, and, furthermore feeds

both sbRIO and Cohda MK3 connecting them to the car’s battery power

supply lines. Furthermore Cohda Wireless collect GPS data, support IEEE

802.11p protocol and manage the V2V communication with other vehicles

both in receiving and forwarding. The PDA provides data connectivity

(mainly used to implement the V2I communication architecture), graphical

user interface and forward on-board collected/computed data to an OC.

sbRIO is responsible for the on-board computation of different algorithms, in
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(a) (b)

(c) (d)

Figure 4.1: (a) Cohda Wireless: detail of the antenna and GPS plugs. (b)
Cohda Wireless: detail of the CAN/Ethernet/Power supply interface. (c)
sbRIO 9606: top view. (d) Cohda Wireless: GPS/radio antenna module.

Figure 4.2: OBU’s in vehicle architecture and communication paradigm.

particular: i) Algorithm for collection of the vehicle CAN data. Data, both

GPS and CAN frame received from Cohda MK3 via the TCP/IP protocol,

are collected, queued and filtered appropriately. This operation is done via
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software, choosing the right message (CAN frame) by address. Once a CAN

frame has been filtered, this one is encapsulated, together with the GPS

informations and the vehicle identification cod, into a TCP message. This

message is then forwarded, via wireless connection, to the PDA. The PDA,

in turn, execute two action: refresh the interactive dashboard status that

reproduces the vehicle synoptic and encapsulate some specific data into a

packet. This packet is then forwarded to a remote server for analysis and

memorization. All of these operation are executed in real time with a period,

customizable by user. ii) Algorithm for fleets management. It manages data

coming from V2V communication from neighbours vehicle. The realized

strategy let the opportunity to implement different local control action

(e.g. standard CACC or alternative and innovative platooning strategies).

Basically, the sbRIO on the basis of collected CAN frame and of Cohda’s V2V

and GPS data can be easily configured to compute local cooperative driving

control algorithm. iii) Algorithm for user-OBU interaction. It manages the

Wi-Fi connection between sbRIO and user-interface, forward data to the

Android mobile device, that will use them to refresh the dashboard and

to forward them in V2I communication. Cohda Wireless is responsible for

communication strategies with other vehicles. An algorithm, written in C

language, filter properly the CAN massage gathering together with data

from GPS antenna. These data are made available via an UDP port and

encapsulated into a BSM message that is forwarded in broadcast to vehicle

all around. On the other hand, the radio antenna receive beacons from

neighbour vehicles and put them available on an UDP port for sbRIO [1].

All of these algorithm have been tested both in HIL and experimentally

(on-board of test vehicles), demonstrating the feasibility of the approach. In

Fig. 4.3 is possible to see the vehicles used for the experimental activities.

4.2.1 sbRIO: detail on software implementation

As mentioned, the sbRIO handle and compute data retrieved by neighbours

vehicle and data collected by on-board sensors. The application that operate

these tasks has been coded in LabVIEW and can schematically divided into

three main software block, each of which handles a different process:

• producer;

• consumer;
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Figure 4.3: Testing in-vehicle.

• data collector.

Producer task

The producer (see Fig. 4.4) is responsible for the collection and storage of

CAN data forwarded via TCP/IP by Cohda. As can be seen in Fig. 4.5, the

Figure 4.4: Producer: software module for CAN data collection.

first operation performed by sbRIO is to open a TCP/IP connection toward

the Cohda Wireless. If the TCP/IP connection is successful established, then

the producer starts the collection of data, otherwise a new connection attempt
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is done. If no error occurs, a cycle that read and store data (forwarded by

Cohda wireless) into a queue structure will run. Data forwarded by Cohda

Figure 4.5: Connection handler between sbRIO and Cohda Wireless.

wireless are read one byte for once. The time stamp, associated to each

received packet is extracted separately (as can be seen in Fig. 4.6. Now, as

Figure 4.6: Extraction of data forwarded from the sbRIO.

depicted in Fig. 4.7, collected data are filtered and enqueued into a data

structure. A software block analyse each single frame and activates an alarm

flag in case of anomalies in values. Next, a message named Info(666) is

pushed into the queue. This message contain useful data for the interaction

among user and vehicle.

Consumer task

The consumer organise messages collected inside the queue by the producer,

according to their identifier: greater is the identifier, greater is the priority of

the message. We remind that this criterion is strictly tied to the arbitration

criterion of CAN bus. All these messages are then forwarded to the user
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Figure 4.7: Filtering and enqueing of in-vehicle data.

Figure 4.8: Consumer software structure.

interface via TCP/IP protocol. First of all the sbRIO listen for a connection,

on a defined TCP port. If and only if the connection with the PDA is

established, then the sort algorithm starts. The sorting algorithm takes care

to reorder messages as function of their identifier and of their time-stamp:

if a message is older with respect to a customizable time window, then is

discarded and removed from the queue (see Fig. 4.9).

Figure 4.9: Consumer: sorting algorithm.
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Data Collector task

This software module has the task to acquire and handles V2V data coming

from neighbours vehicles. The received data will be computed, encapsulated

and forwarded to the CACC algorithm, whose output is displayed as feedback,

on the user interface. This mean that the user can behave as suggested on

the user-interface, to bring the vehicle to the desired position with respect

to the front one.

1
2

3

Figure 4.10: Consumer: data collector task.

The softaware architecture that has been designed, is mainly divided into

3 software blocks. The first software block, (from left to right in Fig. 4.10),

fetches data from Cohda wireless: GPS coordinates, CAN data of the vehicle,

and messages from neighbour vehicles. Then, a second software module,

select properly data needed from the CACC algorithm, in particular position

and speed of the preceding and leader vehicles providing as output the

distance among i-th vehicle and the i− 1-th. At this moment the distance

among vehicles is computed with the haversine formula between two GPS

point (see Equations (4.1)).

a = sin2(
∆φ

2
) + cos(φ1) cos(φ2) sin2(

∆λ

2
)

c = 2atan2(
√

a,
√

(1a))

d = Rc

(4.1)

With φ we indicate latitude converted into radians, with λ we indicate

longitude converted into radians, while R is earths radius, ∆φ = φ2 − phi1
and ∆λ = λ2− lambda1, d is the distance between the two coordinates. This
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approximation is sufficiently acceptable according to the desired spacing

policy among vehicles that has been set to 30 m. The last software block, is

responsible for the computation of the CACC algorithm. This algorithm has

as input the speed and relative distance among vehicles and giving as output

the desired set point of acceleration for the vehicle. This value represent

the the control reference, starting from which, it will be possible to get the

automatic actuation of vehicle.

4.3 HIL Experimental setup

To validate the effectiveness of the proposed OBU’s hardware/software

architecture, HIL techniques have been used. The designed HIL environment

is based on National Instruments devices, and is programmed into LabVIEW

language to reproduce virtually the behaviour of vehicles, to test V2V

algorithms, and of the remote system, to test V2I algorithms. The idea is to

create a basic HIL platform in which would be possible to test and validate

fleet’s managing strategies and control algorithm deployed on the sbRIO.

The hardware configuration of the HIL platform consists of:

• PXI simulator. This device is made up by of a modular NI PXIe-

1062Q chassis with different slots. The core of the PXI system is the

real time embedded controller module NI-PXIe-8135. that includes

2.3 GHz base frequency, 3.3 GHz (single-core Turbo Boost) quad-core

processor, dual-channel 1600 MHz DDR3 memory.

• 3 sbRIO 9606. See Sec. 4.2 for hardware characteristics.

• PC Host. Processor Intel i3 1.7 GHz, 4 GB memory, 500 GB hard

drive.

• Hub. The 8 ports hub has been used to connect in a LAN network all

the mentioned devices.

The overall architecture of the HIL platform is shown in Fig. 4.11a.

PXI simulator has been exploited to recreate a mock-up of the user-

friendly graphical interfaces and to reproduce the the in-vehicle running

condition. The mock-up of the user-interface, actually programmed on the

Android mobile device, allow to emulate the presence of different users i.e.

different OBUs inside a fleet. In this way is possible to generate a new fleet

in the system, send V2I data to the an emulated remote server (we have used
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(a) (b)

Figure 4.11: (a) HIL experimental setup. (b) FPGA LabVIEW design of
Software ECU.

the PC Host) and send CAN data to other sbRIO. In the HIL setup, the 3

sbRIO emulate, in part, the OBUs behaviour. For this purpose, a software

Electronic Control Unit (ECU) has been programmed exploiting PXI FPGA

reconfigurable module. The software ECU reproduces all the inputs CAN

frame to run the control and management algorithms deployed on the sbRIO

(see Fig. 4.11b for detail). The PC host has been used for different tasks: i) it

emulates the behaviour of a remote server that collect all data forwarded by

vehicle in V2I communication. ii) It has been employed to manage, schedule

all the hardware and software resources and to deploy the edited software

on the real time devices (PXI and sbRIO). iii) Furthermore, a synoptic has

been reproduced to resume the state of the overall architecture. We note

that, the PXI, sbRIO and the PC communicate through the 5 port hub,

forming a LAN of hosts each of which is characterized by an assigned IP

address. Communication among devices has been programmed using the

TCP/IP LabVIEW functions.

In Figs. 4.12a and 4.12b1 is possible to see a detailed a detailed picture

respectively of the HIL platform and of the PXI simulator that has been

provided by Media Motive S.r.L. For detail on the experimental results we

remands to [117].

Furthermore in Fig. 4.13 it is possible to note the screen of one laboratory

test in HIL simulation, made in order to verify the correct acquisition of

1By courtesy of Media Motive S.r.L.
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(a) (b)

Figure 4.12: (a) Overall of the HIL platform. (b) Particular of the PXI
simulator.

data within BSM messages. These messages are opportunely customized and

used to implement the control strategy V2V.

Figure 4.13: Testing in-vehicle.
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Appendix A

Notation and Mathematical

Preliminaries

Abstract

In this appendix we will cover the basic mathematical notation and theory

exploited in this PhD thesis work. In particular we will focus on fundamentals of

complex network theory, delayed system, Lyapunov-Krasovskii stability theorem,

algebraic lemmas, matrix analysis and definitions.

A.1 Stability of Continuos-Time System

In what follow some useful results about stability of linear system are recalled.

We begin by considering the familiar linear state equation:

ẋ(t) = Ax(t), (A.1)

for this class of systems, the following result hold:

Theorem 4. (Lyapunov stability for linear systems) Consider a linear system

in the form of (A.1) and let A ∈ RN×N . The following statements are

equivalent:

• all the eigenvalues of A have negative real part;

• for all matrices Q = Q> > 0 there exists an unique solution P = P> >
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0 to the following (Lyapunov) equation:

AP> + PA = −Q (A.2)

Consider now, a time varying linear system in the form:

ẋ(t) = A(t)x(t), (A.3)

for A ∈ RN×N and t ∈ R. Without loss of generality, assume that

Eq. (A.3) has equilibrium x = 0. To establish asymptotic stability of this

equilibrium, a standard approach is to seek standard quadratic Lyapunov

function associated with Eq. (A.3). A typical choice is the classical quadratic

function V (x(t)) = x(t)>Px(t). Evaluating the time derivative V̇ (t) along

the system trajectory we have:

V̇ (x(t)) = x(t)>
[
A(t)>P + PA(t)

]
x(t), (A.4)

and thus it is sufficient to seek a matrix P ∈ S+
n which satisfies the

continuous-time algebraic Lyapunov equation:

A(t)>P + PA(t) = −M(t), (A.5)

where M(t) ∈ S+
n is given. Here, S+

n denotes the set of real, n×n positive

definite symmetric matrices.

Theorem 5. [27] The unique solution of Eq. (A.5) is given by:

P (t) =

∫ ∞
t0

φ>A(s, t0)M(t)φA(s, t0)ds, (A.6)

where φA(t, t0) is the transition matrix for the system Eq. (A.3). Moreover,

P ∈ S+
n whenever M(t) ∈ S+

n

On the other hand, suppose we seek a Lyapunov function of the form

V (x(t)) = x(t)>P (t)x(t), the emphasis being that P is time varying. Then

V̇ (x(t)) = x(t)>
[
A(t)>P (t) + P (t)A(t) + Ṗ (t)

]
x(t), (A.7)

and so we seek a P (t) ∈ S+
n which satisfies the continuous-time differential
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Lyapunov equation

A(t)>P (t) + P (t)A(t) + Ṗ (t) = −M(t), (A.8)

where M(t) ∈ S+
n is specified.

Theorem 6. [4, 27, 64] The unique solution of Eq. (A.8), subject to the

initial condition P (t0) = P0 is given by:

P (t) = φ−>A (t, t0)P (t0)φ−1
A (t, t0)−

∫ ∞
t0

φ>A(s, t0)M(t)φA(s, t0)ds (A.9)

where φA(t, t0) is the transition matrix for the system Eq. (A.3). Moreover,

P ∈ S+
n whenever M(t) ∈ S+

n

A.2 Analysis of time delay systems

Time delay systems are systems in which a significant time delay exists

between the applications of input to the system and their resulting effect.

Such systems arise from an inherent time delay in the components of the

system or from a deliberate introduction of time delay into the system for

control purposes. Such time delay systems can be represented by delay

differential equations, which belong to the class of functional differential

equations [132].

The analysis of time-delay systems is a well-developed field gathering

a lot of different techniques. These methods can be categorized to either

belong to frequency-domain or time-domain techniques. Frequency-domain

approaches are mostly devoted to linear time-invariant systems, yet under

some circumstances, it is possible to adapt them to address the case of

varying delays using, for instance, model transformations. Time-domain

approaches can, however, be applied to any type of systems: linear or non-

linear, with constant or time-varying delays, etc. [16]. Most of the existing

results for stability of systems with time-varying delays, based on time-

domain approaches, are developed based on the following two Lyapunov-type

approaches [65]:

• The Lyapunov-Razumikhin method that looks for functions which

normally allow one to prove stability of systems with bounded but

freely fast time-varying delays. See for example papers [20] and [75].
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• The Lyapunov-Krasovskii method that looks for functionals which only

allow one to prove stability of time-delay systems where the delay

parameters are bounded both in length and time variation ( [39, 50, 66,

70, 82, 123]). In [39], a discussion about the conservatism among the

different methods is given.

The main difference among the two approach relies int the fact that Razu-

mikhin gives more conservative bound on the maximum allowable delay

preserving stability than the Lyapunov-Krasovskii approach, as showed

in [47].

A.2.1 Krasovskii theorem

In what follows we provide some definitions and results on the stability of

delayed systems, according to Lyapunov-Krasovskii theory.

Definition 1. (Uniform Norm) Denote Cn,h := C([−h, 0],Rn) as the Banach

space of continuous vector functions mapping the interval [−h, 0] to Rn. Let

φ(θ) ∈ Cn,h, then the uniform norm of φ is defined as

‖φ‖c = sup
θ∈[−h,0]

‖φ(θ)‖

where ‖ · ‖ is the vector 2-norm.

where the vector norm ‖·‖ represents the 2−norm ‖·‖2. We use functional

differential equations to describe time-delay systems. The general form of a

Retarded Functional Differential Equation (RFDE) (or functional differential

equation of retarded type) is:

ẋ(t) = f(t, xt), t ≥ t0
xt0(θ) = φ(θ), θ ∈ [−h, 0]

(A.10)

where h > 0, φ is the functional of initial conditions, xt(·) denotes, for a

given t ≥ t0, the restriction of x(·) to the interval [t−h, t] translate to [−h, 0],

i.e.

xt(θ) = x(t+ θ) ∀θ ∈ [−h, 0].

It is assumed that φ ∈ Cln,h := {φ ∈ Cn,h : ‖φ‖c < l}, being l a positive real

number, and the map f(t, φ) : R+×Cln,h → Rn is continuous and Lipschitzian

in φ and f(t, 0) = 0. Furthermore, we denote by x(t; t0, φ) the solution of
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(A.10) with the initial condition (t0, φ) ∈ R+ × Cln,h, generally referred to as

the trivial solution. As in the study of systems without delay, an effective

method for determining the stability of a time-delay system is Lyapunov

method [46]. For a system without delay, this requires the construction of a

Lyapunov function, which in some sense is a potential measure quantifying

the deviation of the state x(t) from the trivial solution 0 [46]. Since for

a delay-free system x(t) is needed to specify the systems future evolution

beyond t, and since in a time-delay system the state at time t required for

the same purpose is the value of x(t) in the interval [t− h, t], i.e., xt , it is

natural to expect that for a time-delay system, the corresponding Lyapunov

function be a functional V (t, xt) depending on xt, which also should measure

the deviation of xt from the trivial solution 0. Such a functional is known as

a Lyapunov-Krasovskii functional [46]. For the class of systems in (A.10) it

holds the following theorem:

Theorem 7. (Lyapunov-Krasovskii Stability Theorem) [46] Suppose that

the function f : R × Cn,h → Rn in (A.10) maps bounded set of Cn,h in

bounded sets of Rn, and suppose that u(s), v(s) and w(s) are continuous

non-negative and nondecreasing functions with u(s), v(s) > 0 for s 6= 0

and u(0) = v(0) = 0. If there exists a continuous differentiable functional

V : R× Cn,h → R such that

u(‖φ(0)‖) ≤ V (t, φ) ≤ v(‖φ‖c) (A.11)

and
V̇ (t, φ) := lim

ε→0+
sup

1

ε
[V (t+ ε, xt+ε(t0, φ))− V (t, φ)]

≤ −w(‖φ(0)‖),
(A.12)

then the (trivial) solution x = 0 of (A.10) is uniformly stable. Moreover, if

w(s) > 0 for s > 0, then it is uniformly asymptotically stable. In addition, if

lim
s→∞

u(s) = +∞, (A.13)

then it is globally uniformly asymptotically stable.

It is important to note that there exists two types of stability results, and

can be be distinguished based on whether they depend on the delay value.

In some cases it is possible to asses stability of delayed system for a range of

delay values or even obtain stability results for family of delays. This leads

us to the concepts of delay-independent and delay-dependent stability.
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Definition 2. (Delay-Independent Stability) [16] A time-delay system is

stable independently of the delay or delay-independent stable if stability does

not depend on the delay value, that is, if the system is stable for any delay

value in [0,∞].

The above definition immediately extends to systems with multiple delays

and time-varying delays. This concept of stability is quite strong since delays

must have no impact on stability. This imposes, in return, strong constraints

on the structure of the system. It is therefore expected that time-delay

systems are, most likely, not delay-independent stable.

Definition 3. (Delay-Dependent Stability) [16] A time-delay system is delay-

dependent stable if there exists a (bounded) interval I ∈ R for which the

system is stable for any delay in I, and unstable otherwise.

Unlike delay-independent stability, delay-dependent stability is a concept

of stability that is actually sensitive to change in the delay values. This is

certainly the most realistic notion of stability since delays are, most of the

time, influential on the stability of real world systems.

Furthermore we recall here the definition of exponential stability in the

case of time-delay systems:

Definition 4. (Exponential stability of RFDE) [11] The trivial solution

x ≡ 0 of (A.10) is said to be exponentially stable if there exists a K ≥ 0 and

a decay rate δ > 0 such that for all initial conditions φ ∈ Cln,h the solution

satisfies the inequality

‖x(t; t0, φ)‖ ≤ Ke−δ(t−t0) ‖φ‖c (A.14)

for all t > t0.

A.2.2 Model transformation - Leibniz-Newton formula

Model transformation is a very common procedure introduced quite early

in the analysis of time-delay systems, but not restricted to. The rationale

behind model transformations is to turn a time-delay system into another

system, referred to as a comparison system or comparison model, which may

or may not be a time-delay system [16]. Analysis tools are then applied

on the comparison system in order to draw conclusions on the stability

of the original time-delay system. Model transformations lie at the core
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of many efficient analysis techniques such as Lyapunov-Razumikhin and

Lyapunov-Krasovskii approaches. The goal of model transformations is to

simplify the analysis of time-delay systems. The compensation for this is

that the comparison system may exhibit additional dynamics leading to a

possible loss of equivalence, in terms of stability, between the original and

the comparison system. Additional dynamics consist of supplementary zeros

in the characteristic equation of the comparison model. When at least one

of these additional zeros is unstable, the comparison model is unstable and

the stability of the original system cannot be inferred from the comparison

model [46]. Many different model transformation procedures have been

proposed in the literature, however, in this thesis work we will exploit the

Leibniz-Newton formula [16].

Definition 5. (Newton-Leibniz transformation) [16] The Newton-Leibniz

model transformation is based on the following identity:

x(t− h) = x(t)−
∫ t

t−h
ẋ(s)ds (A.15)

A.3 Fundamentals of complex Networks

Traditionally control theory has focused on single systems and devices. New

findings and applications (e.g. ITS), are challenging this traditional way of

thinking. Nowadays a lot of researchers are interesting in control of more

interacting systems to reach a common target: this problem is known as

control of complex networks. In this case we speak about multi-agent system

where with the term agent, we refer to an autonomous system, with an own

dynamics, able to interact with surrounding environment and able to take

decision to reach a specified target. The main goal in a multi-agent network

is not to control the single system, but to control the whole network in

order to produce a common behaviour applying distributed algorithms, to

guarantee a smart group behaviour.

A.3.1 Network Modelling

Basically, to model a complex network we have to define:

1. A model of the dynamics of each agent;

2. The communication protocol (interaction model) between agents;
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3. The structure of the interconnections between different agents.

Each agent can be thought of as a generic non-linear control system of the

form:

ẋi(t) = fi(xi(t)) + gi(xi(t))ui(t), (A.16)

with xi(t) ∈ Rn and ui(t) ∈ Rm. The interaction between agents can be

modelled by choosing an appropriate coupling law, e.g. the coupling between

nodes can be modelled as:

ui(t) = σ
N∑

j=1,j 6=i
αi,jh(xi(t), xj(t)), (A.17)

where σ is the coupling gain, αi,j model the presence/absence of coupling

between agents in the network and h(xi(t), xj(t)) refers to the particular

protocol used.

Usually the structure of the interconnections between different agents is

modelled by what is commonly referred as a network. A network (also called

a graph in the mathematical literature) is, a collection of vertices joined by

edges. A graph G = (V, E) consists of a finite non empty set V of vertices

and a finite set of edges, E [119]. The cardinality of V is called the order of G.

Some networks have a single edge between any pair of vertices. In the cases

where there can be more than one edge between the same pair of vertices

we refer to those edges collectively as a multi-edge. If there are also edges

that connect vertices to themselves, we refer to those edges as self-edges or

self-loops. A network that has neither self-edges nor multi-edges is called

a simple network or simple graph. A network with multi-edges is called a

multi-graph (Fig. A.1).

Figure A.1: Example of graphs: (a) simple graph; (b)multi-graph
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There are different ways to characterize mathematically a network [45].

One of these representation is given by adjacency matrix. The adjacency

matrix A is a matrix whose elements are 1 if and only if exists an edge from

vertex i to vertex j. Consider an undirected network G = (V, E) with n

vertices, and let’s label the vertices with integer labels (1, ..., n). If we denote

an edge between vertices i and j by (i, j) then the complete network can be

specified by the matrix A ∈ Rn×n, whose elements are so defined:

αi,j =

{
1 if : (i, j) ∈ E
0 otherwise

, (A.18)

where E represent the set of the edges of graphs; while with V we denote

the set of vertices. In some situations, however, it is useful to represent

edges as having a strength, weight, or value to them, usually a real number.

Thus in the Internet, for example, edges might have weights representing

the amount of data flowing along them or their bandwidth. In this case we

speak about weighted networks and the adjacency matrix will not have only

elements equal to 1 or 0. Furthermore we can speak about delayed networks

if the communication between agent i.e. each link of the network, is affected

by a time-delay even though the agent is characterized by an own non delayed

dynamics. To characterize analytically this situation, it is possible to define

for each edge (i, j) ∈ E a function τi,j(t) that model the communication delay

among the agent i nd the agent j. Indeed the assumption that there exist a

communication time-delay between agent is a very realistic assumption for

many real system as the World Wide Web. In reality the communication is

not instantaneous, but the exchanged information is affected by a time-delay

although sometimes negligible.

For every node vi ∈ V, we can define the set of neighbours Ni as the

subset of V defined as follow:

Ni = {j ∈ V : αi,j 6= 0} . (A.19)

The degree of a vertex in a graph is the number of edges connected to it. We

will denote the degree of vertex i by ∆i. In general ∆i is so calculated:

∆i =

N∑
j=1,j 6=i

αi,j . (A.20)
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Furthermore we can define the diagonal matrix ∆ ∈ Rn×n whose diagonal

element are the vertex degrees:

∆ =


∆1 0 ... 0

0 ∆2 ... 0

... ... ... ...

0 0 ... ∆n

 . (A.21)

Thanks to the degree matrix ∆ and to the adjacency matrix A, we can define

an another important matrix, called Laplacian matrix L ∈ RN×N .

L = ∆−A (A.22)

For construction, the Laplacian matrix has zero row-sum, hence, at least one

eigenvalue will be zero.

Digraph Propriety

A directed network or directed graph, also called a digraph for short, is

a network in which each edge has a direction, pointing from one vertex

to another. Such edges are themselves called directed edges, and can be

represented by lines with arrows on them. Example of directed network is

the World Wide Web, in which hyper-links run in one direction from one web

page to another. Conversely a graph is defined undirected if each edge has

not a direction. A digraph is strongly connected if there is a path from every

node to every other node. A strong component of a digraph is an induced

subgraph that is maximal, which is subject to being strongly connected. A

directed tree is a digraph in which every node has exactly one parent node

with the exception of one node, which is called the root, which has no parent

and has a directed path to every other node. We say that j is reachable from

node i if there exists a path from node i to node j. A node is said to be

globally reachable if it is reachable from any other node in the graph. In the

case of undirected graph the Laplacian matrix is a symmetric matrix with

zero row-sum and real spectrum. For a digraph the Laplacian matrix is so

defined:

L = [li,j ] =


li,i =

N∑
j=1,j 6=i

αi,j

li,j = −αi,j i 6= j

(A.23)
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For undirected graph,the Laplacian matrix, being symmetric, has eigenvalues

that can be sorted as follow:

0 = λ1 ≤ λ2 ≤ ... ≤ λN (A.24)

The smallest non-zero eigenvalue, λ2 is positive if the network is connected

and play an important role in the performance analyses of network. Before

conclusion we recall the following lemma on global reachability of a node:

Lemma 4. Digraph GN has a globally reachable node if and only if the

Laplacian of GN has a simple zero eigenvalue (with eigenvector 1 = (1, ..., 1) ∈
RN ).

A.3.2 Consensus and Synchronization in complex network

In networks of agents (or dynamic systems), consensus means to reach an

agreement regarding a certain quantity of interest that depends on the state

of all agents. A consensus algorithm (or protocol) is an interaction rule

that specifies the information exchange between an agent and all of its

neighbours on the network [94]. Every agent exploit the same algorithm and

take decision thanks to the local available information and those that receive

from the other agents. Consider a network of agents interested in reaching

a consensus via local communication with their neighbours on a graph

G = (V, E) that represent the agent connection. By reaching a consensus,

we mean asymptotically converging to a one-dimensional agreement space

characterized by the following equation:

lim
t−→∞

xi(t) = xi ∀i ∈ V (A.25)

This agreement space can be expressed as:

x = α1, (A.26)

where 1 = (1, · · · , 1)> and α ∈ R is the collective decision of the group of

agents. Related to consensus are synchronization phenomena arising in sys-

tems of coupled non-linear oscillators. To this aim the goal of synchronization

can be analytically defined as follow:

lim
t−→∞

x1(t) = ... = lim
t−→∞

xn(t) = lim
t−→∞

s(t) (A.27)
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where s(t) is a solution of an isolate node of the network ṡ(t) = f(s(t)). If

(A.27) is satisfied all the agents present the same trajectory.

Consider a delayed complex network, the following definitions holds:

Definition 6. (Synchronization in delay networks) [77, 137] Let xi(t, φ)

(i = 1, 2, ..., N) be a solution of the i-th delayed system:

ẋi(t) = fi(t, xt), t ≥ t0
xi(t0 + s) = φi(s), s ∈ [−h, 0],

(A.28)

and consider φ = [φ1, φ2, ..., φN ]> the vector of initial conditions. If there

is a non empty subset E ⊆ Ω ⊆ RN , with φi ∈ E(i = 1, ..., N), such that

xi(t, φ) ∈ Ω for all t ≥ t0, i = 1, 2, ..., N , and

lim
t→∞
‖xi(t, φ)− s0(t, φ0)‖2 = 0 i = 1, 2, ..., N (A.29)

where ‖·‖ is the Euclidean norm, s0(t, φ0) is an asymptotically stable solution

of the system ṡ0 = f0(s0(t)) with s0 ∈ Ω, then the dynamical networks (A.28)

is said to realize synchronization and E ×E × · · · ×E is called the region of

synchrony for the dynamical networks (A.28) .

Definition 7. (Synchronization manifold) [136] The hyperplane:

S =

{[
x>1 (t), x>2 (t), ..., x>N (t)

]>
∈ RN×N : xi(t) = xj(t) = x0(t)

}
for i, j = 1, 2, ..., N is said to be the synchronization manifold of the delayed

dynamical network (A.28), where xi(t) = [xi1(t), xi2(t), ..., xiN (t)]> for i =

1, 2, ..., N is the state of node i .

A.4 Matrix facts

In what follows we recall some linear algebra lemmas that will exploited in

Chapter 3 for the convergence analysis of the proposed control strategy.

A.4.1 Extended Routh-Hurwitz criterion

First of all we recall the criterion of H. Bilharz, which is an extension of

Hurwitz’s criterion. According to this criterion, we recall an important result

obtainable for polynomial with complex coefficients:
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Lemma 5. (Routh-Hurwitz criterion extension) [38] Assuming that a0 is real

and positive, the roots of a third-order polynomial with complex coefficients

π(z) = a0z
3 + (a1 + ib1)z2 + (a2 + ib2)z + ... + (an + ibn) are in the open

left-half plane if and only if all “north-westerly” minors D1, D2, ..., Dn of the

Bilharz matrix (according to definition in [38]) are positive [97].

Consider a third-order polynomial with complex coefficients as follow:

π(λ) =
[
a0λ

3 + (a1 + ib1)λ2 + (a2 + ib2)λ+ (a3 + ia3)
]
, (A.30)

suppose that coefficient a0 = 1. Its roots are in the open left-half plane

if and only if the Bilharz matrix D1 ,D2, D3, are positive definite. Where:

D1 = a1, (A.31)

D2 =

 a1 a3 −b2
a0 a2 −b1
0 b2 a1

 , (A.32)

and

D3 =


a1 a3 0 −b2 0

a0 a2 0 −b1 −b3
0 a1 a3 0 −b2
0 b2 0 a1 a3

0 b1 b3 a0 a2

 . (A.33)

A.4.2 Schur’s Complements

Consider a square complex matrix given in the block form:

M =

[
A B

C D

]
(A.34)

where A is a square matrix. If A is invertible, the Schur complement of

A in M is so defined:

M/A = D − CA−1B (A.35)

Schur’s complement plays an important role in various areas including matrix

analysis, statistics, numerical analysis optimization. Among its numerous

properties, perhaps, the most important and useful is the Schur determinant
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formula [60]:

det(M) = det(A)det(M/A) (A.36)

A.5 Integral inequalities

In this section, some integral inequalities, exploited during the dissertation,

have been retrieved.

First of all we recall the Hadamard inequality, valid for convex functions

only:

Lemma 6. (Hadamard Inequality) [33] Let f : I ⊆ R → R be a convex

mapping defined on the interval I of real numbers, then the following inequality

holds:
1

b− a

∫ b

a
f(x)dx ≤ f(a) + f(b)

2
, (A.37)

being a, b ∈ I with a < b.

The following integral inequality is known as the Jensen Inequality, which

plays an important role in the stability problem of time-delay systems:

Lemma 7. (Jensen Inequality) [46] For any constant matrix Θ = Θ> >

0 ∈ RN×N , scalar h : h(t) > 0, and vector function x(.) : [−h, 0] −→ Rn

such that the following integral is defined, then

h

∫ t

t−h
η>(s)Θη(s)ds >

∫ t

t−h
η>(s)dsΘ

∫ t

t−h
η(s)ds. (A.38)
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Details on String Stability

The dynamics of the i -th vehicle can be recast in the s domain as

Xi(s) = Hi(s)Ui(s) +
xi(0)

s2
(B.1)

with

Xi(s) = L(ri), Ui(s) = L(ui)Hi(s) =
1

Tis2(s+
1

Ti
)

and being xi(0) the initial condition.

The Laplace transformation of the distributed coupling protocol Eq. (3.3)

for i = 1 is:

U1(s) = k10E1(s) + bs(X0 −X1) + γs2(X0 −X1) (B.2)

while, for i = 2, ..., N , we have:

Ui(s) =
ki0
∆i

[
sτ?X0 −Xi +X0e

−τ?s + shi0X0 +
dsti0
s

]
+
ki,i−1

∆i
Ei + bs(X0 −Xi) + γs2(X0 −Xi).

(B.3)

being

Ei(s) = sτ?X0 −Xi +Xi−1e
−τ?s + shi,i−1X0 +

dsti,i−1

s
(B.4)

the spacing error dynamics with respect to the preceding vehicle (i = 1, ..., N).

Substituting Eq. (B.3) in Eq. (B.1), after some algebraic manipulations,

we obtain

Xi(s) = H
ki0
∆i

[
sτ?X0 −Xi +X0e

−τ?s + shi0X0 +
dsti0
s

]
+H

ki,i−1

∆i
Ei + bHs(X0 −Xi) + γHs2(X0 −Xi) +

xi(0)

s2
.

(B.5)
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The spacing error can be now computed in terms of the sensitivity

functions Ti(s) and Si(s) (i = 2, .., N) as

Ei(s) = Ti(s)Ei−1(s) + Si(s)
dsti,i−1

s
(B.6)

where:

Ti =
1

(−1−Di)
[Ci + (Ci − e−τ

?s)ki0H̄ + Fi+

+(Ci − e−τ
?s)(bH̄s+ γs2H̄)]W−1

i−1;

Si =
1

(−1−Di)
[Fi + (Ci − e−τ

?s)(bH̄s+ γs2H̄)]W−1
i−1Si−1+

+
(Ci − e−τ

?s)

1 + bH̄s+ s2γH̄
− 1 + Ci +

2

Bi

1

s
]

(B.7)

with

Di = H
ki,i−1

∆i

1

Bi

Bi = 1 +H
ki0
∆i

+ sbH + s2γH

Ci = H
ki0
∆i

1

Bi

H̄ =
H

1 + bHs+ γHs2

Fi =

(
−τ?s+

bHs

Bi
+
γHs2

B2
+ C2shi,i−1 − shi,i−1

)
Wi =

(e−τ
?

+ τ?s)− bH̄s− s2γH̄ + shi,0
H̄ki0 + 1

.

(B.8)
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