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Introduction

In the recent past of telecommunication systems, two historical events
are worth noting: the first occurred in 1979, when a first generation (1G)
mobile network was deployed for the first time by NTT (Nippon Tele-
graph and Telephone) in Japan; the second occurred in 1995, the year
in which the Internet was fully commercialized in the United States of
America. Since those years, telecommunication technologies have been
characterized by an unprecedented pace of evolution driven by the soci-
etal development. This phenomenon, resulting in a corresponding evo-
lution of both our habits and our lifestyle has, consequently, affected all
the aspects of the human beings’ daily life. As a matter of fact, from
those years, both fixed and mobile communications allowed us to get,
if properly utilized, improvements such as (between others) a better ef-
ficiency in the work environments, a greater level of personal security,
and wider social networks. Anyway if, from a technological point of
view, we could say that the Internet we have nowadays is essentially
unchanged with respect to what it was at the start of its life, the same
cannot be stated for the mobile networks. In fact, from the roll out of
the 1G mobile networks, two other technologies have been standardized
before the introduction of the fourth generation (4G) system we have
currently. Unlike the evolutionary processes related to the previous gen-
erations of mobile standards, in which the aim has been to implement
digital communication systems allowing the transmission of multimedia
data, the most important leap ahead to deal with now is mainly related
to the improvement of connectivity and capacity. As happened for all
the previous major phases of the mobile telecommunication standards,
even in this phase, companies and governments have planned to em-
ploy a considerable amount of financial and human resources in research
activities related to the next generation mobile network. With regard
to the government of the old continent only, the European Commission
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XI1 Introduction

has already funded research activities on future networks with hundreds
of million euro, while other governments and companies in the world
have announced investments from hundreds of millions to more than a
billion dollars. Globally, there is a huge number of researchers that, cur-
rently, are working hard all around the world both to define use cases
and requirements of the fifth generation (5G) mobile network and to
standardize it. A deep understanding of the future scenario is particu-
larly important for such a kind of activities. As stated in [1], there have
been 110 million new mobile subscriptions globally in Q3 (third quarter)
2014 and a 60% growth in data traffic globally between Q3 2013 and Q3
2014!. Moreover, in the next few years, the number of connected devices
(e.g. communicating machines for smart cities, e-health, entertainment,
transportation, etc...) will grow up to tens of billions, allowing the so-
called Internet of Things (IoT) to complement the actual human-centric
communication scenario [2,3| and contributing to the traffic growing.
In this new integrated scenario, the services requested by the connected
devices will be extremely heterogeneous both in terms of purpose and in
terms of requirements. Therefore, 5G networks will have to ensure con-
nectivity anywhere and anytime to a tremendous number of devices, each
of which characterized by a certain service level agreement (SLA) that
the networks will have to dynamically manage. In order to deal with the
expected traffic growth, the ever increasing number of connected devices
and the related requirements and use cases, the future mobile network
will have to [4]: (i) be more efficient in terms of energy, cost, and
resource utilization; (ii) be more versatile in terms of availability, mo-
bility, and QoS (Quality of Service); (iii) provide better scalability
in terms of traffic and connected devices. More specifically, it is widely
recognized that 5G networks will have to address six challenges that
the LTE-A (Long Term Ewvolution - Advanced) is not able to properly
deal with. These challenges are the following and are briefly discussed
in [5]: (i) higher capacity; (ii) higher data rate; (iii) lower E2E (End
to End) latency; (iv) massive device connectivity; (v) reduced CapEx
(Capital Ezpenditure) and OpEx (Operational Ezpenditure); (vi) consis-
tent QoE (Quality of Ezperience) provisioning. With the aim to address
these challenges, the research community is working to identify the set
of key candidate technologies that will enable the future mobile network.

Tt is estimated that approximately 55% of mobile traffic will come from video in
2020.
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Three of these candidate technologies are related to the relaying and
multi-hop communications (typical of the cooperative approaches for
wireless networks) and to the recently introduced paradigms of SDN
(Software Defined Networking) |6] and NFV (Network Function Virtu-
alization) [7].

In this thesis work, some original results concerning the above men-
tioned technologies (relaying/multi-hop communications/cooperative com-
munications, SDN, and NFV) will be presented, by reserving greater em-
phasis to the first one. The following subsections will represent a short
introduction to the basics of such technologies and the relevance of their
possible use within future mobile network architectures, by referring also
to some literature papers related to the covered topics.

Cooperative communications

Cooperation concepts in the context of telecommunication systems have
been introduced for the first time when Edward C. Van Der Meulen, by
considering communication channels between three different terminals,
addressed the problem of how to send information in one specified direc-
tion over a two-way communication channel |8| as effectively as possible,
assuming that all terminals were cooperating so as to optimize the trans-
mission procedure |9,10]. In his work, Van Der Meulen defined the basis
concept of relay channel and derived upper and lower bounds on the ca-
pacity of such a channel. As intuition could suggest, unlike the so called
direct, single-user or point-to-point communication, in which the com-
munication from a single source (S) to a single destination (D) happens
without the help of any other communicating terminal, cooperation is
possible whenever there are at least three terminal nodes in the network:
more generally, a source, a destination and a set (eventually of unitary
cardinality) of nodes that help the communication from S to D. Cooper-
ative relaying techniques can be employed with the aim to improve the
coverage and/or the data rates and have recently gained increasing at-
tention within both academic and industrial research activities. Indeed,
in LTE (Long Term Evolution) release 10, i.e. the LTE-A (Long Term
Evolution-Advanced), support for a decode-and-forward (DF) relaying
scheme has been introduced. Specifically, in order for release 8/9 termi-
nals to be served by relays (introduced in release 10) and, therefore, to
ensure full compatibility between LTE (release 8, 9) and LTE-A (release
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10), a fundamental condition on the transparency of the relays with re-
spect to the terminals has been imposed. This means that the terminal
is not aware of whether it is connected to a relay or to a conventional
base station |11].

Besides its role in LTE-A standard, cooperative relaying turns out
to be also a potential enabling technology for 5G networks. In [4], the
authors envision the employment of relay nodes as a mean to imple-
ment multi-hop communications and wireless network coding in order to
extend coverage and improve reliability, transfer the processing/energy
burden from the massive machine communication (MMC) devices to the
network, and to have an alternative backhauling solution. In [5], in-
stead, it is argued that a possible way to support the hyperconnectiv-
ity, required by the huge number of connected nodes of a future 5G
network, will be represented by a combination of advances in air in-
terface design, signaling optimization, intelligent clustering and relaying
techniques. Again in [5], joint use of relaying and nesting techniques
is expected to ensure 5G features such as support of multiple devices,
group mobility and nomadic hotspots. The paper [12], written by N.
Bhushan et al., is strongly related to network densification, which rep-
resents a combination of spatial densification and spectral aggregation
and is considered a key mechanism to improve the wireless communica-
tions and meet the requirements, in terms of capacity and connectivity,
of the next generation of mobile communications. Moreover, the authors
highlight the Martin Cooper’s? statement for which, so far, three main
factors (in decreasing order of impact) have always had a predominant
influence in the growth of wireless system capacity: increase in the num-
ber of wireless infrastructure nodes, increased use of radio spectrum, and
improvement in link efficiency. Within the paper other solutions are also
pointed out, such as the use of relay nodes at location without wired
backhaul access (as a mean to ensure access to mobile terminals and to
backhaul traffic to a base station with wired backhaul) and the use case
of D2D (Dewvice to Device) relay for traffic offloading.

*Martin Cooper is a pioneer of wireless communications and is considered the
father of the cell phone. Worthy of note is its law of spectral efficiency, also known
as Cooper’s law, which states that the mazimum number of voice conversations or
equivalent data transactions that can be conducted in all of the useful radio spectrum
over a given area doubles every 30 months.
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SDN & NFV

SDN [6] is an emerging architecture formally introduced by the Open
Networking Foundation (ONF'), a not-for-profit organization co-founded
by Nick McKeown and Scott Shenker and dedicated to the promotion
and adoption of SDN. According to what the ONF has stated, the basic
idea of SDN is represented by the physical separation of the network con-
trol plane from the forwarding plane enabling, in this way, the network
control to become directly programmable and the underlying infrastruc-
ture to be abstracted for applications and network services [6,13]. One of
the main effects of SDN is that it allows one to modify the network func-
tionalities by simply installing new software in the network but without
performing any change at the hardware level. This feature speeds up the
network innovation by making it only dependent on the software design
speed and no more on the overall process of hardware design, production
and installation. A core tool to implement an SDN architecture is Open-
Flow [14], the first standard communications interface defined between
the control and forwarding layers of an SDN architecture and widely sup-
ported by various device manufacturers, service providers, and operators.

NFV |7] represents an evolved way to apply virtualization’s concepts
to the telecommunication networks. It was introduced at the end of
2012 by some of the world’s leading telecoms network operators, which
selected ETSI (European Telecommunications Standards Institute) to
be the home of the Industry Specification Group for NFV (ISG NFV),
with the aim to provide a mean to speed up the launch of new network
services while, at the same time, saving financial resources. It is a mat-
ter of fact that, currently, the amount of time necessary to launch a new
network service depends on many factors such as, between others: (i)
the presence, within the networks, of proprietary hardware appliances;
(ii) the difficulties in designing new and ever more complex hardware-
based appliances; (iii) the ever shorter hardware lifecycles. The solution
proposed by ISG NFV to address these problems consists in virtualizing
all the network functions that could be virtualized and installing them
on general purpose hardware. In this way NFV, as well as SDN, allows
one to perform faster changes of the network features by reducing CapEx
and OpEx.
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SDN and NFV, therefore, promise a more flexible network deployment
and operation as well as a more efficient resource utilization (that is,
maybe, the basic benefit of virtualization).

The key role that SDN and NFV will have in the 5G network architecture
is widely recognized. In [5]| an architectural vision which addresses the
challenges placed on 5G mobile networks with its key architectural ele-
ments is proposed. The authors indicate SDN and NFV as technologies
capable to allow faster deployment, orchestration and on demand scaling
of the functions in the network cloud. Also in the RAS (Radio Access
and Spectrum)? white paper on 5G radio network architecture [15] the
relevance of SDN and NFV as enabling technologies is described. The
paper confirm the ability to implement (i.e., virtualize and deploy) crit-
ical mobile network functions (MME, HGW PGW, etc.) on standard
IT (Information Technology) platforms by, anyway, highlighting the role
of both the highspeed IP (Internet Protocol) networks availability and
the possibility to manage them more flexibly through SDN, as necessary
conditions. Finally, papers [16,17] again emphasized the significant im-
pact that SDN and NFV will have in applying intelligence in future 5G
networks.

Organization of the thesis

By considering the activities carried out during the Ph.D. programme
and the related topics, this work of thesis is organized as follows:

e In Chapter 1, the application environment considered in the over-
all Ph.D. program as well as both the relevant phenomena govern-
ing it and the main technologies employed to mitigate their neg-
ative effect on performance metrics are described. The chapter,
hence, will start with a short introduction of the wireless chan-
nel. Specifically, a description of the multipath propagation will
be given as well as an overview both of its time and frequency
consequences and of the involved attenuation phenomena. Then,
the concept of diversity and its role in counteracting the multi-
path fading will be discussed. In this regard, time, frequency, and

3RAS is a cluster activity comprising a portfolio of more than 20 research projects
participating in the European Commission 7*" Framework Program and investigating
radio access and spectrum aspects of future wireless networks.
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space diversity will be described. In addition, the basic principles
of multiple-input multiple-output (MIMO) systems will be treated
as well as the performance improvements they provide. At that
point, orthogonal frequency division multiplexing (OFDM) multi-
carrier modulation will be discussed. Besides introducing the basic
idea of OFDM, both the analog and the digital OFDM implemen-
tations will be described with a particular emphasis, for the case of
digital implementation, on the relevance of the cyclic prefix (CP)
(similar consideration can be made, in the case of analog imple-
mentation, for the time guard) in mitigating the multipath fading
when considering wideband systems. Finally, the last section will
be devoted to introducing the basics of cooperative approaches.

e In Chapter 2, some results related to MIMO cooperative multiple-
relay systems will be presented. At first, the general network model
will be introduced and, then, the chapter will follow by describing
three different original results. The first presented contribution
will be mainly related to the performance analysis, in terms of
average bit error rate (ABER), of a MIMO cooperative system
characterized by non-optimized processing (both at the source and
at the relay nodes) and zero-forcing (ZF) reception. Moreover,
the study of the optimal relays’ positions will be performed in
the special case of relay cluster. The second contribution will be
related to the performance analysis for a similar system, but in the
case of minimum mean square error (MMSE) receiver. The last
contribution will be aimed at assessing the improvement provided
by the optimization of both the source and the relay processing in
an OFDM system, by considering two limit cases of the available
channel state information (CSI).

e In Chapter 3, the design of cooperative multiple-relay communi-
cations over frequency selective channels corrupted by non Gaus-
sian noise is carried out. The motivations which drive the study of
wireless networks in impulsive noise stems from the fact that such a
noise category, along with the multipath fading, may represent the
dominant cause of performance degradation in heavily-congested
scenarios. The contributions presented in this chapter are related
both to the direct communication and to the cooperative commu-
nication. At first, a SISO OFDM system, employing non-linear
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blanking preprocessing to mitigate the impulsive noise effects, will
be considered and the design of a new equalizer will be presented.
Specifically, it will be shown that, by exploiting the presence of vir-
tual carriers (a solution present in several multicarrier standards),
it is possible to design frequency-domain linear finite impulse re-
sponse (FIR) equalizers for channels affected by impulsive noise
(IN), which are able to compensate for the inter-carrier interfer-
ence (ICI) introduced by a blanking nonlinearity.* In particular, a
sufficient condition ensuring the existence of such a FIR ICI-free
solution is derived. Moreover, it is shown that, with respect to con-
ventional zero-forcing (ZF) receivers (with or without blanking), a
performance gain can be obtained for signal-to-noise ratio (SNR)
values of practical interest, with an affordable increase in computa-
tional complexity. Then, a cooperative OFDM system, employing
a distributed space-time block coding (STBC) technique will be
considered to show its beneficial effects, with respect to the direct
communication, both in the centralized and decentralized cases.

e In Chapter 4, the potential impact of emerging technologies,
like software defined networking (SDN) and network virtualiza-
tion (NV), on future network evolution is addressed. It is argued
that the above mentioned technologies could bring a significant dis-
ruption at the edge networks, where it will be possible to develop
distributed clouds of virtual resources running on standard hard-
ware. The contribution of the chapter is related to a key technical
challenge behind this vision: the capability of dynamically moving
virtual machines (VMs), which run network services, functions, and
users applications, among edge networks across wide area intercon-
nections. Specifically, we focus on the problem of live migrating
the memory state of a single VM between two physical machines,
which are located at the edge and are inter-connected by a wide
area network (WAN). With reference to a pre-copy mechanism,
aimed at iteratively transferring the memory content to the desti-
nation machine, we will develop a simplified mathematical model
that unveils the dependence of the total migration time and down-
time of the VM memory transfer on the main WAN parameters,
such as capacity, buffering, and propagation delay.

“The proposed approach can be extended to other memoryless nonlinearities [18],
e.g., clipping or combination of blanking and clipping.
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Symbol H Meaning
N Field of natural numbers
4 Field of integer numbers
R Field of real numbers
C Field of complex numbers
R, {reR:z>0}
RMxn Field of m x n real matrices
R™ Shorthand for R™*!
Ccmxn Field of m x n complex matrices
cm Shorthand for C™*!
B When B C 7, is the complement of the set B with
respect to J
|B| Cardinality of the set B
a Column vector
A Matrix
0,, Null column vector of size m
O, xn Null matrix of size m X n
1., Column vector of size m whose elements are all equal
to 1
L, Identity matrix of size m
an, n-th element of the column vector a
a, n-th column vector of a matrix A
&, (—p) n-th column vector of a matrix A deprived of its nth
entry
{A}mn (m,n)-th entry of a matrix A
Ay Matrix A deprived of its n-th column
An—n Matrix A deprived of its n-th row and n-th column
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Basic notation

Euclidean norm of the vector a

Frobenius norm of a matrix A

Transpose of a matrix

Conjugate transpose of a matrix

Inverse of a matrix

Generalized (1)-inverse of a matrix

Generalized (Moore-Penrose) inverse of a matrix

tr(+) Trace of a square matrix
det(+) Determinant of a square matrix
rank(+) Rank of a matrix

Null space of a matrix

Range of a matrix

diag(-) Diagonal matrix formed by the components of the
vector argument
blkdiag(-) Block-diagonal matrix formed by the matrices of its
argument
Amax (*) Maximum eigenvalue of a square matrix
max(-) Maximum of its arguments
min(+) Minimum of its arguments
® Kronecker product
* Linear convolution
@ Circular convolution
Pr(-) Probability of an event
x ~ CN(p,K) || Circular symmetric complex Gaussian random vec-
tor x € C" with mean p € C" and covariance matrix
K E CTLXTL
E[] Mean of random variable A (subscript dropped
when obvious)
VAR][] Variance of a random variable
() Gamma function
U(-) Tricomi’s (confluent hypergeometric) function
o) f(z) =0(g(x)); g(x) > 0, states that

f(z)/g(z) < 0o asx — o0

Rcode

Code rate
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‘ Acronym H Meaning
ABER Average Bit Error Rate
ACK Acknowledgement
ADSL Asymmetric Digital Subscriber Line
A/D Analog-to-Digital
AF Amplify and Forward
ASEP Average Symbol Error Probability
ASER Average Symbol Error Rate
AWGN Additive White Gaussian Noise
BER Bit Error Rate
CapEx Capital Expenditure
Cp Cyclic Prefix
CPU Central Processing Unit
CSI Channel State Information
D Destination
D2D Device-to-Device
D/A Digital-to-Analog
DAB Digital Audio Broadcasting
DF Decode and Forward
DFT Discrete Fourier Transform
DPM Destination Physical Machine
DRBD Distributed Replicated Block Device
DSTBC Distributed Space-Time Block Coding
DVB Digital Video Broadcasting
E2E End to End
ETSI European Telecommunications Standards Institute
F-CSI Full-Channel State Information
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Glossary of acronyms

FDM Frequency Division Multiplexing
FEQ Frequency Domain Equalization
FFT Fast Fourier Transform
FIFO First-In First-Out
FIR Finite Impulse Response
HGW Home Gateway
ICI Intercarrier Interference
IcT Information and Communication Technology
IDFT Inverse Discrete Fourier Transform
IFFT Inverse Fast Fourier Transform
ii.d. independent and identically distributed
IN Impulsive Noise
I/0 Input/Output
[oT Internet of Things
P Internet Protocol
I/Q In-phase/Quadrature-phase
ISG NFV | Industry Specification Group for NFV
ISI Inter Symbol Interference
IT Information Technology
LAN Local Area Network
LE Large Enterprise
LISP Locator /Identifier Separation Protocol
LOS Line Of Sight
LTE Long Term Evolution
LTE-A Long Term Evolution-Advanced
MAC Multiple Access or Medium Access
MCA Middleton Class A
MGF Moment Generating Function
MIMO Multiple-Input Multiple-Output
MISO Multiple-Input Single-Output
MMC Massive Machine Communication
MME Mobility Management Entity
MMSE Minimum Mean-Square Error
MSE Mean-Square Error
NBI NarrowBand Interference
NFV Network Function Virtualization
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nG n-th Generation of mobile communication
NTT Nippon Telegraph and Telephone
NV Network Virtualization
OFDM Orthogonal Frequency-Division Multiplexing
ONF Open Networking Foundation
OpEx Operational Expenditure
0S Operating System
PGW Packet data network Gateway
PM Physical Machine
P/S Parallel-to-Serial
PSK Phase-Shift Keying
QAM Quadrature Amplitude Modulation
Qn n-th Quarter of a year
QoE Quality of Experience
QoS Quality of Service
QPSK Quadrature Phase-Shift Keying
RAM Random Access Memory
RAS Radio Access and Spectrum
RV Random Variable
S Source
S-CSI Statistical-Channel State Information
SDN Software Defined Networking
SEP Symbol Error Probability
SER Symbol Error Rate
SIMO Single-Input Multiple-Output
SINR Signal-to-Interference-plus-Noise Ratio
SIR Signal-to-Interference Ratio
SISO Single-Input Single-Output
SLA Service Level Agreement
SME Small-to-Medium Enterprise
SNR Signal-to-Noise Ratio
S/P Serial to Parallel
SPM Source Physical Machine
STBC Space-Time Block Code (or Coding)
STTC Space-Time Trellis Code (or Coding)
SVD Singular Value Decomposition
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TCP Transmission Control Protocol
V-BLAST || Vertical Bell Laboratories Layered Space-Time
VC Virtual Carrier
VM Virtual Machine
WAN Wide Area Network
WIiMAX || Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network
ZF Zero-Forcing
ZMCSCG || Zero-Mean Circularly-Symmetric Complex Gaussian
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‘ Label H

Argument

Assumption

(al)

vector s

s € C™ is a zero mean circularly sym-
metric complex random vector, with
correlation matrix E[||ss"|?]
and whose entries assume ii.d. (in-
dependent and identically distributed)
equiprobable values belonging to a
QAM constellation, with cardinality Q.

= Im;

vector w;

w; is a ZMCSCG random vector,
statistically independent of s and
H;, and with autocorrelation matrix
E[llwi wi'll*] = 05 ; Ing

(a3)

matrix H;

The entries of H;, which is statistically
independent of s and Hy, for [ # i, are
ii.d. ZMCSCG random variables hav-
ing variance 0}2171., which depends on the
average path loss associated to the link
between S and the i-th relay node.

matrix G;

The entries of G;, which is statistically
independent of z; and Gy, for [ # i, are
ii.d. ZMCSCG random variables with
variance a;i, which depends on the av-
erage path loss associated to the link

between the i-th relay node and D.

XXV




XXVI

Assumptions

(a5)

vector d

d is a ZMCSCG random vector, with
autocorrelation matrix E[|dd"[]?] =
03 1In,, which is statistically indepen-
dent of z; and G;.

matrix C

The dual-hop channel matrix C €
C™*™ ig full column rank, i.e., m < n
and rank(C) = n with probability one.

matrix Fy

Fy is a scaled semi-unitary matrix of
size Ng x Ng, i.e., F{l Fg = I, /Ng.

scalars (Ng,Np)

Ng = Np, i.e., the number Ng of source
antennas is equal to the number Ny of
source symbols (belonging to s) to be
transmitted within a generic symbol in-
terval.

(a9)

matrices {F;}1C

F;,, Vi € {1,2,...,N¢}, represents a
matrix of size Nr x Ngr such that
tr(FE F;) = Ng.




List of Figures

1.1
1.2
1.3
14
1.5
1.6
1.7
1.8
1.9
1.10
1.11
1.12
1.13
1.14
1.15

21
2.2
2.3
24
2.5
2.6
2.7
2.8

2.9
2.10

3.1

MIMO system. . . . . .. .. ... ... 10
Transmit precoding and receiver shaping. . . . . ... .. 11
Array gain. . . . . ... 11
Receive diversity. . . . . . .. ... ... 12
Transmit diversity. . . . . . . ... .. ... L. 13
Spatial multiplexing. . . . . . ... .. .. ... ... 14
Interference reduction. . . . . . .. ... ... L. 15
OFDM subcarriers overlapping for rectangular pulses. . . 16
OFDM analog implementation - transmitter side. . . . . . 18
OFDM analog implementation - receiver side. . . . . . . . 18
Digital OFDM implementation - transmitter side. . . . . . 19
Digital OFDM implementation - receiver side. . . . . . . . 19
Cyclic prefix of length p. . . . . . . .. ... .. ... .. 21
ISI between data block in channel output. . . . . ... .. 22
Three-terminal relay channel. . . . ... ... ... .. .. 24
General topology. . . . . . . ... 30
ABER vs dgc between S and C for 6 =0 (Ex. 1). . . . .. 42
ABER vs the C’s radius r for N¢ € {2,6} (Ex. 1). . ... 43
ABER vs SNR for (N¢,Ng,Ng,Np) = (2,2,2,2) (Ex. 2). . 44
ABER vs SNR for (N¢,Ng,Ng,Np) = (6,2,2,2) (Ex. 2). . 45
ABER vs SNR for (N¢,Ng,Ng,Np) = (2,2,2,3) (Ex. 2). . 45
ABER vs SNR for (N¢,Ng,Ng,Np) = (6,2,2,3) (Ex. 2) 46
ABER vs SNR for different values of the number N¢ of

relays. . ... 54
ASEP vs SNR for Naive and F-CSI cases. . . . .. .. .. 67

ASEP vs SNR for Naive, S-CSI and F-CSI cases (N¢ = 2). 68

ASER vs € for SNR=15dB. . . . . . ... ... ... ... 79

XXVII



XXVIII List of figures

3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9

4.1
4.2
4.3

ASER vs £ for SNR=25dB. . . . ... ... ... ..... 80
ASER vs SNR with & optimally chosen V SNR value. . . . 80
ASER vs ¢ for SNRe {4,14,24} dB (N¢=2-HI). . . . .. 88
ASER vs SNR (N¢=2-HI). . . . ... ... ... ..... 89
ASER vs SNR with and without blanking (N¢=2 - HI). . 90
ASER vs ¢ for SNRe {0,4,14} dB (N¢=2-NG). . . . .. 91
ASER vs SNR (N¢=2-NG/HI). . ... ... ... ... .. 91
ASER vs SNR (Nc € {2,3} -HI).. . . ... ... ... .. 92
Edge networks scenario. . . . .. .. ... ... L. 97
Average downtime versus y/A. . . . .. ... 107

Average total migration time versus y/A. . . . . . ... .. 107



Chapter 1

Preliminaries: wireless
channel, MIMO, OFDM,
cooperation

This first chapter is devoted to introducing preliminary concepts regard-
ing the application environment considered in the overall Ph.D. program,
as well as the relevant phenomena governing it and the main technolo-
gies employed to mitigate their negative effect on performance metrics.
The chapter, hence, will start with a short introduction of the wireless
channel. Specifically, a description of the multipath propagation will be
given, as well as an overview both of its time and frequency consequences
and of the involved attenuation phenomena. Then, the concept of diver-
sity and its role in counteracting the multipath fading will be discussed.
In this regard, time, frequency, and space diversity will be described. In
addition, the basic principles of multiple-input multiple-output (MIMO)
systems will be introduced, as well as the performance improvements
they provide. At that point, orthogonal frequency division multiplexing
(OFDM) multicarrier modulation will be treated. Besides introducing
the basic idea of OFDM, the section will describe both analog and digi-
tal OFDM implementations, with a particular emphasis, for the case of
digital implementation, on the relevance of the cyclic prefix (CP) (sim-
ilar considerations can be made, in the case of analog implementation,
for the time guard) in mitigating the multipath fading when considering
wideband systems. Finally, the last section will introduce the basics of
cooperative approaches.
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1.1 The wireless channel

Unlike wired communications, in which signal propagation is constrained
within “wires”, in wireless communications the propagation medium is
not a wire but, typically, either the troposphere or the water. In this
chapter the first one will be considered. When a signal is transmitted
through the wireless channel, it experiences both the inherent properties
of the transmitting medium and the environmental characteristics. In
fact, besides the wireless medium properties, the propagation depends
on static and dynamic entities (buildings, monuments, trees, cars, etc.)
which constitute the propagation environment. Therefore, in general,
propagation occurs by means of multiple path (multipath propagation)
and the channel has time-variant properties, mainly due to the rela-
tive mobility between transmitter and receiver, as well as the motion
of the surrounding objects. As a result, transmitted power experiences
both time-independent (path-loss) and time-dependent (fading) atten-
uations and, hence, the received power fluctuates. Typically, these re-
ceived power variations happen over large, medium and short distance
scales [19,20].

1.1.1 Attenuation phenomena

Large-scale distance (100-1000 m) attenuations are mainly measured by
path loss. This kind of attenuation is due to the dissipation, depending
on the distance d between source and destination devices, of the power
radiated by the transmitter. Path loss estimations can be taken in the
case in which the electromagnetic waves propagate through the wireless
medium when the transmitter and receiver have an unobstructed line of
sight (LOS) path between them and, typically path loss models assume
that path loss is the same at a given d. In the simplest case of LOS-only
transmissions, the so-called free-space path loss is described the Friis
law

A 2
Prx(d) = Prx Grx G — 1.1
rx (d) = Prx Grx Grx (47rd> (1.1)
which gives the received power Prx as a function of the distance d (be-
tween transmitter and receiver) in free space, where Prx is the trans-
mitted power, Grx and Grx are the antenna gains, respectively, of the
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transmit and receive antennas, and A is the wavelength!. This law states
that, given the transmit and receive antennas, the received power de-
cays as the square of the distance d. To estimate the path loss in a
more practical scenario involving, besides the LOS path, also propaga-
tion mechanisms like diffraction, reflection, transmission and scattering,
many path-loss models can be formulated. However, for general analysis
it is recommended to use a simple model like the simplified path-loss
model one

d n
Prx = Prx K (E[)) ; (1.2)

which is valid for d > dy, where K is a is a dimensionless constant that
depends on the antenna characteristics and the average channel attenu-
ation at d = dy, dp is a reference distance for the antenna far-field, and 7
is the path-loss exponent (between 2 and 6). In particular, the free-space
path-loss model, the two-ray model, the Hata model, and the COST ex-
tension to the Hata model are all of the same form as (1.2) [20].

Medium-scale distance (10-100 m outdoor, <10 m indoor) random
fluctuations of the attenuation, instead, are mainly due to obstruction
by large objects and changes in reflecting surfaces and scattering objects.
This phenomenon is called shadowing or shadow fading (sometimes re-
ferred to as medium-scale fading). With regards to large objects ob-
struction, it is worth noting that the transition from the non-shadowed
zone to the shadowed one it is not sharp but gradual and, specifically,
by supposing a fixed transmitter, the receiver has to move over large dis-
tances (from a few meters up to several hundreds of meters) in order to
pass from the “light” zone to the “dark” zone. This is why shadowing is
associated to the so called medium-scale distance movements. Since the
properties of the blocking objects and the changes in reflecting surfaces
and scattering objects are generally unknown, statistical models must be
used to characterize these fluctuations. The most commonly employed
model for shadow fading is the log-normal one, which has been empiri-
cally confirmed for indoor and outdoor environments. In this model, the
transmit-to-receive power ratio v = Ppx/Prx is assumed to be random
with a log-normal distribution given by:

2
_(10log10(¥) = Huan)” | oo (13)

= —exp 5
V2o 5 20'%]3

pw ()

!The factor (ﬁr—df is called free space loss factor or geometric attenuation.
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where £ = 10/1In(10), gy, is the mean of ¢qp = 10logy(¢)) in deci-
bels, and oy, is the standard deviation of ¥qg (also in dB). Some ob-
servations are now in order. First, since 1 is log-normal distributed,
g = 10log,y(¥) is Gaussian distributed. Secondly, this log-normal
model jointly treats path loss and shadow fading effects. In fact, the
mean [iy,,, can be based on an analytical model or empirical measure-
ments: for empirical measurements fi,,, equals the empirical path loss,
while for analytical models i, must incorporate both the path loss
(e.g., from a free-space or ray-tracing model) as well as average attenua-
tion from blockage [20]. However, path loss can also be treated separately
from shadowing by considering the following model, based on (1.2):

P d
“BX 4B = 101og,o(K) — 10nlog;, (—) — B, (1.4)
PTX dO

where 14p is a Gaussian random variable with zero mean and variance
012/1dB'

Finally, small-scale (at a distance approximately equal to the wave-
length) random fluctuations of the received power are due to construc-
tive/distructive interference between the multipath components of the
received signal. In fact, each path involved in the propagation is char-
acterized by its own attenuation delay. Therefore, when the multipath
waves are added up at the receiver end, they can mutually interfere either
constructively or destructively (depending on their own phases), thus
producing variations in the received signal strength. Since the phases as-
sociated to each multipath component depends on the relative position
of transmitter, receiver and surrounding objects, the interference and,
therefore, the amplitude of the total signal, changes with time when ei-
ther the transmitter, the receiver or the surrounding objects change their
position. This effect is called small-scale fading, because even a relatively
(with respect to the wavelength) small movement can result in a large
change in the signal amplitude. As well as for medium-scale distance
fluctuations, due to the random nature of the phenomena involved, even
small-scale fading requires statistical models for its characterization. In
this case, the most considered fading models for the statistical distri-
bution of the complex attenuations are both the Rayleigh and the Rice
models.

Rayleigh model: in urban environments it is likely to have no domi-
nant scatterers (there is no LOS between transmitter and receiver)
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Rice

and, hence, it is reasonable to assume that the receiver observes
reflected waves only. When the number of reflected waves is large,
according to the central limit theorem, both the components (in-
phase and in-quadrature) of the received signal can be expressed as
incorrelated real and jointly Gaussian random processes with zero
mean and variance 0. In this case, the envelope of the received sig-
nal is distributed, at each time instant, according to the Rayleigh
statistical model, while its phase obeys a uniform distribution in
[—m, 7).

model: in some propagation environments, such the satellite mo-
bile radio channel or the microcellular one, there are no obstacles
along the LOS path between transmitter and receiver. Hence, one
can consider to have a dominant scatterer (typically related to the
LOS) in addition to many others, whose contributions are approx-
imately equal. This allows one to express the received signal as the
sum of a direct wave (LOS component) and a certain number of re-
flected waves, whose sum represents the so called “scattered compo-
nent” of the received signal. The direct wave is a stationary, fading-
free and constant-amplitude signal, while the reflected waves are
independent random signals. When the number of reflected waves
is large, again, the components (in-phase and in-quadrature) of the
scattered signal can be characterized as real and jointly Gaussian
random processes with zero mean and variance o2. The scattered
component envelope is distributed according to the Rayleigh model
while the overall signal? has a Rice distributed envelope.

1.1.2 Multipath propagation effects and fading types

Multipath propagation is characterized by four main phenomena: time

shift,

time dispersion, frequency shift and frequency dispersion.

Time-domain phenomena are closely related to the different lengths
of the paths involved in the propagation and thus to the delays associated
to each multipath component. Specifically, besides the time shift due to
the propagation delay, when a very short pulse is transmitted over a
multipath channel, the receiver observes a train of pulses and, therefore,
a signal whose duration is greater than that of the transmitted signal.

2The overall signal is the sum of the direct component, with constant smplitude,
and the scattered component, which is Rayleigh distributed.
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With regards to the time dispersion, it is useful to introduce the chan-
nel delay spread T, (or, equivalently, the channel coherence bandwidth
Be = 1/T,,,) which represents a measure of the time delay between the
arrival of the first received multipath component and the last received
multipath component associated with a single transmitted pulse.
Frequency-domain phenomena, instead, are mainly due to the time
variations in the structure of the medium. Specifically, they are associ-
ated to the possible motion either of transmitter, receiver or surrounding
objects. This movements produce a frequency shift equals to the Doppler
frequency fp and a frequency dispersion due to a Doppler spread caused
by amplitude modulation. With regards to the frequency dispersion, it
is useful to introduce the channel coherence time T¢ (or, equivalently,
the Doppler spread Bp = 1/T¢), which represents a statistical measure
of the time in which the fading is correlated.
Given the channel delay spread, the channel coherence time, and the sig-
nalling interval T}, (or, equivalently, the bandwidth B,) of the transmit-
ted signal, two distinctions between fading types can be made. Specif-
ically, with regards to the channel coherence time, the fading is said
to be flat (or, equivalently, frequency-nonselective) when T,, < Ty;
otherwise, the fading is frequency selective. On the other hand, with
regards to the channel delay spread, the fading is said to be slow if
Tc > T,; otherwise, the fading is fast.

1.1.3 Narrowband and wideband systems

The signal observed by a receiver in the case of transmission over a
multipath channel turns out to be, in general, a distorted version of the
transmitted signal. In the case of discrete multipath delays, the general
expression of the equivalent low-pass response of the multipath channel
at time ¢ due to an impulse at t — 7 can be expressed as

L(t)

hir,t) =Y a(t)e 7908 — ()]s du(t) =27 ferm(t).  (L1.5)
1=0
Therefore, if a bandpass signal
s(t) = Re {u(t) ej%fct} , (1.6)

where u(t) is the equivalent low pass signal for s(¢) (with bandwidth B,,)
and f. is its carrier frequency, is transmitted, the general expression for
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the received signal is the following one:
L(t)
r(t) =Req | > ay(t)e 79 Ouft — n(t)] | 2 5 (1.7)
1=0

The impact of multipath on the received signal depends on the product
between the multipath delay spread 7, and the bandwidth of the trans-
mitted signal B,. Depending on this product, it is possible to define two
different classes of fading models.

The first class is that of the “narrowband fading models” and is
characterized by the relation T3, > Ty, i.e., B, T, < 1. In this case,
ul[t —7(t)] = u(t), for all [, the multipath components are not resolvable,
and the temporal dispersion is negligible. Thus, the channel impulse
response turns out to be

L(t)
h(rt) = | Y au(t)e 790 | 5(r) (1.8)
=0

and the received signal can be expressed as

L(t)
r(t) = Re { u(t)el?m/et Zal(t)e_j‘m(t) . (1.9)
=0

which differs from the transmitted one by the complex scale factor in
the round brackets. Therefore, the resulting constructive and destruc-
tive interference causes narrowband fading of the signal and a negligible
time dispersion, which does not introduce intersymbol interference (ISI)
in digital communications.

The second class, instead, is that of the “wideband fading mod-
els” and is characterized by the relation T, < T},, i.e., B,T,, > 1. In
this case the approximation u[t — 7;(t)] ~ wu(t), for all [, is no longer
valid, the multipath components are all resolvable and interfere with the
subsequently transmitted signals producing ISI. In this case, the general
expressions both for the channel impulse response and for the received
signal reported, respectively, in (1.5) and (1.7), have to be considered.
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1.2 Diversity

One of the best solutions to counteract the effects of fading is represented
by diversity techniques. When burst of errors occur at the receiver, it
means that the channel is in a deep fade and, then, one of the possi-
ble solution to improve the performance is to give at the receiver the
possibility to have independent replicas of the transmitted signal. A di-
versity technique, indeed, is any technique by means of which the same
signal is allowed to experience statistically independent fading channels.
Specifically, if any signal has a probability p to be faded below a critical
threshold, then L independently fading replicas of the same signal have a
probability p” to be all faded below that threshold [21]. Therefore, diver-
sity allows one to increase the probability to have at least one replica of
the transmitted signal that is above the critical threshold at the receiver
end. Some of the ways considered to implement diversity are based on
introducing redundancy in time, frequency and space.

Time diversity: Time diversity consists in transmitting the same sig-
nal, a certain number of times, over successive time slots. To en-
sure the independence between the channels, time slots have to be
spaced at least of a period equal to the channel coherence time T¢.
Indeed, the channel coherence time represents a statistical measure
of the time interval in which the fading is correlated. In order to
achieve practical time diversity in mobile communication systems,
error detecting codes are combined with interleaving techniques. In
this case, the time redundancy is introduced by the error detection
coding, while the time spacing between the replicas is provided by
the interleaving depth. Anyway, since excessive interleaving depth
leads to decoding delays, this technique is not effective in the case
of very slow fading (when T > T') when interleaving could in-
troduce to significant delays that are not acceptable for real-time
applications. Although time diversity does not require increased
transmit power, it has the drawback of a spectral efficiency wors-
ening, due to the redundancy introduced in the time domain.

Frequency diversity: Frequency diversity is achieved by sending the
same message over different carrier frequencies. In order to ob-
tain independent fading channels, an appropriate spacing between
the carriers has to be designed. Specifically, the adjacent car-
rier frequencies have to be separated, at least, by the coherence
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bandwidth B¢ of the channel in order to ensure incorrelation be-
tween the fading statistics associated to different frequencies. Un-
like time diversity, frequency diversity requires additional power
at the transmitter. One of the way to achieve frequency diversity
is to employ spread-spectrum techniques. Indeed, although this
is not equivalent to send the same message over independent fad-
ing paths, such techniques provide a kind of frequency diversity
by leading to a channel gain that is variable across the bandwidth
of the transmitted signal. Spread-spectrum techniques represent
modulation methods that are applicable to digitally modulated sig-
nals. They have been applied to antijam?® systems, code-division
multiple-access systems and systems designed to counteract the
multipath.

Space diversity: A notable way to achieve independent fading paths
is space diversity. Such a technique is implemented by employ-
ing multiple antennas (antenna array) either at the transmitter
or at the receiver (or at both sides). The antenna elements con-
stituting the array have to be spatially arranged and physically
spaced by a distance necessary to allow the signals to experiment
independent fading paths. In general, antenna spacing depends on
both the considered frequency range and the propagation environ-
ment: typically, a spacing of some wavelengths is sufficient for the
scope. Space diversity provides the receiver with signal replicas
that represent a space-domain redundancy and, unlike both time
and frequency diversity, it does not lead to spectral efficiency losses.
Such a characteristic is very attractive for high data-rate wireless
systems. Two similar techniques are polarization diversity and an-
gular diversity, which employ, respectively, antenna polarization
and angular orientation to generate independent fading paths.

3 Jamming indicates any narrowband interference disturbance
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1.3 MIMO systems

A wireless system can be labeled as a “MIMO system” if both the trans-
mitter and the receiver nodes are equipped with multiple antennas.
MIMO systems represent a standard method to counteract fading by
means of spatial diversity without incur in spectral efficiency losses.
Therefore, they are, by construction, inherently robust with respect to
fading phenomena. Besides the space diversity, MIMO systems can also
implement time, frequency or mixed diversity techniques, with the aim
to obtain either diversity or capacity gains. A generic MIMO system in
which the transmitter and the receiver are equipped, respectively, with
Mt and Mg antennas is reported in Figure 1.1. Such a system can be

Transmit antenna array Receive antenna array
Tx Rx

Input bit 2 2 Output bit

stream | SPACE-TIME SPACE-TIME| stream

B f—

MODEM : : MODEM

Figure 1.1: MIMO system.

decomposed in a certain number of independent parallel channels (SISO
links). To show this, let us consider a MIMO channel characterized by
the channel matrix H € CMR*MT having rank Ryg. From the matrix
theory, every matrix H can be decomposed, according to the singular
value decomposition (SVD), as

H=UxV! (1.10)

where U € CMr*Mr and V € CMT*Mr are unitary matrices, while
3 € CMrXMT j5 5 (pseudo) diagonal matrix whose main diagonal en-
tries correspond to the singular values of the channel H. Since the rank
of a matrix cannot exceed the number of rows and columns, than it
straightforward to observe that Ry < min(Mr, Mg). In the case of rich
scattering environment H is of full rank and, hence, Ry = min(M, MR).
Parallel decomposition of the channel is obtained by defining a transfor-
mation on the channel input and output by means of transmit precoding
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and receiver shaping operations. Specifically, as shown in Fig. 1.2 [20],
with transmit precoding the input x of the antennas is generated by
means of a linear transformation of the input vector x as x = V%,
while receiver shaping performs a similar operation by elaborating the
antenna output as y = Ully. In general, multiple antennas can be used

X X y

o——I
o——

x=Vx | y = Hx+n : | y=Uly

y
—
—
—

o——I

Figure 1.2: Transmit precoding and receiver shaping.

to increase the data rates through multiplexing or to improve perfor-
mance through diversity [20]. One of the main MIMO techniques aims
at improving power efficiency by maximizing space diversity, and includes
delay diversity, space-time block codes (STBCs) and space-time trellis
codes (STTCs). Another approach is represented by layered space-time
architectures, such as the vertical Bell Laboratories layered space-time
(V-BLAST) |22, 23| employed to increase capacity. Performance im-
provements achieved by using MIMO systems are due to four different
leverages, which are array gain, diversity gain, spatial multiplexing and
interference reduction [24,25].

1.3.1 Array gain

Fig. 1.3 shows a single-input multiple-output (SIMO) system with one
transmit antenna and two receive antennas. The receive antennas ob-
serve different versions, s; and so, of the transmitted signal s. The signal

S1
—F X
s X
out 1 Scatterers
x
«— Rx

SNRg,= SNR; + SNR, 2? ;32

Figure 1.3: Array gain.
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version s; and s have different amplitudes and phases, both depending
on the propagation conditions. If the CSI is known at the receiver, it is
possible to apply suitable processing techniques in order to coherently
combine s; and sy to improve the power of the received signal component
and, therefore, the signal quality. In this case, the SNR at the output
of the combiner equals the sum of the SNRs related to the single links.
Obviously, this result can be extended to SIMO systems with more than
two receive antennas. In such systems, the average increase of the signal
power at the receiver is referred to as array gain and is proportional to
the number of receive antennas. If the CSI is known at the transmitter,
an array gain can also be achieved in systems with multiple transmit an-
tennas (multiple-input single-output - MISO systems) while, if the CSI is
known at both the ends of the link, it can also be achieved with multiple
antennas at both ends.

1.3.2 Diversity gain

In wireless channel the power of the signals changes in the time, fre-
quency and space domains. When the power level goes below a certain
threshold, the channel is said to be in fade and, as already seen in the pre-
vious section, suitable diversity techniques can be employed to mitigate
fading and, therefore, to stabilize the wireless links. In the following,
receive and transmit diversity will be briefly described by considering
space diversity as a reference diversity system.

Receive diversity is achieved by systems with multiple antennas only
at the receiver (SIMO systems). Fig. 1.4 shows a system employing re-
ceive diversity. When the signal s is transmitted, the receive antennas

@ 7 5 4 .

Figure 1.4: Receive diversity.
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observe, independently, the fading-corrupted signal transmit versions, s;
and so. The receiver, then, combine s; and so, by means of suitable
processing techniques, in order to mitigate the fading effects?. The sys-
tem in Fig. 1.4 has a diversity order of 2: in general, the diversity order
equals the number of receive antennas, My, of the SIMO system.
Transmit diversity can be applied to systems with multiple transmit
antennas. To achieve diversity with such a system, CSI at the trans-
mitter is not necessarily required, but a suitable shaping of the transmit
signal is needed, which can be designed by means, e.g., of space-time
coding techniques. A classical example of transmit diversity scheme is
represented by the Alamouti’s scheme. Fig. 1.5 shows a generic transmit
diversity scheme with two transmit antennas and one receive antenna.
At the transmitter, s is subject to a coding scheme whose output is repre-

ot

Tx ( sz Rx —)@

54 1 Sout
Scatterers AN
e e el

lo:

Figure 1.5: Transmit diversity.

sented by the signals s; and sy to be transmitted over different antennas.
At the receiver end, then, suitable processing techniques are employed
in order to recover the source signal while mitigating the fading effects.
The system in Fig. 1.5 has a diversity order of 2: in general, the diversity
order depends on the number of the transmit antennas, My, of the MISO
System.

Finally, diversity gain in MIMO systems can be obtained by suit-
ably combining transmit and receive diversity schemes: in general, the
diversity order depends on the product Mg Mt between the number of
transmit and receive antennas of the MIMO system.

*A better degree of fading mitigation can be obtained by considering a larger
number of receive antennas.
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1.3.3 Multiplexing gain

Unlike SIMO and MISO, MIMO systems provide an additional perfor-
mance gain, called multiplezing gain. Such a capacity (in terms of data
rates) enhancing leverage results from the fact that a MIMO channel
can be decomposed into Ry parallel independent channels [20] and can
be achieved by means of a technique that is called spatial multiplexing.
Fig. 1.6 shows the basic principle of spatial multiplexing in the case of
two transmit antennas and two receive antennas. In this case, the source

s
Sy X 11y S21

X
Y Scatterers Y|
S1—f —> S1 out
Tx |8y Rx
So—> j z > S2 out
X 53
x S12

Figure 1.6: Spatial multiplexing.

symbol stream s is splitted into two substreams (serial-to-parallel conver-
sion) each having half data rate with respect to the source stream. The
obtained substreams are, then, modulated to obtain the signals s; ed so
to be transmitted simultaneously by means of two different antennas. In
the case of good channel conditions, the spatial representations of these
signals, [s11 s12|' e [s21 s22|!, are well separated (ideally orthogonals)
at the receive antennas. The receiver can, then, extract the substreams,
s1 ed so, to combine them in order to recover the source symbol stream
s.

1.3.4 Interference reduction

Co-channel interference is due to the frequency reuse in wireless net-
works and adds to the noise leading to a serious performance degrada-
tion. Fig. 1.7 shows the general concept of interference reduction for
a receiver with two antennas. Typically, the desired signal s and the
interference signal ¢ are characterized by well-separated spatial represen-
tations, [s; s2|T and [i; 42]T, at the receiver that, in its turn, can exploit
the difference between the representations with the aim to reduce the in-
terference and, therefore, improve the signal to interference ratio (SIR).
Interference reduction requires the knowledge of the channel related to
the desired signal, while the knowledge of the channel related to the in-
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Figure 1.7: Interference reduction.

terfering component is not required. Moreover, interference reduction
can also be implemented at the transmitter side and, in general, enables
the use of high reuse factors by improving, in this way, network capacity.

1.4 OFDM

The idea of multicarrier modulation has been introduced in the late
1950s [26], with the Kineplex system, and used for military scopes. At
that time it was not feasible to have orthogonal frequency division multi-
plexing (OFDM) commercial products because of both the costs and the
dimensions of the system®. When digital operations, like discrete Fourier
transform (DFT), for frequency multiplexing mapping were considered
[27, 28|, practical implementations became feasible and were, then, in-
troduced in the early 1990s [29]. Multicarrier modulation is employed
in many wired and wireless applications, some of which are: digital au-
dio broadcasting (DAB), digital video broadcasting (DVB), asymmetric
digital subscriber line (ADSL), wireless local area network (WLAN),
Worldwide Interoperability for Microwave Access (WiMAX), and LTE-
A. OFDM turns out to be also a good candidate for the 5G radio inter-
face. With regards to the wireless communications, the widespread use of
OFDM is mainly due to its capacity in mitigating the fading effects when
considering wideband systems. Indeed, because of the ever increasing re-
quest of wideband services, the ratio between the signal bandwidths and
the channel coherence bandwidth has led to an increasing concern about
ISI problems. The basic idea of OFDM is to provide a kind of frequency
diversity by splitting the information stream, whose bandwidth is likely

®Kineplex multiplexers were totally implemented with analogic technologies.
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to exceed the channel coherence bandwidth B¢, into a certain number
of substreams, each of which having a bandwidth smaller than B¢ and
modulating carriers at different frequencies. The idea is, therefore, to
break a wideband channel into multiple parallel narrowband channels
by means of an orthogonal channel partition [20]. The spectrum of the
OFDM signal is similar to that obtained with frequency division mul-
tiplexing (FDM) but, as shown in Fig. 1.8, the OFDM substreams are
allowed to be partially overlapped in frequency (of about 50%). OFDM

15

8 10 12 14 16 18 20
Frequency (Hz)

Figure 1.8: OFDM subcarriers overlapping for rectangular pulses.

spectrum is given by the envelope of the cardinal sine (sinc) functions
shown in figure, each of which representing a subcarrier at a specified
frequency. This partial overlapping ensure a better spectral efficiency at
the price of time and frequency orthogonality constraints. The number
of subcarriers is related to the need to allow each subchannel to have a
bandwidth contained in B¢, in such a way to have near-flat fading and
mitigated ISI. Moreover, it can be shown that subcarrier spacing A f has
to be chosen as Af = k/T, with k € N, where T represents the symbol
period.
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1.4.1 OFDM analog implementation

A generic analog OFDM implementation scheme is shown in Fig. 1.9 and
Fig. 1.10 [30], which report, respectively, the multicarrier transmitter and
the multicarrier receiver block diagrams. With regard to the transmitter
side, the first operation to perform is a serial-to-parallel (S/P) conver-
sion of the input binary symbols d(n) with bit rate R,. By denoting
with 7' (T > T3) the symbol period, the S/P conversion can be per-
formed by means of a buffer which stores B = R,T" bit during the n-th
symbol interval [nT, (n + 1)T|, n € Z. At the buffer output, therefore,
there is a vector d(n) £ [do(n),di(n),...,dg_1(n)]T, whose generic en-
try is d;(n) £ d(nB +1), i = 0,1,...,B — 1. It is worth noting that
the buffer output rate turns out to be R = R;/B. By indicating with
M the number of subcarriers, the B-dimensional vector d(n) is, then
processed by an encoder whose output is an M-dimensional (M < B)
vector a(n) = [ag(n),a1(n),...,ay—1(n)]T. Finally, the entries of a(n)
are transmitted over different subcarriers. In the case of linear modula-
tion, the multichannel frame related to the considered symbol interval,
[nT, (n+ 1)T'|, can be written as:

M-1

fat) = ai(n)pi(t —nT) (1.11)

1=0

where {p;(t)}}1 5, represents a class of functions satisfying the following
time and frequency biorthogonality (in time and frequency domains)

condition:
<pk(t - mT)’pi(t - TLT)> = 5k—i5m—m (1'12)

where i,k € {0,1,..., M — 1} and n,m € 7Z are, respectively, subcarrier
and temporal indexes. A possible choice for a class of functions satis-
fying biorthogonality and, consequently, unitary norm conditions, is the
following:

t—(n+0.5)T

pi(t) = T~ 2rect [ T

}e@; ic{0,1,....M—1},n€Z.

(1.13)
The transmitted signal, denoted by z(t), can be expressed as

co M-1

z(t)= Y fa)= D D ai(n)pi(t —nT). (1.14)

n=—oo n=—oo =0
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Figure 1.9: OFDM analog implementation - transmitter side.
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Figure 1.10: OFDM analog implementation - receiver side.

By assuming propagation over a linear time-invariant channel h(t) cor-
rupted by additive white Gaussian noise (AWGN), the received signal
is

r(t) = y(t) +n(t), (1.15)

where y(t) is the channel output [convolution between z(¢) and the chan-
nel impulse response h(t)] and n(t) is an AWGN random process.

At the receiver end, r(t) is projected over the M basis functions and,
thus, demodulation is carried out by means of correlators. At this point,
the demodulator outputs are subject to detection. Finally, the trans-
mit symbol estimates a;(n),Vi € {0,1,..., M — 1}, are processed by the
decoder and the parallel-to-serial (P/S) converter in order to obtain an
estimate d(n) of the source bit stream d(n).
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1.4.2 OFDM digital implementation

The generic OFDM digital implementation with DFT is shown in Fig. 1.11
and Fig. 1.12 20|, from which it is worth observing the duality between

X X0
NUEN x[1]
QAM " "|cp ADD. ~
R, by X
2P (orPSK) > sp : IFFT : & o PO S(t)
MODULATOR : : P/S
cos(27ft)

XIM-11 X[M-11 |

Figure 1.11: Digital OFDM implementation - transmitter side.

ylo] | Y[o]
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CPREM. e Y QAM R b
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cos(27ft)
yIM-1] " Y[M-1]

Figure 1.12: Digital OFDM implementation - receiver side.

transmitter and receiver processings |20].

Transmitter processing

Hereinafter, the discussion will be related to a single, i.e., the n-th,
OFDM symbol. The source data stream is digitally modulated, accord-
ing to either a quadrature amplitude modulation (QAM) or a phase shift
keying (PSK) format, to obtain the modulated symbol stream X[m],
0 <m < M — 1, which feeds an S/P converter. The S/P converter out-
put symbols represent the discrete frequency components of the OFDM
modulator output, s(t). Therefore, the first operation needed to gen-
erate s(t) is to convert the frequency components in time components
by means of an M-point inverse discrete Fourier transform (IDFT) per-
formed with inverse fast Fourier transform (IFFT) algorithms. At the
output of the IFFT, the time-domain OFDM symbol is represented by
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xz[m], 0 <m < M — 1, where

Jj2mim

M—1
1
x[m] = — E s(i)e"m ;s m=0,1,...,M—1 (1.16)
VM =

At this point the cyclic prefix is added to the OFDM symbol in order to
obtain the new length-(M + 1) sequence Z[m], 0 < m < M +pu—1. After
CP insertion, the samples of the sequence Z[m], 0 < m < M + p —1
are, then, serialized by means of a P/S converter and processed by a
digital-to-analog (D/A) converter, whose output represents the base-
band OFDM signal #(t). Finally, this OFDM signal will modulate a
carrier at a frequency f. in order to generate the signal s(¢) to be trans-
mitted.

Cyclic prefix

To understand what the cyclic prefix is and why it is employed in OFDM
modulation, some considerations on the input-output relationship of the
channel are useful. It is well known that, in the case of discrete-time
systems, the output of a channel is obtained as the discrete-time linear
convolution between the channel input and the channel impulse response.
If, however, one considers the circular convolution, then the channel
input could be recovered at the receiver by performing the IDFT of
the ratio between the DFT of the channel output and the DFT of the
channel impulse response. Anyway since, as already said, the input-
output relationship of the channel is given by the linear convolution, it
is useful to find a way to make sure that the receiver “see” the convolution
as circular. The way to do this is to introduce the cyclic prefi.

Let us consider an M-sequence x[m], 0 < m < M —1, and a discrete-
time channel with finite impulse response (FIR) h[m], 0 < m < p —1,
where p + 1 = [T,,/Ts] = Lp% The cyclic prefix (CP) for the M-
sequence z[ml], 0 < m < M — 1, is defined as {z[M — p],z[M — (p —
1)],...,x[M — 1]} and, therefore, as the last p entries of the sequence
xz[m], 0 < m < M — 1. For each input M-sequence, the related cyclic
prefix is appended at the beginning of the sequence in order to obtain
a new one which is denoted by Z[m], —u < m < M — 1, and is called

5L represents the channel memory and is defined as the ceiling of the ratio be-
tween the channel delay spread (FIR channel duration) and the sampling period of
the discrete time sequence.
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}17 Cyclic prefix 75‘ Original length-M sequence }
X[M-1e], XxIM-1041], .., x[M-1] x[0], x[1], ..., x[M-/¢-1] éx[M—u], X[M-Le+1], ..., x[M-1]
T ' |

Append last /.. symbols to beginning

Figure 1.13: Cyclic prefix of length pu.

extended sequence. This new sequence has size M + p and is defined as
{Z[-pl], ..., 2[M = 1]}={x[M — u], ..., 2[M —1], z[0], ..., 2[M — 1]}.
This CP definition allows to state that, for 0 < k < p, Z[m — k] =
x[m —k)u,” for 0 <m < M —1. Then, if #[m], —u < m < M — 1, is the
input of a discrete time channel with impulse response h[m], 0 < m <
p — 1, the output y[m], —u < m < M — 1, is given by

ylm] = Z[m]* hm]
= hk)E[m — k] =) hlkla[m — k]
k=0 k=0
= z[m]® h[m], (1.17)

where ® is the circular convolution operator and the third equality fol-
lows from z[m — k| = z[m — k]u.

Therefore, by appending the CP at the beginning of the input se-
quence, linear convolution becomes circular. Moreover, if the channel
output DFT is performed, in the free-noise case, the following relation
is obtained:

DFT{y[m] = z[m] ® hjm]} = Y[i| = X[i] H[i] =
= DFT{z[m]} DET{h[m]};
(1.18)

where 0 < m,i < M — 1 and the input sequence z[m|, 0 <m < M — 1,
can be obtained as

e[m] = IDFT{Y[i|/H[i]} =
— IDFT{DFT{y[m]}/DFT{h[m]}}, (1.19)

"[m—k]m means [m—k] modulo M. Therefore, given a sequence z[m—k|, z[m—k]u
turns out to be a periodic version of x[m — k] with period M.
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Figure 1.14: ISI between data block in channel output.

if h[m], 0 < m < p, is known at the receiver side.

It is worth noting that y[m], —u < m < M — 1, has size M + p and
that in (1.19) the first g samples, {y[—u], ..., y[—1]}, are not necessary to
recover z[m], 0 < m < M—1, since they represent redundancy associated
to the CP. By supposing that the channel input z[m], 0 < m < M —1, is
broken into data blocks of size M, each having the CP at the beginning
in order to obtain the sequence Z[m], —u < m < M — 1, then the first
p samples of y[m] = h[m] x Z[m], in every block, are corrupted by ISI as
shown in Fig. 1.14 |20]. CP insertion is crucial to create a suitable edge
between adjacent data blocks and, hence, provide a way to mitigate ISI
by simply removing it from each data block. In continuous time, this
is equivalent to insert a guard band of duration T, (greater or equal to
the channel delay spread T,,,) after each block of M symbols, of duration
MT;, The benefits achieved thanks to the CP insertion comes at a cost
that can be summarized as follows:

1. since the CP has size p, it implies an overhead of /M which results
in a data rate reduction of M/(u + M);

2. power inefficiency due to the transmission of the necessary over-
head.

In order not to suffer for the second drawback, it is possible to design
the CP as an all-zero prefix (zero-padded OFDM) [20].

Receiver processing

The signal s(t) will be filtered by the channel impulse response h(t) and
corrupted by additive noise. The signal at the input of the receiver is

y(t) = s(t) * h(t) +n(t),

where * is the linear convolution operator.

The received signal is downconverted to baseband and low-pass fil-
tered in order to remove the high frequency components (double fre-
quency). Then, the analog-to-digital (A/D) converter samples its input
to obtain
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y[m] = Z[m] x him] +vim]; —u <m < M — 1.

At this point the first p samples of y[m], which represents the CP, are
removed. Thanks to the CP removal, before the S/P conversion there
are M time samples whose DF'T, in the noise-free case, can be written as
Y[i] = H[i] X[i]. These time samples, then, feed the S/P converter and,
after, the fast Fourier transform (FFT) device. The output of the FFT
turns out to be a scaled version of the original symbols H|[i] X[i]® and
feeds the P /S converter and the QAM (or PSK) demodulator in order
to recover the information.

OFDM systems decompose the wideband channel in a set of nar-
rowband subchannels, each of which transmitting one of the QAM (or
PSK) symbols. Unlike other techniques (e.g., vector coding), such a de-
composition does not require the knowledge, at the transmitter, of the
channel gains H[i|, for i =0,..., M — 1.

1.5 Cooperative approaches

Cooperative approaches represent a relatively new class of protocols in
which, unlike the direct (single-user or point-to-point) communication,
the transmission from a source device S to a destination device D is
supported at least by another terminal (called a relay) willing to help the
communication. Cooperative communication schemes can be considered
both to improve the data rates and to improve the performance, in terms
of bit error rate (BER), for a given transmission rate. When cooperative
communication is used primarily to leverage the spatial diversity with the
aim to improve the communication reliability, the resulting cooperative
approach is referred to as cooperative diversity.

1.5.1 Relaying models and protocols

The basics of cooperative communications date back to the late 1960s
and early 1970s [9,10], when E.C. Van Der Meulen introduced the so-
called relay channel and derived upper and lower bounds on its capac-
ity. The relay channel is a three single-antenna terminal communication
channel like the one shown in Fig. 1.15. Based on this simple scheme, in

8H[i] = H(f;) represents the channel (affected by flat-fading) gain associated to
the i-th subcarrier.
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R

Figure 1.15: Three-terminal relay channel.

general, the information is relayed in two phases (or modes)?: the first
one, when S transmit and (R, D) receive, is called broadcast phase;
the second one, when (S, R) transmit and D receives is called multiple
access (MAC) | or relaying, phase. By starting from this simple and
general scheme, four different relaying models can be introduced [31]:
these models are reported in compact way in Table 1.1.

Table 1.1: Relaying models

‘ # ‘ phase 1 ‘ phase 2 ‘ short description ‘
1 | S—(R,D) | (S,R)—D | most general form of relaying
2 | S=R (S,R)—D | D ignores signal from S in first mode
3 | S=(R,D) | R=»D S does not transmit in second mode
4 | S—R R—D multi-hop communication

Among these models, the first one is the most general, while the last
one is the oldest as well as simplest way to implement relaying. Moreover,
unlike the other three, multi-hop communication model does not yield
diversity benefits, and it is mainly employed to counteract power decay
(path-loss) in long-range transmissions and, therefore, to allow commu-
nication between network nodes that are not in the coverage range of
each other. Besides the distinction made according to the two relaying
phases, another classification can be carried out based on orthogonality
properties of the relaying. Specifically, if transmitted and received sig-
nals turns out to be orthogonal (in some sense), relaying is said to be
orthogonal; otherwise, relaying is said to be non-orthogonal'®. Or-

9The terms phase and mode do not indicate a temporal sequence of events but
only represent a conceptual way to describe how, in general, the information sent by
S can reach D with the help of R. Different time scheduling of these phases can be,
then, considered.

10Similarly, the concept of orthogonality can be associated directly to the relay



Chapter 1 - Cooperative approaches 25

thogonality properties between transmitted and received signals can be
referred either to the time domain, to the frequency domain, or in the
joint time-frequency domain (biorthogonality). A further classification
about cooperative communication can be made according to the way in
which the source and relay nodes can share their resources to achieve the
highest performance improvement. In this sense, cooperation strategies
based on resource sharing result in different relay protocols. There exist
different strategies that relays can adopt, two of which are mainly em-
ployed in practice. The first strategy is known as decode and forward
(DF) and the second is called amplify and forward (AF). As suggested
by its name, in DF protocols, the relay decodes the signal transmitted
from the source before forwarding it towards the destination. On the
other hand, in AF protocols, the relays scale up or down (according to
some power constraint) the received signal before retransmission.

nodes rather than to the relaying mechanism. In this case, the distinction turns out
to be made between orthogonal and non-orthogonal relays.






Chapter 2

Performance analysis and
optimization of MIMO
cooperative multiple-relay
communications in (Gaussian
noise

This chapter deals with analysis and optimization of Multiple-Input
Multiple-Output (MIMO) cooperative networks, employing multiple am-
plify-and-forward (AF) relays. In such networks, the availability of chan-
nel state information (CSI) at the cooperating nodes is crucial to fully
exploit the spatial diversity arising from the presence of the relays. On
the other hand, the use of linear equalization structures at the destination
is important to avoid unaffordable computational complexity. When the
source and the relays have no CSI, channel-independent precoding strat-
egy can be employed at the source and at the destination. In this case,
a performance analysis of the cooperative network has been performed
in order to enlighten potential gains with respect to a direct transmis-
sion (i.e., without recruiting relays), by considering at the destination
zero-forcing (ZF) and minimum mean square error (MMSE) equaliza-
tion criteria. It has been shown that, when the source and the relays
have no CSI at all, the diversity order is independent of the number of
cooperating nodes and, compared to a direct communication, a signifi-

27
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cant coding gain can be achieved only if the positions of the relays are
carefully planned. To achieve an additional gain in terms of diversity
order, CSI at the source and at the relays is needed. In this case, the
main problem is the design of optimal precoding strategies, which can be
(approximatively) implemented in closed form with a manageable com-
putational complexity. In this respect, a closed-form optimization design
has been developed in the case of multiple MIMO orthogonal-frequency
division multiplexing (OFDM) relays, operating over frequency selective
channels, which ensures a performance gains in terms of both diversity
order and coding gain.

2.1 Introduction

In fading channels, the use of MIMO systems is a well-known approach
to achieve diversity and/or multiplexing gains [32]. In recent years, a
significant attention has also been devoted to cooperative diversity tech-
niques [33,34], due to their ability to improve coverage and quality of
service through relaying, both in infrastructure-based [35, 36| and ad-
hoc [37-39] wireless networks. Cooperative schemes can be conveniently
adopted in MIMO systems, in order to further improve their diversity
and/or multiplexing gains [40]. The most considered relaying protocols
in the literature are decode-and-forward and amplify-and-forward (AF):
in the former one, the relays decode, re-encode, and retransmit the source
messages; in the letter one, the relays simply scale the received signal
according to a power constraint and forward it to the destination. How-
ever, among the cooperative techniques [41]|, the AF relaying protocol
allows one to gain most of the benefits of cooperation without a signifi-
cant increase in system complexity [42-44| and, therefore, this relaying
strategy has gained recently a lot of attention. According to a multi-
hop communication model (see model 4 of Table 1.1), the relays receive
data from the source during the first time slot (first hop), and forward
an amplified version of the received signal during the second time slot
(second hop), while the source remains silent. Moreover, albeit subop-
timal, linear designs of cooperative MIMO transceivers have received a
great deal of attention [45-49|, since they offer a good trade-off between
performance and complexity.

Although the aforementioned designs allow one to keep computa-
tional requirements low, they require that full CSI about the first and
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second hops of the MIMO cooperative transmission are known to all the
cooperating nodes: in practice, acquisition of such a large amount of
CSI might lead to an unsustainable waste of communication resources,
especially in cooperative networks with multiple MIMO relays. Accord-
ing to these drawbacks, all the works [45-49] and the related theoretical
performance analyses [50-53| deal only with the single-relay case.

With reference to cooperative MIMO systems employing a single AF
relay, performance analysis and optimization of source precoding and
relaying matrices have been tackled in several papers (see e.g. [48| and
references therein), under the assumption that both source and relay
have complete CSI, and considering different design criteria, such as,
e.g., maximization of the source-destination mutual information, mini-
mization of the mean-square error (MSE) or maximization of the signal-
to-interference-plus-noise ratio (SINR) at the destination.

Both performance analysis and optimization are much more chal-
lenging when the cooperative network encompasses multiple relays. Per-
formance analysis of a MIMO-OFDM network with multiple relays, in
terms of error probability, has been considered in [54|, with reference
to a system employing non-optimized relay matrices (so called non co-
herent or “naive” AF relaying) and zero-forcing (ZF) equalization at the
destination. However, it is known [55] that, in order to fully exploit
the benefits of distributed MIMO diversity, full CSI at the relays is re-
quired and the relaying matrices must be optimized in order to allow for
coherent combining of the relayed signals at the destination.

Acquisition of complete and reliable CSI in a multiple-relay network
can represent a challenging task, especially in rapidly changing chan-
nels. Several algorithms for channel estimation in AF relay systems are
available in literature. In [56] and [57|, the estimation of both the source-
relay and relay-destination channels is performed resorting to pilot-based
schemes. As regards to CSI acquisition at the transmitter, one viable
solution consists in exploiting the possible channel reciprocity between
the forward and reverse link; an alternative approach relies on forward-
ing the (possibly quantized [58]) CSI acquired at the destination to the
source over a reliable feedback link.

Recently, the multiple-relay optimization problem has been tackled
in [59], under the MMSE criterion and assuming either weighted sum
power constraint or per-relay power constraint. A similar optimization
scenario is considered in [60], where the power constraint is enforced at
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the destination rather than at the relays.

2.2 General network model

Throughout this chapter, a MIMO cooperative multiple-relay network
composed by a source, a destination and N¢ relay nodes is considered,
where it is assumed to be no direct link between source and destina-
tion, and thus communication takes place through a set of intermediate
AF relay nodes. In addition, there is no relay-to-relay communication.
Therefore, we consider a dual-hop communication relaying protocol (see
Tab. 1.1 in Subsec. 1.5.1 of Ch. 1) in which the relay nodes, after per-
forming a linear processing (typical of the AF protocols) on the received
source signal, forward it to the destination in the relaying phase. More-
over, non-orthogonal and half-duplex relay nodes are employed so that,
respectively, they operate within the same frequency band and cannot
transmit and receive simultaneously. The general network topology is
represented in Fig. 2.1, in which the positions of the N¢ relay nodes are

edmeter for .
AL ¥,

X
o%w QO relay node

Figure 2.1: General topology.

randomly chosen within the circle of radius r whose center is identified by
the couple of polar coordinates (dsc, ), taken with respect to the source
node S which, in this regard, plays the role of the origin of the polar
coordinate system. All the nodes are equipped with multiple antennas,
with the number of antennas at source, relays, and destination denoted
by Ng, Ny, and Np, respectively, and spatial multiplexing transmission
is employed. Communications supported by the network insist across
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a frequency-flat quasi-static Rayleigh fading channel and the received
signals are affected by a Gaussian distributed thermal noise.

Since the processing of the considered system is on a symbol-by-
symbol basis, for the sake of notation simplicity, we avoid indicating the
functional dependence on the k-th symbol interval (k € Z) in all the
following derivations.

Source processing

The signal transmitted by S during the first time slot is denoted by
s € CNB, where Ng < Ng, which satisfies assumption (al) (see the
assumptions section). The symbol block s is processed by a full-column
rank precoding matrix Fg € CNs*NB thus obtaining § = Fgs € CNs.

1-th relay processing

The received signal at the i-th relay, during the second time slot, is given
by z; = H; § +w;, where H; € CN?*Ns yepresents the i-th first-hop (i.e.,
between the source and the i-th relay) MIMO channel,! and w; € CN®
accounts for noise. At the relay nodes, assumptions (a2) and (a3) hold
(see the assumptions section). Specifically, the variance of the entries
of the matrix H;, Vi, is defined as 0}2172- £ (dsp/dsgr;)", where dsp is the
distance between the source and the destination, dsr, is the distance
between the source and the ¢-th relay node, and 1 > 2 represents the
path loss exponent. The vector z; € CNR is scaled by v/@; and processed
by a forwarding matrix F; € CN2®XNr hence yielding

zi = JaFiz, = F;,(H;s+w;)
= Vo F;H;Fys+ /o, F;w; € CN», (2.1)

Destination processing

At the destination, the received signal can be expressed asr = Cs + v,
with

N¢
C2 | Va;G;F;H;| Fy e CN>>N» (2.2)
=1

!This channel is also referred to as backward or broadcast channel.
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N¢
va> /aiGFiw;+deC™ (2.3)
=1

denoting the overall non-Gaussian dual-hop channel matrix and the ef-
fective noise at the destination, respectively, where G; € CNPXNR repre-
sents the i-th second-hop (i.e., between the i-th relay and the destination)
MIMO channel matrix,2 whereas d € CNP is the thermal noise vector
at the destination. Assumptions (a4), (a5) and (a6) (see the assump-
tions section) hold at the receiver end where, similarly to the backward
channels, the variance of the entries of the matrix Gy, Vi, is defined as
aéi £ (dsp/dgr,p)", where dr.p is the distance between the i-th relay
and the destination.

In the following two sections, a performance analysis of a cooperative
system is carried out under the assumption that no CSI is available at
the cooperative transmitters. On the other hand, in the last section,
CSI is exploited at the source and relays to design optimal precoding
strategies.

2This channel is also referred to as forward or MAC channel.
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2.3 Case 1: Naive cooperation with ZF equaliza-
tion

In this first case, we consider the performance analysis, in terms of sym-
bol error probability (SEP), of a cooperative system, where multiple
MIMO AF relays simultaneously transmit in the second hop, and the
destination adopts linear ZF equalization. To avoid incurring in signifi-
cant signaling overhead, a non-coherent |40,61,62| or blind |63] relaying
system is considered, where CSI is not available at the source and relays.
Although noncoherent relaying simplifies the analysis, since precoding
at the source and relays does not depend on the channel coefficients,
there are two additional problems with respect to single-relay theoreti-
cal studies [50-53]: (i) the correlation between noise samples at the des-
tination, due to the simultaneous relay transmissions; (ii) the different
locations of the relays, which imply different variances of the fading chan-
nel coefficients. Relying on the strong law of large numbers [64] and on
properties of the linear combination of Wishart matrices with unequal
covariances [65], we develop an approximation of the noise correlation
matrix that allows us to derive an accurate yet simple approximation of
the SEP in the high-SNR regime, for an arbitrary number and locations
of relays. According to [61]|, we show that noncoherent schemes cannot
achieve distributed spatial diversity, but only coding and multiplexing
gain. Additionally, by specializing our results in the case of a relaying
cluster, for which the distances between the different relays are negligi-
ble with respect to the distance between the source and the destination,
we discuss the placement of the cluster that maximizes the coding gain
and, moreover, we present a comparison between cooperative and direct
transmissions.

2.3.1 System model and basic assumptions

We consider the network of Fig. 2.1 in which source and destination
cannot communicate directly due to large shadowing effects. All nodes
are perfectly synchronized and H; € CN&*Ns and G; € CNo*Nr de-
note the first- and second-hop MIMO channels, respectively, for ¢ &
{1,2,...,N¢}. Instantaneous CSI is known only at the destination via
training, but is unknown at both the source and relays [40,61-63].

The source symbol block s, satisfying assumption (al) (see the as-
sumptions section), is processed by a full-column rank precoding matrix
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Fy € CNs*Ns_thus obtaining § = Fgs € CNs| with tr(FL Fg) = 1, which
ensures that E[||8]|?] = 1. At the ith relay, the vector z; is scaled by \/a;
and processed by a nonsingular forwarding matrix F; € CNRXNr hence
yielding z; £ \/a; F; z; € CN®, with tr(FI F;) = Ng Although the signal
at the destination is given by the general model of Sec. 2.2, for the sake
of convenience, in the following the main equations are reported again:

r=Cs+v (2.4)
Nc¢
C2 Y VoG F;H;| Fy € C"\P*"» (2.5)
i=1
Nc¢
Véz\/a_iGiFiWi—l-dECND (26)
i=1

where, again, r represents the signal received by the destination node,
C denotes the dual-hop channel matrix, and v the overall noise at the
destination, where w; and d fulfill, respectively, assumptions (a2) and
(ab) (see the assumptions section), with oy ; = 04 £ 2.

When the source and relays have no CSI, a sensible choice |66, 67|
is to assume that F(y and {FZ}?:C1 are scaled semi-unitary matrices, i.e.,
F{ Fo = Ix,/Np and FI F; = F; Fil = Iy, : in this case, Fy is employed
to adjust the multiplexing rate and the set of relaying matrices {FZ}F:C1 is
used to avoid possible rank deficiency of C (see (a6) in the assumptions
section). Therefore, here we consider the set {FZ-}?LCO of matrices satisfy-
ing both the assumptions (a7) and (a9) (see the assumptions section).
Each scaling factor «; is chosen so as to satisfy the average power scaling
constraint E[||Z;||?] = Ng P;, where P; is the power available at the ith
relay for each antenna, thus obtaining

7P

- LI 2.7
i 1+’ya}2m- (27)

with v £ 02 denoting the average signal-to-noise ratio (SNR) per trans-
mitted symbol block.

2.3.2 Theoretical performance analysis

Let us introduce

G 2 [G1,Go,...,Gy,] € CNo*(NeNr)
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and
H = [Hrlfa HI, ... ,HEC]T e C(NcNRr)xNg

By applying the conditional expectation rule, the error probability in
detecting the nth entry of s, Peoop,n(€), can be calculated as

Pcoop,n(e) = EH{EG\H[Pcoop,n(€|G’ H)]}v (2'8)

where Peoopn(€|G, H) represents the SEP conditioned on H and G. The
conditional SEP Pcoop n(e|/H) is given [68] by

Pcoop,n(6 ‘ H) £ EG\H[ng:))p,n(e‘Gﬂ H)]
2b [T/2 U
= — PsINR,, <—#; H) dz (2.9)

T Jo sin” x

where b £ 2(1—1/4/Q) and u = 3/[2(Q — 1)] are modulation-dependent
parameters, whereas

Psing,, (y; H) £ Egm [exp (y SINR,,)] (2.10)

is the moment generating function (MGF), conditioned on H, of the
signal-to-interference-plus-noise ratio

a 1

SINR,, £ ;
{CTK,y CTH}M

(2.11)

with Kyy = E[v vl |G] denoting the correlation matrix of the noise at
the output of the ZF equalizer.

SINR approximation

It can be shown that K,y can be decomposed as Kyy = 02 (Sne +1Iny),
with Sy, £ Zi\lzc’l a; G; G? being a sum of complex central Wishart
matrices [69] o; G; GiH, each one having Ny degrees of freedom and co-

. . 2 2 . . A
variance matrix o; oy ; Iy, respectively. Matrix Sy, has mean My, =
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E[Sx.] = oNr Inp,, with o £ E?I:Cl ; agﬂ- > 0, and variance given by

VAR(Sxo) 2 E|[[Sxe — Mol

N¢
= —2oNg Z o E [tI‘ (Gz GEI)] + Q2 N%{ Np
=1

N¢ Ng

+> Y @i, E[tr (G; GI' G, G} )]
i=1k=1
k#i

+> B {u[(e 6]}

i=1

Nc¢
= NgNp*) ofoy, (2.12)
=1

where we observed [69] that E{tr[(G; G}')?]} = o, Nr Np (Nr + Np).
When the number of relays N is sufficiently large, matrix Sy, converges
almost surely to the constant matrix My, as stated by the following
Lemma whose proof relies on a generalization of the Kolmogorov’s in-
equality [64] to the case of random matrices.

Lemma 1. Under the assumption that

T 4254

1 ,
» 2 < +oo (2.13)
=1

]

the matriz sequence {o; G; GZH}ZI\S obeys the strong law of large num-
bers, i.e., Ye > 0 and YA > 0, there is N > 0 such that, VK >
0, the probability of the simultaneous fulfilment of the K inequalities
ISnve — Mn,|l|/Ne < € is greater than or equal to 1 — A, for N¢ €
{N,N+1,....N+ K}.

Proof. See App. A.

Fulfilment of (2.13) depends on the sequence {a? O‘éi 10 whose gen-
eral term can be upper bounded as

2 2 2 2
2 4 2 p2 Tg,i < A2p2 Og,i (2.14)
a. .= B [ [ N .
ZO'g7Z AR 1—|—’)/0't2”; =7 Pmax 1_‘_70_}2”'
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where Ppax > 0 is the maximum (finite) power available at each relay.
Thus, one can argue that (2.13) is trivially satisfied when the average
path losses do not depend on 1, i.e., 0}21’2- = (dsp/dsg,)" = o and aéi =
(dsp/dr,p)" = aé: in this case, the sum of the series in (2.13) is upper
bounded by (72 a2, ag)/G, with omax = (Y Pmax)/(1 +vo2). From a
physical viewpoint, this happens when the relays form a relaying cluster,
wherein the distances between the different relays are negligible with
respect to the distance dgp between the source and destination. When
the cooperative relays do not belong to a cluster, the general term of

{a? O‘éi 1o can be further upper bounded as

2 2 2n
g x d
g,ma. ] < P2 ax ( SRmax> , (215)

7‘ - 2
(3 g5 max 1 + fy Uh,min dRminD

Wlth Jﬁ,min é (ds[)/dSl:{max)17 a‘nd Ug,max é (dSD/dRminD)n7 Where dSRmax
is the distance of the farthest relay from the source, while dr_, p is the

distance of the nearest relay to the destination, i.e.,
d £ max _dsg, 2.16
Slma i€{1,2,....N¢} SR ( )
dr..p = min  dg,p. 2.17
RininD e in L drin (2.17)

Hence, for any value of v, a sufficient condition for fulfilment of (2.13) is
that dsgr,,../dr,..p < X, for some finite constant 0 < y < 400, which,
besides requiring that dsg,,,, is finite, imposes that dr _, p must be suf-
ficiently large, i.e., the relays cannot be too close the destination; in this
case, the sum of the series in (2.13) is upper bounded by (72 P2, x*")/6.

SEP approximation

Roughly speaking, Lemma 1 states that, with high probability, ||Sx, —
My |l/N¢ remains small for all N¢ > N, provided that (2.13) holds.
Therefore, if N¢ is sufficiently large, by replacing Sy, with My,,, thus
obtaining Ky ~ 02 (oNg + 1) Iy, the SINR is approximated as

1
SINR, ~ L.~ (2.18)

B {(CH C)_l}nn7

where 3 = oNg +1. At this point, we state the main result of the paper.
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Theorem 1. Let Np > Np, D 2 Np— Ng+1 and Noc Ng > Np. In the
high-SNR region, i.e., for v > 1, one has

- Ne 4 —-D

3y Z (e a,%ﬂ- 03’2-)2
i=1

Ne
2Np(Q—-1)p Zai 0,2%2- O‘;i
i=1

(1>

&Q
=il

Pcoop,n(e) Tcoop

coop(€)

(2.19)
where

. 1\ (NgNg—Np—1)!
Y coop 2 20(D) (1 \@) NN =N (2.20)

with ©(v) £ (2/7) fo [sin?(z)]* dz, v € R.

Proof. See App. B.

As a first remark, we highlight that Peoop(e) turns out to be inde-
pendent of the symbol index n. Furthermore, it is worth noting that,
in the high-SNR regime, the scaling factor o; =~ P; /0'}2177; becomes inde-
pendent of v. Consequently, {a; o2 i gz}z_l and f in (2.19) turn out to
be independent of v and, thus, the SEP can be simply approximated as
Pcoop(e) ~ (Ceoop )~ b , where D £ Np — N + 1 is the diversity order,
whereas the coding gam Ceoop is given by

3 Yooy Z Pioy

Ceoop = N . (221)

C
2Np (Q (NR > Pioyioni+ 1) > Pioy,
1=1

It is noteworthy that, as stated in [61], the diversity order of the system
does not depend on the number of relays N¢: such a result stems from
the fact that the forwarding matrices are channel-independent. More-
over, we highlight that the SEP is independent of the precoding and
forwarding matrices {FZ}Z %, 1e., all AF MIMO cooperative systems
with linear equalization at the destination and (semi-)unitary precoding
and forwarding matrices exhibit the same SEP given by (2.19).
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Optimal placement of the relaying cluster

To streamline the subsequent discussions, we assume hereinafter that
the relays use the same maximum transmitting power,3 i.e., P; = Ppax,
Vi € {1,2,...,N¢}. Furthermore, we focus on the case when the relays
form a relaying cluster (see Fig. 2.1 when the distances {dm}gj@‘:l, for
1 #£ j, between every pair of relays are all negligible with respect to dsp,
ie., d;; <dsp Vi,j € {1,2,...,Nc},i # j) and, thus, the average path
losses are approximately independent of 4, i.e., aﬁ’i ~ o £ (dsp/dsc)”
and aéi ~ Jg £ (dsp/dcp)", where dsc is the source-cluster distance
and dcp is the cluster-destination distance.* Particularizing (2.21) to
the case when P; = Py, aﬁﬂ- ~ of, and U;i ~ aé, Vi e {1,2,...,N¢},
one has

—-1/D 2 2
3 Pmax Tcoop Og 0p

2Ng (Q — 1) (NeNr Prax 02 +07)
We say that the relaying cluster is optimally placed if the coding gain
Ceoop in (2.22) is maximized. Our aim is to calculate the optimal values
of dgc and dcp that maximize the coding gain (2.22). Assuming dsp
fixed and applying the Carnot’s cosine law to the triangle in Fig. 2.1,
one obtains that

dCD = \/d%C + d%D - QdSC dSD COS(Q),

where 6 € [0,27) is the angle between the source-cluster and source-
destination directions. At this point, the problem boils down to com-
puting dsc and 0. It is easily shown that Cgoop in (2.22) reaches its

(2.22)

CCOOp ~

maximum value when dgal + Nc NR Prax ngQ [dsc — dsp cos(f)] = 0
and sin(f) = 0: the latter equation imposes that 6 = Oy, = 0, i.e., the
relaying cluster lies on the line joining the source and destination, and,
thus, dcp = |dsp — dscl; in this case, one can infer, from the former
equation, that dgp is necessarily greater than dsc, i.e., dsp > dsc, and
thus

dsp
dsc = (dsc),., = (2.23)
opt 1+ 77_\/1 NC NR Pmax
3 Joint optimization of the relays’ transmitting powers Py, Ps. .., Px,, which is a
complicated task in the considered decentralized framework, is outside the scope of

this paper.

“We will show by numerical simulations in Subsection 3.3.4 that results in this
case turn out to be valuable design guidelines even when the average path losses are
different, provided that the distances between the different relays are sufficiently small
with respect to the distance between the source and destination.
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and
dCD = (dCD)opt = dSD - (dSC)Opt . (224)

It is apparent from (2.23)-(2.24) that 0 < (dsc)opt < dsp. More specifi-
cally, in the case where Pax No Ng = 1, which implies that (dsc)opt =
dsp /2, the coding gain is maximized when the cluster is equidistant from
the source and destination. Moreover, when P, No Ng > 1, it results
that (dsc)opt < dsp/2, i.e., the maximum value of Cepop in (2.22) is
achieved if the relaying cluster is closer to the source than the destina-
tion. Finally, if Prax No Nr < 1, then (dsc)opt > dsp/2, i.e., the coding
gain reaches its maximum when the cluster is closer to the destination
than the source. In these last two cases, the best location of the cluster
is also dictated by the path-loss exponent 7.

Comparison between cooperative and direct transmissions

It is interesting to compare (2.19) with the SEP of the direct transmis-
sion between the source and destination, i.e., when there are no relays.
In this case, it can be verified [68] that, for v > 1, the SEP in detecting
the nth symbol s,, in the case of direct transmission with ZF equaliza-
tion at the destination, can be approximated as Pgirn(e) = Pair(e) =
(Cairy) P, where Cg 2 3T(;1/D/[2 Ng (@ — 1)] represents the coding
gain of the direct transmission, with Yg;, = 20(D) (1-1/4/Q). Compar-
ison with (2.19) reveals that the cooperative scheme and direct transmis-
sion achieve the same diversity order, but exhibit different coding gains.
The ratio between such coding gains can be expressed as

N¢
2 4
Q@ Z Pl oy
i=1
N¢ N¢
i=1 i=1
where Q £ R/(NoNg — Np)!/(N¢Ng — Np — 1)! > 1. Henceforth, the
cooperative transmission is advantageous with respect to the direct one

if & > 1. By substituting in (2.25) the simplified expression of Ceoop
given by (2.22), the ratio £ becomes

N Ccoop .
5_ CYdir B

(2.25)

2 2
~ QPrax oy o}y
Ne¢ Ng Prmax 02 +0p

(2.26)
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If No NR Prax ag < aﬁ, which happens when the cluster is much closer
to the source than the destination, then & ~ QPpax ag, which unveils
that the performance comparison between cooperative and direct trans-
missions does not depend on the first-hop path loss; in this case, the
cooperative scheme outperforms the direct one if QPpax O'g > 1 and,
thus, recalling that €2 > 1, it suffices that Py > 1, i.e., the maximum
transmitting power at the relays has to be sufficiently large. On the other
hand, if N¢ Ng Prax ag > aﬁ, which happens when the relaying cluster
is much closer to the destination than the source, we obtain from (2.26)
that ¢ ~ (Q02)/(Nc Ng), which does not depend on the second-hop path
loss. We observe that, in the latter case, the condition Qaﬁ > N¢g Ng,
which ensures that the cooperative scheme is advantageous with respect

to the direct one, is independent of P y.

2.3.3 Numerical performance analysis

To corroborate and complete our theoretical results, we compare the
high-SNR, approximations Fcoop(e) and Pgi:(e) with the value of the
probabilities Pcoop,n(€) and Pgirpn(e), respectively, calculated by a semi-
analytical approach, where the averages (with respect to all the relevant
fading channels) are evaluated through 10° independent Monte Carlo
runs, with each run employing a different configuration of relays’ posi-
tions, a different set of fading channels, and a different set of random
scaled unitary matrices {FZ}F:CO Additionally, we report the ABER per-
formances of both cooperative and direct transmissions when the MMSE
equalizer is used at the destination, calculated by a semi-analytical ap-
proach similar to that used for the ZF case. Cooperative and direct
schemes are referred to as “Coop” and “Dir” in the plots, respectively.

We consider the planar network topology depicted in Fig. 2.1, with
the source located at the origin of the reference system, and the des-
tination positioned at (dsp,0), with dsp = 1; moreover, the N¢ relays
are randomly (uniformly) and independently distributed in the circle of
radius 7, whose center is identified by the polar coordinates (dsc,f). A
Gray-labeled QAM modulation with @ = 4 is considered, with Ng =
Ng. All the channels are generated according to assumptions (a3)-(a4)
(see the assumptions section), with n = 3, and all the relays trans-
mit in the second hop with the same power level P; = Ppax = 1,
Vie{l,2,...,N¢}.
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Example 1: ABER performance for different values of relaying
cluster’s geometrical parameters

10"

—fH— ZF - Coop (approximation)

— ZF - Coop (semi — analytical)
—=%%— MMSE - Coop (semi — analytical)

ABER

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Figure 2.2: ABER versus the distance dgc between the source and the
cluster for § = 0 (Example 1).

In this example, we consider the (Ng,Ng,Np) = (2,2,2) antenna
configuration (diversity order D = 1), by setting 6§ = 0o,y = 0 and
SNR = 20 dB. Specifically, we depict in Fig. 2.2 the ABER performances
of the considered cooperative transmission schemes as a function of the
distance dgc, with » = 0.1 and N¢ = 4, whereas Fig. 2.3 reports the
ABER performances of the same schemes as a function of cluster’s radius
r for two values of N¢ € {2,6}, with dsc = (dsc),,,, being the optimal
source-cluster distance given by (2.23).

Results of Figs. 2.2 and 2.3 evidence that, as expected, the MMSE
equalizer slightly outperforms the ZF one, with a performance gain that
does not significantly depend on the position and radius of the relaying
cluster, provided that » < dgp. All the curves in Figs. 2.2 and 2.3
show a good agreement between the semi-analytical performance of the
ZF equalizer and its approximation (2.19). With reference to the ZF
case, the ABER approximation curve in Fig. 2.2 has a minimum point
at dgc = 0.25, which corresponds to a global maximum of the coding
gain. By setting dsp = 1, Ppax = 1, No =4, Ng = 2, and n = 3 in
(2.23), one obtains (dsc),,, = 0.2612, thus further confirming that the

opt

opt
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—— ZF - Coop (approximation)

¢ ZF - Coop (semi — analytical)
—%— MMSE - Coop (semi - analytical)

-4

10

0.1 0.15 0.2 0.25 0.3
r

Figure 2.3: ABER versus the cluster’s radius r for two different values

of the number N¢ € {2,6} of relays (Example 1).

results of Subsection 2.3.2 are valid also for a cluster whose radius r is
not infinitesimal, provided that r < dsp.
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Example 2: ABER performance versus SNR for different num-
ber of antennas and relays

ZF - Dir (approximation)
—K— ZF - Dir (semi — analytical)
—&— MMSE - Dir (semi - analytical)
—H— ZF - Coop (approximation)

10 | -
i i ; (- ZF - Coop (semi - analytical)

é X : : —=%— MMSE - Coop (semi — analytical)
A

ABER

0 2 4 6 8 10 12 14 16 18 20 22 24

SNR [dB]

Figure 2.4: ABER vs SNR for (N¢, Ng, Ng,Np) = (2,2,2,2) - (Ex. 2).

In this example, we report the ABER performances of both the con-
sidered direct and cooperative transmission schemes as a function of
the SNR for two different values of N¢ € {2,6}, with dsc = (dsc)
0 = 0Oopt = 0, and 7 = 0.1.

Figs. 2.4 and 2.5 refer to the (Ng, Ng, Np) = (2,2, 2) antenna config-
uration, whereas Figs. 2.6 and 2.7 refer to at the (Ng,Ng,Np) = (2,2, 3)
antenna configuration. In accordance with the results of Subsection 2.3.2,
the ABER curves for the cooperative and direct schemes exhibit the
same diversity order (D = 1 in Figs. 2.4 and 2.5, D = 2 in Figs. 2.6
and 2.7), but different coding gains. Specifically, with reference to ZF
equalization and the (Ng,Ng,Np) = (2,2,2) antenna configuration, let
ASNR(N¢) > 0 be the SNR gain (in dB) of the cooperative scheme
over its corresponding direct counterpart, evaluated for convenience at
the ABER value of 8 - 1073, it results from Figs. 2.4 and Figs. 2.5 that
ASNR(2) = 6 dB and ASNR(6) = 12 dB, respectively. Such gains can
also be reported in terms of the ratio between the coding gain Ceoop

of the cooperative scheme and the coding gain Cgj, of the direct trans-
ASNR(N()
mission as Eemian = Ceoop/Cair = 107 10 < Interestingly, such a

opt?
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performance gain can be reliably predicted by resorting to (2.26), which
refers to a relaying cluster with infinitesimal radius, i.e., » — 0: for
instance, in the case of No = 6, one has that £emian = 15.8489 (12
dB); by setting Ppax = 1, No = 6, N = Ngs =Np =2, 7p=3=
D =1, (dsc)y = 0.2240, of = (1/0.2240)° = 88.9725, and 02 =
/(1 — 0.2240)]3 = 2.1400 in (2.25), one gets £ ~ 16.6068 (12.2 dB).

ZF - Dir (approximation)
—¥K— ZF - Dir (semi - analytical)
—% MMSE - Dir (semi — analytical)
—+H— ZF - Coop (approximation)

100 F ; : : — ZF - Coop (semi - analytical)

—+%— MMSE - Coop (semi — analytical)

0 é 1‘1 é é 110 112 1J4 1‘6 18 20 2‘2 24
SNR [dB]
Figure 2.5: ABER vs SNR for (N¢, Ng, Ng, Np) = (6,2,2,2) - (Ex. 2).

1

10

ZF - Dir (approximation)
—¥K— ZF - Dir (semi - analytical)
10° k % MMSE - Dir (semi - analytical)

I —— ZF - Coop (approximation)

&= : ‘ (- ZF - Coop (semi - analytical)
10th < - —%%— MMSE - Coop (semi - analytical)

¢ S

107

ABER

10°

10°

107

0 é 1‘1 é é 110 112 114 1‘6 l:f} 2‘0 22‘ 24
SNR [dB]
Figure 2.6: ABER vs SNR for (N¢,Ng,Ng,Np) =(2,2,2,3) - (Ex. 2).
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T T T T T

ZF - Dir (approximation)

—¥k— ZF - Dir (semi — analytical)

10° b %— MMSE - Dir (semi — analytical)
i ; ; ‘ —fH— ZF - Coop (approximation)

—— ZF — Coop (semi — analytical)
—=#%— MMSE - Coop (semi — analytical)||

ABER

Figure 2.7: ABER vs SNR for (N¢, Ng, Ng,Np) = (6,2,2,3) - (Ex. 2).
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2.4 Case 2: Naive cooperation with MMSE equal-
ization

In this section, we study the SEP performance of the cooperative network
considered in case 1, with the only difference that the MMSE criterion is
used to design equalizer at the destination. Dual-hop relaying schemes
are relevant whenever the signal received via the direct link is below the
noise level, due to deep fading or large obstructions. Moreover, it is
widely recognized that complete and reliable CSI can be acquired at the
relays with a reasonable overhead only in slowly-changing channels and
by recruiting only a few closely located relays.

Performance analysis of dual-hop noncoherent AF relaying MIMO
schemes over fading channels has been widely carried out in the litera-
ture. To name a few, in [40] closed-form expressions and upper/lower
bounds on the ergodic capacity are derived in high SNR conditions,
whereas in [63| the outage performance of a dual-hop single-antenna/single-
relay system is assessed in closed form.

To the best of our knowledge, a complete study of the SEP at the
output of a linear MMSE receiver, in the case of an arbitrary (possi-
bly large) number of multiple relays placed in different positions, has
not been considered yet. An approximate SEP expression for linear ZF
equalization at the destination has been obtained in [54], but the exten-
sion to the MMSE case is not straightforward. The contribution consists
in the derivation of a closed-form approximation of the SEP at the out-
put of the MMSE equalizer, which proves to be fairly accurate as long
as the number of relays exceeds two.

2.4.1 Signal model

We consider the network of Fig. 2.1 and assume, again, that there is no
direct link, and thus communication between source S and destination
D takes place exclusively through N¢ intermediate relay nodes. More-
over, the wireless channel is modeled as an independent and identically
distributed (i.i.d.) slow Rayleigh fading channel [70]. Relay nodes em-
ploy the AF protocol by simply scaling their received signals, according
to a power constraint, and forwarding them to the destination. With
regard to the precoding and relaying matrices, in this second result as-
sumptions (a6), (a7), (a8) and (a9) (see the assumptions section) hold.
In addition, we assume that source and relays are not aware of channel
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conditions, and thus CSI is available at the destination only (e.g., by
training).

According to the model of Sec. 2.2, the received signal at D can be
written (see also [40]) (we drop the discrete time-index for simplicity) as

Nc¢
r=> G;z+d (2.27)

i=1
where the signal forwarded by the ith relay towards D is
7; 2 /o; (His +w;) € CNr (2.28)

in which «; > 0 is the scaling factor at the ¢th relay. In this case, the
general assumptions from (al) to (a5) (see the assumptions section) are
considered with 0'}21’2- = (dSD/dSRi)n; Ug,i = (dSD/dRiD)n; and U\?v,i = 0'(21 £
o?. In addition, as in the previous section, the scaling factor «a;, Vi €
{1,2,...,N¢} are chosen so as to satisfy the average power constraint
E[|z:|?] = NrP;, Vi € {1,2,...,N¢}, where P; is the power available
at the ith relay for each antenna, thus obtaining o; = P;/(o}, + 02),
Vie{1,2,...,Nc}. ’

2.4.2 SEP analysis

Let C £ Z?zcl Vai GiH; € CNpxNs denote the equivalent dual-hop
MIMO channel, and define G 2 [G1, G, ...,Gy,] € CNo*(NoNr) - Ac
cording to (a6) (see the assumptions section), we assume® that rank(C) =
Ng < Np with probability 1, i.e., C is full-column rank. The received
signal (2.27) at D is subject to MMSE equalization, thus yielding

y=Ccl(cc+R,,) !, (2.29)

where Ryy 2 E[vvl|G], with v = Zi\lzcl va; G;w; +d, is the corre-
lation matrix of the overall noise at the destination, conditioned on G,
which can be expressed as

Nc¢
R,y = 02 (Z o; G GEI + IND> . (2.30)

i=1

This assumption is made to avoid that the MMSE equalizer matrix C™ (C C" +
va)_l becomes rank-deficient in the high-SNR regime.
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Let H 2 [H{, Hj,... . H{_|" € CNcN&)>*Ns By applying the con-
ditional expectation rule, the error probability P, (e) in detecting the
nth entry of s can be calculated as Pp(e) = Eu{Equ[Pn(e|G,H)]},
where P, (e|G,H) represents the SEP conditioned on H and G. The
conditional SEP P,,(e|H) £ Egu[Pn(e|G, H)] can be upper-bounded as
(see, e.g., [36]) Pu(e[H) < b By pummse (—u), with b 2 2(1 — Q~1/2) and
u = (3/2)(Q —1)7!, where ®giygmmse(s) £ Egm[exp(s SINRF™)] is
the moment generating function (MGF), conditioned on H, of the ran-
dom variable (RV) SINR]'™¢ representing the SINR at the output of
the MMSE equalizer on the nth spatial stream. For fixed values of H
and G, the SINR on the nth spatial stream is given by
1 1

SINRIM™S® — ] = -1 (231
" MMSE,, {(Ing + CHP R C) 1}y 23

where {A},,, stands for the (n,n) entry of matrix A. Derivation of
the exact distribution of SINRJ™®¢ conditioned on H, is complicated
by the presence in (2.31) of the noise correlation matrix Ryy. To ren-
der the problem mathematically tractable, let us first focus on the term
Sne = 21\1201 o; G; G in (2.30), which is the sum of N¢ complex cen-
tral Wishart matrices |71], each one having Ngr degrees of freedom and
covariance matrix o? O‘éi In,. As shown in [54], as the number N¢ of
cooperative relays increases, matrix Sy, converges almost surely to its
mean My, £ oNg Iny,, with o = 21\1201 Q; agﬂ-; in this case, the noise cor-
relation matrix (2.30) can be well approximated as R ~ 02 (o Ng+1) Inp,
which, accounting for (2.31), leads to the following SINR approximation

SINRI™™S® ! ~1 (2.32)

{(INS +y CH C)_l}nn
where v £ 1/(026), with 6 £ oNg + 1.
Let C_,) € CNox(Ns=1) denote the matrix C with its nth column
¢, removed. We consider the economy-size singular value decomposition

C(_n) =U,D, VE, where the semi-unitary matrix U, € CNpx(Ns—1)
(Ns—1)x(Ns—1)

and the unitary matrix V,, € C contain the left and right
singular vectors, respectively, associated with the nonzero singular val-
ues of C(_,), gathered in matrix D, =S diag(dn,0,dn1,---,dnNg—2) €
RNs=1D)x(Ns=1) " Tt can be shown [72] that the SINR at the output of
the MMSE receiver can be decomposed into the sum of two statisti-
cally independent RVs as SINRM™™ — ¢, + SINR where SINRZ ~

mn
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v/{(CY C)~1},,, is the approximate SINR at the output of the ZF equal-
izer on the nth spatial stream, whereas ¢, = 'yé,ll{ Ing—1 + 'yD,%]_l Cn,
with &, = Ullc,,.

Given H, the approximate SINRY is a Gamma RV [73] with shape
parameter Kk = Np — Ng + 1 and scale parameter § = ~,, with
Y, 2 1/(R7 Y, where R £ " (2 ® IND)INI € CNs*Ns represents
the covariance matrix of each row of C,

H 2 [diag(07, 1,070,107 ne) - @ Inp] H (2.33)

is the normalized channel matrix, with i.i.d. unit-variance ZMCSCG
entries,

ST 2 2 2 2 2 2
Q= diag(a1 05,1 051,020, 9059, -+, ONe Oh NG Tg.NG )s (2.34)

and ® denotes Kronecker product |74|. From the statistical independence
between SINRfo and (,, it follows that

Pginpmmse (—u) = P, (—u) Pgpygar(—u)

~ @, (—u) (14 uy 5,)” N Ns+D) (2.35)

where we approximated @SINsz(—U) with the MGF of a Gamma RV.
At this point, we need to evaluate the MGF of (,,. By writing (, as a
function of the entries of &, £ [€n,05Cnls - - - ,En,Ns_g]T and the singular
values d,;, and applying the conditional expectation rule, one obtains
the expression of ®¢, (—u) reported in (2.36) at the top of this page.

2
Ng—2 ltpn il

—uy 2o 2
Pc, (—u) = EC(_n)H[E0|HC(n) (6 1+7d"”>]

Ng—2 w2
= EC(H)H[ H EC‘H,C(,TL) <€ 1+’de,i >:| . (236)
1=0

In the last-hand of (2.36), we have exploited the statistical inde-
pendence, conditioned on C(_,, among the circular Gaussian RVs ¢, ;,

having mean [72] jin; = dp i {VE [R(_pn,—n)] " Tp(—n)}i and variance %,
where R(_,, ) is the covariance matrix R with its nth row and nth
column removed, whereas r,_,) denotes the nth column of R with its
nth removed.
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Given H and C™™ it turns out that the RV |&, | has a noncentral
Chi-squared distribution [73] with MGF

E exp| —uvy- 7|tn’i|2
CIH,C(_,) p y 1+7d1217i

-1 2
ulyzn |an|
= 1 _ -
<+1+vd3,i> eXp( . +w>
u7y

n
1+’yd,§7i
l+yd? +uy,

2.7)

where the last inequality stems from the fact that exp(—az) < 1, for
any x > 0 and a > 0.

Substituting (2.7) into (2.36) and recalling that C(_,,) = U, D,, V],
after straightforward calculations, one obtains

Ng—2 d2'
e, (~u) S EC(H)H[ H (m)]

1=0

A

det(D?
ECWH[ (D7) }

det (u %, Ing—1 + D2)

det [E]
< E
~ C(")H{det [us, R —1-5]}

(_nv_n)

det [E] }

C(_n)IH{ det [Ing—1 + X E]

< \Ns=D g

(2.8)

which holds for moderate-to-high values of the SNR, where the last term
comes from Weyl’s inequality [74], with x = (X, Amax) " and Amax
denoting the largest eigenvalue of R(_,, _,), conditioned on H. At this
point, provided that Ng > 1, approximating the expectation in (2.8) as
in [36], one obtains

Np 400 75N5—2 e—t/x
D, (—u) < No — 1 - -
a(—u) < <Ns—1>( s—1) /0 (EmEE dt

=(Ns—2)!U(Ns—1,Ns—Np—1,1/x)

S <NSNE 1>(N5_1)!U(NS—1,NS—ND—1,1/X) (2.9)
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where U(-, -, -) is Tricomi’s (confluent hypergeometric) function [73|. Sub-
stituting (2.9) into (2.35) and using again the approximation for moderate-
to-high SNR values, one has

Np Ng — 1
b mmse ( — <
sINRzmse (—u) S <Ns - 1) () NP NS

+oo yNs—2,—t/x

Thus, accounting for the expression of y, by substituting (2.10) into the
upper bound on P, (e|H) and averaging with respect to H, the SEP on
the nth spatial stream assumes the form

Np Ng —1
P, < b —_—
(e) ~ <NS _ 1) (u ,Y)ND—Ns—H

400 }Ng—2 —utAmaxSn
x En [/ re7e 2_(ND‘NS+1)dt} . (2.11)
0

(I+Nort

To calculate (2.11), it can be shown |65] that matrix R has approximately
a complex central Wishart distribution with

Nc 2 2 2
(22'21 aiah,iag,i)
2
N¢ 2 2
> il (azah,iag,z'

degrees of freedom and covariance matrix

vp = Nr (2.12)

2
Ne 2 2
K = 2] (ot Tn, = 0o T 2.13
R = ZNC OZ‘O'Q 0_2 Ng = V0 INg- ( ' )
i=1 Qi0} 0 ;

Therefore, provided that vy > Np, it turns out that 3, is a Gamma
RV with shape parameter kg = 1y — Ng + 1 and scale parameter ¥y.
In addition, from [71] we know that, for (Ng — 1) and vy approaching
infinity in such a way that (Ng — 1)/ tends to a finite limit £ > 0, the
largest eigenvalue of the complex Wishart matrix R, _,) converges
almost surely to Ao 2 2(Ng — 1)(1 + +v/¢)?; thus, in order to simplify the
calculus of the expectation in (2.11), we replace A\pax with its limiting
(nonrandom) value A\». Relying on Fubini-Tonelli theorem to switch
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the order of expectation and integration in the expression of P, (e), we
obtain the following final expression of the SEP.

Np Ng —1
Pn(e) S’ b <NS _ 1) (U 7)ND_NS+1
oo s > (Np—Ng+1)
—UlAco 2un SV —(ND—Ng
/0 Ao 8 g x a

p( No Ng—1 I'(vp — Np)
Ns =1/ (uydo)No~Nst1 I'(1p — Ng + 1)

“+oo th—2
/0 (1 + O)NoFL(1 + udoo gt )0~ N

dt (2.14)

Evaluation of (2.14) entails a computational complexity that is basically
dominated by the calculus of the integral, which can be accurately evalu-
ated by using numerical techniques, e.g., Gaussian quadrature methods.5
Such a computational burden is significantly smaller than the complex-
ity of a Monte Carlo simulation: indeed, since P, (e) might assume ex-
tremely low values in the high-SNR region, especially for N¢ > 2 (see
Section 2.4.3), a large number of Monte Carlo runs are required to obtain
accurate SEP estimates.

Some remarks about (2.14) are finally in order. First, we highlight
that P, (e) turns out to be independent of the symbol index n. Further-
more, it is worth noting that, in the high-SNR regime, the scaling fac-
tors a;, Vi € {1,2,...,N¢}, can be approximated as a; ~ P;/(Ng aii),
Vi € {1,2,...,N¢}, ie., they become independent of . Consequently,
Yo in (2.14) turns out to be independent of v and, thus, the SEP can be
expressed as P(e) ~ G,y P, where D 2 Np — Ng + 1 is the diversity
order of the system, which does not depend on the number N¢ of relays,
since no CSI is available, and the coding gain is denoted by

Ga A b ND NS —1 F(I/(] — ND)
¢ Ng — 1/ (udg)No=Ns+1 T (g — Ng + 1)
+00 th—Q
dt . 2.12
x /0 (14 t)No (1 + ulog¥gt)0—Np (2.12)

®As an example, the Matlab routine quadgk uses Gaussian quadrature by imple-
menting the Gauss-Kronrod method.
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Figure 2.8: ABER vs SNR for different values of the number N¢ of relays.

2.4.3 Numerical results

We consider a network geometry consisting of a S-D pair spaced by the
distance dsp = 1, plus N¢ relaying nodes, which are randomly and inde-
pendently distributed in a circle of radius r = 0.1, positioned on the line
joining S to D at distance dgc = 0.2 from the source. Source, destination
and relays are equipped with Ng = 2, Np = 3, and Ny = 2 antennas,
respectively. The employed modulation is Gray-labeled QPSK (Q = 4).
Both the first-hop and second-hop MIMO channels are generated accord-
ing to assumptions (a3) and (a4) (see the assumptions section), with
n = 3; in addition, all the relays transmit with the same power P; = 1,
Vi € {1,2,...,N¢} (simulations not reported for brevity show that the
ABER does not vary significantly if the relays transmit with slightly dif-
ferent powers.) In Fig. 2.8 we plot, for different values of N¢ € {2, 3,4},
the average bit-error-rate (ABER) of the MMSE receiver. In particular,
we compare the ABER values when the SEP P, (e) is calculated from
the bound (2.14) [labeled as “MMSE (bound)” in the plots|, with the
exact ones [labeled as “MMSE (exact)”], evaluated by means of a semi-
analytical approach, by averaging P, (e|H, G) with respect to H and G
over 10 Monte Carlo trials. Both curves are reported as a function of
SNR £ 1/02?, ranging from 0 to 20 dB.

It is apparent from Fig. 2.8 that the exact performance of the MIMO
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AF system with MMSE reception, which exhibits in this scenario a di-
versity order equal to D = Np — Ng + 1 = 2, is well predicted by the
proposed bound (2.14), as the SNR increases. The coding gain of the
cooperative system rapidly increases as the number of relays N¢ rises.
Furthermore, the approximation (2.14) becomes more and more accurate
as the number N¢ of cooperating relays grows, which is in part due to
the fact that the accuracy of the approximation (2.32) improves.
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2.5 Case 3: Optimized cooperation

The third case deals with the multiple-relay optimization problem for
a MIMO-OFDM cooperative network employing spatial multiplexing,
source and relay channel-dependent precoding, and ZF equalization at
the destination. Unlike [59] and [60], which adopt the MMSE criterion,
here we leverage on the approximate yet accurate results of the perfor-
mance analysis carried out in [54| and [75], to jointly optimize the pre-
coding and relaying matrices in a minimum SEP sense, for the two limit
cases of a full instantaneous CSI and statistical-only CSI. Our criteria
lead to compact closed-form solutions, which exhibit significant perfor-
mance advantages over the simple “naive” AF approach, as corroborated
by Monte Carlo computer simulations.

In the considered scenario at hand, designs of the precoding matrix
F( and forwarding matrices {FZ}F:C1 critically depend on the available
CSI at the source and at the relays, respectively. When the source and
each relay have full CSI (coherent relay network), optimization of the pre-
coding and forwarding matrices can be carried out in accordance with
different design objectives [48] such as, e.g., the maximization of the
mutual information between the source and destination, minimization of
the MSE at the equalizer output, or maximization of the instantaneous
SINR given by (2.18). However, it is widely-recognized that complete
and reliable CSI in a coherent relay network can be acquired with a
reasonable overhead only in slowly changing channels and, additionally,
by recruiting few relays. On the other hand, when the source and re-
lays have no CSI (noncoherent relay network), the precoding matrix F
and the forwarding matrices {Fl}iicl turn out to be channel-independent
necessarily. In the following, by evaluating SEP bounds, we develop dif-
ferent designs for the precoding and forwarding matrices, according to
the aforementioned CSI levels provided to the source and relays. As de-
sign criterion, we rely on the minimization of the arithmetic mean, over
all the N substreams, of the SEP

Peoopn(€) 2 Pr (Eeoopn) = Eg 1 [Pr(Ecoop.n | G, H)] (2.13)
that is,
L
Peoopale) £ N—B Z Peoop,n(€) (2.14)
n=1

and express each problem in convex form so that the well-known theory
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of convex optimization can be used to obtain efficient optimal solutions
using, for example, the interior-point method [76].

2.5.1 Network model and basic assumptions

The network under study is, again, compliant with Fig 2.1: in the broad-
casting phase, the source sends a data packet to the relays, which si-
multaneously forward it to the destination during the relaying phase.
Moreover, all nodes employ MIMO-OFDM modulation with spatial mul-
tiplexing over M subcarriers [32,77].

The wireless channel between each pair of antennas is modeled as a
quasi-static linear finite-impulse response system, whose order does not
exceed the OFDM CP length L¢,. A timing quasi-synchronous MIMO-
OFDM network is assumed, wherein the relays belong to a sufficiently
small cluster and the CP can jointly compensate for the combined effects
of the multipath channel dispersion and the time offset for each relay.
In addition, instantaneous CSI is known not only at the destination, but
also at the source and relays (coherent relaying).

Source processing

Let s € CNB gather the block of symbols to be transmitted by the source
in the kth (k € Z) symbol interval and on the mth OFDM subcarrier,
with Ng < Ng and for m € {0,1,...,M — 1},7 Again, at the source
node assumption (al) (see the assumptions section) holds. The symbol
block s is processed by a precoding matrix Fg € CNs*NB  obtaining thus
§ = Fgs € CNs, with tr(F{ Fo) = 1, which ensures that E[||3]|?] = 1.
The design of Fg will be discussed in the following subsections. The
source adopts a multicarrier spatial multiplexing transmitting technique:
before being transmitted, the elements of vectors § for different subcarri-
ers corresponding to the same antenna index are subject to conventional
OFDM processing, encompassing M-point IDFT followed by CP inser-
tion.

"Since the processing of the considered system is on a symbol-by-symbol basis and
subcarrier-independent, for the sake of notation simplicity, we avoid indicating the
functional dependence on k and m in the following derivations.
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Relay processing

After discarding the CP and performing M-point DFT, the received sig-
nal on each subcarrier of the ith relay, for i € {1,2,...,N¢}, is given
by z; = H;§ + w;, where H; € CN2XNs collects the mth DFT sam-
ples of the ith first-hop MIMO channel, and w; € CN® accounts for
noise at the relay. At the relay nodes assumptions (a2)-(a3) (see the
assumptions section) are considered. The vector z; € CN® is scaled by
y/@; and processed by a forwarding matrix F; € CNe*Nr hence yield-
ing z; =S Vo Fiz; € CNR, where o; > 0 is determined by the aver-
age power scaling 78| constraint E[||\/a; z;||*] = Ng P;, thus obtaining
a; =P /(1 + 70121@)7 where P; is the power available at the ith relay
and v £ 072 denotes the average SNR per transmitted symbol block.
The design of F; will be discussed in the following subsections. The block
z;, after passing through an OFDM modulator, is forwarded by the ith
relay toward the destination.

Destination processing

After discarding the CP and performing M-point DFT, the received
signal on each subcarrier can be expressed, according to the general
model of Section 2.2, as r = Cs 4 v. For the sake of convenience, the
main relations are again reported below

N¢
C2 | /a;G;F;H;| Fy e C\>>N» (2.15)
=1
Nc¢
vEY /& GFiw;+deCp (2.16)
=1

where the matrix G; € CNoXNr collects the DFT samples of the ith
second-hop MIMO channel, d € CNP is the noise vector at the desti-
nation, and assumptions (a4)-(ab)-(a6) (see the assumptions section)
are considered. In order to recover s, the received vector r is subject to
linear ZF equalization, yielding § = C'r, with (-)T denoting the Moore-
Penrose generalized inverse [79], whose entries are finally quantized to
the nearest symbols of the QAM constellation. Note that the existence
of the ZF equalizer is assured by (a6) (see the assumptions section).
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2.5.2 Full instantaneous CSI

In this subsection, we provide an optimized design procedure for the
precoding Fy and the relaying {Fl}i\lzc’1 matrices when a coherent relay
network is considered (i.e., both the source and relays have perfect knowl-
edge of the instantaneous network CSI. To begin with, let E,, denote the
error event in detecting the nth entry s, of s, and let

G é [Gla GQ, ey GNC] [= (CNDXNCNR
and
H = [HIT H; HE ]T € CNcNrxNs
9 geeey c

gather all the forward and backward MIMO channels, respectively. The
SEP conditioned on G and H can be calculated (see, e.g., [36]) as

w/2

2
Peoopn(€) 2 Pr(E,|G, H) = = / exp (— - SINRn) 49 (2.17)
T Jo sin“ J

where b £ 2(1 —Q~'/?) and u £ 3/[2(Q — 1)] are modulation-dependent
parameters, whereas SINR,, represents the instantaneous (i.e., condi-
tioned on G and H) SINR at the output of the ZF equalizer, which
admits [36] the following expression:

1

SINR,, [OK O] (2.18)
In (2.18), taking into account (a2) and (a4), the equivalent noise co-
variance matrix Ky, 2 E[vv! |H,G] = E[vv!|G] can be expressed
as
N¢
Ky = O'2 (Z o; G; F FEI GEI + IND) . (219)
i=1

In order to simplify the design of both the precoding and relaying ma-
trices, we observe [54] that the noise correlation matrix (2.19) can be
equivalently rewritten as Kyy = o2 (Sng + Inp ), where

Nc¢ Ng
SN0 éZaZGZFZF?G?:Zaz@u G)zéGzeFfIGfI
i=1 =1

is a sum of complex central matrix-variate quadratic forms a; ©; [80],
for i € {1,2,...,N¢}. According to (ab) (see the assumptions section),
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it can be proven that matrix Sy, has mean My, = E[Sx.] = oIy,
where o £ 21\1201 Q; U;i > 0 depends on the path losses over all first and
second hops through the scaling factor .

It is shown in [54] that, under mild conditions, the matrix Sy, con-
verges almost surely to the constant matrix My, as the number N¢
of relays grows. Therefore, assuming that N¢ is sufficiently large, we
replace Sy, in Kyy with My, obtaining Ky ~ 02 (¢ + 1) In,. Thus,
eq. (2.18) can be approximated as

SINR,, ~ %SINRH (2.20)
where 3 £ o+ 1, whereas &, = {(CH C)_l}nn depends on the matrices
Fy and {Fl}iicl to be optimized through C.

We perform the optimization by minimizing the arithmetic mean of
the SEPs (2.17), defined as

NB_]- NB—].

_ 1 2 /2 w

P(e) £ Ny > Peoopn(€) = = ) /0 exp (— — ﬂSINRn> s .
n=0

T sin

(2.21)
By substituting (2.20), minimization of (2.21) is equivalent to minimiz-
ing, for each ¥ € (0,7/2), the following objective function:

n=0

Np—1 "
Z exp (— 7 SINRn> . (2.22)

2
e B sin“ v

It can be proven that (2.22), as a function of &,, is a convex increasing
function in the range &, < wy/(28sin?¥); indeed, the first and second
derivatives of (2.22) with respect to &, are both positive, provided that
&, < uy/(2B8sin?99), which represents a condition likely to be satisfied
in the moderate-to-high SNR region, i.e., when ~ > 1.

Thus, by applying the Jensen’s inequality and relying on the defini-
tion of &,, eq. (2.22) can be lower-bounded as follows:

R wy uy 1
- SINR,, > —
nz::O exp ( IBSin2 19 > -~ exp ( 5 Sin2 19 271:120—1 n)

B uy/ (B sin? )

r [(ch)‘l] 229

= exp
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where tr[(CHC)™!] = 25251 n, with tr(-) denoting the matrix trace
operator.
Optimal precoding and relaying matrices can be obtained by minimiz-

ing the lower bound (2.23) or, equivalently, the quantity tr[(CH C)_l].
Ultimately, let

F 2 diag (¢; F1, ¢ Fa, ..., exg Fr) € CNONR)X(NeNr) (2.24)
where ¢; = V@i o0, Vi€ {1,2,...,Nc}, and
B £ GF e C(Np)x(NeNw) (2.25)

we can formulate the joint design problem as follows

g(l)i]g fo(Fo,B) (2.26)
sto  tr(FiFy) =1 (2.27)
tr(B"B) =1 (2.28)

where fo(Fo, B) 2 tr[(FYH"BYBHF,) ], eq. (2.27) is the transmit
power constraint at the source, while (2.28) represents the power con-
straint at the output of the overall forward channel G.

Since it can be readily proven that the objective function fj in (2.26)
is Schur-concave [81], the solution of the problem (2.26), subject to con-
straints (2.27) and (2.28), is obtained [82] by parameterizing Fy and B
in terms of SVD of the overall backward channel matrix H = UAV,
that is,

Foopt = V1 ¥ and By, = AUY (2.29)

where Vi € CNs*L has as columns the right eigenvectors of H corre-
sponding to its largest L = min{Ng,rank(H)} eigenvalues in increas-
ing order, ¥ = [diag{o¢}, Opx(ng—1)] € CE*NB | with oy € R, for £ €
{0,1,...,L—1}, Uy € CNoNrXE collects the left eigenvectors of H corre-
sponding to its largest L eigenvalues, and A 2 [diag{d,}, O(TND_L)XL]T
€ CNpXL i5 defined as .

Recalling the definitions (2.24) and (2.25) which provide

B £ Gf‘ = [ClGlFl CQGQFQ . CNCGNCFNC],

and by partitioning Bopy = [B1,opt B2,opt --- BNg,opt], one has that the
optimal ith relaying matrix, for i € {1,2,...,N¢}, is given by F; opr =
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[1/(Va,; on,i0g)] GIBi,Opt, provided that G; is full-row rank, i.e., Ng >
Np and rank(G;) = Np. As it is apparent from (2.29), the two solutions
Foopt and Bgpg jointly diagonalize the overall dual-hop MIMO channel
C.
At this point, substituting (2.29) into (2.26)-(2.28), the optimization
problem becomes
-1

min — 2.30
{ze}fwet S zewe N] (230

sto Yz =1, 2z >0 (2.31)

dwe=1, w;>0 (2.32)

where, for simplicity of notation, we defined z, £ a,? and wy = 5%. The
optimization problem is convex, since the object function is convex and
the constraints are linear. Moreover, for symmetry considerations, it
turns out that zp = wy, for £ € {0,1,...,L — 1}. Hence, problem (2.30)
admits the following closed-form solution

=we=2u N ref0,1,...,L -1} (2.33)

where p must be chosen to satisfy the power constraint (2.31) or (2.32).

2.5.3 Statistical-only CSI

In this case, we suppose to be unaware of the istantaneous MIMO chan-
nel state and to have only statistical knowledge of all the backward and
forward channels. In order to derive an upper bound on the average per-
formance of the considered cooperative scheme, relying on the approxi-
mation (2.20), we start by keeping the second-hop channel matrix G fixed
and evaluate the conditioned SEP by averaging (2.17) over the first-hop
channel matrix H, thus yielding Pcoop n(e| G) = En [Pr(E, | G, H)]. To
this aim, we provide the following theorem:

Theorem 2. Let NoNp > Np, 1 < Ny < min(Ng, Np), and D =
Np — Np + 1. Assume that {FZ}Z]\L% do not depend on the underlying



Chapter 2 - Optimized cooperation 63

channel coefficients. In the high-SNR region, i.e., for v > 1, one has

uy\—D _ trvB—1 GFF G
Popn(eG) 50 (1) w8, T LGEE O D s
B det(GFF G
where G 2 G [diag(o, gl, g21,..., gNC)®INR] e CNox(NeNR) with the

second-hop matriz G and F already defined.

Proof. See Appendix 2.
Theorem 2 shows the impact of the precoding matrix Fg and the for-
warding matrices {Fz}ic’l on the system performance in the high-SNR
regime, given G. It is worth noting that, for high SNR values, the scaling
factor a; = yP;/(1 + o} ,) can be approximated as a; ~ P;/o? ., i.e., it
becomes independent of 'y7; consequently, the diversity order of ‘the Sys-
tem is equal to D = Np — Np + 1. It is apparent that the diversity order
does not depend on the choice of the matrices {Fi}?zcoz this result is the
consequence of the fact that the precoding and forwarding matrices are
channel-independent by assumption.

At this point, according to (2.13), we can average (2.34) with respect
to the second-hop channel matrix G. In this regard, the following Lemma
holds.

Lemma 2. It results that

. [trNB_l(éf‘f‘HéH)] _ Ve FE }
H ~H = ~ 1
det(GFF G") [H;Vfl A(FF )}
-1l
A2 (G
where M(GG') < M(GG) < - < Ay (GG") and M(FF") <
Ag(f‘f‘H) < ... < ANCNR(f‘f‘H) are the ordered eigenvalues of ééH
and f‘f‘H, respectively.
Proof. See Appendix D.

Closed-form evaluation of the ensemble average in (2.35) is cumber-
some. An approximated upper bound can be obtained by observing

that tr(GG) = SN2 A(GG') < Nphyy(GG') and using the
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fact |83, 84| that, if Np/(Nc¢Ngr) = x € (0,1) for N¢cNgr,Np — 400,
~ ~H
then the smallest and largest eigenvalues of (GG )/(NcNg) converge

almost surely to (1 — /x)? and (1 + \/X)?, respectively.® Consequently,
accounting for (2.34) and (2.35), one gets the upper bound

b(uVPhJNR)—D[V@G3<1+ NggR)]%NB—n

PCOOp,'I’L(e) é 5 ND
(1= /)
NoNg
tNB_l FFH
< (EyE R, (2.36)
(T2 A (FF)]

which approximatively holds for N¢Ng, Np > 1.

One can conclude that the choice of {FZ}?I:CO strongly impacts on
the coding gain of the system and their design heavily depends on the
available CSI in the network.

Once that a bound on the SEP has been derived, by substituting
(2.36) into (2.14) and neglecting the multiplicative constant terms, we
observe that the synthesis of the precoding F( and forwarding {Fl}iicl
matrices can be carried out by minimizing the function

trNe—1(F F!) Al Hp \—11D
{(Fg Fo)™ o (2.37)
[T2 A(FF")| 2 (F0E

under suitable constraints, whose expressions will be given later.

The relation (2.37) suggests that the precoding matrix Fy can be
optimized independently of {Fz}iicl Focusing, as first step, on the syn-
thesis of the precoding matrix, we choose Fg as the result of the following
constrained optimization problem

Np

Foops £ arg min > {F®FF) D, (2.38)
0 n=1

sto tr(FiFg) =1 (2.39)

where (2.39) is the transmit power constraint at the source.

80nly real-valued Wishart matrices are considered in [83] and [84], but the proofs
can easily be generalized to the complex case.
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Since the diversity order D is greater than or equal to 1, let x, £
{(FEFg)~ '}, the power function 22 is convex on Ry, and, thus, the
function SNB D is Schur-convex [81]. Tt follows [81] that the optimal

solution Fo op of rank N admits the following diagonalizing structure:
Foopt = UZop VI (2.40)

where U € CNs*NB i an arbitrary semiunitary (i.e., UM U = Iy,)
matrix, 3opt = diag(oopt,1, Oopt,2; - - - s Topt,Ng) € CNBXNB has zero ele-
ments, except along the main diagonal, whereas V € CN8*NB js an uni-
tary (ie., VAV = VVH = Iy,) rotation matrix such that (F§ Fo)~!
has identical diagonal elements [81|. This rotation can be computed
using the algorithm of [85,86] or, conveniently, with the DFT matrix
or the Hadamard matrix, when Np is a power of two [74]. At this
point, by introducing the row-wise partition V = [v1,va,...,vng/!
with v, = [V1n, V2., UNgn]l, the optimization problem (2.38) in
convex form can be expressed as

Y

Ng /N D
{0opt,i} = min - XB: [vinl” (2.41)
opt,e S — (o4 0_2 .
I n=1 \i=1 g
Np
s.to ZO‘? =1 (2.42)
i=1

which can be efficiently solved using the interior-point method [76].

Now, let us consider the optimization of the forwarding matrices
{Fz}iicl, relying on (2.37) and accounting for the block diagonal structure
of f‘, we can firstly observe that

. Np—1
trNB—l(f\ f\H) [Zi\gl tr(ai Oh,iOg,i Fi F?)} (2 43)
~ ~H = ~ ~H )
T2 A (FE)] 52 AFE)]
Np—1
SN wr(FF|
Np—1 =1 :
< (ama,x Oh,max Ug,max) N ~ 0
12 A (FF))|

Np—1
(zNCNR )\m) B
Np—1 m=1
HND
i=m )\m

< (amax Oh,max Jg,max)
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where {\,, }NCR represent the ordered (in increasing sense) eigenvalues
of matrices {F; FI}NC . Consequently, the eigenvalues of the forwarding
matrices {FZ}?:C1 can be optimally chosen as the result of the following
constrained minimization problem:

Np—1
Zyn(i\llR )\m) N¢Ngr
, s.to Z Am = 1.
m=1

(2.44)
It can be easily proven that fo(Ai,A2,..., Angng) is a log-convex [76]

min f0(>\1 )\2 )\NN)é<
Do e [Tn21 Am

function on RESLNR for Ng = 1; for Ng > 1, after calculating the partial
second-order derivatives of log[fo(A1, A2, ..., ANoNg )] With respect to Ay,
form =1,2,...,N¢Ng, by straightforward manipulations, it results that
foOl, A2, -, ANeNg) IS log-convex on RYSNR if (SINCNR N ) /X jay >
(N — 1), where Ajyax denotes the maximum eigenvalue of {F; FZH}i\I:Cl
Therefore, minimization of the objective function (2.44) is tantamount
to the following convex problem

Np—1

(35 0)
{Aopt,m} £ min log

2.45
D) 12 Am 24

where A\, > 0 obeys ZELOZI\{R Am = 1, whose solution can be numerically
computed through the interior-point algorithm. Ultimately, each optimal
forwarding matrix Fgp;; can be expressed as

Fopti = Wi Aopt.i Q1 (2.46)

where W; € CNR*Nr and Q, € CNRXNR are arbitrary unitary matrices,

A2 A2 ), fori=1,2,...,Ne.

A 4.
whereas Agp,; = diag( opt, (i—)Nm+17" * *» Nopt,iNg

2.5.4 Numerical results

In this subsection we present Monte Carlo numerical results aimed at as-
sessing the performance of the proposed design procedures. We consider
a network configuration, encompassing a source-destination pair spaced
by a distance dsp = 1, plus N¢ relaying nodes, which are randomly and
independently distributed in a circle of radius r = 0.1, positioned on the
line joining the source to the destination. Source, destination, and relays
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Figure 2.9: ASEP vs SNR for Naive and F-CSI cases.

are equipped with Ng = 2, Np = 2, and Ny = 2 antennas, respectively.
The number of symbols-per-block is Ng = 2, the number of OFDM
subcarriers is M = 32, and the subcarrier modulation is Gray-labeled
4-QAM (i.e, @ = 4). Both the first-hop and second-hop MIMO channels
are generated according to assumptions (a3) and (a4) (see the assump-
tions section), with O‘ﬁﬂ- £ (dsp/dsg,)" and O‘éi £ (dsp/dgr,p)", where
dsp, dsr;, and dgr,p are the distance between the source and the destina-
tion, the source and the ith relay, and the ith relay and the destination,
respectively, whereas 7 = 3 is the path-loss exponent. All the relays
transmit with the same power P; = 1, fori € {1,2,...,N¢}.? As perfor-
mance measure we report the average SEP (ASEP), obtained through
Monte Carlo simulation. In particular, we carry out 10 independent
Monte Carlo runs, with each run employing a different configuration of
relays’ positions and a different set of fading channels.

In Fig. 2.9 we report the obtained ASEP for the optimized AF pro-
tocol, in the case of full instantaneous CSI (F-CSI), as a function of the
SNR v ranging from —5 to 10 dB. The curves are parameterized with re-
spect to three different values of the number of relays, i.e., N¢ € {2,3,4},
which are distributed in a circle positioned on the line joining the source

®The issue of power optimization, although interesting, is outside the scope of this
contribution.
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# Naive AF
—F— Opt. AF (S-CSI)
—%— Opt. AF (F-CSI)|3

1074
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Figure 2.10: ASEP vs SNR for Naive, S-CSI and F-CSI cases (N¢ = 2).

to the destination at distance dgc = 0.2 from the source. The perfor-
mance of the proposed technique is compared with that of the “naive”
AF approach [40, 54|, wherein no precoding is employed at the source
(i.e., Fg = In,) and the relaying matrix F; at the ith relay terminal sim-
ply forwards a scaled version of its received signal (i.e., F; = \/a; Ing).
Results show that tremendous performance gains can be obtained, at
the price of an increased amount of a priori information regarding the
forward and backward channels. In particular, from Fig. 2.9 it is evident
that, as the number N¢ of cooperating relays increases, the optimized
AF solution allows one to capture a remarkable performance improve-
ment not only in terms of coding gain, but also in terms of diversity gain.
On the contrary, as N¢ grows, the “naive” AF approach exhibits only a
slight rise in the coding gain, ensuring a diversity order D = Np—Np+1,
irrespective of the number of cooperating relays [54].

In Fig. 2.10 the ASEP is reported, as a function of the SNR (ranging
from —5 to 30 dB), for the naive, Statistical CSI (S-CSI), and F-CSI
cases. Here, No¢ = 2 relays are distributed in a circle positioned on the
line joining the source to the destination at distance dgc = 0.2612 from
the source. Fig. 2.10 shows that also the performance improvement, with
respect to the naive approach, achieved in the case of system optimized
on a S-CSI basis is considerable. For an average SEP equal to 1073,
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in fact, the S-CSI design provides a gain of approximately 10 dB with
respect to the naive one. However, unlike the F-CSI design, the S-CSI
approach provides, with respect to the naive case, only a performance
improvement in terms of coding gain but not in terms of diversity order
which, even in this case, turns out to be equal to Np — Ng + 1.

It is worth noting that the performance improvements shown in
Fig. 2.9 and Fig. 2.10 come at a certain price. Specifically, the F-CSI
design can be considered only when full instantaneous CSI is available
both at the source and the relays nodes. This implies that a huge amount
of overhead, related to the training and feedback sequences, has to be
accepted in order to perform the channel estimation. In this regard,
it is useful to highlight that channel estimation is performed frequently
and, consequently, the amount of overhead (per unit time) is directly
proportional to the channel time variability. The S-CSI design, instead,
provides performance not comparable to that of the F-CSI design but,
on the other hand, it requires only a statistical knowledge of the involved
channels (i.e., a path loss estimation has to be carried out), to achieve a
remarkable improvement with respect to the naive approach.

2.6 Conclusions

In this chapter some results related to the MIMO cooperative multiple-
relay systems have been presented. Firstly, an accurate approximation of
the average SEP in the high-SNR regime has been obtained for a spatially
multiplexed dual-hop MIMO network, with multiple AF nonorthogonal
relays and linear ZF equalization at the destination. Moreover, the per-
formance gain of the cooperative scheme over direct transmission has
been assessed and, with reference to a relaying cluster, have been derived
also simple formulas that allow to optimally place the relays. Then, a
tight approximation for the SEP of a similar system, but in the case of
MMSE equalization at the destination, has been presented without im-
posing any restriction on the number of relays or their positions. Finally,
a framework to optimize precoding and relaying matrices in the refer-
ence system has been discussed. The design was based on approximate
minimization of the average (over all spatial streams) SEP and can be
expressed in closed form. Since the proposed design requires full CSI
at the source and the relays, ongoing research is focused on simplified
optimization procedures, where the amount of required CSI is relaxed.






Chapter 3

Design of cooperative
multiple-relay
communications over
frequency selective channels
corrupted by non-Gaussian
noise

This chapter deals with the synthesis of receiver techniques, in coop-
erative multiple-relay systems, aimed at mitigating the impulsive noise,
which may represent one of the predominant cause of system performance
degradation. At first, we consider the case of a direct communication link
between the source and destination. In particular, a SISO OFDM system
employing non-linear blanking preprocessing, with the aim of mitigating
the impulsive noise effects, will be considered and the design of a new
equalizer will be presented. Specifically, it will be shown that, by ex-
ploiting redundancy in the OFDM signal that arises from the presence
of virtual carriers (a solution adopted in several multicarrier standards),
it is possible to design frequency-domain linear FIR equalizers for chan-
nels affected by impulsive noise (IN), which are able to compensate for

71
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the intercarrier interference (ICI) introduced by a blanking nonlinearity.
In particular, a sufficient condition ensuring the existence of such a FIR
ICI-free solution is derived. Moreover, it is shown that, with respect to
conventional ZF receivers (with or without blanking), a performance gain
can be obtained for SNR values of practical interest, with an affordable
increase in computational complexity.

Then, a cooperative two-relay OFDM system employing space-time
block coding will be presented to show the beneficial effects of space and
time diversity in further mitigating the impulsive noise.

3.1 Introduction

Transceivers based on OFDM have been widely adopted in several wired
and wireless standards, including digital subscriber lines [87] and power
line communications [88], digital audio [89] and video broadcasting [90],
IEEE 802.11 [91] and 802.16 [92], and 3G /4G long term evolution [93].
Such a success is mainly due to the capability of OFDM transceivers to
efficiently equalize FIR frequency-selective channels [77]. Indeed, the use
of FFT algorithms to perform DFT and its inverse (IDFT), coupled with
the insertion of a CP, allows one to equalize the FIR channel by means
of simple CP removal followed by one-tap frequency-domain equalization
(FEQ), provided that the CP length exceeds channel dispersion.

In addition to AWGN and various transceiver implementation losses?,
potential sources of performance degradation for OFDM systems operat-
ing over linear time-invariant channels include narrowband interference
(NBI) and IN. Whereas NBI typically affects only a subset of subcarriers
and can be rejected, e.g., by adding suitable constraints to the conven-
tional ZF solution [94-105|, asynchronous non-Gaussian IN [106-109],
characterized by impulses occurring at the DFT input of the receiver
with random arrivals, short duration, and high power, might corrupt
all the subcarriers within an OFDM symbol and, hence, is much more
difficult to counteract.®> This fact has recently motivated a vast bulk of

! The proposed approach can be extended to other memoryless nonlinearities [18],
e.g., clipping or combination of blanking and clipping.

Including time and carrier frequency offsets between the transmitter and the re-
ceiver, analog front-end in-phase/quadrature-phase (I/Q) imbalances, and insufficient
CP length.

3 Another type of non-Gaussian IN consists of impulses of longer duration that
occur periodically in time (so-called periodic IN) [110].
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research regarding IN characterization and mitigation in OFDM systems
(see, e.g., [18,39,111-117]).

A simple strategy to mitigate IN in OFDM systems consists of using
at the receiver, before the DFT, a memoryless nonlinearity preprocessor
(e.g., clipping, blanking, or a combination thereof) [18,111|. However,
since blanking/clipping is a nonlinear sample-by-sample operation in the
time-domain, it distorts the signal constellation and, even worse, de-
stroys orthogonality among OFDM subcarriers, thus resulting into ICI
in the frequency-domain. To overcome such a problem, iterative cancel-
lation techniques have been proposed in [112,113|, which nevertheless
require ad hoc adjustments to avoid slow convergence. An alternative
approach [116] is to introduce time diversity at the transmitter by inter-
leaving multiple OFDM symbols after the IDFT and performing symbol-
by-symbol blanking at the receiver. In this case, even though linear FIR
equalization strategies, e.g., ZF or MMSE ones, can be used, channel
estimation and synchronization must be acquired before deinterleaving.
On the other hand, instead of employing nonlinear preprocessing at the
receiver, it is possible to resort to advanced IN estimation and cancel-
lation methods [114,117], which exploit the sparsity features of noise in
the time-domain. However, also in these cases, the resulting algorithms
are iterative and, when compared to the conventional OFDM receiver, a
significant computational burden is added.

3.2 Asynchronous Middleton Class A model

In this section it will be briefly described the impulsive noise model con-
sidered throughout the entire chapter. Specifically, the reference model is
the well-known asynchronous Middleton Class A (MCA) model [106,108|,
which will be employed in the numerical performance analysis. A MCA
noise sample can be expressed as a complex RV x = g+1, where g is zero-
mean circular symmetric complex Gaussian thermal noise with variance
03, ie., geCN(0, 03), whereas i models the non-Gaussian impulse noise
with variance J?. The probability density function of x can be expressed
as

“+oo
pw(z) = Z anpz\n(z|n)’
n=0
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i.e.,, as a weighted sum of conditionally-Gaussian probability density
functions
Pajn(2I0) N 052 exp (—|z\2/0721) iz € C,

where a,, £ e \"/n! is the probability that n noise pulses simultane-
ously occur. For any given n € N, the parameter o2 represents the con-
ditional variance of =, which is given by 02 = o2 3,,, where o2 = 03 + o2
is the variance of x, whereas 3, = (nA~' +T)/(1 +T), with A > 0 the
impulsive index and ' £ 03/02-2 > (0 the Gaussian ratio. The two param-
eters A and I' control the degree of impulsiveness of the noise: for A < 1,
the noise becomes more and more impulsive; for A > 1, the noise tends
to be Gaussian. Similarly, for small values of I', the noise becomes more
impulsive, while it tends to be Gaussian for large values of I". Typically,
it is assumed that I' < 1 (see, e.g., [112]).

3.3 Non-cooperative communications over non-
Gaussian channels

This contribution deals with the problem of equalizing FIR channels in
OFDM systems, which employ at the receiver a blanking nonlinearity
to mitigate impulsive noise. By exploiting the frequency redundancy
associated with the presence of OFDM virtual carriers, it is designed a
frequency-domain linear FIR equalizer that compensates for the ICI gen-
erated by nonlinear preprocessing. Monte Carlo computer simulations,
carried out assuming a MCA model for the IN, allows one to assess the
error probability performance of the proposed equalizer.

3.3.1 OFDM system model

We counsider a single-user OFDM system employing M subcarriers, M,
of which are utilized, whereas the remaining My, £ M—DM,. > 0 ones are
virtual carriers (VCs). The discrete-time channel between the transmit-
ter and receiver is modeled as a causal FIR filter with impulse response
h(n) (n € Z), whose order Lj, does not exceed the CP length L, with
h(0), h(Lp) # 0. Perfect symbol and carrier-frequency synchronization
between the transmitter and receiver is assumed, and channel state in-
formation is known only at the receiver via training, but is unknown at
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the transmitter. Let s € CMu be the data block to be transmitted *
and satisfying assumption (al) (see the assumptions in Table ?7). Let
Jue = {q0,q1, -+, qrye—1} €I 2 {0,1,..., M — 1} collect all the indices
of the used subcarriers, the symbol block s is first processed by the full-
column rank matrix ® € RM*Mue which inserts the VCs in the arbitrary
positions Jyc = J — Jue. By construction, it results that E[||® s|?] = 1.
Before being transmitted, the entries of ® s € CM are subject to con-
ventional OFDM processing, encompassing M-point IDFT followed by
CP insertion. At the receiver, after discarding the CP, the time-domain
block can be written [77] as

r=HW;; Os+w (31)

where H € CM*M g 3 circulant matrix, whose first column is represented
by [R(0),...,h(Ly),0,...,0]T, Wigg € CM*M is the unitary symmetric
IDFT matrix,®> and w € CM models the additive noise. With regard
to the additive noise, it is assumed that w £ [wg,w1,...,wy—1]" is
independent of s and its elements are i.i.d. zero-mean RVs with variance
0? 2 E[|wy,|?], modeled e.g. as MCA RVs with parameters I' and \.

By resorting to standard eigenstructure concepts |74], one has H =
Wiags H Wayg in (3.1), where the diagonal entries of

H = diag(Ho, Hy, ..., Hy—1) (3.2)

are the values of the transfer function H(z) £ Zﬁio h(n)z~™ evaluated
at the subcarriers z,, = exp[j (2r/M)m], i.e., H, = H(zp), Ym € J. Tt
is assumed, here, that the channel transfer function H(z) has no zero on
the used subcarriers, i.e., Hy, # 0 Vm € Jyc.

3.3.2 ICI analysis of sample-by-sample blanking

To mitigate the adverse effects of IN, a common strategy is to use sample-
by-sample blanking preprocessing [18,111] in the time-domain, before
the conventional OFDM equalizer (i.e., before DFT and FEQ), aimed at
discarding those samples of r that are most contaminated by IN.

Let 7, be the mth (m € J) sample of r and £ > 0 denote a suit-
able threshold, the output of the blanking nonlinearity is 4, = rm

“Since all the considered processing is on a symbol-by-symbol basis, for the sake
of notation simplicity, we avoid indicating the functional dependence on the symbol
interval index.

5Tts inverse W g = Wfd%t = Wiy is the DFT matrix.
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if |rm] < & ¥m = O otherwise. Let B & {m € J : |rp| > &} =
{ml,mg,...,mm} denote the subset collecting all the indices of the
blanked entries of r; the complement of B with respect to J is de-
noted by B = {my,mo, ... ,W@'}. The input-output relationship of the
blanking preprocessor is ¥ = [0, 71,---,9m-1]" = (Inpy — B)r, where
B = diag(bg, b1, ...,by—1), with by, = 1 for m € B, b,, = 0 otherwise.

Taking into account (3.1) and the eigenstructure of H, after DFT one
obtains the frequency-domain block y £ Wy y = CH Os + v, where
C 2 Wy (Ins — B)Wig, € CMM and v 2 Wyg (Iny — B)w € CM.
It can be verified that C is a circulant matrix, whose diagonal entries
{C}m for each m € J are equal to {C}lym = 1 —|B|/M =1 —
(M — |B|)/M = |B|/M, where |B| and |B| denote the cardinality of B
and B, respectively. Consequently, vector y can be rewritten as

B B
y:|—1\4‘%@5+<0—|_]w|1M> HOs+v. (3.3)

—— -
(@) (b)

The latter equation shows that the adverse effect of blanking is twofold
[113]: (i) reduction of the signal amplitude by a factor |B|/M; (ii) in-
troduction of ICI, due to departure of C from a scaled identity matrix.
Indeed, if no entry of r is blanked, then |B| = M and C = I;. In Sub-
section 3.3.3, we show that these undesired effects of the nonlinearity
can be compensated for by a frequency-domain linear FIR equalizer.

3.3.3 Frequency-domain FIR ICI-free equalization

Consider the problem of recovering the transmitted block s from the
blanking preprocessor output y after DFT. To this purpose, we employ
a frequency-domain linear FIR equalizer, defined by the input-output re-
lationship x = Fy, with F € CMacXM followed by a minimum-distance
decision device. The ICI-free condition leads to the matrix equation
FCH ® =1),.. Such an equation is consistent (i.e., it admits at least
one solution) if and only if (iff) (CH®) " (CHO) = I, with (1)~
denoting the generalized (1)-inverse [79]. This condition is fulfilled® if

Also the performance of the MMSE equalizer depends on the existence of ICI-
free solutions: if rank(C # ©®) # My, the error probability performance curve of the
MMSE equalizer exhibits a floor when ¢ — 0 [118,119].
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CH O is full-column rank, i.e., rank(CH ®) = M. Under this as-
sumption, the minimal norm [79] solution of FCH © = I,y is given
by FICI—free = (CHG))T

Sufficient condition for the existence of ICI-free solutions

We investigate whether rank(C H @) = M, is satisfied, which is a suf-
ficient condition for the existence of ICI-free solutions. To this aim, we
provide the following Theorem.

Theorem 3 (Existence of ICI-free solutions). The matric CH O is
full-column rank iff [H ©, W g4, ¥] € CM*MuctIBl) s full-column rank,
where ¥ £ (1, Ly, - -+ Liyp | € RMXIBl with 1,, € RM denoting the
(m + 1)th column of Ip;.

Proof. See App. E.

Some remarks are now in order. First, perfect ICI suppression may
not be achieved, i.e., CH ® might not be full-column rank, even if
the the channel transfer function H(z) has no zero on the used sub-
carriers [see assumption (a3)]. This is due to the fact that the blank-
ing preprocessor introduces ICI in the frequency-domain signal. Only
when no entry of r is blanked, assumption (a3) is sufficient for ensuring
the existence of I[CI-free solutions. Second, the fact that some entries
of r are blanked does not prevent perfect ICI compensation. This re-
sult stems from the fact that the blanking preprocessor operates in the
time-domain (i.e., before the DFT), where each entry of r is a (noisy)
linear combination of all the entries of s. Therefore, if the (m;)-th sam-
ple is blanked, i.e., b,,, = 1, the vector s can still be recovered from
the other entries of r. Third, condition rank(CH ®) = M, amounts
to rank([H ©, Wgyg, ¥]) = My + |B|, which necessarily requires that
M > My + |B| or, equivalently, M. > |B|. Thus, the number M. of
V(s also represents the maximum number of entries of r that can be
blanked without preventing perfect ICI compensation.

Finally, Theorem 3 does not allow one to determine the threshold
¢ (or, equivalently, the blanking subset B), whose choice nevertheless
affects the symbol-error-rate (SER) performance of the receiver. Since
closed-form analytical evaluation of SER as a function of & is a chal-
lenging problem’, we explore the impact of ¢ on SER performance and
discuss its choice in Subsection 3.3.4 by numerical experiments.

7 In principle, following [18,111], one may choose & so as to maximize the signal-
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Computational complexity

The computational complexity of the Ficrfee equalizer is dominated
by calculation of the Moore-Penrose generalized inverse of CH ®. To
evaluate such a complexity, observe that the matrix CH © is obtained
from CH = [¢y, ¢y, -] by picking its columns ¢, € CM located
on the used subcarrier positions, i.e., for ¢ € Jyc. It results that ¢, =

Hy Y e Zgm X, Where X = (1/M)E, Ziy 29 ...,Z(M_l)m]H e CM,
Let e, £ [2gm, , Zqims ...,zqm@‘]T € C% one has CHO® = QEH,,

: A Mx|B A
with 2 = [mesza---aXm@] e CMxBl E £ (€405 €q15 -+ s €qupe 1] €

CIB>Mue - and My = diag(Hyy, Hgy, - Heyy,,). Since Hye is non-
singular by virtue of assumption (a3) and QE is full-column rank by
construction, i.e., rank(QE) = M., it results [79] that Ficrfree =
Hl (QE) = MH I ET QY where we additionally used the fact that
Q= (1/Mm) I 5. Compared to the conventional OFDM receiver, the
increase in computational complexity for the proposed ICI-free equalizer
is due to the calculus of Ef. It can be verified that E is a polyno-
mial Vandermonde matrix [120] with basis polynomials Pj(z) = z%,
for z € C and j € {0,1,..., My, — 1}, and node points t; = z,,, for
j € {1,2,...,|B|}.5 Thus, the matrix ET can be calculated [120] by
special fast or superfast algorithms in O(M?2) or O(M log?(M)) floating
point operations, respectively.

3.3.4 Numerical performance analysis

The average SER (ASER) performance of the proposed ICI-free receiver
(referred to as “Blanking + ICI comp.”) was assessed by means of Monte
Carlo computer simulations. As a comparison, we also evaluated the
ASER performance of: (i) the receiver with blanking nonlinearity fol-
lowed by conventional ZF equalization, i.e., F s = (H ©) (referred to
as “Blanking”); (ii) the conventional OFDM receiver without any nonlin-
earity preprocessing and ZF equalization (referred to as “Conventional”).
With reference to the proposed equalizer, according to Theorem 3, only
the M. entries of r with largest magnitudes are blanked if |B| > M.

to-interference-plus-noise ratio (SINR) at the equalizer output, which is simpler to
evaluate. However, since the IN is non-Gaussian, SINR maximization is no longer
equivalent to SER minimization.

8 According to Theorem 3, one has |§| > Muc and rank(E) = M.
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Regarding the simulation setup, we considered an OFDM system with
M = 32 subcarriers and a CP length L., = 8. The system employs
M,. = 8 VCs, all located at the edges of the OFDM spectrum, and
Gray-labeled 4-QAM signaling for the M,. = 24 utilized subcarriers.’
The channel impulse response was chosen according to the channel model
HiperLAN/2 A (see [121] for details). The MCA impulsive noise was gen-
erated by using a modified version of the Matlab toolbox in [122]. We
considered a highly-impulsive noise scenario (i.e., A = 1073, ' = 1071).

T

1 + Blanking '

<~ Blanking + ICI comp.

ASER

—4

i i

10 I TR SR R R S I TR S RO S
0 051152 25 3 35 4 455556 657 75 8 85 9

Figure 3.1: ASER vs £ with SNR equal to 15 dB.

Fig. 3.1 and Fig 3.2 report the performance of the two receivers with
blanking as a function of the threshold &, with SNR £ 1/0?% € {15,25}
dB. Results show that, as expected, the performance of both receivers
depends on the value of the blanking threshold. However, the “Blank-
ing + ICI comp.” receiver outperforms the “Blanking” one for all the
considered values of £, except for very large values of £ when the entries
of r are not blanked with high probability and, then, the ICI-free equal-
izer Ficrfree boils down to the conventional ZF equalization matrix F.
The ASER performances of all the considered receivers are depicted in
Fig. 3.3 as a function of the SNR. With regard to the receivers employ-
ing blanking, we chose the value of £ minimizing the ASER, for each
SNR value. It can be seen that, compared to the conventional OFDM

“We performed simulations using a 16-QAM constellation, whose ASER curves
are not reported since they show trends similar to the 4-QAM case.
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Figure 3.2: ASER vs £ with SNR equal to 25 dB.
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Figure 3.3: ASER vs SNR with £ optimally chosen for each SNR value.

receiver, employing a blanking preprocessing allows one to remarkably
improve performances, except for large values of the SNR, for which
blanking becomes unlikely and, thus, all the three receivers tend to co-
incide. Remarkably, the “Blanking + ICI comp.” receiver outperforms
the “Blanking” one for SNR values of practical interest, ranging from 10
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to 20 dB. For instance, for an ASER value of 1073, the “Blanking + ICI
comp.” receiver ensures an SNR gain of about 6 dB with respect to the
“Blanking” and “Conventional” ones.
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3.4 Cooperative communications over
non-Gaussian channels

In this section we consider a cooperative OFDM system, employing
space-time block coding (STBC). As in the previous section, the destina-
tion performs a blanking preprocessing in order to mitigate the adverse
effects of the impulsive noise. The goal is to show the impact of the
considered distributed STBC (DSTBC) technique on the performance
of the system under investigation, by comparison with those of the di-
rect communication. To assess the gain obtained, Monte Carlo computer
simulations have been carried out assuming an MCA model for the IN.

3.4.1 Network model

The considered cooperative network refers to the general topology of Sec-
tion 2.2 and, therefore, is composed by a source-destination pair and a
certain number of relay nodes indexed by i € T = {1,2,...,N¢}, where
N¢ € {2,3}. All the nodes are equipped with a single antenna and
employ OFDM. Relays adopt the DF cooperative approach so that we
assume perfect symbol recovery after the first hop and describe, there-
fore, only the processing carried out in the second (medium access -
MAC) phase of the cooperative protocol. Once the relays have recovered
the length-M,. OFDM symbols, s; and s, transmitted by the source
within two subsequent symbol intervals, they add to each symbol M,
virtual carriers, thus obtaining §; = ®s; and so = ® s, where © rep-
resents the VCs insertion matrix. These represent the OFDM eztended
symbols to be transmitted by the relay nodes, toward the destination,
according to an Alamouti DSTBC scheme. In the following, we con-
sider both the centralized and decentralized schemes for the Alamouti
DSTBC implemented with N¢ = 2 and N¢ = 3 relay nodes over a num-
ber of time slots equal to Tioge, which we refer to as supersymbol interval.
In particular, we consider the 2 x 2 configuration (i.e., the original Alam-
outi code over two transmit antennas and two transmission time slots),
and the 4 x 3 configuration of the Alamouti code (i.e., the generalized
Alamouti code over three transmit antennas and four transmission time
slots). Moreover, since the processing will be carried out on a supersym-
bol by supersymbol basis, the following discussion will be related to a
generic time interval of duration Ty g by omitting, for the sake notation
simplicity, the supersymbol time index.
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Centralized scheme - N¢g = 2

In the centralized case we assume that all the relays are aware of the
symbol to be transmitted in the current time slot.

For N¢ = 2, according to the original work of Alamouti [123], the
considered space-time scheduling is reported in Table 3.1 whose code
rate is Reoge = 1 and where Tioqe = 2.

Table 3.1: Space-time transmission scheduling for Ng = 2

time slot 1 S1 So
time slot 2 —55 Ch

Consequently, the time-domain symbols received by the destination, within
the supersymbol interval, assume the following form:

(time slot 1) r1 = Gi Wigr 81 + G2 Wigs S2 + w1
(time slot 2) ry = Go Wigg §1* — G1 Wias 52* + wo (3.4)

Then, according to the Alamouti combining scheme, one can write

. |:rl]:|:G1Widft® G2 Wiy © :||:Slj|+|:W1:|
r§ G; Wir, © —GT Waft ® S2 W§
[Widftglg Wigr G2 © } [ S1 } [ w1 ]

h ’ ! 35
Wi G5O —Wy G1© S2 w5 (35)

where G; £ Wyg G; Wiag, Vi € Tp 2 {1,2}. At this point, similarly to
the direct link case previously treated, a blanking non-linear preprocess-
ing is performed at the destination. Let J £ {0,1,...,M—1}, r;,, be the
m-th (m € J) sample of ¥ associated to the ¢t-th (t € To = {1,2}) time
slot and £ > 0 denote a suitable threshold, the output of the blanking
nonlinearity, Vt € 7o and Vm € J, is

~ _ Ttm if |Tt,m‘ < §
Ytm = { 0 otherwise (3.6)

Let By £ {m € J: |rpm| > &} = {m1,ma,. .. ,m|z,|} denote the subset
collecting all the indices of the blanked entries of ry, Vi € T2; the com-
plement of B; with respect to J is denoted by B; = {1, mo,... ,m@t‘}.
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The input-output relationship of the blanking preprocessor is

V2 10,9115 T1M—1,T2,00- - s Jom—1)" = Tan —B)E,  (3.7)

where B £ blkdiag(B1,B2), B1 = diag(b1,0,b1.1,---,b1.0-1), and Bg =
diag(b,0,b21,...,b2 p—1), with b, =1 for m € B; and by, = 0 other-
wise, for t € T5. The output of the blanking non-linearity turns out to
be

_ N (Im—B1) 1 ]
= (I — B = 3.8
7= (- B)i= | ([T E0 (35)
whose frequency-domain version is
y [ Wag (Im — B1) 1y ]
Wi (In — B2) r3
_ | €161 Ci16,0 St |V
C.G50 —CyG10O S2 \P)
£ Cos+v. (3.9)

where C; £ Wag (In — B1) Wigg, C2 £ Wigg, (Im — B2) Wag, vi 2
Wag (I — B1) w1, and vy £ Wigg (I — Ba) wy.

Finally, to recover the transmitted block s, a ZF equalizer, followed
by a minimum distance detector, can be considered if and only if the
equivalent channel matrix C. is full-column rank. Therefore, when
rank(C.2) = 2 My, the ZF solution exists and the corresponding equal-
izer can be written as Foo = Ciz-

Centralized scheme - N =3

Now, we consider the case of No = 3, where Rgoqe = 3/4 and Tioge = 3.
The corresponding space-time scheduling is reported in Table 3.2

Table 3.2: Space-time transmission scheduling for Ng = 3

Relay 1 | Relay 2 | Relay 3

time slot 1 S1 Sy S3
time slot 2 -85 Ch 0
time slot 3 —83 0 St

time slot 4 0 —83 S5
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and the time-domain symbols received by the destination, within the
supersymbol interval, are the following:

(time slot 1) ri = Gy Wik st + Go Wigg So + Gg Wigg 83 + Wy
(time slot 2) ry = GoWign 57 — G1 Wigg So + wo

(time slot 3) r3 = G3Wiar 8 — G1 Wiqg 83 + w3

(time slot 4) ry = G3Wiys §2* — Go Wigst 55 + Wy (3.10)

Moreover, similarly to the case for N¢ = 2, the combined received block
is

r = [rlT i il r4H]T (3.11)
WigrsG1© Wigrr G2 ® Wigr Gz © < w1
_ | WanG5© —Wur G1© 0 o ||
© | Wan 650 o ~Wa G710 | | 2 wj
o) Wi G50 —Wa G5 © ’ wi

where G;, Vi € T3 = {1,2, 3}, are defined as in the case Ng = 2.
Finally, the frequency-domain output of the blanking preprocessor turns
out to be

Ci1G:1® C1G:0 C3G,0 S Vi
_ | ©:G50 —Cy6ie ¢} Sl v
C:g;0 O  -GiGie || ” Vs
0 C.G50 —C4G50 3 vy
£ Cgs+v. (3.12)

where C1 £ Wyg (Im — B1) Wiag, vi = Wag (I — By) wy, Cp £
Wiar, (In — Bt) Wag, and vi £ Wigg, (In — Be) w/, Vit € T3 = {2,3,4}.
In this case, by ensuring that rank(C.3) = 3 My, the ZF equalizers can
be designed as F.3 = 613.

Decentralized scheme - N¢g = 2

Let us consider the general case of a STBC over N¢ relays and Teode
time slots, and the corresponding generalized Alamouti code. With the
decentralized scheme, each relay node transmits a vector whose generic
t-th entry, Vt € Teode = {1,2, ..., Teode }, turns out to be the linear com-
bination of the symbols belonging to the ¢-th row of the code. Therefore,
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the i-th relay node, Vi € {1,2,...,N¢}, chooses its own N¢ random co-
efficients, gathered in the vector a; = [ai1, a2 ... ai,NC]T, in a random
and independent (from the other relay nodes) fashion. This way, unlike
the centralized case, relays have not to be aware of the symbol to be
transmitted in a specific time slot.

When N¢ = 2, the distributed space-time scheduling turns out to be

the result of the following processing flow

[ St } s A2 [ S ] (3.13)
So —S5 S
a1 ;181 + a; 282 ,
Ay — A | " | = e T | WVieIn, (314
’ 2[%2} [—az‘,152+ai,281 ] e BB
where (3.13) indicates the application of the 2 x 2 Alamouti DSTBC,
while (3.14) corresponds to the randomization task which is the key
mechanism to ensure a decentralized behavior. Similarly to the central-
ized case for Ng = 2, the time-domain symbols received by the destina-
tion, within the supersymbol interval, are the following:

(time slot 1) r1 = Wigp G1.481 + Widae G2,482 + w1
(time slot 2) ro = Wigg Goa §7 — Wigg Gid S5 +wa (3.15)
where ng £ (CL171 91 + az 1 92) and di £ (al,g 91 + a2 92)

Consequently, the combined time-domain received signal can be written
as

L1
Il

[r{ 3] " (3.16)
_ [ Wi G1,4© Wi G24 © } [ S1 } n [ w1 ]
Wi G5,© —War G7 ;0 | | s2 wi |’
while the frequency-domain output of the non-linear blanking preproces-
sor is
y = [ Wiy (Im — B1) 11 ]
Wi (In — B2) r3

_ CiG14® C1G,,0 S
C, g;,dg —Cs gid@ S2 Vo

£ Cps+v, (3.17)

with Cy, Ca, v1, and vo already defined. In this case, rank(Cgo) = 2 My,
implies Fgp = Cl\,.
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Decentralized scheme - N¢ = 3

When N¢ = 3, the distributed space-time scheduling turns out to be the
result of the following processing flow

S1 So  S3

S -
ol A | -85 & 0
S2 | — Az= i o (3.18)
s —S4 CH
0 —s§5 85
Ne . 3.
i1 Zj:l Qi,j Sj
k] ~ % ~ %k
—a; 185 +a; 28 .
A3 — Az | aip | = w12 + 302 L Vi€ s, (3.19)
a;3 —@i1 83 +ai38;
Z7

~ % ~ %k
—@; 283 + ;389

where (3.18) indicates the application of the 4 x 3 Alamouti DSTBC,
while (3.19) corresponds to the randomization task. Similarly to the
case for N¢ = 2, the combined received signal can be written as

r = [r? ri ré{ ril] *
Wi G1.4© Wia;G24©  Wigr; G340 ©
| W G5,© W 61,0 0 ol
| WarG5,0 o ~Wa G740 | | 2
O Wu G5,0 —War G5 ,© ’
+  [wi wh wi wy] B , (3.20)

where G; 4 = Z?IZCI a;;Gj, Vi € I3, while the frequency-domain output
of the non-linear blanking preprocessor is

C16G:14©® C1G240 C1G3,0 < Vi
| C2G65,0 -C,G7,0 o Sl v
Y7 | ¢365,0 o) ~C36%,0© 52 V3
o) C.G5,0 —C4G3,0 3 vy

é Cd?, S + v, (321)

with Cq, vy, Cy, and v, Vt € T3, already defined. Finally, in this case,
rank(Cgs) = 3 My implies Fg3 = Clig.
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3.4.2 Numerical results

In this section numerical results, obtained by Monte Carlo computer
simulations, aimed at showing the effect of joint cooperative transmis-
sion and DSTBC onto IN mitigation in OFDM systems are presented.
We consider the topology of Fig. 2.1 where each node is equipped with

10° . ;

ASER

—e— Dir. - SNR=4
— = — Dir. - SNR=14
10~ e Dir. - SNR=24 : : .
—=— Dec. - SNR=4 ° : Sie,
— < — Dec. - SNR=14 :
107 e - Dec. - SNR=24 .
Cen. - SNR=4
— = — Cen. - SNR=14
e - Cen. - SNR=24

0 2 4 6 8 10 12

Figure 3.4: ASER vs ¢ for SNRe {4, 14,24} dB (Ng=2 - HI).

a single antenna and the relay nodes, whose number is N¢ € {2,3},
are randomly and independently distributed in a circle centered along
the line joining source and destination (where dsp = 1), at a normalized
distance dgc = 0.2612 from the source. The entries of G;, which is statis-
tically independent of Gy, for [ # i, are i.i.d. ZMCSCG random variables
;i £ (dsp/dgr,p)", which depends on the average path
loss associated to the link between the i-th relay node and destination,
where dsp and dr,p are the distance between the source and destina-
tion, and the ¢th relay and destination, respectively. The OFDM system
employs M = 32 subcarriers, M, = 24 of which are loaded while the re-
maining M, = 8 represent the so called virtual carriers. With regard to
the impulsive noise, as in the overall chapter, the MCA noise model has
been considered in the simulations. At the destination, a ZF equalizer,
followed by a minimum distance detector is considered in order to recover
the transmitted blocks. The existence of the ZF equalizers is ensured by

with variance o



Chapter 3 - Coop. comm. over non-Gaussian channels 89

10° ‘ 10~
—%— Direct —¥—DO=1

——k— Decentralized
—k— Centralized

ASER

0 5 10 20 25 30

15
SNR [dB]

Figure 3.5: ASER vs SNR (No=2 - HI).

condition My, > |B| for each OFDM symbol (see Subsec. 3.3.3).

Fig. 3.5 shows the performance, in terms of ASER as a function of the
SNR £ 1/02, for N¢ = 2 and in a highly-impulsive scenario (A = 1073
and T' = 1071), referred to as “HI”. Performance evaluation has been
carried out for the three considered approaches, i.e., direct transmission,
cooperative centralized and cooperative decentralized, employing the re-
spective optimal (in the minimum ASER sense) blanking thresholds. As
in the previous section, these optimal values have been numerically deter-
mined by assessing the performance, for each SNR value, as a function of
the threshold (see the partial results in Fig. 3.4). From Fig. 3.5 it results
that the joint employment of cooperation and DSTBC improves remark-
ably the performance with respect to the direct communication, in terms
of both coding gain and diversity order. Specifically, the performance of
the direct transmission, which is characterized by a diversity order of
1 (see the additional high-SNR trend shown within the box placed at
the upper-right side of Fig. 3.5), turns out to be overwhelmed approxi-
mately by 10 dB and 22 dB, respectively, from those of the decentralized
and centralized systems which, in their turn, show a diversity order of
2, typical of the original Alamouti transmit diversity scheme with two
transmit antennas and one receive antenna.

Fig. 3.6 shows the performance of the three approaches, in terms
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—O&— Direct (Conventional)
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Figure 3.6: ASER vs SNR with and without blanking (N¢=2 - HI).

of ASER as a function of the SNR, in the case of both conventional
and blanking processing at the destination. Even in this case, a highly-
impulsive scenario (A = 1072 and I' = 107') and N¢ = 2 relay nodes
are considered. As already seen in the previous section with regard to
the direct case only, we observe that, even when a cooperative approach
is employed, the introduction of a blanking nonlinearity provides a con-
siderable performance improvement, with respect to the conventional
OFDM processing, except for very large SNR values. In fact, for high-
SNR increasing values, blanking becomes increasingly unlikely until a
SNR value at which the two receivers, with and without blanking, pro-
vide the same performance (i.e., no time-domain sample turns out to be
above the optimal blanking threshold). In particular, the gain provided
by blanking preprocessing in both the cooperative cases turns out to be
greater than that observed in the direct case whose gain, on the other
hand, is spread over a wider SNR range. From Fig. 3.6 it can be seen
also that the direct approach, employing blanking preprocessing, turns
out to be outperformed by the DSTBC approach without blanking, both
in the centralized and in the decentralized cases.
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Figure 3.7: ASER vs ¢ for SNRe {0,4,14} dB (N¢=2 - NG).
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Figure 3.8: ASER vs SNR (N¢=2 - NG/HI).

Fig. 3.8 shows the performance comparison, in terms of ASER as a
function of the SNR £ 1/0? and for N = 2, between the near-Gaussian
(A =107t and T' = 1071), referred to as “NG”, and highly-impulsive
scenarios. Performance evaluation has been carried out by considering
the optimal blanking thresholds (see the partial results for near-Gaussian
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scenario in Fig. 3.7). Although the considerations made for the highly-
impulsive scenario hold also for the near-Gaussian one, Fig. 3.8 suggests
a further observation. Specifically, unlike the highly-impulsive case, in
the near-Gaussian one the finite-SNR diversity order turns out to be ap-
proximately monotonically increasing as the SNR grows, until it reaches
its asymptotic value for high-SNR values.

10
—¥— Direct
{ ‘ —— Decentralized (Nc=2)
10—1’ , , , % Decentrallzed (Nc=3) ||
: : —k— Centralized (Nc=2)

—&— Centralized (Nc=3)

ASER

20 25 30

0 5 10

15
SNR [dB]
Figure 3.9: ASER vs SNR (N¢ € {2, 3} - HI).

Finally, Fig. 3.9 reports the ASER, as a function of the SNR, for all
the considered schemes and for a highly-impulsive scenario. With regard
to the cooperative schemes, simulation results for N¢ = 2 and N¢ = 3 are
shown. From Fig. 3.9 it is apparent that, when N¢ = 3, a remarkable
performance improvement can be obtained, mainly in terms of coding
gain, with respect to both the direct link case and the cooperative one
with No = 2.

3.5 Conclusions

By exploiting the redundancy arising from the insertion of VCs in the
OFDM signal, we have shown that closed-form FIR ICI-free compensa-
tion in OFDM receivers, which employ blanking nonlinearity processing
to counteract IN, is still feasible. In this case, significant performance



Chapter 3 - Coop. comm. over non-Gaussian channels 93

gains can be obtained with a minor modification of the conventional ZF
equalizer.

Then, we have considered an OFDM system in impulsive noise em-
ploying distributed space-time block coding, in order to obtain space and
time diversity gains. Results of Monte Carlo computer simulations have
shown that, irrespective of whether the blanking preprocessing is consid-
ered or not, a remarkable performance improvement, that is increasing
in the number N¢ of relay nodes, can be achieved with respect to the
direct transmission.






Chapter 4

Virtual machine migration in
Software-Defined future
networks

This chapter addresses the potential impact of emerging technologies,
like software defined networking (SDN) and network virtualization (NV),
on future network evolution. It is argued that the above mentioned tech-
nologies could bring a significant disruption at the edge networks, where
it will be possible to develop distributed clouds of virtual resources run-
ning on standard hardware. This contribution deals with a key technical
challenge behind this vision: the capability of dynamically moving vir-
tual machines (VMs), which run network services, functions, and users
applications, among edge networks across wide area interconnections.
Specifically, we focus on the problem of live migrating the memory state
of a single VM between two physical machines, which are located at the
edge and are inter-connected by a wide area network (WAN). With ref-
erence to a pre-copy mechanism, aimed at iteratively transferring the
memory content to the destination machine, we develop a simplified
mathematical model that unveils the dependence of the total migration
time and downtime of the VM memory transfer on the main WAN pa-
rameters, such as capacity, buffering, and propagation delay. Numerical
results obtained by Matlab simulations are presented to demonstrate
the feasibility of live VM migration across WANs and the directions of
research and development activities.
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4.1 Introduction

Information and communications technologies are progressing at an im-
pressive rate: processing is still following Moore’s law, doubling in capa-
bility roughly every 18 months; storage capacity on a given chip is dou-
bling every 12 months, driving a steady increase in connectivity demand
for network access; optical bandwidth is doubling every 9 months, both
by increasing the capacity of a single-wavelength fiber, and by transmit-
ting multiple wavelengths on a single fiber. These progresses, and the
down-spiralling of costs, are expected to have a dramatic impact on the
evolution of network architectures: future networks (Fig. 4.1) are likely
to become less hierarchical and based on optical core infrastructures
(with a limited number and types of large nodes), which interconnect
(by optical and/or radio links) different local areas, and are populated,
at the edge (i.e., in a range of few meters around users) with a sheer
number of heterogeneous nodes. The edge, toward which the process of
“intelligence” migration is already in act, will become the business area
where a new galaxy of ecosystems will be created.

In this scenario, the role of software will represent the true challenge:
indeed, future networks will rely more and more on software, which will
accelerate the pace of innovation (as it is doing continuously in the com-
puting and storage domains). Already today, advances in resource virtu-
alization are driving the deployment, on the same physical infrastructure,
of diverse coexisting and isolated virtual networks of resources, which al-
lows one to best fit, in a dynamical manner, a variety of service demands,
similarly to having different operating systems (e.g., Windows, IoS, and
Linux) on the same laptop. This has multiple advantages: for example,
the crash, or the misuse, of a virtual resource is confined within a virtual
network (e.g., by applying fault recovery policies enforced by self-healing
capabilities), having no impact on other virtual networks; it is possible
to implement, in each virtual network, specific procedures and policies
(e.g., to optimize the usage of allocated resources according to service
level agreements, SLA); the use of physical resources can be optimized,
etc.

Software defined networking (SDN) [6,14] can be seen as a further
step in the direction of decoupling hardware from software: in particu-
lar, in an SDN architecture, control and data planes are decoupled, so
that the network infrastructure is abstracted from business applications.
The SDN paradigm should not be confused with network virtualization
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Figure 4.1: Edge networks scenario.

(NV) [124], even if the two concepts could intersect with interesting pos-
sibilities: indeed, NV is the second most-important trend allowing the
setup of virtual networks by connecting virtual I'T and networking re-
sources. The above mentioned technologies are expected to bring about
both programmability and flexibility: for example, it will be possible
to build, on the same physical infrastructure, multiple overlay networks
offering different services. On the other hand, this evolution is also de-
termining an increase in design and management complexity: future net-
works are likely to exhibit the characteristics of complex systems, con-
sisting of many diverse and autonomous, but interrelated, software and
hardware components. Traditional management and control approaches
will no longer be applicable: networks should be able to self-adapt and
self-configure themselves (with limited human intervention). These ca-
pabilities can be achieved by introducing autonomics and cognition as a
transformative software technology.

NV also enables live migration [125|, i.e., a whole virtual machine
(VM) can be moved between different physical machines (PMs) without
disconnecting the client or application. Such a technology has already
been proven to be a very effective tool in local area networks (LANS),
i.e., when the VMs and the PMs are located within the same data center,
to achieve the goals of server consolidation, load balancing, and hotspot
mitigation.

In a cloud-based edge scenario, data centers can be spread over
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wide areas and, thus, the need for migrating VMs over WANs arises.
Compared to LAN applications, migration of VMs across WAN links
poses [126,127] three additional challenges: 1) shared storage systems
and/or storage area networks for VM disks may not always be avail-
able in WAN scenarios and, thus, in addition to random-access memory
(RAM) transfer, disk state migration is required in this case (storage
migration issue); 2) the bandwidth-delay product! of a WAN is typically
high compared to buffering resources of the network [128], thus adversely
impacting on both the total time of the migration and the VM down-
time (high bandwidth-delay issue); 3) maintaining network level (i.e., IP
addresses) reachability after migration is a difficult task in a WAN envi-
ronment, since moving across different networks forces the VM to get a
new IP address and, consequently, breaks existing network connections
(network reconfiguration issue). To make WAN migration appealing,
the requirements in terms of consistency, responsiveness, reliability, and
scalability have to be studied thoroughly for cloud-based edge networks.

The paper is organized as follows. Section 4.2 describes some future
network scenarios enabled by the technology advances in processing, stor-
age, networking, and embedded communications. Section 4.3 provides
a mathematical modeling of VM live migration across a WAN| by link-
ing the performance of the RAM migration process to the main network
parameters. Monte Carlo simulation results, obtained in a Matlab en-
vironment, are presented in Section 4.4. In Section 4.5, final remarks
elaborate about the lesson learnt and the future steps.

4.2 Network scenarios

Today, traditional networks are suffering an “ossification”, which is cre-
ating several limitations for fast and flexible deployment, as well as
adaptation of network functionality, services, and management policies.
Launching new services is quite complex and expensive. In order to cope
with the growing dynamism of Information and Communication Tech-
nology (ICT) markets, it is becoming increasingly urgent to find tech-
nologies and solutions solving the above mentioned limitations in future
networks. Moreover, there is the need of reducing operational and capital
expenditures (OpEx and CapEx). OpEx reduction can be achieved by

'Roughly speaking, the bandwidth-delay product of a data connection is the
round-trip delay times the capacity of the underlying physical link.
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easing human operators (and reducing human mistakes) in managing and
automatically configuring equipment and network functionality. CapEx
reduction can be achieved by postponing network resources investments
(e.g., optimized use of available resources), for example, by exploiting
layer and cross layer “constrained optimizations” (e.g., through several
network applications in charge of load balancing, traffic engineering, opti-
mized resource allocations, etc.). Eventually, in contrast to today, where
competition exists only at the application level, future network should
open new dimensions of business: incentives, cooperation, and competi-
tion will boost the long-term value of the network — like in ecosystems,
where evolution selects the winning species, winning services will suc-
ceed, grow, and promote further investments, while losing ideas will fade
away.

One of the most promising scenarios is that, in the short-medium
term, SDN and NV principles will mature to bring a profound innova-
tion at the edge of traditional networks, where, by the way, “intelligence”
is already migrating. In this scenario, technology advances are bringing
into the reality the concrete possibility of using tools and the solutions
adopted in data centers for managing and orchestrating clouds of virtual
resources. This will offering to network operators not only the ability to
dynamically instantiate, activate, and re-allocate resources and network
functions, but even programming them according to need and policies.
Nevertheless this scenario has several challenges [126,127]: one of these,
covered by this paper, is deploying systems and methods capable of seam-
less migration of ensembles of VMs across WAN connections.

4.3 Live migration of virtual machines across
WANSs

The considered scenario is composed of a source physical machine (SPM)
and a destination physical machine (DPM) that can be connected to each
other by means of a WAN. We assume that the physical resources, i.e.,
central processing unit (CPU), memory, and input/output (I/O) devices
of both source and destination are virtualized, so that multiple VMs,
each of them self-contained with its own operating system (OS), can
execute specific applications on the physical machine.

Hereinafter, we focus on live migration of a single VM from the
source to the destination. Live migration of a VM across a WAN re-
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quires 126, 127]: (i) network connection maintenance; (ii) disk state
migration; (iii) RAM state migration. In this paper, we restrict our at-
tention to RAM state migration, by assuming that: (al) a protocol is
used to separate the VM’s identifier from its topological location, such
as, the Locator/Identifier Separation Protocol (LISP) [129]; (a2) either
a shared storage system for VM disks exists or a distributed replicated
block device (DRBD) disk replication system [126] is employed to mi-
grate storage to the destination.

Many migration techniques use a “pre-copy” mechanism [125] to iter-
atively copy the memory state of a VM from the source to the destination,
while the OS continues to run. The OS of the VM has access to its own
private, segmented name space; each segment known to the OS is sliced
into equal-size units, called pages, to facilitate its mapping into the paged
main memory. Let M 2 {my,ma,...,my} be the set of memory pages
characterizing the OS of the VM, we consider a single source-destination
link with capacity? of C pages per second, and a first-in first-out (FIFO)
buffer of size B pages. Basically, pages are injected into the transport
buffer by the upper layer protocol stack at a certain rate and, then, they
are removed and transmitted by the physical link. In the sequel C~1
is referred to as the service time, which is the time needed to transmit
a single page over the link. When the buffer is full, any page subse-
quently arriving is dropped (buffer overflow). After receiving a page, the
destination is assumed to immediately send back an acknowledgement
(ACK); such ACKs are cumulative in the sense that they also indicate
the next page expected by the destination. Page drops due to buffer
overflow are detected by either the receipt of duplicate ACKs or the ex-
piration of a timer. In order not to complicate the analysis excessively,
we assume that pages cannot be randomly lost after being transmitted
over the physical link.

For the sake of simplicity, we assume that all the M pages experience
the same (deterministic) propagation delay, which is denoted by 7, and
includes: (i) the time between the transmission of a page from the source
and its arrival into the link buffer; (ii) the time between the transmission
of the page on the link and its arrival at the destination; (iii) the time
between the arrival of the page at the destination and the arrival of
the corresponding acknowledgement at the source. Let T = 7+ 1/C

2To simplify the presentation, we will assume that all the relevant network param-
eters are measured in units of pages, instead of bytes.



Chapter 4 - Live migration of VMs across WANs 101

denote the propagation delay plus the service time, which will be referred
to as round-trip time, and define the normalized buffer size Bporm £
B/(CT)= B/(CT1+1). Since we are concerned with transmission across
a WAN, we restrict our attention to the case when By < 1 [128], i.e.,
when the buffer size B on the link is of the same order of magnitude as, or
smaller than, the bandwidth-delay product [128] between the link capacity
C and the round-trip time 7. On the contrary, in LAN scenarios, it

results that Byorm > 1.

Congestion control algorithm

At the transport layer, the source-destination connection is assumed to
use a congestion control algorithm, in order to regulate the amount of
pages being injected into the WAN. To do this, the source uses a con-
gestion window of size W, which sets a limit on the maximum number
of pages that can be transmitted over the link before receiving an ACK.
The value of W is varied dynamically in response to the network conges-
tion: specifically, it is increased whenever a new page is acknowledged
and is decreased whenever a page drop is detected. The maximum size of
the congestion window in steady state is given [128] by Wipax = B+C T,
which is achieved when the buffer is fully occupied and there are C'T
pages travelling along the bit pipe. We assume that page drops occur at
the window size W = Wiax and, to simplify the analysis, we neglect the
slow start phase [128]. The considered congestion control algorithm is
an oversimplified version of the TCP-reno [130| (Zransmission Control
Protocol-reno) that can be summarized as follows:

o [nitialization: set W = Winax/2.

o (Congestion avoidance phase: when an ACK is received, if W <
Winax, then W = W + 1/[W], where [IW] denotes the integer part
of W.

e Page dropping: when W = Wy, a new cycle begins with W =
Winax/2.

The time interval from the end of a congestion avoidance phase to
the end of the next one is referred to [128| as a cycle: the evolution of
the algorithm is periodic in the sense that successive cycles are identical.
To evaluate the average page throughput A of the connection, i.e., the
number of pages transmitted per second, we report the main results of the
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analysis carried out in [128] by using a continuous-time approximation
of the congestion control evolution.

Let dW/dt denote the rate of window growth with time, dW/da the
rate of window growth with arriving ACKs, and da/dt the rate at which
the ACKs are arriving. In our case, it results that dW/da = 1/W and
da/dt = min{W/T,C}, which leads to

1
dw  dW da | T
o T da " o

W )

et W(t) denote the value of the congestion window at time ¢, with

W <CT;
(4.1)

otherwise.

=

t
W(0) = Whax/2, eq. (4.1) shows that, when W < CT, one has that
W(t) = Wax/2 + t/T for t € (0,t1), with
Winax
héT<CT— ;a>. (4.2)
The number of pages transmitted during the interval ¢ € (0,¢1) is given
by
g W(t) Wm tl t2
= | —rdt= T ot 4.3
" A T > T "o (4.3)

When W > CT, it follows from (4.1) that W2(t) =2C(t —t1) + (C T)?
for t € (tl,tl + tg), with
W2

t2 L max
2C
where at the time ¢; + ¢ the window size is equal to Wi« and a buffer
overflow occurs. Since the link is fully utilized during the interval (¢1,¢1+
t2), the number of pages transmitted is

_—(CT)2 (4.4)

W2 — (CT)?
Ng = Ctg = max 2( ) . (45)
The average page throughput assumes the expression
P R (4.6)
t1 + to

which depends of the buffer size B, the link capacity C, and the round-
trip time 7: hence, the time needed to transmit a single page is 1/A on
average.
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Migration algorithm

The main drawback of live migrating the VM’s memory image stems
from the fact that memory pages are continuously modified, or “dirt-
ied”, by the OS, and, hence, there is a high probability that those pages,
which are frequently updated, may be transferred multiple times during
the migration process. Since only the final version of a page is needed
at the destination, repeated transfers lead to an unnecessary waste of
resources. It has been observed in [125] that, in practice, a certain (pos-
sibly large) set of pages is seldom or never be modified by the OS, while
the remaining ones are frequently dirtied. In order to account for this
fact, it is assumed in [131] that each page m; is characterized by the
probability that it is dirtied at least one time during the transmission
of a single page, for ¢ € {1,2,...,M}. In Subection 4, we resort to a
more general probabilistic model of the rewriting events, which is readily
linked to the WAN parameters.

The migration process starts with the VM hypervisor marking all
memory page as dirty. Then, the pre-copy algorithm [125] iteratively
transfers dirty pages from the source to the destination until the number
of pages remaining to be transferred is below a certain threshold My, ax
or a maximum number of iterations Ky, is reached. The hypervisor keeps
track of those pages that are modified by using a dirty page bitmap, i.e.,
a memory structure where a bit is set for each dirty page. During live
migration, the bitmap is scanned and, if a page is marked as dirty, it is
transferred to the destination in the subsequent iteration. Let

o {1,2,.. M}—>{¢0 ) ,...,¢0 } (4.7)

be an nitial page transfer ordering function, which is assumed to be
invertible and its inversion function is denoted by ¢ 1 whose choice
depends on the dirty page rate, with qb((f) €{1,2,...,M} and gb(()z) =+ qb((]])
for ¢ # j. On the basis of such an ordering, the pages are arranged in

the new order L), M y(2) 5 -+ - T (1), wherein the position of page m;
0 0 0

turns out to be given by gbal(i), fori € {1,2,...,M}. We assume that

only the pages belonging to My = {m¢(1),m¢(2), e ,m¢<MO)} are live
0 0 0

migrated with My < M, whereas the remaining M — Mj ones belonging

to Mo = {m¢(MO+1), SEMOTD5 - -5 T (0) )} are transferred at the end of

the migration process when the VM is stopped.
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More precisely, the pre-copy migration process herein studied works
as follows:

e At the first iteration (k = 0), all the M, pages belonging to M are
transmitted to the destination in an orderly way (starting phase),
where m

5D is the first page to be transferred, thus spanning a
0
time interval of Mj/\ seconds.
e At the kth iteration, for k € {1 2,...,kena}, after bitmap scanning,
the pages in the subset D £ {m 1My - ..,md(Mk)} c My
k

result to be marked as dirty, with Mk < Mo,
i Mo)
d) e {of) 00, of",

and d,(:) < d](g) for ¢ # j, and, hence, if My > Mpyax, they have
to be retransmitted (push phase), thus spanning a time interval of
M. /A seconds; specifically, let

k o: {17277Mk}_> {¢]E;1)7¢1(42)7"'7 ]E;Mk)} (48)

be a kth page transfer ordering function, which is assumed to be in-
vertible and its inversion function is denoted by qb,f, whose choice
depends on the dirty page rate, with qb,(:) € {d,(cl), d,(f), o ,d,(CMk)}
and gzb,(j) #* ¢,(€j) for i # j, all the M), pages belonging to M, =
{m%(:) STg(2)5 quLAlO)} are live migrated in an orderly way, where

m is the first page to be transferred.
k

e at the last iteration k& = keng+1, where keng = K if My > Miax
for each k € {1,2,...,Kn} or keng = k¢ if My, < Mmax with
ke e {1,2,..., Ky, —1}, the VM is stopped and, let My 11 € My
denote the subset of cardinality My 11 < Mg collecting the pages
that are marked as dirty at the end of the push phase, the pages in
My, +1 UM are transmitted in an arbitrary order (stop-and-copy
phase), which spans a time interval of My, 1/ + (M — M)/
seconds.

When the complete memory image has been transferred, the VM is re-
sumed at the destination and the live migration process is complete.
The time Tyown required to complete the stop-and-copy phase is referred
to as downtime, whereas the time Tio; needed to collectively finish the
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starting, push, and stop-and-copy phases is called total migration time.
It is readily seen that

Mkend_"]- + (M B MO)
A
kend
My M, M
. _ T -
B\ + ra B\ + Ldown \

Taown = (4.9)

kena+1

M
n k

B
=1

Thot = (4'10)

o

To avoid service interruption, consistency issues, and unpredictable per-
formance, the downtime has to be as small as possible. Moreover, in
many scenarios, it is desirable to reduce the total migration time in or-
der to free as fast as possible the VM resources for other use or to avoid
waste of network resources, such as bandwidth and power.

4.4 Numerical performance analysis

Herein, we aim at evaluating the average downtime Tgown and the av-
erage total migration time Tiot by Monte Carlo computer simulations
carried out in Matlab environment: both Tgown and Tiot are obtained
by averaging (4.9) and (4.10) over 10* Monte Carlo trials.

As first step, we have to specify the probabilistic model of the page
rewriting events. For ¢ € {1,2,...,M}, let N;(t) denote the random
number of rewriting events (the count) of page m; at time ¢, assuming
a zero count at ¢ = 0. We assume that the sequence of rewritings in
the counting process N;(t) is a Poisson point process [132], i.e., rewriting
events of page m; occurs independently of one another, and at a fixed
average rate of ; rewritings per second, and the event of two rewritings at
precisely the same time is impossible, with N;(t) statistically independent
of Nj(t), for i # j. We refer to v; as average rewriting rate of page
m;. Under these assumptions, the probability p;(n) that the page m; is
dirtied at least one time during a time interval of duration n/\, i.e., the
average time needed to transmit n consecutive pages, is given by

vin

pi(n) =1—¢e"X

(4.11)

It is worth noting that, if 7; > \/n, then p; &~ 1, that is, the page m; is
almost surely dirtied during the transmission of n pages; this is just the
case when live transfer of page m; is wasteful of time, bandwidth, and
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power. On the other hand, when ~; < A/n, it follows that p; ~ 0 and,
hence, page m; is not dirtied n/\ seconds almost surely.

At the end of the kth iteration of the migration algorithm, for k €
{0,1,..., Ky}, the probability pz(-k) that page m; is dirtied at least one
time is given by

pi (My, — ¢ (i) + 1), k=L
) = k (4.12)
pi | M, — gsz(z’) +1+ Z My, k>1L;

where L; € {0,1,...,k} is the index of the last iteration in which the
page m; has been retransmitted. For each iteration of the migration
algorithm, the entries of the dirty page bitmap are randomly generated
in each Monte Carlo trial as independent Bernoulli random variables
with success (i.e., rewriting) probabilities given by (4.12).

For the sake of simplicity, we assume in the following example that
all the M pages are characterized by the same average rewriting rate,
ie., v =~foreachi e {1,2,..., M}, and they are migrated in a random
order (we used the randperm function of Matlab to ordering the pages at
each iteration of the migration algorithm). Regarding the parameters of
the migration algorithm, we set My = M or,equivalently, My = M, and
we used as stop conditions Mp,x = M /10 and K, = 5. Moreover, we
fixed the WAN parameters as follows: C' = 31250 pages per second (i.e.,
the link capacity is 1 Gbps and the size of the pages is 4 kB), B = 5000
pages, and 7 = 0.5 seconds, which lead to A = 28710 pages per second
and Bhorm = 0.32.

Fig. 4.2 and Fig. 4.3 report, respectively, the average downtime T gown
and the average total migration time Tiot as a function of the ratio v/
for different values of the number of pages M € {10,50,100}. Results
show that Tqown and T rapidly increase as the ratio v/ raises by
(approximatively) saturating to the values M/A and (K, + 1) (M/)),
respectively, which correspond to the case in which all the M pages are
dirtied at the end of each iteration of the migration algorithm. It can be
argued that, with respect to the case when all the pages are transmitted
while the VM is stopped (non-live migration), live migration leads to a
significantly smaller downtime only when the average rewriting rate - is
a very small fraction of the average page throughput A. For instance,
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Figure 4.2: Average downtime versus /.
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Figure 4.3: Average total migration time versus /.

with reference to the case of M = 100 pages, when ~ is the 2.5% of A, the
difference between live and non-live migration is about 1.5 ms in terms of
downtime. Finally, results not reported here for the sake of brevity show
that, as expected, T gown and Ty are monotonously decreasing functions
of the WAN parameters B and C, whereas they monotonously increase
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as a function of 7; however, migration performances are influenced more
by the link capacity C' than by the buffer size B and the propagation
delay 7.

4.5 Conclusions

This chapter has argued that, in the short-medium term, SDN and NV
principles could bring a profound innovation at the edge of traditional
networks. As a matter of fact, we are already witnessing a migration
of processing power, storage capability, and embedded communications
towards the edge of the network, i.e. towards the end users. This combi-
nation of drivers and trends will create the conditions where the end users
[both residential and small-to-medium enterprises (SMEs) and large en-
terprises (LEs)] will “drive the network dynamics” more and more: the
edge will become a distributed networking and computing environment,
a sort of commodity fabric, capable of offering and providing ICT ser-
vices through a galaxy of ecosystems. This vision will require overcoming
current network ossifications by introducing features for fast and flexi-
ble deployment, as well as adaptation of network functionality, services
and management policies: one example of these features is the capa-
bility of orchestrating ensembles of VMs across multiple edge networks
interconnected by WAN links. In particular, the contribution presented
in this chapter has addressed the development of a mathematical model
for performance analysis of live migration of a single VM over a WAN
link. The derived model unveils the dependence of the total migration
time and downtime of the VM memory transfer on the main WAN pa-
rameters, such as capacity, buffering resources, and propagation delay.
In particular, the performance of a “pre-copy” migration algorithm with
page ordering has been considered. Simulation results have shown that
live migration across WANSs allows to reduce the downtime only when
the average rewriting rate of the pages is a very small fraction of the
average page throughput. Future work will be focused on completing
the theoretical analysis of the considered scenario, and validating the
obtained result against real data migration figures; moreover, an inter-
esting development is extending the main methodologies proposed in the
paper to tackle the more challenging scenario of migrating multiple VMs
across WAN links, as well as using the developed framework to improve
migration performance through constrained optimization approaches.



Conclusions

In this thesis work some results related to technologies which are candi-
date to be part of the fifth generation (5G) standard have been presented.
Specifically, the treated topics fall in the area of cooperative approaches
as well as in the area of the software defined networking (SDN) and
network function virtualization (NFV) paradigms.

With regard to the first of the two areas, the study of a cooperative
network has been faced in the case of both Gaussian and non-Gaussian
noise while, with respect to the second one, the study of the virtual
machine migration over wide area network (WAN) links has been carried
out from a mathematical point of view.

The discussion related to cooperative systems corrupted by Gaussian
noise has been presented throughout three different studies. Specifically,
by assuming absence of channel state information, tight approximations
on the average symbol error probability have been obtained for MIMO
cooperative dual-hop amplify-and-forward multiple-relay systems, in the
case of both zero forcing and minimum mean square error equalization at
the destination node. Moreover, with regard to the zero forcing case, the
performance gain of the cooperative scheme over direct transmission has
been assessed and, under hypothesis of relay cluster, the optimal place-
ment of the relay nodes has been analytically determined. In both the
considered cases, results of Monte Carlo computer simulations showed
a good agreement between the proposed bounds and the related exact
symbol error probabilities with a growing accuracy when the signal to
noise ratio and the number of cooperating nodes increase. Finally, by
considering the two limit cases of full-instantaneous channel state infor-
mation (F-CSI) availability and statistical-only channel state information
(S-CSI) availability, both the source and relay processing optimization
has been faced to show the impact of the channel knowledge level on the
performance of the considered system. Although simulation results have
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shown an impressive gain when the source and relay processing are opti-
mized on the basis of the full-channel state information, the S-CSI based
design also provides a remarkable performance improvement which, even
if not comparable to that of the F-CSI design, it is achieved at a price
far lower.

With reference to the case of systems corrupted by non-Gaussian
noise, the design of a new frequency-domain equalizer, which is able
to mitigate the intercarrier interference introduced by non-linear tech-
niques, has been carried out for single-input single-output orthogonal fre-
quency division multiplexing (OFDM) systems employing virtual carriers
and blanking preprocessing. Then, the mathematical model for a coop-
erative decode-and-forward OFDM system characterized by distributed
space-time block coding has been presented to show the performance
improvements, with respect to the direct communication, achieved for
different values of cooperating relays and different impulsive noise sce-
narios.

The last contribution presented in this thesis work has addressed
the development of a mathematical model for performance analysis, in
terms of downtime and total migration time, of a single virtual machine
live migration over a WAN link. The presented model has been derived
assuming a “pre-copy” migration algorithm with page ordering and the
aim of this study has been to unveil the dependence of the performance
metrics on the main WAN parameters. Simulation results have shown
that live migration across WANs allows to reduce the downtime only
when the average rewriting rate of the memory pages is a very small
fraction of the average page throughput.
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Appendix A

Proof of Lemma 1

The proof of Lemma 1 relies on a generalization of the Kolmogorov’s in-
equality [64], which was originally developed for scalar random variables,
to the case of random matrices:

Theorem 4. Let X1, Xo,..., X, be mutually independent random ma-
trices with expectations E(Xy) and variances

VAR(Xy) £ E[|| Xk — E(Xp)[I), (A1)

for k€ {1,2,...,n}, and define

XkéX1+X2—|—---—|—Xk (AZ)

B, 2 EX)) = E(X0) + E(X) +- 1 E(X)  (A3)
VAR(Xy) £ E[|[X — Ei [

= VAR(Xl) + VAR(XQ) +--+ VAR(Xk) . (A4)

For every t > 0 the probability of the simultaneous realization of the n
mnequalities

IXy — Exl| <t/ VARX,), forke{1,2,...,n} (A.5)

is at least 1 —t—2.

Proof. The proof is omitted since it can be obtained by following the
same procedure delineated in [64], with minor modifications accounting
only for the matrix nature of the involved random quantities.
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In other words, based on such a theorem, the probability that at least
one of the inequalities (A.5) does not hold is smaller than or equal to
t2.

Let us now turn one’s attention to the proof of Lemma 1. An equiv-
alent way [64] to demonstrate that the matrix sequence {a; G; GI}NS
obeys the strong law of large numbers is to show that, for every ¢ > 0,
with probability one there occur only finitely many of the events

HSNC — MNC” > . (AG)
Nc

With this goal in mind, let v € Z and define the event

A, £ {there exists at least one N¢ € (2 v=l 2Y]

-M
such that w > e}. (A7)

By virtue of the Borel-Cantelli lemma [64], if
+o0
> P(A,) < +00 (A.8)
v=1

then with probability one only finitely many events 4, occur, i.e., for
a given € > 0, there exists a sufficiently large 7 such that P(Ap) < e.
Therefore, to accomplish the proof of Lemma 1, it suffices to prove that
(2.13) implies (A.8). To this aim, we preliminarily observe that

P(A,) < P({there exists at least one N¢ € (2”71, 2]
such that [|Sn, — M| > 62”_1})

2U
=1-P| [ {lISk—Myl <e2v'}
k=2v—141
VAR[S2.] , VAR[Sy/]
— €292(v-1) €292v (A.9)

where the second inequality directly comes from application of Theo-
rem 4.
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At this point, using (A.9) and accounting also for (2.12), we can write

+oo

4 Ng Np?
> p(a) < PR z( ) Satt
v=1

+o0o v
4Ng Np? 1
S B ()

2
€ i=1 v=1
v >
16 Ng Np? <X o 0y ;
Y (a0
=1

where we have used the fact that, if 220 >4 > 201 then

) - S -0 20

v=1 V=1
2 >
1 1 4
= i1 S3E (A.11)
22 P(A)

In conclusion, if (2.13) holds, then from (A.10) the series

converges.



Appendix B

Proof of Theorem 1

It is shown [72,133] that, conditioned on H, the approximate value of
SINR,, in (2.20) is a Gamma random variable with shape parameter
k = Np — N + 1 and scale parameter 0 = (v/3) 3, where

1

o {[F(I){ H' (© ®INR)ﬁF0]_1}

(B.1)

and the entries of H £ [diag(a{&, agé, . UI;II\IC)®INR] H ¢ CNcNr)xNs
are i.i.d. ZMCSCG random variables having unit variance, with £ =
diag(aq Jlil O‘él, 9 0}21’2 0272, C QNG O‘ﬁ’NC U;NC) € RNexNe | Thus, re-
membering that for a Gamma random variable ®(y) = (1 — §y)~* for
y < 671, one has

1
PsiNg, (-ﬁ;l‘l) ~ Y
uy Sp
(1 + Fsinix)
—k
~ (sin2z)* [% zn} (B.2)

where the last approximation holds for v > 1. Substituting (B.2) in
(2.17) and recalling the expressions of b and w, one has that Pcoop n (e | H),
conditioned on H, can be approximated as follows

Pople | H) ~ 2000 (1 75 ) | 579277 3] T sy
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where O(v) £ (2/7) fow/ (sin? z)? dz, with v € R.
According to (2.8), eq. (B.3) has to be averaged with respect to H €
CNoNexNs o1 equivalently, H. To this end, by partitioning H as

~ ~T ~T ~T
H é [Hl 7H2 PR 7HNC]T7 (B4)

with H; € CNr*Ns for i € {1,2,...,N¢}, one obtains from (B.1) that

FUH (29 Iy,) HF, = ZAH (B.5)

where B
A; & Jw; H; Fy € CNrxXNe, (B.6)
with w; £ a; aﬁﬂ- agﬂ- being the ith diagonal entries of 2. It is readily

seen that, for i € {1,2,...,N¢}, the matrix A¥ A; has a complex central
Wishart distribution [69] with Ny degrees of freedom and covariance
matrix (w;/Np)Ing, provided that Ng > Np. At this point, we can rely
on the following general result:

Lemma 3. Let X; € CNsXNs pe o complex central Wishart matriz
with \; > Np degrees of freedom and covariance matric K;, for 1 €
{1,2,...,N¢}. The matriz X = Z X; approrimately has a complex
central Wzshart distribution with

(f i K) 2 + tr? (% i K>

N2 ;; = (B.7)
D N [t (K7) + 0 (Ky)]
i=1

degrees of freedom and covariance matriz
1 C
K== \NK;. B.8
5 os

Proof. See [65, Sec. 3|. By using Lemma 3 with X; = Al A,
Ai = Ng, and K; = (w;/Np) Ing, the matrix in (B.5) approximately has a
complex central Wishart distribution with Ny (ZNcl w;)?/ (ZF% w?) de-
grees of freedom and covariance matrix NB_l(Zi\ICl w2)/(2§°1 wi) Ing.
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Therefore, provided that No Ng > Np, one has [72,133] that X, ~
Gamma(k, §), with k = Ng Ng—Ng+1and 6 = Ng~H (32N w?) /(32RE wi),
and, consequently, 1/%, is distributed as an inverse Gamma random

variable. Following [36], after some calculations, one obtains

- NC =D
Ns >_wi
_p7 _ (NgNg —Np —1)! i=1
B [(50) 7] = XN ) - : (B.9)
2
D_ui
L =1

where D = Np —Np+1. Averaging (B.3) with respect to H, using (B.9),
and recalling the expression of w;, one obtains (2.19).



Appendix C

Proof of Theorem 2

The first part of the proof consists of showing that the approximate value
of SINR,, given by (2.20) can be expressed as a random quadratic form
[134]. The matrix C in (2.15) can be rewritten as C = G F HF, where
the er~1tries of H £ [diag(a;i,a;%, . vat;lNc) @ Ing|H € C(NcNr)xNs
and G £ G [diag(o,1,053:--,0,x,) @ Ing] € CNO*NENR) are fid.
ZMCSCG random variables having unit variance, with G and F de-
fined previously, whereas F £ diag (,/wl Fi, /w2 Fo,..., /oN, FNC) S
CMNeNw)x(NeNR) - with w; £ ayof,02,, for i € {1,2,...,Nc}. Let
¢, € CNp and C,, € CNox(Ne—1) denote the nth column of C and the ma-
trix obtained by striking c,, out of C, respectively, for n € {1,2,...,Np},
it results (see, e.g., [72,133]) that

SINR,, = % e, —cflc, (Cclc,) 'ct cn] . (C.1)
It can be verified that, conditioned on é, the matrix C,, has a circu-
lar symmetric complex Gaussian distribution with mean Oypx(ng-1)

and covariance matrix (G F F! éH) ® R}, where R,, € CNs=1)x(Ns—1)
is the nonsingular matrix F§ Fy deprived of its nth column and nth
row. Therefore, we can equivalently express C,, as C,, = GF ﬁred R}/ 2,
where the entries of fIred e CNeNr)X(NB=1) yre 1i.d. ZMCSCG random
variables having unit variance and R,/ is the (Hermitian) square root

of R,,. Substituting such an expression of C,, in (C.1), one obtains

SINR,, = % Pz cn (C.2)
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where, by defining = £ GF ﬁred,
Py 2 Iy, - 2 () 21 e YoM (C.3)

is the orthogonal projector onto N (E"); in particular, it results that:
i) an orthogonal projector is Hermitian, i.e.,

H )
ii) an orthogonal projector is idempotent, i.e.,
2
Moreover, it can be shown [72,133] that
cn| G, Cp ~ CN(~Cp (RE) 15, GFFL G /{(FYFY)"Y0n), (C.6)

where r,, € CV8~1 represents the nth column of R, with its nth entry re-
moved. Hence, we can equivalently express ¢, as ¢, = —C,, (R:) "} +
(GFxX)/{(FIFo)'},,, where the entries of x € CNeNr are i.i.d. ZM-
CSCG random variables having unit variance and we have also observed
that {(FE F)" Y = {(FEFo) ™'}, Substituting such an expression
of ¢, in (C.2) and observing that

~H ~H
Cl' P ey = RY/? (H g F"' G )Py = Onyonyxnyys (C7)

one has
SINR,, = 6, x" Qx (C.8)

where 8, 2 (yu)/[B{(FyFo)~'},,] and Q 2 FH éHPN(EH)éF €
C(NcNr)x(NeNr) - Under the assumption that NcNg > Np, the matrix
GF e CNox(NeNr) i fyll-row rank with probability one and, conse-
quently, one has rank(Q) = rank(P,;gu)) = Np — N + 1. At this
point, by resorting to the Chernoff bound |?], the probability in (2.17)
can be upper bounded as Pr(Eeoop,n | G, H) < b exp(—uSINR,,), thus
following from (2.13) that

Peoopn(e) < bEg g . [exp(—uSINR,)] (C.9)

= 0B {Eq, 5 [Bxja i, [o0(-uSINR,)] |}
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where we have also used the conditional expectation rule [135].

The second part of the proof lies in evaluating the ensemble averages
in (C.10) with respect to x and H,eq, given G. First, accounting for
(C.8), it results [136] that

By 6, [OXP(—uSINR,)] = det ™ (Ixony +6,Q) . (C10)
Second, following [134], it can be proven that

]Eﬁred | a [det_l (INcNR + 511 Q)] ~ TNB—l 5;(ND—NB+1) X

det (GFFIGY)  (C.11)
where the approximation holds for v > 1,
~ ~H
21§i1<~~<ip§ND [H?:l >‘i]- (G FF'G )]
)
p

~ ~H
for p € {1,2,...,Np}, and {\(GFF!G )}?31, denote the eigenval-

T, = (C.12)

ues of G FFH (N}H, which is nonsingular with probability one. The term

at the numerator of Y, is the elementary symmetric polynomial [137]
of degree p in the Np variables A\ (G F F! (N}H), X (GFFH éH)

~ ~H
A, (GFFHGY), ie., the sum of all products of p out of the numbers
~ ~H ~ ~H ~ ~H
M(GFFYG ), \2(GFFIG ), ..., \x,(GFF" G ) with the indices
in increasing order, whereas the binomial coefficient (I\LD) in the denom-
inator of T, is the number of terms in the numerator. In this regard, we
capitalize on the following result:

g ey

Lemma 4 (Maclaurin’s inequality). The following chain of inequalities
holds

Ty > Ye>--> YR/Ty, (C.13)
with equality if and only if all the AZ(éFFHéH) are equal.
Proof. See [137]. By virtue of Lemma 4 and, additionally, observing
that Ty = tr(G FFH éH), it is seen that

Ty < VP {(GFFEG). (C.14)

The bound (2.34) follows by substituting (C.14), (C.11), (C.10) in (C.10)
and, moreover, accounting for the expressions of the constants b, u, and
O



Appendix D

Proof of Lemma 2

First of all, we observe that (see, e.g., [74])
H(GFFIGY) < tr(FFN (G G) . (D.1)
Let us order the eigenvalues of GFF! (~}H as
MGFFEG) < M(GFFIG) <. <\ (GFFEG), (D.2)
we rely on the following generalization of the Ostrowski’s theorem [74]:

Theorem 5. Let M(GG) < M(GG) < - < Ay, (GG and
MEFD) < MFFY) < oo < Ayony, (FFY) be the ordered eigenval-

~ ~H
ues of GG and FF! respectively, with No N > Np, then

MGFEFIG" = 0,9,, forpe{l,2,....Np}  (D3)
where oy oy
MGG ) <0, <Ay, (GG ) (D.4)
and
)‘P(F FH) < 1917 < )\p+NCNR_ND(F FH) (D'5)

Proof. See [138].
As a consequence of Theorem 5, we get

Np
det(GFFIG") = HA (GFFIG Hep I1 %
p=1 p=1
> AN(GG" H)\ FFI)| . (D.6)

Eq. (2.35) readily follows from (D.1) and (D.6)
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Proof of Theorem 3

Since the matrix W gg is nonsingular, it results that
rank(C H ©) = rank[(Iy; — B) Wigs H ©]. (E.1)

Moreover, by virtue of assumption (a3), one has rank(H ©) = My,
which implies that rank(Wiqg, H @) = My, since Wigg is a nonsingu-
lar matrix. The matrix (In; — B) Wigg H © € CM*Mue js fyll-column
rank iff [79] NIy — B) N R(Wiary HO) = {0x}. By construction,
the mth diagonal entry of In; — B is zero for each m € B and, thus,
rank(In; — B) = M — |B| = |B|. Recalling that m; denotes the ith el-

ement of B, for i € {1,2,...,|B|}, an arbitrary vector u € C belongs
to N (Ip; — B) iff there exists a vector 3 € CI®l such that p = ¥ 3,
with @ £ (L, Ly, oy Lingy ] € RMXIPL where 1,, € RM s the

(m + 1)th column of I;. Hence, an arbitrary vector u € N (Ip; — B)
also belongs to the subspace R(Wiqry H ©) iff there exists a vector
a € CMwe guch that ¥ 8 = Wign H O . As a consequence, condi-
tion N (In; — B) N R(Wigg H ©) = {0,/} holds iff the system of equa-
tions HO o — Wy, ¥ 8 = 0j7 admits the unique solution e = 0y,
and B = Ojp|. It can be seen [74] that this happens iff the matrix
(1 O, Wyg ®] € CM*(MuetBI) turns out to be full-column rank.
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