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ABSTRACT 

In the context of Computational Fluid Dynamic (CFD) application in ship hydrodynamic field it is well 

known that the numerical simulations of planing crafts are significantly less reliable rather displacement 

hulls. For this reason it is important to perform a comprehensive approach to the verification and validation 

(V&V) methodologies and procedures in order to obtain high-quality results of CFD simulations of planing 

hulls.  

In the first stage of this work, an assessment of the accuracy and effectiveness of different simulations setups 

and techniques for planing craft is performed, paying particular attention to the different techniques of 

moving mesh, such as the single moving grid, overset/chimera grid, and morphing mesh, and to the problems 

related to the air-water interface models, such as the numerical ventilation of the hull bottom. 

In the second stage the results of the V&V study for four different hull models are reported at four Froude 

numbers (Fr). The Unsteady Reynolds Average Navier Stokes (URANS) code results are validated using 

benchmark experimental data obtained for three warped hulls, characterized by systematic variation of the 

slenderness ratio (L/B) and for one monohedral hull with comparable L/B. 

Grid independence, iteration, time-step, and statistical convergence analysis for response variables 

(resistance coefficients, wetted surfaces, and dynamic trim angles) are performed using the main uncertainty 

estimation methods available in the literature. The same procedures are repeated for the wave profiles 

analysis.  

The results of this work show that is possible to improve the reliability of the numerical simulation of the 

planing craft reducing the errors and uncertainties related to the predictions of resistance, running attitude 

and wave pattern. It should be note that the error has a significant hull geometry dependency. Moreover the 

results of the V&V study highlight that the sources of errors investigated have different importance on the 

numerical error and uncertainty and the modelling of the physics of the planing craft is a critical point to 

improve the reliability of the numerical simulation.  

Keywords: CFD, planing craft simulation, verification & validation, overset grid, (U)RANS simulations, 

ship hydrodynamics 
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1 

INTRODUCTION 

Nowadays the Computational Fluid Dynamics (CFD) is widely used in all engineering field. However the 

application of CFD modeling as an engineering tool can be justified only on the basis of its accuracy and the 

level of confidence in its results. The CFD development was initially focused on new functionality and 

improved understanding without the need to make very precise statements relating to confidence levels. 

However engineering industry usually works within limitations of the current state of knowledge, as long the 

confidence limits are known. Hence the assessment of uncertainty in experimental data, for example, is a 

well-established practice, and the relevant techniques form part of every engineer’s basic education. 

In the CFD analysis a widespread practice is compute the solution on a single simulation, neglecting the 

analysis of the reliability of the results. However this practice does not result in an accurate analysis. 

Therefore all practical CFD models are known only at a certain level of accuracy and the reliability of the 

CFD analysis reduces when uncertainties and errors are neglected. Once it is recognized that errors and 

uncertainty are unavoidable aspects of CFD modeling, it is necessary to establish rigorous procedures to 

quantify the level of confidence of the results. These procedures are the verification and validation (V&V) 

processes. The process of verification involves quantification of the errors and the process of validation 

involves quantification of the input uncertainty and physical model uncertainty. 

As for the other engineering fields, the CFD for ship hydrodynamics in just over 20 years has surpassed all 

expectations in reaching significant progress and capabilities. The hull resistance prediction is the oldest 

application of CFD in ship hydrodynamics and in these years many simulations are carried out for a wide 

range of applications and conditions. Other than drag, sinkage and trim, local flow fields such as boundary 

layer and wake, and wave patterns are also predicted. Different geometries including tankers, container 

ships, surface combatants, and small vessels are studied at a range of very small to large Fr.  

The accuracy of hull resistance simulations improved significantly over the last 20 years. A statistical 

analysis, as reported in Stern et al. [1], shows that in the 2010 Gothenburg Workshop [2], [3] the average 

error of the results of all resistance test simulations is 2.1 % rather than 4.7 % which was the average error 

evaluated during the Gothenburg Workshop 2005. Furthermore the uncertainty related to the simulation is 

around the 4.0%. This improvement is reached for the displacement or “conventional” ship. 

The results of the main V&V works available in literature essentially on “conventional” hulls are reported in 

Appendix F.  
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A preliminary assessment of the V&V procedures was conducted on the displacement hulls, in particular, on 

a surface combatant ship, Figure 1 (a), and a SWATH hull, Figure 1 (b). The results of these preliminary 

studies are showed in the V&V state of art reported in Appendix F. 

 

 

(a) 

 

(b) 

Figure 1 (a) Visualizations of Surface Combatant Ship, source: De Luca et al. [4]; and (b) SWATH hull, 

source: Begovic et al. [5] 

The errors of the results mentioned above, however; are not applicable to the planing hull or in general to the 

high speed craft (HSC). For this reason the ITTC in the last CFD Committee Report stated: “For 

unconventional ships such as multi-hulls, planing boats, and new-concept hulls, it is a little harder to assess 

the state of the matters due to scarcity of relevant publications. [..] They found that mean prediction error of 

less than 10% could be achieved compared to the model-scale and full-scale test results. [4]” 

For planing craft, the largest errors in the resistance evaluations are related to the errors in the evaluation of 

dynamic trim. This interpretation is based on the observed magnitudes of the errors of the numerically 

predicted trim and on the well-known relationship between dynamic trim and resistance at high speed, i.e., 

RT = L tg τ + RV. In this equation, given by Sottorf [5], τ is the dynamic trim, RV is the viscous resistance of 

the bare hull and L tgτ is the resistance induced to the lift. This equation is valid for totally planing crafts but 

it also effectively describes the dependency of the trim on the resistance components, also for HSC not 

totally planing. Moreover it is worth noting that, in the small trim angle range, RV also is influenced by the 

trim because of the significant variations of the wetted surfaces; therefore an incorrect quantification of the 

trim results in errors in both of the resistance components. The difficulty in identifying the dynamic trim is 

strictly due to the difficulties in identifying the center of pressure, or, generally, the pressure distribution on 

the hull bottom. The identification of pressure distribution is affected significantly by the edge effects and by 

the percentage of hydrodynamic lift to sustain the hull. Both of these are strongly related to the slenderness 

ratio (L/B) and to the deadrise angle (β). 

These considerations highlight the adequacy of performing a V&V study, using models of hulls that have 

geometric differences that are essentially due to variations of the L/B and the β.  

The purpose of this study indeed aims to reach a quantitative evaluation of the reliability of the results of the 

resistance test simulations of planing hull using the CFD and in particular the (U)RANS based codes. 

Specifically, the purpose is to carry out an estimation of the modeling and numerical limits of (U)RANS 

methods and obtain also, compatibly with the results, a direction to follow therefore improving the models. 
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2 

 THE VERIFICATION AND VALIDATION PROCESS 

In this chapter a detailed analysis reports of the different verification and validation methodologies, with an 

emphasis on the procedures used in the field of Computational Fluid Dynamics (CFD). Furthermore different 

verification methodologies are reviewed and their shortcomings and criticisms are discussed. 

1. Introduction 

The significant increase of the use of CFD in engineering applications leads inevitably to a need to establish 

the accuracy to the numerical results. This goal can be achieved thanks to the verification and validation 

(V&V) processes. These processes respectively provide the numerical and modeling errors.  

A widely known method which performs uncertainty quantification systems is the probabilistic method, such 

as the Monte Carlo (MC) method. However, the main limitations of the probabilistic method are associated 

to time cost and computational effort.  

To date, performing model runs for realistic hydrodynamics problems that require the solution of complex 

flow fields is prohibitively expensive.  

This is one of the motivations for the research of alternative methods and procedures. 

2. Sources of error and uncertainty  

It is important to distinguish between errors and uncertainties associated with the modeling and simulation 

process. These terms are commonly used interchangeably in the scientific literature, and can be defined in 

many forms depending on the application. For CFD simulations, the definition given by Oberkampf and 

Blottner [8] is adopted. They define uncertainty as a potential deficiency in any phase or activity of modeling 

and simulation process that is due to a lack of knowledge and error is defined as a recognizable deficiency in 

any phase or activity of modeling and simulation that is not due to a lack of knowledge. 

They also divide group sources of error and uncertainty in five categories:  

1. Physical modeling  

2. Representation errors 

3. Discretization and solution errors  

4. Computer round-off error.  

5. Programming errors  
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In Figure 2 the position of the errors can observed in a simulation workflow. The five categories of errors 

listed above can be grouped into two key processes that characterize the simulation workflow and determine 

the two main macro-groups of sources of error and uncertainty: the physical modeling process and 

discretization solution process. 

 

 

Figure 2 Simulation workflow with sources of error 

The physical modeling process is classified as a source of error and uncertainty according to the definition 

given by Oberkampf and Blottner [8]. The physical modeling uncertainties arise from mathematical 

assumption and approximations of the physical problem (such as geometry, mathematical equation, 

coordinate transformation, boundary conditions, air–water interface, and turbulence models) and 

incorporation of previous data (such as fluid properties) into the model. 

The discretization and solution process are classified as sources of error and uncertainty that can be 

quantified and reduced using available methods in the literature. Discretization (or numerical) error arises 

from the numerical solution of the mathematical equations (such as discretization, artificial dissipation, 

iterative and grid convergence, lack of conservation of mass, momentum, and energy, internal and external 

boundary no-continuity and computer round-off), as mentioned in Stern et al. [9].  

According to Stern et al. [7], the approximation used in numerical simulations will result in error δS, which is 

the difference between a simulation value S and the truth T. However, the true values of simulation quantities 

are rarely known. Only the experimental data D and the relative error δD can be known, as in Figure 2.  

An uncertainty U is an estimate of an error such that the interval ±U contains the true value of δS at the 95% 

confidence level. And so the δS is the sum of modeling and numerical errors, as reported in the following 

equation. 
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S SM SNS T     
 

(1) 

 

The above formula can be re-expressed for the simulation uncertainty as follow 

 

2 2 2

S SM SNU U U   (2) 

 

Where US is the simulation uncertainty, USM, and USN are respectively the simulation modeling uncertainty 

and simulation numerical uncertainty.  

3. Uncertainty analysis methods 

Before dealing with the detailed analysis of the calculation techniques of simulation uncertainty and error, it 

is appropriate to address a brief digression on the available methods for the uncertainties estimation.  

The two main approaches for the uncertainties quantification are deterministic (or non-probabilistic) and 

probabilistic methods.  

4. Deterministic methods 

In the deterministic approach, uncertainties are often represented by the widest error bounds of model 

parameters and inputs. The maximum error bounds of model outputs must then be necessarily computed 

since the probability structure of the model inputs or parameters are not taken into account.  

Furthermore, the propagating error using deterministic approaches is based on the assumption that each 

model input interval contains its entire uncertainty. This assumption may not always be the case. For 

example, an estimate of the standard deviation of available experimental data may be less (or possibly much 

less) than the width of the uncertainty model input interval. The main deterministic methods for uncertainty 

analysis are interval analysis and propagation of error using sensitivity derivatives. 

In interval analysis the value of a variable is replaced by a pair of numbers representing the maximum and 

minimum values that the variable is expected to take. Interval arithmetic rules are then used to perform 

mathematical operations with the interval numbers. 

The other method is the propagation of error using sensitivity analysis. It has been in use for many years in 

the literature (e.g. Green et al. [10]). The purpose of sensitivity analysis is to estimate the rate of change in 

model outputs with respect to changes in model inputs. Furthermore, it can also be used to assess the relative 

contributions of the model inputs and parameters uncertainty to the model outputs uncertainty. The desired 

method of choice depends upon the type of sensitivity measured, user-defined accuracy, and computational 

cost.  
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In the CFD community, the desired choice for sensitivity analysis is the local gradient approximation. The 

estimate of the model sensitivity is given by gradients or partial derivatives at a local point in the temporal 

and spatial domain. If k is a set of m parameters (k1, k2, · · ·, km), and u is a vector of n output variables 

(u1, u2, · · ·, un), then the sensitivity, S*
, is given by 

 

* i
ij

j

u
S

k





 (3) 

 

Where ∂kj is the error associated with parameter kj, then a deterministic approximation to the output error, 

∂ui, is given by: 

 

 
2

*

1

n

i ij j

j

u S k 


   (4) 

 

Where i = 1, 2, · · ·, n and j = 1, 2, · · ·, m. 

An example in CFD of' this technique is presented in the work of Pelletier et al. [11]. 

There are several methods for computing sensitivity derivatives. The desired method of choice depends upon 

the difficulty of implementation and accuracy of the results. The main approaches for computing sensitivity 

derivatives are: 

 Finite Difference, 

 Complex Variable Formulation, 

 Discrete Adjoint Method. 

More details of these approaches were reported in Perez [12]. 

5. Probabilistic methods 

The probabilistic methods can be divided into statistical and non-statistical methods.  

 Statistical methods use a large number of values of the input variables to calculate them repeatedly 

for the output ones. A sampling method is used to generate the input values from a distribution. 

Statistics, such as the mean and variance, of the output values can then be calculated. The classic 

example of a statistical method is the Monte Carlo method. However these methods are 

computationally expensive. 

 Non-statistical methods use an analytical treatment of the uncertainty and are much less 

computationally expensive. Examples of these methods are the moment (or perturbation) method and 

stochastic differential equation method. 
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In the probabilistic approach, uncertainty is represented by the probability of the random event. Furthermore, 

probabilistic analysis is the prevalent choice for uncertainty analysis of physical systems when estimates of 

the probability distribution of uncertain model inputs are available. 

Uncertainties associated with model inputs can be quantified by probability distributions, and an estimate of 

the model’s output probability distribution can be obtained. Note that this process consists of two stages.  

The first stage involves the determination of the probabilistic distribution of the model inputs and 

parameters, and model formulation. Probability distributions of model inputs are estimated via statistical 

techniques that use available data or a representative number of samples. 

The second stage involves the propagation of uncertainty through models. The main aim of uncertainty 

propagation is to compute the probability distribution of model outputs. The output probability distribution 

can then be used to estimate statistical parameters of interest (e.g., mean and variance of model outputs).  

The main techniques for propagating uncertainty through models can be grouped in two macro-groups: 

statistical and non-statistical methods. 

a. Statistical methods 

All of the statistical methods are based on sampling methods. The sampling-based methods involve running 

a model at a set of sampled points, and using the model results at the sampling points in order to relate the 

model inputs and outputs.  

The advantage of these methods is that the model equations or existing code is treated as a black box (i.e., no 

modification of the model equations or code is required). For this reason, sometimes, these methods are 

called Non-Intrusive methods. 

Widely used sampling based methods are: Monte Carlo (MC), Latin Hypercube Sampling (LHS), and 

Stochastic Collocation (SC). These methods are discussed below. 

MC Methods  

The MC is a statistical method. The main advantage of the MC methods is that the model equations or 

existing code are treated as a black box. The simplest of all MC methods, referred to as standard (or basic) 

MC, involves the sampling of input random variables from their known or assumed probability density 

function (PDF), and computing deterministic model output for each of the sample input values. 

The procedure for the basic MC method involves three steps: for each input variable, a set of values is 

generated by randomly sampling the known or assumed PDF for each set of random input data, executing a 

deterministic mathematical model and combine the output data use the statistics of the output data set (mean, 

variance, skewness, kurtosis, etc.), to define its probability density function.  

It is important to note that while the MC method converges to the exact stochastic solution as the number of 

samples goes to infinity, the convergence of the mean error estimate is slow because the standard deviation 

of the mean scales inversely with the square root of the number of samples. Hence thousands or millions of 

data samples may be required to get the required accuracy. Since this method requires a large number of 
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sample or model runs, it’s not suitable for computationally intensive problems. The time and resources 

required by this method may be prohibitively expensive for realistic hydrodynamics problems.  

The MC method has been applied to some very small CFD simulations with the aim to demonstrate the 

method, as in Walters and Huyse [13]. 

In order to reduce the computational effort, modifications of the basic MC method have been developed. 

These efficiency improvements are known as variance reduction techniques. One of the modified MC 

methods is the LHS. It is popular because it is easy to implement and reduce the computation time while still 

providing the required accuracy in the particular situations described below. 

Latin Hypercube Sampling (LHS) 

Substantial computational efficiency over the basic MC method is accomplished by the use of the modified 

MC method. The number of necessary solutions is reduced in the modified MC method compared to the 

basic MC method by efficient sampling from the input probability distribution. One such widely used 

modified MC method is the LHS developed by McKay [14].  

In this method, the range for each input uncertain parameter of a model is divided into non-overlapping 

intervals on the basis of equal probability. Thus, only one value from each interval is selected at random with 

respect to the PDF in the interval. Note that the LHS method has a smaller variance than the standard MC 

method. Hence, the convergence of LHS method is much faster than the standard MC. Since the whole 

parameter space, consisting of all the uncertain parameters, is partitioned into cells of equal probability, 

random samples are generated from all the ranges of possible values. Consequently, this feature gives insight 

about the extremes of the probability distributions of the outputs. Note that this feature is not contained in the 

basic MC method, where there may be cases that do not include the extremes of the random sampling. 

However, the drawback of the LHS method is that the number of samples for realistic hydrodynamic 

problems could still be too large and expensive. 

Stochastic Collocation (SC) 

Another uncertainty quantification method is the Stochastic Collocation (SC). This method was developed in 

order to overcome the drawback of the MC methods and is based on a polynomial approximation of the 

response.  

The SC method is a widely used example, which is based on sampling Gauss quadrature points and using 

Lagrangian polynomial interpolation in probability space. However, due to the structured grid of the 

quadrature points in multiple random dimensions, the spectral convergence of the SC method reduces 

significantly with an increasing number of uncertainties, as shown in Figure 3. More information on this 

method is available in Witteveen et al. ( [15], [16]) 
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(a) MC discretization 

 
(b) SC discretization 

Figure 3 Examples of discretization by the MC and SC methods, source: Witteveen et al. [16] 

b. Non-statistical methods 

Moment Methods  

Uncertainty analysis in CFD simulation using moment methods have appeared in the literature in the last 

twenty years (e.g. Huyse [17]). Moment methods involve using the truncated Taylor series expanded about 

the expected value of the inputs. For example, if u = u (ξ) is expanded about mean values of u (ξ), the first-

order moment approximation of the Taylor series is: 

 

       1 2 1 2 1 1 2 2

1 2

, ,
u u

u u       
 

 
    

 
 (5) 

 

Note that first-order first moment (FOFM) approximation is the deterministic value evaluated at the mean of 

the input (ξ). The first-order second moment (FOSM) method requires the computation of sensitivity 

derivatives. to estimate the variance (second moment) of the output is equal to the variance of the input 

parameter multiplied by the square of the first sensitivity derivative evaluated at the mean value of the input 

For cases involving relatively large variations in the input random variables, increased accuracy of the model 

output statistics is obtained using higher order moment formulas. This requires the estimation of higher order 

derivatives which may be impractical in terms of the accuracy and implementation of the method, and the 

computational resources required. 

Spectral Methods  

Spectral methods, otherwise known as polynomial chaos expansions, used to model and propagate 

uncertainty in stochastic computational simulations by several researchers, e.g. Ghanem and Spanos [18], 

Xiu and Karniadakis [19], and Patterson et al. [20].  

An important concept of spectral representation of uncertainty is that one may decompose a random function 

(or variable) into separable deterministic and stochastic components. Each variable in the equations of the 

mathematical model, such as pressure or velocity, is expanded into an infinite series using Hermite 
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polynomials. In theory the series is infinite, but for practical problems it must be truncated to a finite series. 

The first term in the series represents the mean value of the variable. The second term represents the 

Gaussian random fluctuations around the mean value. The third and higher terms represent non- Gaussian 

random fluctuations. In this way the random behavior is decomposed into a finite number of orthogonal 

modes of fluctuation.  

This concept is similar to the modes of vibration of a mechanical system which occur at particular points in 

the frequency spectrum.  

6. Solution verification methodology in ship hydrodynamics 

In ship hydrodynamic field the uncertainty quantification is based on the deterministic method, and in 

particular on sensitivity derivatives.  

In the following paragraphs an overview of the overall verification and validation approach used in ship 

hydrodynamics is provided, including methodology and procedures. Stern et al. [9] and ITTC uncertainty 

analysis in CFD [21] should be consulted for detailed presentation and discussions. 

As aforementioned, solution verification is the process to estimate USN. Solution verification is mathematical 

activities, with no consideration of the agreement of the numerical model results with physical data from 

experiments (which is the concern of validation).  

The USN is estimated by the solution verification process. The most important numerical errors and 

uncertainties are due to use of iterative solution methods and specification of various input parameters such 

as spatial and time-step sizes and other parameters (e.g. artificial dissipation). The errors and uncertainties 

are highly dependent on the specific application (geometry and conditions).  

The errors due to specification of input parameters are decomposed into error contributions from iteration 

number δI, grid size δG, time step δTS, and other parameters δP, which gives the following expressions for the 

simulation numerical error (equation 6), and uncertainty (equation 7).  

 

1

J

SN I G TS P I j

j

      


       (6) 

2 2 2 2 2 2 2

1

J

SN I G TS P I j

j

U U U U U U U


       (7) 

 

According to Stern et al. [9] and ITTC uncertainty analysis in CFD [21], it is possible to estimate the sign 

and the magnitude of the simulation numerical error, when conditions permit. This complete estimation of 

the error is called corrected error and, obviously, is possible to compute the uncertainty in this estimation, 

called corrected uncertainty U*
SN. Consider the corrected case, error estimate δ*

SN and simulation numerical 

uncertainty can be divided as equations 8 and 9. 
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7. Verification procedures 

The verification process for many common input parameters (e.g. grid spacing, time-step and artificial 

dissipation) are conducted using the multiple solutions method. In order to do this it is necessary to use a 

minimum of three solutions (m = 3) which have been uniformly refined with an increment Δxk such that 

defines a constant refinement ratio rk 
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ITTC Guidelines [21] recommend for the industrial application refinement ratio (rk) between √2 and 2.  

Next a convergence ratio Rk was defined to give information about convergence/divergence of a solution. 

This is achieved by considering the solution changes εijk for the input parameter k between three solutions 

ranging, from fine Sk1 to medium Sk2 and coarse Sk3, in order to determine Rk. 

 

2 121k k kS S    

3 232k k kS S    

21 32/
k kkR    

(11) 

 

According to the ITTC guidelines [21] and the extended versions reported in some works, e.g. Stern et al. 

[22], four different cases of Rk may occur: 

1. Monotonic convergence: 0 1kR  ; 

2. Oscillatory convergence: 0kR  , 1kR  ; 

3. Monotonic divergence: 1kR  ; 

4. Oscillatory divergence: 0kR  , 1kR  . 

In the Case 1 the generalized Richardson Extrapolation (RE) is used to assess the uncertainty Uk or the error 

estimate δk and the corrected uncertainty Uk
*
, as shown in the next paragraphs. 

For oscillatory convergence (Case 2) Uk is estimated by determining the error between the minimum (SL) and 

maximum (SU) values of the oscillation. Equation 12 is valid only in the asymptotic regime. 
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Oscillatory convergence could be erroneously recognized instead of Case 1 or 3. Therefore it is often 

necessary to investigate more than three solutions to get a sensible assessment of the error δk.  

In the case of monotonic or oscillatory divergence (cases 3 and 4), it is not possible to estimate errors or 

uncertainties. 

a. Generalized Richardson Extrapolation (RE) method 

As stated above, in case of monotonic convergence the generalized RE was used to determine the error δk 

with respect to refinement ratio rk and order-of-accuracy. The RE method, as indicated by Roy [23], is based 

on the series expansion of the discretization error, as below reported. 

 

0 ...p p

RE i i i i iS S q x q x         (13) 

 

Where δRE is the error evaluated by generalized RE method, qi is the coefficient of the ith
 order error term and 

S0 is the exact solution, generally not known.  

The assumptions that are required for using RE are that the solutions are smooth, and the higher order terms 

in the discretization error series expansion are small, and uniform meshes are used. The second assumption 

regarding the higher-order terms are true in the asymptotic range if Δxi is sufficiently small so that the lower-

order terms in the expansion not dominate.  

The RE method can be generalized to pth
 - order of accuracy with solutions on a fine value (Δxk2) and a 

coarse value (Δxk1), which are different by a factor of rk. The discretization error equations can be written as: 
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Neglecting the higher-order terms, these two equations can be solved for S0 to give: 
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 (15) 

 

Which is generally a (p+1) – order accurate estimate. Again, it should be emphasized that RE relies on the 

assumption that the solutions are asymptotic (i.e., the observed order of accuracy matches the formal order). 
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b. Observed order of accuracy 

When the exact solution is not known (which is generally the case for solution verification), as above 

mentioned, at least three numerical solutions are required in order to calculate the observed order of accuracy 

(pk). Considering a pth - order accurate scheme with numerical solutions on a fine value (Δxk3), a medium 

value (Δxk2), and a coarse value (Δxk1). For the case of a constant rk, it is possible to write: 
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The three discretization error equations can be written as 
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Neglecting the higher-order terms, these three equations can be used to solve for pk to give. 
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Note that here the observed order of accuracy is calculated and does not need to be assumed (as with RE). 

For the case of non-constant grid refinement factors, more information for this case can be found in Stern et 

al. [9]. 

8. Methods for uncertainty estimation 

When the monotonic convergence is reached δk, Uk, and pk can be evaluated by different solution verification 

methods. The general form of the uncertainty evaluation can be written as shown in equation 19. 
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The various solution verification methods differ in the procedure for determining the safety factor (FS) and 

pk. 
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a. The Grid Convergence Index (GCI) method 

A method for the uncertainties estimation using generalized RE is the GCI method. This approach was 

proposed by Roache ( [24], [25]), where the error estimation based on RE method is multiplied by a FS to 

bound the simulation error for the uncorrected case (equation 20) and corrected case (equation 21).  

 

kk S REU F   (20) 

( 1)
kk S REU F    (21) 

 

The exact value for factor of safety is somewhat ambiguous. Roache recommends for careful grid studies 

(tree or more grids) a fixed percentage of the error estimate (e.g. 25 % of δRE), and therefore FS=1.25. Unlike 

the other methods, in the GCI the uncertainty of the error is estimated regardless of how close solutions are 

to the asymptotic range. There are different variants of the GCI method such as the GCI1, GCI2, GCI3 and 

GCIOR, etc., more details are reported in Stern et al. [1]. The choice of FS in the different GCI methods 

requires user judgement calls, for which no single guideline is currently available. 

b. The Correction Factor (CF) method 

Another method for uncertainty estimation is the Correction Factor (CF) method. The correction factor is a 

variable factor of safety (Ck) and is used to include the effect of higher-order terms neglected earlier (by the 

GCI method). The Ck is defined as follows: 
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With pth as estimation of the theoretical order of accuracy. The error δk is defined by replacing FS with Ck. 
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The correction Ck makes a single term estimate which roughly accounts for higher order terms. Depending 

how close the error δk is to the asymptotic range (Ck→1), the expression to assess the uncertainties takes 

different forms, according to the revised formulation delivered by Wilson et al. [26]. However the 

uncertainty is always calculated by the sum of the absolute value of the improved error estimate and the 

absolute value of the amount of the correction, as reported in equations 24 and 25 for the uncorrected and 

corrected case. 
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c. The Modified GCI method 

As reported in Stern et al. [1], the GCI and CF methods have two deficiencies. The first one is that the 

uncertainty estimates for pk>pth are unreasonably low in comparison to those with the same distance to the 

asymptotic range for pk<pth. The second one is that there is no statistical evidence for what confidence level 

the GCI and CF methods can actually achieve. 

For these reasons Xing and Stern [27] developed a comprehensive review of the GCI method. They tried to 

remove the two deficiencies previously indicated for the GCI and CF methods. The best error estimate is 

used to construct the uncertainty for uncorrected case (equation 26). 
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Where P is equal to the ratio between predicted and theoretical order of accuracy (P=pk/pth); FS0=2.45, FS1= 

1.6 and FS2=14.8 are recommended values based on statistical analysis. 

d. Least Square Root (LSR) – GCI Method 

Another review of the GCI method was proposed by Eça and Hoekstra ( [28] and [29]). This approach is 

based on a Least Squares Root (LSR) method applied on the GCI method. The LSR method is used to 

minimize the square root of the squares of the residuals of equation 27, in other words the method is used to 

find values of S0, q and pk which minimize the function: 
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Where ng is the number of the grids available.  

The minimum of f (S0, q, pk) is found by setting its derivatives with respect to S0, q, and pk equal to zero. The 

standard deviation of the fit (US) is given by: 
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Using the S0, q, and pk, it is possible to calculate the δRE using directly the equation 13, and, obviously, when 

ng = 3 the US is equal to zero. The error estimation were performed by the generalized RE method, when the 

monotonic convergence was achieved. 

Furthermore Eça and Hoekstra have tried to overcome the drawbacks of the other procedures above 

mentioned and, in particular, have observed that the classification approach based on Rk, is not as 

straightforward, because the data may exhibit scatter, in particular in the hydrodynamics field. Indeed the 

cases are classified by the estimated order of accuracy pk, instead of Rk. The convergence condition is given 

as follows: 

 0kp  : monotonic convergence 

 0kp  : monotonic divergence 

 
* 0kp  : oscillatory divergence 

 Otherwise: oscillatory convergence. 

Where pk
*
 is the estimated order of accuracy evaluated by the equation 27 using S*

i =│Si+1 - Si│, instead of Sì. 

The only condition which allows an error estimation based on RE is the monotonic convergence.  

In other cases one must rely on alternative uncertainty quantification, which is based on the maximum 

difference between all the solutions available (∆M).  

If pk is between 1 and 2 the GCI was applied with the FS equal to 1.25. If pk<1, δRE tends to become over-

conservative and so was taken the minimum of δRE and ∆M. 

For super-convergence, i.e. pk higher than the theoretical order of accuracy (pth), the values of δRE are not 

reliable. In most of these cases, the observed super-convergence is not real and it is merely a consequence of 

the numerical shortcomings affecting the estimation of pk. 

If more than 3 grids are available, this is easily identified from the very strong dependence of pk on the data 

points selected. Therefore, in case of super-convergence the error estimation with generalized RE method 

was performed with pk replaced by its theoretical value. 

It is possible to summarize the proposed procedure for the estimation of the numerical uncertainty, as follows 

for monotonic convergence: 

 1.25k RE SU U  , for 0.95 2.05kp  ;  

  min 1.25 ,1.25k RE S MU U   , for 0.95kp  ; 

  max 1.25 ,1.25k RE S MU U   , for 2.05kp  . 

If monotonic convergence is not observed: 

 3k MU    
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More detailed about this method are reported in Eça and Hoekstra ( [28], [29]) and the criticisms of this 

approach are highlighted in Tao and Stern [30]. 

9. Verification procedure for iterative convergence 

The verification process for iterative convergence cannot be performed by using the multiple solutions 

method, as for many others input parameters (e.g. grid spacing, time-step and artificial dissipation). Methods 

for estimation of iterative errors and uncertainties can be based on graphical, as discussed below or 

theoretical approaches and are dependent on the type of iterative convergence: 

1. Oscillatory. 

2. Convergent. 

3. Mixed oscillatory/convergent. 

For the oscillatory convergence case (Case 1), the deviation of the variable from its mean value provides 

estimates of the iterative uncertainty based on the range of the maximum SU and minimum SL values. 
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For the convergent case (Case 2), a curve-fit of an exponential function can be used to estimate UI or δI and 

UI
*
 as the difference between the value and the exponential function from a curve fit for large iteration 

number (S∞) 

 

IU S S   (30) 
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For the mixed convergent/oscillatory case (Case 3), the amplitude of the solution envelope decreases as the 

iteration number increases, the solution envelope is used to define the maximum SU and minimum SL values 

in the ith
 iteration, and to estimate UI or δI and UI

*
. 
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10. Solution validation 

Solution validation is a process for assessing simulation modeling uncertainty USM by using benchmark 

experimental data D and, when conditions permit, estimating the sign and magnitude of the modeling error 

δSM itself. 
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For validation purpose the comparison error E between the benchmark experimental data D and the 

simulation result S is determined in order to assess modeling uncertainty USM, where E is the comparison 

error, δD is the difference between an experimental data and the truth and UV is the validation uncertainty. 

To determine whatever a value has been validated, E is compared with UV.  

When |E| < UV, the combination of all of the errors in D and S is smaller than UV, and validation is achieved 

at the UV interval. The level of confidence in the CFD model is indicated by the magnitude of the validation 

uncertainty. 

If |E| > UV, the combination of all errors in both the simulation and in the experimental data is greater than 

the validation uncertainty. Then validation has not been achieved for this validation uncertainty level.  

In the case that UV << |E|, the δSM highlights the need to improve the simulation modeling.  
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3 

PHYSICAL MODEL OF PLANING HULL 

This chapter delineates the basic functioning of the planing hulls, in order to describe which the critical 

issues are for the CFD simulations of planing hulls. In addition a detailed literature overview on the 

application of CFD codes, and in particular of RANS based method, on simulation of planing hulls is 

reported. 

1. Resistance model of the planing hulls 

A brief introduction of the classical models may be useful to describe the behavior of hulls, with a special 

focus on the partial or total hydrodynamic sustained hulls.  

The nature of the forces operating in the flow around hulls is quite articulated. Ships are actually means of 

transportation balanced between two fluids and, exactly because of this separation between the two fluids; 

resistances due to forces of different nature are generated.  

There are three main acting forces: viscous, inertial and gravitational. In order to simplify the complexity of 

the physical model, the forces due to the surface tension are not taken into account here.  

When evaluating the resistance, usually the resolution of the effects is operated. The resolution of resistances 

into different parts leads necessarily to some mistakes in terms of mutual interaction of forces of a different 

nature. First, there should be a resolution of resistance into two parts: a component linked to viscosity 

phenomena, causing viscous resistance and a second one linked to gravitational phenomena, causing wave 

resistance. The forces with a viscous nature depend, obviously, on the viscosity and density as well as on the 

shape of the ship, as any other component of resistance.  

The wave drag is linked to the energy dispelled by the pressure gradients active close to the free surface and 

is released through the wave systems generated on the surface.  

Despite the pressure acting on the hull surface, it is responsible of one of the component of the resistance; it 

is, potentially, an important tool, which reduces both main components of the resistance. Conforming the 

bottom of the hull to assure a significant angle of incidence of the water on all the speed range, the pressure 

on the bottom triggers off a virtuous circle that increase the lift with speed. As the speed increases, the lift 

takes the place of the buoyancy and the underwater volume and wetted surface decrease. The main 

consequences of these variations are the reduction of both components of the resistance that are strongly 

dependent on the dimensions of the wetted surface on which tangential and perpendicular stresses work. 
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As above mentioned, the dynamic of the planing crafts is strongly dependent on the angle of incidence of the 

water on the hull bottom, that is determined not only by speed, but also by the hull form as seen by the water, 

i.e. the trim under speed. 

The heavy influence of the trim on the resistance is highlighted by the dynamic of a flat plate sailing on a 

liquid surface. The flat plate by definition has no volume and therefore it is in a purely hydrodynamic 

equilibrium: if W is the weight of the plate, L the hydrodynamic lift, Ry the vertical component of the integral 

of the pressures, and Rx the longitudinal component of the integral of the pressures, then: 

 

yR L W   (34) 

 

As mentioned for the general case, forces with a viscous nature act on the plate, alongside with forces linked 

to pressures initiated by the plate sailing on the free surface. By using the simplified model of the flat plate, 

the viscous forces are turned into pure friction forces, Rt, tangent to the plate and turn the resultant of the 

pressure range into a component orthogonal to the plate. This, in addition to the fact that the plate is intended 

to be fully lifted by hydrodynamic pressures, leads us to the Sottorf formula reported in [7] with reference to 

Figure 4. 
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The Sottorf formula clearly shows the effects of the longitudinal trim on the resistance due to the lift. It 

should also be considered that the Rt component depends on the size of the wetted surface; the smaller the 

trim, the higher it will be. 

 

Figure 4 Forces applied on the flat plate 
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The Figure 4 shows the spray root and the pressure distribution resulting from it. The term “wetted area” 

designates that portion of the wetted area over which water pressure is exerted and excludes the forward 

thrown spray sheet. The wetted area used in this sense is often designed in the literature as the ‘’pressure 

area’’ and, geometrically, includes the wetted area of the bottom hull aft of the stagnation line. 

When shifting from an indefinite plate to a plate with definite size, a transversal pressure gradient due to the 

continuity and the congruency of the same on the edges of the plate is determined on its bottom. These 

gradients are responsible of the three-dimensional nature of the flow. In a kinematic perspective this leads to 

a divergent streamline, shown in the following Figure 5. 

 

 

Figure 5 Transversal flow on the flat plate 

The simplified model, in spite of the differences between the flat plate and a real hull bottom, is strictly 

corresponds to the actual physics of planing hulls, if the craft is totally hydro-dynamically sustained. 

Nevertheless, the Sottorf formula does not clarify the influence of hull form on the resistance. In particular, it 

has to take into account the two main geometrical characteristics influencing the phenomena: the slenderness 

ratio and the deadrise angles. These elements influence the divergence of the streamlines and, consequently, 

the pressure distribution on the hull bottom. Both of these increase the divergence of the streamlines by the 

increasing of the transversal pressure gradient. 

Referring to the above explained considerations on the dimension of the wetted surface and on the different 

roles that its parts play (pressure and spray areas), the Figure 6 shows the streamlines, the shape, and position 

of the various part of the wetted surface. 

 

 

Figure 6 The projected area of a planning hull, source: Savitsky [31] 
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The pressure area is limited by wetted chine length, wetted keel length and stagnation line and it is the part of 

hull for which all hydrodynamic equations for lift, drag and center of pressure are applicable. The spray area 

is forward of stagnation line. This area is the part of the hull bottom still in contact with water delimited by 

the stagnation line and the spray edge. Both areas can be easily identified in a monohedral hull reported in 

Figure 7 (a). 

 

 

(a) 

 

(b) 

Figure 7 (a) The projected area of a planing hull, source: Begovic et al. [32]; (b) Blisters spray visualization  

 

Capturing accurately the dynamic of the planing hull is a challenge for CFD simulations. Furthermore, in 

addition to the difficulties for the RANS based codes in determining the actual pressure distribution 

(extremely high gradients in small size), it has to consider the complexity/limit for the RANS solver to 

evaluate the spray sheet zone (on the hull) and the blisters spray (around the hull), Figure 7 (b). These 

matters will be examined in the Chapter 5. 

2. CFD application on planing hull: literature overview  

The evaluation of planing hull performance by CFD methods started recently and still today there are some 

significate levels of criticality in the use of CFD software for such evaluation in particular in terms of the 

running attitude. 

One of the first applications of CFD in this hydrodynamic field is conducted by Caponneto [33]: in this 

application, a RANS solver is used to investigate a planing hull in which the displacement and center of 

gravity are unknown. Different hull positions were tested, a combination of three trim angles and three 

sinkages is performed for each speed. Then, interpolation is used to specify the running attitude of the vessel.  

Azcueta [34] uses commercial software (COMET) to simulate the planing hull. The steady state flow 

computations efficiently creates a complete resistance curve in one time - from zero to maximum speed of 

ship - instead of doing the computations for only one speed at a time. The dynamic trim, dynamic sinkage 

and resistance also are computed for the entire Fr-range.  
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Subramanian et al. [35] investigated the pressure and resistance characteristics of a single-chine planing 

craft. They used two hull forms, i.e., one with a propeller tunnel and one without, and they compared the 

results with the towing tank test.  

Brizzolara and Serra [36] investigated the accuracy of RANS codes in the prediction of planing surfaces. 

They used a wedge-shaped planing hull to analyze simulations in which the running trim angle is varied 

systematically. They compared their results with the available experimental data, as well as to the results 

achieved by Savitsky [37] and Shuford [38]. The capability of numerical methods to provide accurate results 

for planing surfaces was confirmed by the results that were obtained, i.e., an average of 10 % error in 

predicting the total resistance and 5 % error in predicting the total lift.  

The importance of dynamic equilibrium calculations in predicting a vessel performance is addressed by all of 

the authors mentioned above. Brizzolara and Villa [39] paid particular attention to this problem by 

developing an external Java/C++ routine to change the position of the hull during the non-stationary time 

step iterations to converge faster and better on the hydrodynamic equilibrium of the hull, thereby avoiding 

the unrealistic forces caused by the initial impulsive acceleration. 

Su et al. [40] used an unsteady RANS solver and predicted the resistance and running attitude of a planing 

vessel at very high speeds, and they found an average error of 15 % when they comparing the numerical and 

experimental results.  

Ozdemir et al. [41] analyzed a high speed craft with different turbulent models. They investigated the effects 

of turbulent models on solution and compared the experimental result with the result obtained from CFD 

analyses.  

In Ghadimi et al. [42] RANS solver is implemented to model the motion of a planing hull in calm water with 

k-ɛ turbulent model and the steady state solution of a planing hull is investigated. It reports that numerical 

settings are inadequate to determine the performance of planing hull at very high speed condition. 

In Fu et al. [43] the results from a collaborative research effort involving the different CFD codes were 

presented and discussed in which they examined the hydrodynamic forces, moments, hull pressures, 

accelerations, motions, and the multiphase free surface flow field generated by a planing craft at high speed 

(Fr = 1.8 - 2.1) in calm water and waves. A comparison of numerical data and experimental data for 

prismatic hull forms in a still water condition indicated that, at high Fr, the trim was under-predicted and the 

resistance over-predicted.  

In Kansadamy et al. [44] a V&V full scale analysis was conducted for two high-speed semi-planing foil-

assisted catamarans, and the comparison of the resistances showed that the error was in the range of 9.6 % to 

15.5 % and the comparison of the trims indicated that the error was in the range of -44.1 to 0.8 %. 

Yousefy et al. [45] conducted a comprehensive study on the existing numerical techniques for planing craft 

and they used several different commercially-available CFD software programs to determine the flow field 

around the planing hull. 

Mousaviraad et al. [46] carried out a planing hull validation studies using one hull model of the historical 

benchmark experiments of Fridsma [47]. The simulation conditions include calm water in deep and shallow 
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conditions with fixed and free to sinkage and trim motions, as well as regular and irregular head waves in 

deep water free to heave and pitch motions. For simulations in calm deep water free to sinkage and trim, grid 

studies showed that refined grid density on the hull, especially over the spray root area, chines, and transom 

stern are necessary for accurate solutions. Detailed verification and validation studies are carried out for one 

speed (Fr = 0.89) with satisfactory results since monotonic convergence and validation are achieved for total 

resistance and trim (not for sinkage). For resistance, validation is achieved at the interval of UG = 3.8%S with 

E = 0.97%D. For trim validation is achieved at the interval of UG = 6.38%S with E = 5.1%D. The 

comparison error for resistance and trim are reported in the Figure 8.  

 

 

Figure 8 Comparison errors for whole Fr-range and for the finest grid used (16.9 106 cells), source: 

Mousaviraad et al. [44] 

 

Furthermore the authors highlighted that the non-accurate resolution of the tail of the main spray area was a 

cause of the simulation errors and, so, a very high grid resolution is required to accurately capture the details 

of the spray flow. 

This overview evidences that for planing hull simulations estimating performance is still affected by 

relatively high error percentages. Furthermore the importance of dynamic equilibrium calculations in vessel 

performance prediction has been addressed by all of the above authors. The procedure used, changed over 

the years, according of the improvements in simulation techniques and computing capability, starting from 

the resolution of the flow around the hull with systematic variations of the model's position and attitude, and 

going to the dynamic simulation of the planing hull by moving mesh approach. 

Then planing hull performance is the most sensitive to hull position (in particular respect to the displacement 

hull), making the additional equilibrium calculations essential. This problem is studied in the current work by 

using the Dynamic Fluid Body Interaction (DFBI) approach coupled with different moving mesh techniques.  
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4 

BENCHMARK EXPERIMENTAL DATA 

As explained in the introduction, for planning craft the largest errors in the resistance evaluations are related 

to the errors in the computing of pressure distribution on the bottom. This affects the dynamic trim and, 

consequently, the horizontal component of the lift (pressure resistance: W tg τ) and the viscous resistance 

through the errors in the wetted surface evaluation. Contrary to what happens on an indefinite plate, the 

difficulties in the identification of the pressure distribution are strictly related with the 3D nature of the flow 

due to the transversal pressure gradient working on a realistic hull bottom whose width is finite. This 

gradient is directly proportional to the slenderness ratio (L/B) and depends on the deadrise angle (β). 

To take into account these elements, the V&V study reported in this work was performed to compare the 

numerical and experimental data of four models: three of the Naples Systematic Series (NSS) and one of the 

DIN Series. All of these models are presented hereunder. 

1. The Naples warped hard chine systematic series (NSS) 

The models of the NSS are chosen to highlight the influence of the L/B on the reliability of the numerical 

procedure. The NSS is composed of five models, four of which derived from the parent hull (C1), shown in 

Figure 9. The derived hulls are obtained scaling depth and breadth by the same reduction factors, with the 

aim of maintaining the homothetic forms of all of the transversal sections. These transformations increased 

the L/B. 

 

  

Figure 9 Transversal and longitudinal sections of the C1 model 

 

The three models chosen for the V&V procedure, i.e., C1, C3, and C5, are characterized by the minimum, 

average and maximum values of L/B. Table 1 shows the main dimensions of the models. 
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Table 1 Main data of the five models of NSS 

 

 

 

Figure 10 The five models of NSS 

 

To assure the high quality of the benchmark-data (small UD values), the ITTC’s recommendations [37] are 

followed in order to maintain the highest quality of the experimental procedures.  

 

 

Figure 11 Towing Tank of Naval division of DII 

The tests are performed in the towing tank at the Naval Division of the DII of the Università degli Studi di 

Napoli “Federico II.” The main dimensions of the towing tank are: length 136.0 m, width 9.0 m, and depth 

4.5 m. 

Model C1 C2 C3 C4 C5 

LOA (m) 2.611 2.611 2.611 2.611 2.611 

LWL (m) 2.400 2.400 2.400 2.400 2.400 

BWL (m) 0.743 0.660 0.581 0.497 0.413 

∆ (kg) 106.07 96.82 86.23 63.13 43.62 

SWS (m
2
) 1.70 1.50 1.38 1.18 0.960 

τS (deg) 0.0 0.0 0.0 0.0 0.0 

L/B 3.45 3.89 4.45 5.19 6.25 

L/∇1/3 5.11 5.27 5.48 6.08 6.87 
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The models are tested, at Reynolds number (Re) > 3.5 × 10
6
, without turbulence stimulators, and they are 

restrained to avoid the effects of surge, sway, yaw and roll; they could undergo pitch and heave. The towing 

force was applied horizontally at the towing points, the coordinates of which are shown in Table 2. 

 

Table 2 Towing point positions for the three models that are analyzed; TH is the distance between the towing 

point and the base line; TL is the longitudinal position equal to the longitudinal position of center of 

buoyancy (LCB). 

Model C1 C3 C5 

TH (m) 0.191 0.154 0.134 

TL (m) 0.945 0.945 0.945 

 

All of the measurements are sampled at 500 Hz. Resistance, trim, and sinkage are analyzed in both the time 

and in frequency domain to assure the validity of each test. Moreover, before each test, the residual waves 

are measured to minimize noise and to make the tests comparable among all models. 

The total error was evaluated according to ITTC’s procedure [38], which recommends a criterion for the 

estimation of the total error of the total resistance coefficient (CT) This method allows an evaluation of the 

propagation of the error due to the measurements of resistance, temperature, speed, and geometries of the 

models [39]. The procedure shows that the error is influenced mostly by the quality of the measurement of 

the load cell and, with less effect, by the estimations of the wetted surface. The total estimated errors are 

± 0.1 N on resistance measurement, ± 0.05 degree on trim, ± 0.001 m/s on speed and ±0.01 kg on weights. 

The detailed analysis of these errors that was done on models with comparable dimensions was reported in 

De Luca and Pensa [40].  

The friction resistance coefficient (CF) was evaluated according to the ITTC ’57 friction line. 
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The Re was evaluated using the dynamic wetted keel length (LK), as above indicated. 

 

Re kL V


  (37) 

 

Finally, wave elevations are measured by two capacitive probes (still in comparison to the earth). The data 

logger was synchronized with the motion of the model in order to identify its actual position in respect to the 

wave pattern. Probe measurements are sampled at 100 Hz. The tests of wave cuts are performed on the C1 

Model displacing 106.07 kg. The wave heights are measured at V = 4.00, 5.00, 6.00, and 7.00 m/s 

(Fr = 0.824, 1.031, 1.237, and 1.443 respectively), at 1.125 and 1.625 m from the centre-line of the hull. 
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2. The systematic series of DIN (SS-DIN) 

The hull forms of the NSS models are strongly characterized by the warp of the bottom (i.e., the reduction of 

 from the bow to the stern). To complete the V&V study a monohedral hull can be tested, in order to 

evaluate the influence of β on the generation of the transversal gradient of pressure. The monohedral model 

of the Systematic Series DIN (SS-DIN) was analyzed. This choice is significant also for the lower deadrise 

angle of the DIN model (17 deg instead of 23 deg, the mean value of NSS models). Some effects of the 

different bottom hull forms are shown in Appendix E.  

Begovic and Bertorello [32] developed the SS-DIN of hard chine planing hull forms that is composed of four 

models: three warped and one monohedral. The profiles of the models are reported in Figure 12 and the 

models particulars are given in Table 3. 

The models have the same transversal section with 16.7 deg deadrise angle at 0.25 L from the stern. Warped 

models had deadrise angle linearly varying along the hull length. The aim of the experimental program is the 

evaluation of the effect of deadrise angle variation along the hull length on hydrodynamic resistance and on 

seakeeping. The models have clear polycarbonate bottom to allow flow visualization and accurate wetted 

surface assessment.  

Resistance tests were performed for speed coefficient CV ranging from 0.56 to 3.92 and for two load 

coefficient values: C∇ = 0.428 and 0.392.  

 

 

Figure 12 The profiles of Systematic Series DIN models, source: Begovic et al. [24] 
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Table 3 Main data of the SS-DIN models, source: Begovic et al. [24] 

Model MONO WARP 1 WARP 2 WARP 3 

LOA (m) 1.900 1.900 1.900 1.900 

B (m) 0.424 0.424 0.424 0.424 

TAP (m) 0.096 0.106 0.110 0.108 

Δ1 (N) 319.697 320.383 319.697 318.520 

LCG (m) 0.697 0.660 0,609 0.586 

τ (deg) 1.660 1.660 1,660 1.660 

Δ2 (N) 286.354 287.531 287,433 289.885 

Fr 0.788 – 1.464 0.788 – 1.464 0.788 – 1.464 0.788 – 1.464 

CV 0.564 – 3.660 0.564 – 3.660 0.564 – 3.660 0.564 – 3.660 

β 16.70 14.31 – 23.75 11.59 – 30.11 9.09 – 35.75 

L/B 4.48 4.48 4.48 4.48 

L/∇11/3 6.00 5.99 6.00 6.00 

L/∇21/3 6.22 6.21 6.21 6.20 
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5 

NUMERICAL METHODS 

In this chapter the main aspects of the mathematical model of the CFD codes are described, and in particular 

the commercial code CD-Adapco Star CCM+, which is used to represent the physical model occurring in the 

typical hydrodynamics problems, focusing on the resistance test simulation of planing hull. 

After the outline of the governing equations of the flow solver, aspects of the spatial and time discretization, 

the rigid body motion solver, the coupling with the flow simulation, and the dynamic mesh are treated in 

detail. All topics exposed are relevant for the consideration made in the following chapters. 

1. Governing Equations  

The governing equations for the fluid flow are the continuity and Navier – Stokes (NS) equations. Flows in 

the laminar regime are completely described by these set of equations and for simple cases the continuity and 

NS equations can be solved analytically. More complex flows can be tackled numerically with CFD 

techniques such as the Finite Volume Method (FVM) without additional approximations.  

However many flows of engineering significance, and in particular in ship hydrodynamic field, are turbulent. 

Fluid engineers need access to viable tools capable of representing the effect of turbulence. The analysis of 

the physics of turbulence and its modeling in CFD is beyond the scope of the current work. Information 

about this topic is available in many texts, e. g. in Versteeg and Malalasekera [52]. It is important to note that 

the turbulence causes the appearance in the flow of eddies with a wide range of length and time scales that 

interact in a dynamically complex way. There are many numerical methods to capture the effects due to the 

turbulence. The methods can be grouped into the following three categories: 

 Turbulence models for RANS equations (effect of turbulence on mean flow properties); 

 Large Eddy Simulation (LES) (intermediate form of turbulence calculations); 

 Direct Navier Stokes (DNS) (compute the mean flow and all turbulent velocity fluctuations). 

For the most engineering purposes it is unnecessary to resolve the details of the turbulent fluctuations. CFD 

users are almost always satisfied with information about time-averaged properties of the flow (e.g. mean 

velocities, mean pressure, mean stresses, etc.). Therefore, the vast majority of the turbulent flow computation 

in the ship hydrodynamic field has been and will continue in the next years to be carried out with procedures 

based on the RANS equations.  
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In the RANS method the solver is applied to the following group of equations which express the mass 

continuity and the NS with a Reynolds time-average approach. The RANS equations can be expressed, in the 

typical hydrodynamic applications, as an incompressible flow as follows 
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Where V is the Reynolds averaged flow velocity vector, P is the average pressure field, μ is the dynamic 

viscosity, TRe is the tensor of Reynolds stresses and SM is the vector of momentum sources.  

The component of TRe is computed using the selected turbulence model, in agreement with the Boussinesq 

hypothesis: 
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Where μt is the turbulent viscosity, k is the turbulent kinetic energy. There are a lot of turbulence models that 

can be used to close the hydrodynamic problem in the RANS method. In particular in the hydrodynamic 

field, the widely used turbulence models are those two-equation models, such as the k-ω SST [53] and the 

Realizable k-ε. 

Finally, in order to discretize the physical model, the RANS solver is based on the FVM. 

2. Spatial discretization schemes 

The convection and diffusion terms in equation 38 are discretized using different numerical schemes that 

estimate the face values of the flow variables. Most often, diffusion terms are discretized by using a Central 

Differencing (CD) scheme where the face values are calculated by interpolation between the closest cells. In 

order to discretize the convection terms, the flow direction has to be taken into account.  

The easiest way is to let the face value between two cells be equal to the value of the first upstream cell 

which is done in the first order upwind scheme. In the second order upwind scheme, the face value is 

calculated from the two closest upwind cells.  

It is usually recommended to start a numerical solution process with lower order schemes, such as the first 

order upwind scheme, since they are very stable. However, the low accuracy of these schemes can lead to a 

high degree of unphysical diffusion in the solution, known as numerical diffusion.  

The second order upwind scheme is often considered as a suitable discretization scheme since it exhibits a 

good balance between numerical accuracy and stability. 
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3. The Finite Volume Method (FVM) 

The FVM is a numerical method of discretizing a continuous Partial Differential Equation (PDE), into a set 

of algebraic equations. The first step of the discretization is to divide the computational domain into a finite 

number of volumes, forming what is called a mesh or a grid. Next, the PDE is integrated in each volume by 

using the divergence theorem, yielding an algebraic equation for each cell. In the cells’ centers, cell-averaged 

values of the flow variables are stored in so called nodes. This implies that the spatial resolution of the 

solution is limited by the cell size since the flow variables do not vary inside a cell. The FVM is 

conservative, meaning that the flux leaving a cell through one of its boundaries is equal to the flux entering 

the adjacent cell through the same boundary. This property makes it advantageous for problems in fluid 

dynamics.  

All the CFD models that use fully three-dimensional viscous formulations are typically of the FVM 

formulation, which need the computational domain to be discretized into a finite number of three 

dimensional volumes. The solution mesh may be created using either a structured or unstructured approach. 

The structured approach requires a 1:1 mapping of grid points in the domain. Unstructured mesh thus greatly 

simplifies mesh generation for complex geometries, and allows higher quality meshes to be created which 

result in greater numerical accuracy and faster computation times. The pros and cons of the two different 

mesh types were summarized in Table 4. 

 

  

Figure 13 Example of structured (green) and unstructured (blue) mesh 

The structured mesh is the fastest and uses the least amount of memory for a given number of cells. Multi-

part or multi-region meshes with a conformal mesh interface are allowed. The structured meshing model 

employs in 3D cases the hexahedral cell shape in order to build the core mesh. In CD-Adapco Star CCM+, 

the Delaunay method is used to construct the mesh, which iteratively inserts points into the domain, forming 

high-quality hexahedral in the process. The resulting mesh strictly conforms to the triangulation of the 

surface at the domain boundary, so the quality of the original surface mesh must be good to ensure a good 

quality volume mesh.  

The unstructured meshes provide a balanced solution for complex mesh generation problems. They are 

relatively easy and efficient to build, requiring no more surface preparation than the equivalent hexahedral 

mesh. They also contain approximately five times fewer cells than a hexahedral mesh for a given starting 
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surface. Multi-region meshes with a conformal mesh interface are allowed. The unstructured meshing model 

generally utilizes an arbitrary tetrahedral cell shape in order to build the core mesh.  

The CD-Adapco Star CCM+ code has the distinction of use the polyhedral cell shape for unstructured mesh. 

 

Table 4 Pros and cons of the structured and unstructured mesh type, source CD-Adapco User’s Guide [54] 

 Structured Unstructured 

Geometric Flexibility less greater 

Adaptability of grid less greater 

Suitability to the calculation of viscous flows 

(cells with a high aspect ratio) 

greater less 

Deformable Grid less greater 

Amount of Memory Required greater less 

CPU Power Required greater less 

4. Pressure-velocity coupling method 

The RANS equations contain one continuity equation and three momentum equations, if a 3D system is 

considered. There are four unknown variables in these equations, the pressure and the three velocity 

components. The problem is that there is no equation for the pressure, so the continuity equation must be 

used as an indirect equation for the pressure. This is achieved by using a pressure-velocity coupling, which 

can be either segregated or coupled. The properties of these two groups of algorithms will be described 

briefly; a more thorough explanation has been given by Versteeg and Malalasekera [49].  

The semi-implicit method for pressure linked equations (SIMPLE) is a segregated algorithm that solves each 

equation separately. This model solves the flow equations (one for each component of velocity, and one for 

pressure) in a segregated, or uncoupled, manner. The linkage between the momentum and continuity 

equations is achieved with a predictor-corrector approach. First, a pressure is assumed and the velocities are 

calculated from the momentum equations. If the continuity equation is not satisfied by these velocities, the 

pressure is modified and the velocities are calculated again.  

The complete formulation can be described with a SIMPLE-type algorithm. This model has its roots in 

constant density flows. Although it can handle mildly compressible flows and low Rayleigh number natural 

convection flow, but it is not suitable for shock-capturing, high Mach number, and high Rayleigh-number 

applications. 
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5. Temporal discretization schemes 

For transient problems, the transport equation must also be discretized in time. This is done by integrating 

the PDE over a time step (Δt) in addition to the spatial discretization. In order to solve this integrated 

equation, the cell values of the flow variables must be evaluated at a certain time.  

Implicit time integration means that the flow variables are evaluated at the future time, t+Δt. Since these are 

not known in the current time step, implicit time integration requires iteration. In comparison to explicit time 

integration, where the flow variables are evaluated at the current time so that iteration is avoided, implicit 

time integration is more computationally expensive. On the other hand, implicit time integration is 

unconditionally stable, meaning that it is stable for all time step sizes. The implicit unsteady model is the 

only unsteady model available with the SIMPLE segregated flow algorithm. The unsteady model is required 

in simulations with: 

 Time-varying boundary conditions; 

 Moving mesh problems; 

 Free surface problems; 

 Transient heat transfer. 

In the implicit unsteady approach, each time-step involves some number of inner iterations to converge the 

solution for that given instant of time. The number of inner iterations in the time-step is harder to quantify. 

Generally, this number is determined by observing the effect that it has on results. Smaller time steps 

generally mean that the solution is changing less from one time step to the next; fewer inner iterations are 

then required.  

The Courant Friedrichs Lewy (CFL) number is a helpful indication for selecting the time step size: for time 

accurate simulations, the CFL number should be one on average in the zone of the interest. This value 

implies that the fluid moves by about one cell per time step. 

There is an optimal balance of time-step size and number of inner iterations for a given problem and desired 

transient accuracy (Figure 14). If the convergence of iterations is slow, the time-step is too large and there 

are significant temporal discretization errors. Generally is better to reduce the time step than to perform 

much iteration within a large time step. 

 

Figure 14 Time Step Setup 
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6. The Free Surface Models 

As above mentioned, for ship hydrodynamic problems a peculiarity is the presence of water free-surface. For 

simulation of viscous free surface flow, several different theoretical models exist. Since large differences in 

the treatment of the water surface exist. A popular classification of water surface models is reported in 

Wackers et al. [55]. 

 Fitting methods, where the grid is deformed and free-surface boundary conditions are applied to a 

boundary of the grid. These methods are usually solved in an iterative process, where alternately the flow 

field is computed and the grid is deformed to match the current shape of the wave surface.  

 Interface Capturing methods with reconstruction. For these methods the grid is not necessarily deformed; 

the interface is defined as a surface that cuts through the grid. Initially, this surface was defined by 

convecting marker particles on the surface with the flow field. Later, variants of the volume of fluid 

(VOF) method used the convected value of the water volume fraction in cells to determine the surface 

location. The latest addition to these methods is the level-set method, where the plane is defined by a 

convected continuous function.  

 Interface Capturing methods without reconstruction. For these methods, like the original VOF method as 

formulated by Hirt and Nichols [56], a volume fraction equation determines the amount of each fluid in 

the cells and local fluid properties are set as a mixture of the two pure-fluid properties according to this 

volume fraction. No attempt is made to reconstruct the interface; instead it appears as a numerical 

discontinuity in the volume fraction.  

The comparison of the different free-surface simulation techniques available in the existing CFD codes are 

reported in the report of Gothenburg 2010 workshop [2], as shown in Figure 15. The VOF method is by far 

most popular choice. Level-set method is slightly popular and formed the second largest group 

(5 codes, 17%). Only 3 of the 33 existing codes (9%) used the free-surface fitting methods. 

 

 

Figure 15 Gothenburg Workshop 2010 – free surface models in the widely used CFD codes, source: 

Bohm [57] 
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a. VOF discretization schemes 

As above mentioned, the VOF method is the widely used free-surface scheme and the CD-Adapco Star 

CCM+ uses this method. The VOF employs the concept of an equivalent fluid. This approach assumes that 

the (two) fluid phases share the same velocity and pressure fields thereby allowing them to be solved with 

the same set of governing equations describing momentum and mass transport as in a single phase flow. The 

volume fraction αi of the ith
 phase describes to which level the cell is filled with the respective fluid. 
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The VOF approach is suitable, when the grid is fine enough to resolve the interface between two immiscible 

fluids and it is a simple multiphase model. The free surface is then defined as the isosurface at which the 

volume fractions take the value of 0.5, as shown in Figure 16. It is important to note, that this location is not 

at the control volume center but rather interpolated to the geometrical value. 

 

 

Figure 16 Visualization of air and water volume fractions and related free-surface, source: CD-Adapco 

User’s Guide [54] 

To simulate wave dynamics, one has solved an equation for the filled fraction of each control volume in 

addition to the equations for conservation of mass and momentum. Assuming incompressible flow, the 

transport equation of volume fractions is described by the following conservation equation. 
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The physical properties of the equivalent fluid within a control volume are then calculated as functions of the 

physical properties of the phases and their volume fractions. 
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Strict conservation of mass is crucial, but this is easily obtained within this method as long as it is guaranteed 

that equation 42 is fulfilled.  

The critical issue for this kind of methods is the discretization of the convective term. Low-order terms like 

for instance first order upwind are known to smear the interface and introduce artificial mixing of the two 

fluids. Therefore higher order schemes are preferred. The goal is to derive schemes which are able to keep 

the interface sharp and produce a monotone profile over the interface. All of these schemes are based on the 

Normalized Variable Diagram (NVD) and the Convection Boundedness Criterion (CBC). 

b. Normalized Variable Diagram (NVD) 

The NVD provides a framework for the development of convective schemes which in combination with the 

CBC guarantees boundedness of the solution. In context of the NVD, boundedness allows to create 

convection schemes which are both stable and accurate. All elementary schemes have certain advantages and 

disadvantages. Pure upwind schemes are stable but diffusive. The central differencing scheme is more 

accurate but introduces propagating dispersion why may lead to unphysical oscillations in large regions of 

the solution. Therefore, practical schemes are often designed as a blending of upwind, downwind and central 

differencing schemes to obtain the desired properties. The advantage of the NVD is its simplicity. For a 1 D 

case the NVD takes the following form. 

The Figure 17 shows three cells in the vicinity of a cell face f, across which the velocity vf is known. The 

nodal variable values are labelled, αD, αC and αU, representing the downwind, central, and upwind positions 

relative to each other. 

 

Figure 17 Upwind, downwind, and central cells that are used in the analysis 
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The normalized variable ξ(r,t) in the vicinity of face f is defined as: 

 

( , )
( , ) U

D U

r t
r t

 


 





 (43) 

 

And the normalized face value: 
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With this definition any differencing scheme using only nodal values at point U, C and D to evaluate αf may 

be written as 

 f f C    (45) 

 

To avoid that the solution oscillates unphysical, αC has to be locally bounded between αU and αD: 

 

U C D     (46) 

 

If this criterion is satisfied for every point in the solution domain, then no unphysical oscillations will occur, 

for example, the phase volume fraction cannot become negative, or larger than unity. 

According to the CBC, a numerical approximation of ξf is bounded, if are achieved the following conditions: 

 For 0 ≤ ξC ≤ 1 the bounded region lies above the line ξf = ξC and below ξf = 1. 

 For ξC ≤ 0 and ξC > 1, ξf = ξC. 

 

 

Figure 18 The NVD with the linear schemes: Central Differencing (CD) and Linear Upwind Differencing 

(LUD): the shaded area shows the zone for which the CBC is valid. 
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Observing the Figure 18, it has to be noted that, with exception of UD, none of these linear schemes (CD and 

LUD) fulfil the boundedness criterion. So it can be concluded that the linear schemes either lack stability or 

accuracy. The need for boundedness, stability and accuracy consequently led to the desire to combine the 

advantages of the different linear schemes. This led to the development of nonlinear schemes. 

Lower order numerical schemes are bounded but will smear out the interface due to numerical diffusion 

while higher order schemes are more accurate but less stable.  

A combination of higher and lower order schemes is often used like in HRIC and the Compressive schemes 

used in CD-Adapco STAR CCM+ and in most commercial and not CFD codes. More details about the 

different Interface Capturing schemes are available in Wackers et al. [55]. 

c. HRIC scheme 

The High-Resolution Interface Capturing (HRIC) scheme is designed to mimic the convective transport of 

immiscible fluid components, resulting in a scheme that is suited for tracking sharp interfaces, that is an 

important quality of an immiscible phase mixture (for example, air and water).  

The HRIC scheme, based on the Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) 

introduced by Ubbink [58] and developed by Muzaferija and Peric [59], uses a combination of upwind and 

downwind interpolation. Its aim is to combine the compressive properties of the downwind differencing 

scheme with the stability of the upwind scheme. The blending of the schemes in each cell is a function of the 

volume fraction distribution over the neighboring cells. The value of the flow variable is then corrected by 

the local value of the CFL number. 

The bounded downwind scheme is formulated as: 
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Since the amount of one fluid convected through a cell face shall be less or equal than amount available in 

the donor cell, the calculated value of ξf is corrected with respect to the local CFL number. The correction 

takes the form of equation below reported and effectively controls the blending between HRIC and UD 

scheme with two limiting Courant numbers CFLL and CFLU which normally takes values of 0.5 and 1.0 

respectively. 
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Effectively, this correction implies that the HRIC scheme is used for a local CFL smaller than the CFLL 

limiter and UD scheme for CFL equal or greater than the CFLU limiter. Between those values a blending of 

both schemes is used. This correction is applied to improve robustness and stability when large time 

variation of the free surface shape is present and the time step is too big to resolve it. 

The HRIC scheme is the currently most successful advection schemes and widely used in many CFD codes. 

Nevertheless various authors, including Andrilion and Alessandrini [60] and Ferziger and Peric [61], have 

found that the local CFL dependency scheme can cause the spread of the free surface interface, and this 

could be the main cause of the artificial mixing of air and water. This problem is nominally known as 

Numerical Ventilation (NV). 

7. The Numerical Ventilation problem 

For the typical ship hydrodynamic problems the NV problem in the VOF method causes that all the forces 

evaluated in these cells are not corrected. For example, as shown in Figure 19, if in a cell on the bottom of 

the hull the VOF values is equal to 0.5 instead of the physic value of 1.0 (fully water) the viscosity in this 

region will be just an half of the water viscosity plus an half of the air viscosity and so far the shear force 

calculated in this cell will be just an half of the real one; the same happens for buoyancy and for all the other 

calculated values. That could lead to important divergence problems on the hull bottom. Indeed the VOF 

method fills the mesh cells cut by the free surface, with a fraction of water (between 0% and 100%) and the 

complement of air, so that, those cells have a hybrid fluid obtained by a relative mixture of the two fluids, air 

and water, with material proprieties, density and viscosity, that correspond to the weighted average of filling 

ratio of each fluid in the cell. The transport equation, then, diffuses the mixture from partially filled cells to 

the contiguous ones, bringing the flow mixture below the entire hull bottom.  

 

 

Figure 19 Example of numerical ventilation problem on the bottom of the planing hull  
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This problem can be reduced through a very high refinement of cells around the free surface in the spray 

region in order to minimize a non-physical inclusion of air under the hull; however the mesh improvements 

not resolve it at all as indicated by Federici [62].  

In this work different ways of solution of the NV problem are investigated, such as the artificial suppression 

of the abnormal mixing of air and water on the hull bottom, similarly to what proposed by Viola et al. [63], 

and the modify of HRIC scheme through the removal of the local CFL dependency, as proposed in Bohm 

[57]. 

8. The Rigid body motion  

The 6 Degrees of Freedom (6-DOF) models solve for the rigid body motion of an object exposed to fluid 

forces. The 6-DOF body is created with a Dynamic Fluid Body Interaction (DFBI) motion. This approach is 

suitable for the hydrodynamic simulations that required capability to capture the changing of position of 

position of the hull during the simulation. 

The model DFBI is used to simulate the motion of a rigid body in response to pressure and shear forces that 

the fluid exerts on the body. The code calculates the resultant force and moment acting on the body due to all 

influences, and solves the governing equations of rigid body motion to find the new position of the rigid 

body relative to the body local coordinate system, as reported in CD-Adapco User’s Guide [54]: 
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Where: 

 m is the mass of the body. 

 f is the resultant of the forces acting on the body. 

 v is the speed of the center of mass. 

 I is the tensor of the moments of inertia. 

 ϖ is the angular velocity. 

 𝒏 is the moment of the resultant force acting on the body. 

The force and the resulting moment acting on the body are obtained by the fluid pressure and shear forces 

acting on each face of the boundaries of the body. The workflow of the rigid body motion technique is 

shown in Figure 20. 
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Figure 20 Workflow of rigid body motion  

9. Dynamic meshing 

To be able to handle motion, the mesh structure has to change dynamically with the moving object. There are 

different methods for the dynamic movement of the mesh. The three that are most suitable for hull 

simulations are the simple moving grid, the diffusion-based smoothing method/morphing grid, and the 

Overset/Chimera grid. The concepts of the three methods are described in the following sections.  

a. Moving grid 

Within this method, the entire grid is moved according to the motions of the rigid body. The grid itself is not 

altered but instead kept rigid. This approach bears several advantages. Since only the flow variables have to 

be corrected according to the body motion, the method is very robust and the computational effort overhead 

is small. On the other side, the method is only applicable for the motion of one rigid body.  

As regards the application of this technique to the simulation of resistance test of planing hull, there are two 

main and significant drawbacks.  

The first one is the care which has to be taken to smoothly resolve the free surface interface. Figure 21 shows 

a plane of a grid with the free water surface included. One can see that the grid pattern on the stern of the 

hull follows the free surface contour, while increasing the trim angle grid pattern no longer follows the water 

free surface. 
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Figure 21 Resistance test simulation of planing hull using moving grid with free-surface and mesh 

visualization 

The second drawback is connected with the first one. Indeed during the simulation of resistance test, in 

particular for planing hull, there is, in the initial phase, oscillations of the trim and sinkage of the hull caused 

the variation of height of the water plane at the inlet and outlet boundaries, as reported by Viola et al. [63]. 

Such oscillations introduce a “fake-wave” into the computational domain, which can induce additional 

oscillation of the trim, sinkage, and resistance of the hull. This “fake-wave” can affect the convergence 

significantly. 

 

Figure 22 Schematic drawing of the free surface perturbation and “fake-wave” due to the moving grid for 

inlet boundary, source: Viola et al. [63] 

In order to minimize the generation of “fake-wave” and to avoid that the grid pattern no longer follows the 

water free surface, there are some tricks. For example: 

 The upstream inlet face should be as close as possible to the boat and the hull.  

 If the final sink and trim are known, these values should be used as the initial conditions for 

positioning the hull. 

 Use of the damping function on the wave surface near the boundaries. 
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 The pitching inertia can be increased respect the experimental (and real) value to speed up the 

convergence. 

 Extension of the height of the grid refinement for the water free surface (high increase of number of 

cells). 

However some of these tricks can be a source of error, increase uncertainty, reduce the reliability of the 

simulation, and increase the computational effort. For these reasons alternative solutions to the simple 

moving grid technique are checked. 

b. Overset/Chimera grid method 

The overset/chimera grid method uses two regions of meshes, one for the moving part and one for the 

stationary background. The moving part, referred to as the overset mesh, uses the mesh rotation and 

translation method where the fluid mesh is replaced with a rigid body mesh. All cells maintain their shape 

and the mesh motion is described by a displacement vector and rotation angles. In the case when having a 

solid that interacts with the fluid, the position of the mesh is determined by solving the equations of the 

motion and rotation of the body. 

 

Figure 23 The overset/chimera grid with the two regions: moving region (overset) and stationary region 

(background) 

It is important to observe that this approach is not a conventional way to rank the performances of the hulls 

in the still water condition. Only a few researchers have used this approach, e.g. Carrica et al. [64] and 

Bertorello et al. [5]. Usually this technique is used for numerical simulation of maneuvering tests, roll decay 

tests and to estimate the ship’s response to waves, e.g. Tezdogan et al. [65], Begovic et al. [66], and Swidan 

et al. [67]. 
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(a) 

 

(b) 

Figure 24 Particular of overset region in two different test cases: (a) Roll damping assessment [52] and (b) 

resistance in still water for SWATH hull [50] 

To establish the connectivity between the background and the overset regions, a two-step overset assembly 

process takes place in the following way. The cells around the interface of the overset mesh are identified 

and labelled as donor cells. Then the cells in the background closest to the donor cells are identified and set 

as acceptor cells. These cells have to form a continuous layer of cells around the overset mesh. The 

background cells that are completely covered by the overset region are inactivated (the hole cutting process). 

The donor and acceptor cells transfer information between the meshes. Each acceptor cell has one or more 

donor cells. The set of donor cells depends on the interpolation option chosen and on the number of active 

cells in the donor region around the acceptor cell centroid.  

As reported in CD Adapco User’s Guide [54], the interpolation schemes are: 

1. Distance-weighted, where the interpolation factors are inversely proportional to the distance from 

acceptor to donor cell center, resulting in the closest cell giving the largest contribution. This 

involves 3 donor cells (in 2D case) or 4 (in 3D case). 

2. Least squares, consider mapping data from faces of the background mesh to faces of the overset 

mesh using a least squares scheme. Assuming a face in a cell of the background mesh (Face 0), as 

the closest to a face (Face A) of the target cell (in the overset region). The neighbors of Face 0 are 

defined as any face that shares at least one vertex with Face 0. These neighbors are included as part 

of the interpolation stencil. The solver uses the second-order terms of a Taylor series expansion as a 

“cost function” to approximate the error of the function distribution at assigned point. It then 

minimizes the cost function in equation for the function at the target point A. 

The drawback of a neighbor-based least squares scheme is that some of the faces of the background 

mesh that the target face imprints upon are not included in the stencil. More details of the neighbor-

based least squares scheme are reported in CD Adapco User’s Guide [54]. 

3. Linear interpolation using shape functions spanning a triangle (in 2D case) or a tetrahedron (in 3D 

case) defined by centroids of the donor cells. This option is more accurate, but also more expensive 

in terms of calculation effort. 

The interpolation function is built directly into the coefficient matrix of the algebraic equation system. 
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Figure 25 Connectivity between the background and the overset regions, source:  

CD-Adapco User’s Guide [54] 

In the Figure 25, two acceptor cells are shown using dashed lines, one in the background mesh and one in the 

overset mesh. The fluxes through the cell face between the last active cell and the acceptor cell are 

approximated in the same way as between two active cells.  

However, whenever the variable value at the acceptor cell centroid (marked by the open symbols in the 

Figure 25) is calculated by the weighted variable values at the donor cells using the following expression: 

 

acceptor i i   (50) 

 

Where αi is the interpolation weighting factor, φi is the value of the dependent variable φ at donor cells Ni 

and subscript i runs over all donor nodes of an interpolation element (denoted by the green triangles in the 

figure). This way, the algebraic equation for the cell “C” in the above figure involves three neighbor cells 

from the same mesh (N1 to N3) and three cells from the overlapping mesh (N4 to N6). 

The advantage with the overset method is that only a certain part of the mesh is moving without requirement 

for altering the grid topology. A drawback is that the interpolation between the meshes can cause numerical 

errors and increase the computational effort. The pros and cons of the overset mesh were reported in Table 5. 

c. Smoothing/Morphing mesh 

The dynamic meshing can be incorporated using smoothing methods, also called morphing mesh technique, 

where the cells are moved with a deforming boundary while the number of cells and their connectivity 

remain unchanged. The morphing mesh is suitable for complicated and arbitrary relative motion and for 

relatively small boundary deformations, while larger deformations may require generation of new cells in 

order to maintain a high quality mesh. One smoothing method is the diffusion-based smoothing, where the 

motion of the cells is modelled as a diffusive process.  
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Figure 26 Examples of application of smoothing/morphing mesh in marine hydrodynamics application: (left) 

sail yacht, source: Bohm [45]; (right) planing hull simulation  

 

Traditionally the morphing mesh can be used to model scenarios where components deform and change 

shape, e.g. in marine application field: Kang et al. [68] and Biancolini and Viola [69]. However this 

technique was never used in ship hydrodynamics for resistance test simulations.  

The morphing mesh can employed easily for the rigid body motion case. During the process of morphing, the 

mesh vertices are redistributed in response to the movement of a set of control points. The morpher solver, as 

reported in CD-Adapco User’s Guide [54], takes the control points and their associated displacements and 

generates an interpolation field. The interpolation field is then used to displace the vertices of the mesh based 

on Radial Basis Functions (RBF) method.  

To generate the interpolation field, a system of equations is solved, using the control vertices and their 

specified displacements: for every control vertex i, its displacement di
’
 is approximated with the 

combination: 
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(51) 

 

Where rij is the magnitude of the distance between two vertices, λj is the expansion coefficient, xi the position 

of i -vertex, n is the number of control vertices, cj the basis constant, and y a constant value. More details 

about the RBF method and the morphing mesh technique are reported in de Boer et al. [70] and Biancolini 

[71]. At the moment wide information about computational effort for morphing grid are not available in 

literatures, as reported in Table 5. 
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Table 5 Pros and cons of the overset and morphing mesh, source CD-Adapco User’s Guide [54] 

 Chimera/Overset 

Grid 

Morphing 

Grid 

Geometric Flexibility greater greater 

Adaptability of grid less greater 

Suitability to the calculation of viscous flows (cells 

with a high aspect ratio) 
greater greater 

Deformable Grid greater medium 

Amount of Memory Required greater uncertain 

CPU Power Required greater uncertain 
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6 

MODELING ANALYSIS 

This section reports the preliminary analysis of C1 model, at the displacement condition of 106.7 kg, to 

determine the best configuration setup, in relation to accuracy of the results and the computational effort 

required, as well as to reduce the δSM.  

The variables analyzed were CT, CF, dynamic trim angle (τ) and dynamic wetted surface (SW), and the details 

of the numerical approaches used in this study for all performed simulations are reported.  

1. Introduction 

The planning of simulations performed for the modeling analysis was reported in following figure (Figure 

27). All simulations are carried out using 64 CPU at the high performance computing center (SCoPE) of the 

Università degli Studi di Napoli "Federico II". 

 

 

Figure 27 Summary of the tests for the modelling analysis  

2. Response variables 

The response variables, which are analyzed in the simulations, are resistance coefficients, dynamic wetted 

surface (SW), and trim angle (τ). The resistance coefficients are the followings: 

 Total resistance coefficient (CT).  

 Frictional resistance coefficient (CF). 

Evaluated using the formulae:  
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(52) 
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(53) 

 

The CT and CF are evaluated using the static wetted surface (SWS).  

3. Moving meshes technique analysis 

As mentioned in the Chapter 3 for an accurate evaluation of the planing hulls performance in resistance test 

simulation it is also necessary to evaluate the running attitude of the hull.  

As stated in Chapter 5, the DFBI approach allows coupling the rigid body motion to the Navier Stokes 

equations. The rigid body motion can be simulated by means of the different techniques presented in the 

Chapter 5. The moving grid is the simplest and most widely used. However, the previously exposed 

drawbacks suggest the moving grid method to the least suitable for the simulations of resistance test of the 

planing hulls. For these reasons the alternative solutions to the simple moving grid are evaluated. The 

configurations tested are: 

 Moving grid (MG). 

 Morphing Grid (MHG). 

 Overset Grid (OG) 

For the overset mesh case two different mesh topologies are compared: 

 Trimmed (structured mesh) for the background region – Trimmed (structured mesh) for the overset 

region (OG-TT); 

 Trimmed (structured mesh) for the background region – Polyhedral (unstructured mesh) for the 

overset region (OG-TP). 

The main characteristics of the different grids tested are reported in Table 6. All these techniques are 

compared in order to identify the best technique in terms of reduction of simulation modeling error (δSM) and 

in terms of computational effort. 

 

Table 6 Grid base size dimension and total number of cells for the four different configurations of the grids 

that are tested 

 Moving Grid 

(MG) 

Morphing Grid 

(MHG) 

Overset Grid  

(OG – TT) 

Overset Grid 

(OG – TP) 

Hull 0.047 LWL 0.047 LWL 0.375 LWL 0.375 LWL 

Background N. A. N. A. 0.958 LWL 0.958 LWL 

Number of cells 1855777 1855777 2173806 759046 

 

The results of this analysis and the calculation time required by the different grids are shown below.  
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4. Computational domain and boundary condition 

a. Moving Grid 

As reported in Chapter 5, in the moving grid case the rigid body motion of the hull should be modelled by 

rigidly moving the grid with respect to the free surface. As mentioned above, this technique presents 

shortcomings when is used for the simulation of resistance test of the planing hull. However this technique 

was taking into account in particular for the simple use. The boundary conditions used and the domain 

dimensions are the same for the morphing mesh case, see Figure 28 and Figure 29. 

In order to minimize the problems exposed in the previous chapter, the hull at the starting point has an initial 

trim angle of 2° aft and the damping function on the wave-surface at inlet, outlet and sides boundaries was 

used, as indicated in De Luca et al. [72]. 

b. Morphing grid  

Differently from what happens for the overset grid method, the morphing grid method does not require 

additional settings. The dimensions of the calculation domains and the boundary conditions are illustrated 

respectively in Figure 28 and Figure 29. All the dimensions of the calculation domains are in compliance 

with the ITTC prescriptions [73].  

In the simulation of the moving meshes, the morphing technique is combined with rigid motions, as 

mentioned above. Since morphing strategies can lead to poor quality cells, it is important to keep under 

control the topological deformations that can take place both on the surface mesh and into the volume cells, 

by means of specific mesh quality metrics.  

In order to minimize the topological deformations of the grid domain, the hull at the starting point has an 

initial trim angle of 2° degree aft (as for moving grid case). 

 

Figure 28 Morphing and moving grid case. Front (left) and side (right) view of the dimensions of the domain 

(L is waterline length of the ship) 
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Figure 29 Boundary conditions for the morphing and moving grid cases 

c. Overset/Chimera grid 

As mentioned above, the overset mesh technique required two different regions, i.e., the background and 

overset regions. In ship hydrodynamics applications, it is important to note that no defined recommendations 

in terms of domain dimensions are available for the overset region. The dimensions of the overset region 

gathered from experience.  

Instead for the background region usually it is in compliance with the ITTC’s CFD recommendations [74]. 

Figure 30 shows the dimensions of all of the computational domains. 

 

 

Figure 30 Overset grid: Front (left) and side (right) view of the dimensions of the domain (B: half beam of 

the ship, L: waterline length of the ship, D: height of the ship) 

 

Figure 31 shows a general view of the computation domain and the notations of the selected boundary 

conditions. In order to reduce the computational effort, only half of the hull was modelled, so a symmetry 
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plane is located in the center line of the domain. The Figure 32 shows the different mesh topologies, 

structured and unstructured, used in the OG case. 

 

 

Figure 31 General view of OG Case of the two regions with the boundary conditions  

 

 

Figure 32 The background and overset regions with polyhedral (unstructured) mesh and trimmed 

(structured) mesh respectively. 
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5. A detail: the design of the grid refinement of air-water interface  

In the preliminary stage, it is important to identify a suitable height for the grid refinement of the air-water 

interface. An assessment of the height of air-water interface (H) was made using equation 54, delivered by 

Savitsky and Morabito [75] for a different use: the evaluation of centerline profile of surface wave contours 

associated with the forebody wake of the stepped hulls.  

Nevertheless the equation 54 is suitable for an estimation of stern wake height at the centerline for a planing 

hull, as shown in Figure 33 (H = H1). 
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Where K = 1.5 for β = 10°, and K = 2.0 for β = 20° and 30°, H1 is the surface height, CV is the speed 

coeffient (equal to Fr∇) and x is is the distance aft of transom.  

 

 

Figure 33 Comparison of CFD free surface elevation and centerline free surface profile evaluated according 

to Savitsky and Morabito [75] 

 

As illustrated above, the equation 54 is useful to define in a preliminary stage the height of the refinement 

zone for the free-surface, in order to avoid that during the simulation the grid refinement does not follow the 

free surface. This allows evaluating adequately the wave height generated from the planing hull. 

This analysis to be more effective must be performed for the most critical speed, namely the one that 

determines the greatest variation of trim, according to the speed range of validity of the equation 54 indicated 

by Savitsky and Morabito [75]. 
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6. Physics modeling, time-step and coordinate system 

To solve the time-marching equations, the implicit solver is used to find the field of all hydrodynamic 

unknown quantities. The implicit solver is used in conjunction with an iterative solver to solve each time 

step. The velocity–pressure coupling and overall solution procedure was based on the SIMPLE method to 

conjugate the pressure field and the velocity field. The discretized algebraic equations are solved by using a 

point-wise Gauss-Seidel iterative algorithm, and the Algebraic Multi-Grid (AMG) method was used to 

accelerate the convergence of the solution. As suggested previously, the free surface was modelled with the 

VOF technique. A segregated flow solver was used for all of the simulations.  

The calculations are performed by the commercially CFD code CD-Adapco STAR-CCM+. 

The DFBI model was used with the aim of simulating the planing craft’s behavior with the hull free to move 

in the pitch and heave directions. As mentioned in the previous Chapter, the DFBI model allowed the RANS 

solver to evaluate the force and moments on the hull and to solve the governing equations of the rigid body 

motion in order to relocate the rigid body.  

The coordinate system for all simulations is imposed in the same position of the reference frame system of 

the towing tank acquisition system; the coordinates were shown in Table 2 

The time-step used in the simulations is a function of the speed of the hull, according to the following ITTC 

equation [74]: 

 

0.01 0.005
l

t
V

 
 

(55) 

 

Where V is the speed of the hull and l is a characteristic length value. In these simulations l is assumed to be 

equal to Lk. Furthermore the time-step is a function of the grid density in order to keep the CFL number 

constant. 

Two different turbulence models (Realizable k-ε and k-ω SST) are used to turbulence closure of the RANS 

equations. These models are the most wide used turbulence models for ship hydrodynamics applications. 

The wall function was used for the near wall treatment. The all wall y+ wall treatment is used for all of the 

simulations. It is a hybrid approach that attempts to emulate the high y+ wall treatment for coarse meshes 

(for y+ > 30), and the low y+ wall treatment for fine meshes (for y+ ≈ 1). It also formulated with the 

desirable characteristic of producing reasonable answers for meshes of intermediate resolution (for y+ in the 

buffer layer), [54]. This approach is considered to be a reasonable compromise between the describing the 

boundary layer with acceptable quality and the time required for the calculation.  

In the next section more details are provided about the values of wall y+ on the hull that are reported in Table 

13 and shown in Figure 44. All of the properties of the numerical solver are summarized in Table 7. 
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Table 7 Summary of the numerical simulation setup  

Pressure 

link 
Pressure 

Convection 

Term 

Temporal 

Discretization 

Time-step 

(s) 

Iteration 

per time-

step 

Turbulence 

Model 

Overset 

Interpolation 

Scheme 

SIMPLE Standard 2
nd

 Order 1
st
 Order 

Function 

of velocity 

and grid 

5 

Realizable k-ɛ 

- 

k-ω SST 

Linear 

 

7. Results of moving meshes technique analysis 

The results of the modeling analysis and the calculation time required by the different grids are reported 

below. As shown in Figure 35, all computational results coincide well with the experimental data. For all the 

grids that are tested, the percentage error between the EFD and the CFD data is lower for the total resistance 

coefficient than for the other response variables. For CT and τ the trend of percentage error increased with the 

Fr, different trend was observed for CF and SW that have a minimum for Fr = 1.031 and 1.237. 

Figure 34 shows that the OG-TP mesh case is the less onerous in terms of the computational time required. 

The OG-TP case appears to be the best solution since it allows obtaining sufficiently accurate results with the 

lower calculation times due to the smaller number of cells. 

However the morphing grid technique presents accurate results, in particular in the evaluation of CT and τ, 

but this technique was discarded due to the very high computational effort (Figure 34). 

 

 

Figure 34 Calculation time required for the different moving mesh techniques 
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Figure 35 Percentage comparison errors between CFD simulation and EFD for the different configurations 

that are tested 

 

Table 8 Results of simulations with different moving mesh solutions 

 
 

Total Resistance Coefficient 

Fr MG OG-TT OG-TP MGH Exp. 

 *103 *103 *103 *103 *103 

0.824 12.56 12.45 12.41 12.58 13.30 

1.031 9.80 9.79 9.82 9.78 10.39 

1.237 7.71 7.80 7.80 7.81 8.30 

1.443 6.89 6.96 6.99 7.04 7.60 

 
 

Frictional Resistance Coefficient 

Fr MG OG-TT OG-TP MGH Exp. 

 *103 *103 *103 *103 *103 

0.824 3.38 3.50 3.40 3.37 3.00 

1.031 2.92 3.04 2.98 2.93 2.92 

1.237 2.83 3.06 2.90 2.92 2.85 

1.443 3.11 3.35 3.21 3.23 2.77 

 
 

Trim 

Fr MG OG-TT OG-TP MGH Exp. 

 (deg) (deg) (deg) (deg) (deg) 

0.824 4.00 3.93 3.93 4.05 4.44 

1.031 4.98 4.89 4.89 4.93 5.46 

1.237 4.58 4.51 4.52 4.54 4.94 

1.443 3.99 3.94 3.93 4.03 4.30 

 
 

Wetted Surface 

Fr MG OG-TT OG-TP MGH Exp. 

 (m2) (m2) (m2) (m2) (m2) 

0.824 1.68 1.64 1.62 1.58 1.38 

1.031 1.48 1.40 1.38 1.37 1.31 

1.237 1.35 1.32 1.24 1.29 1.19 

1.443 1.25 1.31 1.19 1.26 1.02 
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a. Interpolation schemes 

As stated in the previous chapter, in order to choose a proper setup to simulate the planing hull particular 

attention is direct to the interpolation schemes (required with the overset mesh technique). The overset grid 

approach must establish connectivity between the background and the overset regions, so an assembly 

process must take place through an interpolation scheme. As reported in CD-Adapco User’s Guide [54], the 

interpolation schemes options are: 

1. Distance-weighted 

2. Least squares 

3. Linear. 

Figure 36 shows the results of the simulations performed with the different interpolation schemes for the 

OG-TP grid configuration. The Figure 36 shows that the best solution for the interpolation scheme is the 

linear interpolation. 

As matter of fact, the linear interpolation is very suitable for basically stationary phenomena, in which there 

is little variation of the moving grid respect to the background mesh. According to CD Adapco User’s Guide 

[54], the linear interpolation schemes are more accurate, but they are also the most expensive scheme in 

terms of calculation effort, as shown in Figure 37. 

 

  

  

Figure 36 Percentage comparison errors between CFD simulation and EFD for the different overset 

interpolation schemes that are analyzed 
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Figure 37 Calculation time required for the different interpolation schemes 

 

Table 9 Results of OG-TP simulations with different interpolation schemes 

 

Total Resistance Coefficient 

Fr Linear 
Least 

Square 

Distance 

Weighted 
Exp. 

 *103 *103 *103 *103 

0.824 12.41 12.32 12.41 13.30 

1.031 9.82 9.81 9.78 10.39 

1.237 7.80 7.80 7.72 8.30 

1.443 6.99 6.97 6.99 7.60 

 

Frictional Resistance Coefficient 

Fr Linear 
Least 

Square 

Distance 

Weighted 
Exp. 

 *103 *103 *103 *103 

0.824 3.40 3.41 3.42 3.00 

1.031 2.98 3.00 3.02 2.92 

1.237 2.90 2.94 2.95 2.84 

1.443 3.21 3.22 3.24 2.77 

 

Wetted Surface 

Fr Linear 
Least 

Square 

Distance 

Weighted 
Exp. 

 (m2) (m2) (m2) (m2) 

0.824 1.62 1.64 1.65 1.38 

1.031 1.38 1.41 1.43 1.31 

1.237 1.23 1.30 1.34 1.19 

1.443 1.15 1.27 1.33 1.02 

 

Trim angle 

Fr Linear 
Least 

Square 

Distance 

Weighted 
Exp. 

  (deg) (deg) (deg) (deg) 

0.824 3.93 3.89 3.73 4.44 

1.031 4.89 4.64 4.60 5.46 

1.237 4.52 4.38 4.28 4.93 

1.443 3.94 3.74 3.72 4.29 

b. VOF Schemes 

As mentioned in the Chapter 5, regarding the interface capturing methods the software CD-Adapco STAR 

CCM+ uses the well-known VOF approach with a HRIC scheme based on the CICSAM scheme.  

The standard configuration of the HRIC scheme can be modified depending on the local CFL. This 

modification blends the HRIC scheme and the UD scheme depending on local value of CFLU and CFLL. 

As indicated by various authors (Andrilion and Alessandrini [60], and Ferziger and Peric [61]) the local CFL 

dependency scheme could be the main cause of the NV problem.  
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The NV problem is one of the sources of the modeling error, in particular for the planing hull simulation. 

The Figure 39 (c) shows the artificial mixing of the air into the water on the hull bottom, typical of the NV 

problem. In order to reduce the NV problem two ways are investigated: 

 The first strategy takes into account the physical aspect of the resistance test. The simulation of 

resistance test, mimicking the towing tank procedures, seeks a steady state solution, so the 

robustness of the calculation is not a problem. For this reason is possible to modify the HRIC 

standard schemes by removing the local CFL dependency scheme, Figure 39 (b). A detailed analysis 

of these aspects is reported by Bohm [57]. 

 The second strategy is the artificial suppression of numerical diffusion, as in Viola et al. [63]. An 

analytical field function is defined to select only the cells that are affected by the NV problem on the 

bottom of the hull and to remove a percentage of the air mass from the selected cells, Figure 39 (a). 

The artificial suppression, Figure 39 (a), worked well with respect to the other schemes, and it totally 

avoided the NV problem. However, it must be noted that this method could introduce errors in the 

conservation properties of mass and momentum.  

The results of the three configurations of convection schemes showed that there are appreciable differences 

in the estimation of CF, SW, and τ. For the first two response variables, the artificial suppression method 

determined an over prediction of as much as 2.5 %, but dynamic trim is underestimated by as much as 1.5 %. 

This is mainly due to the total elimination of the NV problem.  

No significant differences in terms of calculation time are detected among the three schemes. 

 

  

  

Figure 38 Percentage comparison errors between CFD simulation and EFD for the different overset 

interpolation schemes that are analysed (C1 model) 
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Artificial suppression (a) Modified HRIC Scheme (b) Standard HRIC Scheme (c) 

Fr 0.824 

   

Fr 1.031 

   

Fr 1.237 

   

Fr 1.443 

   

 

Figure 39 Representation of the VOF on the bottom hull of the C1 model for the different VOF schemes 

examined for the OG-TP grid case: (a) HRIC scheme with artificial suppression of air mass fraction, (b) 

HRIC scheme without dependence on the local CFL number, (c) HRIC scheme with dependence on the local 

CFL number  

 

Table 10 Results of OG-TP simulations with different VOF schemes 

 
 

Total Resistance Coefficient 

Fr 
Artificial 

suppression 

Standard 

HRIC 

Modified 

HRIC 
Exp. 

 *103 *103 *103 *103 

0.824 12.41 12.35 12.38 13.30 

1.031 9.82 9.78 9.79 10.39 

1.237 7.80 7.64 7.66 8.30 

1.443 6.99 6.81 6.85 7.60 

 
 

Frictional Resistance Coefficient 

Fr 
Artificial 

suppression 

Standard 

HRIC 

Modified 

HRIC 
Exp. 

 *103 *103 *103 *103 

0.824 3.40 3.37 3.40 3.00 

1.031 2.98 2.87 2.89 2.92 

1.237 2.90 2.79 2.81 2.85 

1.443 3.21 3.11 3.13 2.77 
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Trim 

Fr 
Artificial 

suppression 

Standard 

HRIC 

Modified 

HRIC 
Exp. 

 (deg) (deg) (deg) (deg) 

0.824 3.93 3.93 3.93 4.44 

1.031 4.89 4.83 4.82 5.46 

1.237 4.52 4.50 4.48 4.94 

1.443 3.93 3.89 3.87 4.30 

 
 

Wetted Surface 

Fr 
Artificial 

suppression 

Standard 

HRIC 

Modified 

HRIC 
Exp. 

 (m2) (m2) (m2) (m2) 

0.824 1.62 1.60 1.62 1.38 

1.031 1.38 1.34 1.35 1.31 

1.237 1.24 1.21 1.21 1.19 

1.443 1.15 1.13 1.14 1.02 

c. Turbulence Model Analysis 

In order to determine the suitable turbulence model for planing hull simulation, the comparison is conducted 

between the most widely used turbulence models: the Realizable k-ɛ and the k-ω SST. This comparison is 

performed for all response variables analyzed for the C1 model. 

The percentage errors between the results calculated with the two turbulence models was reported in Figure 

40. 

 

  

  

Figure 40 Percentage comparison errors between CFD simulation and EFD data for the two different 

turbulence models 

As shown in Figure 40, no appreciable differences were detected among the most used two-equations 

turbulence models in ship hydrodynamics. This conclusion is consistent with the report of ITTC specialist 

committee on CFD in marine hydrodynamics [6], the standard turbulence models has a little effect on the 

prediction accuracy as far as in particular the resistance coefficients and wetted surface.   
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8. Summary of modeling analysis results 

The results of modeling analysis show that the OG technique is the best solution for the planing craft 

simulation in terms of accuracy and computational effort, in particular the configuration with coupled 

structured mesh (background region) and polyhedral mesh (overset region).  

However the morphing grid technique provides more accurate results then OG case but with a higher 

computational effort. For this reason the numerical analysis is performed using the OG configuration. The 

OG-TP results showed a well agreement with the experimental data, with a percentage error between the 

EFD and the CFD data lower than 8.0% for the total resistance coefficient and 11.6% for the dynamic trim 

angle. 

The OG case implied an interpolation scheme and the comparison of the different interpolation schemes 

available showed that the linear interpolation is the best solution.  

The NV problem is reduced/avoided using the artificial suppression scheme of the artificial mixing of air and 

water. 

About the turbulence models, the analysis performed confirmed that no appreciable differences between 

Realizable k-ɛ and k-ω SST are detected, as indicated in ITTC specialist committee on CFD in marine 

hydrodynamics [6] . 

In summary the setup chosen is the following:  

 OG-TP case - structured mesh (background region) and unstructured mesh (overset region). 

 Linear interpolation scheme. 

 Artificial suppression scheme for avoid the NV problem. 

 Turbulence model: Realizable k-ε. 
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7 

NUMERICAL ANALYSIS 

In this section are reported the main results of the verification and validation study for the three models of 

SSN using the simulation setup evaluated through the modeling analysis. 

1. Introduction 

The verification study is conducted in order to assess the simulation numerical uncertainty, USN, which is 

composed mainly of the iterative uncertainty, UI; the time-step uncertainty, UTS; the grid uncertainty, UG, and 

the statistical error, UST. The UG and UST is calculated for all of the models that are tested, but UTS and UI are 

evaluated only for the C1 model and these values are extended to the other models. 

The verification study is conducted for the response variables, i.e., CT, CF, τ and SW at four velocities, i.e., 

Fr = 0.824, 1.031, 1.237, 1.443. All simulations are performed using the OG-TP mesh case and the planning 

of the simulations is reported in Figure 41. 

The validation of the solution is assessed by comparing UV and E, as indicated in equations 33 and 34. 

The V&V study is performed according to the methodology and procedures prescribed by ITTC’s guidelines 

[21] and the recent improvements reported in Xing and Stern [27] and Eça and Hoekstra [29]. 

All simulations are performed using 64 CPU at the high performance computing center (SCoPE) of the 

Università degli Studi di Napoli "Federico II". 

 

 

Figure 41 Summary of the tests for the numerical analysis 
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2. Iterative convergence analysis 

The inner iterations for each time step enable the iterative convergence at each time step, so, at the end of 

last iteration, the simulation can advance to the next time step. Iterative convergence analysis is assessed 

through graphical approach, as reported in Stern et al. [9]. This analysis is performed only for the C1 model. 

 

 

Figure 42 Example of graphical assessment of iterative convergence analysis for CT 

Table 11 shows the iterative uncertainty of the response variables. The results indicated that the change of CT 

and CF is less than 1 % as the number of iterations increased from 3 to 9. However, the dynamic trim angle 

and the wetted surface had a different trend in that they are far more sensitive to the variation of the number 

of iterations, as reported in Table 11. 

 

Table 11 Iterative convergence study for the C1 model and one grid case at different Fr values 

(The UI values are a percentage of the solution with 9 inner iterations) 

 CT CF Trim SW 

Fr UI UI UI UI 

  (%) (%) (%) (%) 

0.824 0.37 0.24 0.18 0.94 

1.031 0.79 1.33 2.95 1.30 

1.237 0.66 0.21 1.16 1.81 

1.443 0.65 0.91 0.60 0.91 

 

The UI values have the same order of magnitude for all Fr values, with the exception of Fr = 1.031, which is 

a critical motion condition (pre-planning condition). This suggests that there may be a conditioning of the 

flow regime in the UI values, beyond the iterative schemes that are applied. Moreover, as indicated in Xing et 

al. [76], the UI is not mainly influenced by the resolution of the grid.   
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3. Time-step convergence analysis 

Referring to the time-step convergence study, this analysis provided for the C1 model by decreasing 

gradually the value of the time step by the √2 ratio, i.e. 0.0199 s, 0.0146 s, and 0.0100 s. The UTS is obtained 

using the four methods, i.e., GCI, CF, modified GCI [20], and GCI-LSR [21].  

The CT, CF, SW, and trim angle converged monotonically in every cases except for the trim angle at Fr = 

1.031, at which diverged in an oscillatory fashion.  

All the results of this study are shown in Appendix A. In Figure 43 the UTS values, as percentage of the finest 

solution, are shown for the examined response variables. 

 

 

(a) Total Resistance Coefficient 

 

(b) Frictional Resistance Coefficient 

 

(c) Wetted Surface 

 

(d) Dynamic Trim angle 

Figure 43 Time-step uncertainty for the different response variables on the C1 model 

 

In all of the cases and for all of the response variables, the values of the UTS percentage are less than 2.3 %. 

The GCI-LSR method provided uncertainty estimation similar to the CF method and is an order of 

magnitude greater than those provided by the GCI method. The modified GCI provided values of uncertainty 

intermediate between GCI and LSR-GCI method.  

When the GCI-LSR method is used, UTS was estimated using pTS = 2 when pTS > 2. This is the reason of the 

higher values of time-step uncertainty for the LSR-GCI than the other methods, in fact the pTS is in the most 

cases higher the theoretical order of accuracy (pth = 2) and, as indicated in Chapter 2, this is the cause of the 

underestimation of the uncertainty by the GCI, CF and modified GCI methods. As said, the LSR-GCI 

method is considered the most reliable method for the UTS estimation.   
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4. Grid independence analysis 

The assessment of grid uncertainty, when the monotonic convergence is reached, is performed using the 

above mentioned four methods. The four grids, as shown in Table 12, are generated with rk = √2, which is 

applied to both the overset and background regions. 

 

Table 12 Base size and total number of cells of the grids that were examined 

 Cells Base Size 

Background 

Base Size 

Overset 

Grid D 759046 0.958 LWL 0.375 LWL 

Grid A 1073453 0.916 LWL 0.333 LWL 

Grid C 1518092 0.875 LWL 0.291 LWL 

Grid B 2146900 0.833 LWL 0.250 LWL 

 

The resolution of the mesh near-wall is changed using the uniform refinement ratio. Hence different values 

of wall y+ were obtained for the grids that are tested. Table 13 gives the average values of wall y+ that are 

observed on the hull for the four velocities and the three models tested.  

Figure 44 shows the wall y+ range for the three models that were tested at maximum speed and for the 

coarsest and finest grids used. These settings of the near-wall mesh resulted in the y+ values on the hull in 

the range of 30 to 130. This is the recommended range on the wall function application for the high y+ wall 

treatment model [54]. 

 

Table 13 Average values of wall y+ on the hull for the coarsest and finest grids  

 C1 C3 C5 

Fr Grid D Grid B Grid D Grid B Grid D Grid B 

Avg. y+ Avg. y+ Avg. y+ Avg. y+ Avg. y+ Avg. y+ 

0.824 25.1 25.0 45.9 40.8 25.7 25.0 

1.031 28.0 26.3 54.0 48.9 32.9 30.4 

1.236 32.8 30.1 62.0 55.3 35.1 35.3 

1.442 36.8 34.2 70.0 62.7 40.1 38.3 
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Figure 44 Ranges of wall y+ values for the models at Fr = 1.442 at on grid cases D and B: (a) C5 model, (b) 

C3 model, and (c) C1 model  

 

The results of the simulations in terms of comparison error related to the mesh density are reported in 

Appendix D and, observing the graphs in Appendix D, it should be noted that, in general for all response 

variables, increasing the cells number reduces the comparison error. 

Using the four grids (D, A, C, and B), two different convergence studies are performed, i.e., the D-A-C and 

the A-C-B cases. All results of the grid independence analysis for the three models tested at four speeds are 

shown extensively in the tables reported in Appendix B, and in Figure 45.  

The tables in Appendix B show the RG, the pG estimated by ITTC and LSR approaches, the 1 − CG values 

and the UG delivered by the four different methods used to estimate the grid uncertainty. 

The Figure 45 shows the values of the grid uncertainty for the different models and for the different response 

variables. These are the mean values of the UG estimated for the D-A-C and A-C-B grid studies by the GCI, 

CF, and GCI modified methods. Using the LSR-GCI method only one value was obtained for the four grids 

used. 
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Wetted Surface 

   
Dynamic trim angle 

   
Figure 45 Grid uncertainty values for the different models tested, for the GCI, CF and modified GCI the 

values reported are a mean between the two studies: D-A-C and A-C-B 

 

The results indicated that the monotonic convergence is not achieved in a few cases. However, for all of the 
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dynamic trim are globally not in line with the asymptotic condition and exhibited more scatter than the other 
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unreliable evaluation of the grid uncertainty (as for the time-step convergence analysis).  
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When the LSR-GCI method is used, the problems reported above are accounted for and it is possible to 

observe a trend of uncertainty in relation to the grid, using the LSR approach.  

The grid uncertainty values for the models, as estimated by the LSR-GCI method, are reported in the 

Appendix B, and below are shown only the UG for the total resistance coefficient.  

 

 

Figure 46 Grid uncertainties for CT evaluated by LSR-GCI method for the different hull models 

5. Statistical convergence analysis 

Concerning the statistical convergence study, the evaluation is conducted using the oscillations of the mean 

running data in the last seconds of the time history of the response variables, as proposed by Xing et al. [76].  

The statistical errors obtained for the finest grid are less than 0.40 % for all cases and all response variables, 

as shown in Figure 48. In particular for the dynamic trim angle the statistical error is less than 0.20 % for all 

mesh cases tested. 

 

 

Figure 47 Example of time history of the drag of the C1 model at Fr = 1.443  
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Figure 48 Statistical errors of the response variables for the different models and the different Fr tested 
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6. Response variables validation  

The solution validation process assessed the modelling uncertainty, according to the procedure that is 

described previously. This analysis required E, USN and UD. All data are reported in Appendix B. The 

distribution of E and UV for the C1, C3 and C5 models versus Fr are shown in Figure 49.  

The UV is composed by the different sources of uncertainty, as reported in equations 7 and 34. The UD is 

evaluated according to the information reported in Chapter 4. The grid and time-step uncertainty are 

evaluated following the LSR-GCI method. The UG and UST are calculated for all models instead of the UI 

and UTS, which are evaluated only for the C1 model and the results are extended to C3 and C5 models. 

The comparison error shown in Figure 49 is related to the finest triplet (A-C-B); the percentage value of the 

comparison error and uncertainty are referred to the solution of the finest grid simulation. 

The graphs below reported show that the validation process for CT is achieved only for the C3 model at Fr = 

0.824 and 1.031 and for the C5 model at Fr = 1.031 and 1.443.  

The CF is validated for C1 at Fr = 1.031, 1.237, and 1.443, for C3 at Fr = 0.824 and 1.031 and for C5 only 

for Fr = 1.443.  

The SW is validated for C1 and C3 in the whole range of Fr values and for C5 at Fr = 0.824 and 1.443. 

Concerning the dynamic trim the validation process is achieved for C1 at Fr = 1.237 and 1.443, for C3 at 

Fr = 0.824, and for C5 at Fr = 0.824, 1.031, and 1.237. 

 

  

  

Figure 49 Validation uncertainty (bars) and comparison error (dashed lines) for the different models that 

were tested, the uncertainties were evaluated using the LSR-GCI method  
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7. Summary of numerical analysis results 

The above analysis shows that the magnitude of validation uncertainty for CF, SW and τ id higher than the 

values for CT. Hence the level of confidence of the CFD results for these response variables is less respect to 

the CT results. Moreover, it can be observed that in most of the cases, when E is similar to but lower than UV, 

the modeling error is hidden in the numerical and experimental noise. However, in the cases in which 

|E| >> UV, δSM is significant and the main challenge becomes the improvement of simulation modeling.  

More considerations also appear when the average values of comparison errors are observed (Figure 50), i.e., 

there is an increasing trend when L/B increased. It is consistent with the expectations, as indicated in the 

Chapter 4. 

 

 

(a) 

 

(b) 

Figure 50 (a) Average comparison error and (b) average validation uncertainty for the three models that are 

tested 

 

When the values of the different sources of uncertainties (shown in Appendix B) were compared, it is 

observed that, in all cases, the grid is obviously the main source of error in the simulations, as indicated in 

Wilson et al. [77]. The Figure 51 shows that UG represents up to 89% of the USN of the response variables. 
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Dynamic Trim Angle Wetted Surface 

  

Figure 51 The USN percentage compositions  

(average values respect to the three hull models and the four speeds) 

In addition the percentage values of the other sources of error (UTS, UI, and UST) are quite constant and 

represent, in general, the 2 % of the simulation results. However the weight of the other sources increases 

when the USN is small, such as for CT, and decreases increasing the USN value, i.e. for CF, τ, and SW. 

Finally it is important to observe that the average comparison error of CT for all models is less than the error 

values indicated by ITTC for unconventional and planing hulls, as mentioned in the Chapter 1.  
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8 

WAVE PROFILE V&V 

1. Introduction 

This chapter reports the results of the V&V study conducted on the wave pattern profiles of the C1 model at 

four values of Fr.  

Wave cuts are obtained as the intersection of the wave pattern with a cutting plane from 0 ≤ x/L ≤ 1, where 

L = 3.960 LWL (i.e., L = 9.5 m). The cutting plane is positioned at 0.469 LWL (i.e., 1.125 m) from the 

symmetry plane, as shown in Figure 52. 

The verification study is performed in similarly fashion like the grid convergence study, following the 

uncertainty estimation procedures recommended in ITTC [21] and Wilson et al. [77] for the point-variables 

verification.  

 

 

Figure 52 Visualization of wave cut length and position 

 

2. Estimating uncertainties for point-variables 

The evaluation of Rk, and pk for point-variables can be problematic, when the solution changes (εijk) go to 

zero. In this case the ratio becomes ill conditioned. In order to avoid this problem, the L2 norms of the 

solution changes are used to define rk and pk, i.e.  
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Where 〈 〉 and is used to denote a profile-averaged value and ║ε║2 is equal to the following equation. 
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Equation 58 denotes the L2 norm of solution change over the N points examined in the region of interest (in 

this case in 0 < x/L < 1). Caution should be exercised when defining the convergence ratio Rk from the 

equation 56 because the oscillatory condition (Rk < 0 and │Rk│ < 1) cannot be diagnosed since will 

always be greater than zero.  

Good practice is to examine the local values at solution (e.g. maximums or minimums) in order to 

confirm the convergence condition based on an L2 norm definition. 

To verify the solution, the GCI, CF, and modified GCI methods can be used to estimate distributions of Uk at 

each point.  

It should be noted that, in this case, the GCI-LSR method is not used because it is not suitable for point 

analysis of the variables, due to the application of the LSR method at each variables point, in particular when 

the numbers of point are very high.  

An alternate approach suggested by Hoekstra et al. [78] is to transform the spatial profile to wave 

number space and to perform a convergence study on the amplitude distribution of the Fourier modes. 

In principle, this approach could remove the problem of ill-conditioning of the Rk. 

3. Wave cut V&V for C1 model  

As indicated, the wave profile is described by a point variable defined over a distribution of grid points. The 

L2 norm of errors point distributions and uncertainties are used to assess the verification levels and judge 

whether validation is achieved globally.  

The profile-averaged convergence ratio (‹RG›), estimated order of accuracy (‹pG›), correction factor (‹CG›), 

global grid uncertainty UG, and the comparison error with the experimental data are reported in Table 14. 

The GCI, CF, and modified GCI methods are used to estimate the distributions of UG.  
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Table 14 Profile-averaged values from wave profiles in the V&V study (all of the percentage values is 

referred to ζmax, i.e. the maximum value for each wave profile) 

Fr Grid Study ‹RG› ‹pG› ‹1-CG› 
%UG 

GCI 

%UG 

CF 

%UG 

mod GCI 
%USN %UD %UV %|E| 

0.824 
D-A-C 0.80 0.64 0.25 1.95 3.25 12.41 12.4 1.1 12.5 1.2 

A-C-B 0.77 0.76 0.30 1.23 1.97 7.04 7.0 1.1 7.1 1.1 

1.031 
D-A-C 0.37 2.87 1.71 0.26 0.07 1.50 1.5 1.0 1.8 2.0 

A-C-B 1.01 -0.03 -0.01 N.A N.A N.A N.A 1.0 N.A 1.9 

1.237 
D-A-C 0.42 2.48 1.36 1.00 0.19 3.68 3.7 3.0 4.7 4.2 

A-C-B 0.88 0.38 0.14 8.45 15.32 65.80 65.8 3.0 65.9 3.8 

1.443 
D-A-C 0.72 0.93 0.38 5.51 8.23 26.38 26.4 3.2 26.6 5.1 

A-C-B 1.19 -0.51 -0.16 N.A N.A N.A N.A 3.2 N.A 4.4 

 

Table 14 reports only the grid uncertainty values because the other sources of error, such as iteration and 

time step, are negligible with respect to the grid. The E is evaluated by comparing the EFD data with the 

solution of the finest grid in each grid study. The two grid studies, i.e., (D-A-C) and (A-C-B), present a 

monotonic convergence at all speeds that are tested, with the exception of the divergence in the case of A-C-

B at Fr = 1.031 and 1.443.  

In all of the cases in which convergence is achieved, validation is reached at the UV level. In order to confirm 

the trend identified by the average quantities, a point analysis is conducted in the crests/hollows of the wave 

profiles. At Fr = 0.824, the point analysis shows a convergence condition for the D-A-C case, whereas the 

A-C-B case diverges monotonically. As for the averaged trend for Fr = 1.031, punctual monotonic 

convergence condition is achieved only for the D-A-C case. At Fr = 1.237 and 1.443 the convergence 

conditions are reached for the D-A-C and A-C-B cases for the crests, but only the D-A-C case shows 

monotonic convergence for the hollow. 

Figure 54 shows the wave profile obtained with the four grid configuration at the different Fr values and in 

this figure the hull is located with the transom at x/L = 0 and the forward perpendicular at 0.253 x/L. 

The agreement with the experimental result is quite good, but the differences exist for both amplitude and 

phase. In addition, these discrepancies increase as Fr increases, as highlighted by the comparison of the 

errors in Table 14. One of the main causes of differences in terms of phase and amplitude of the wave pattern 

could be related to incorrect assessment by the CFD angle between the keel line and the stagnation line. 

 

 

Figure 53 Visualization of EFD (up) and CFD (down) stagnation line at Fr = 1.237 
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Regarding the evaluation of the grid uncertainty, the modified GCI also gives a UG values that are 

significantly greater than the other methods for the V&V study of the wave profile. 

A qualitative comparison between the wave patterns around the hull detected in towing tank tests and the 

CFD simulations is shown in the Appendix C. 

 

 

  

  

Figure 54 Comparison of the wave profiles for EFD and CFD data for the four different grids at different Fr 

values  
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4. Wake refinement extension 

A further analysis was performed increasing the extension of the cutting plane from L = 3.960 LWL to 

L = 7.920 LWL (i.e., L = 19.0 m), as shown in Figure 55. The comparison is conducted between the EFD and 

CFD (Case B) wave profiles. 

 

 

Figure 55 Visualization of extended wave cut length 

Observing the comparison of EFD and CFD (Case B) wave profiles (Figure 57), it can be seen that all the 

CFD data agrees well with the experimental data along the majority of the surface free surface analysed. 

Hovewer some differences are observed at the region far from the hull. This effect is due to the extension of 

the wake refinement mesh.  

In order to improve the resolution on the far field, the grid topology of case B is modified (Case B-Mod.) by 

an extended wake-refinement mesh, as shown in Figure 56.  

 

 

Figure 56 Effect of the extension wake-refinement mesh on the capturing of the wave  

Grid B-mod 

Grid B 
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The extension of the wake-refinement mesh determined a significant improvement in the capturing of the 

wave. Hence in the grid Case B-mod the far field wave profile is well simulated for all Fr tested, as reported 

in Figure 57. 

Interestingly the extension of the mesh wake-refinement does not have almost impact on the results of the 

response variables; despite has a significant impact on the far field of the wave cut traces. 

 

  

  

Figure 57 Comparison of the extended wave profiles for EFD and CFD data for the Case B and  

Case B-Modified at different Fr values   
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9 

FURTHER ANALYSIS 

After the modeling and numerical analysis conducted on the C1, C3, and C5 models using the overset grid 

technique, two further analyses are conducted in order to evaluate other aspects, in particular: 

 The evaluation of the grid uncertainty using mesh morphing technique, although the high 

computational effort. 

 The role of the deadrise angle (β) in the comparison error and grid uncertainty. 

1. Morphing mesh-grid independence analysis  

As reported in the Chapter 7, the morphing mesh technique is compared with the others dynamic mesh 

methods and the results showed that the MHG technique gives the best trend. However, choosing the 

optimum in terms of accuracy of the results and required calculation time, the OG technique is selected. 

Hence in order to evaluate the uncertainty provided by the MGH a grid indipendence analysis is conducted at 

Fr = 1.031, using five meshes with uniform refinement ratio (√2). The five grid cases used are reported in 

Table 15. 

Table 15 C1 morphing case: base size and total number of cells of the five grids that are examined 

 
Cells Base Size 

Grid D 1855777 0.037 LWL 

Grid A 2624465 0.033 LWL 

Grid C 3711554 0.029 LWL 

Grid B 5248930 0.025 LWL 

Grid E 7423108 0.021 LWL 

 

The grid independence analysis is performed using the GCI-LSR method. The results of the grid are reported 

in Figure 58 and it can be observed that significant improvement is obtained for the UG values of CF and SW, 

Figure 58 (a). Concerning the comparison error, the results show a reduction of E for all response variables 

except for the CT, Figure 58 (b). 
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(a)  

 

(b)  

Figure 58 (a) Grid uncertainty and (b) comparison error for morphing mesh case at Fr = 1.031 

 

For the purpose of validation process, only the UG grid is estimated and for the other sources of uncertainty 

(UI and UTS) the data provided for the OG-TP case is used. 

The results of validation process are consistent with the OG-TP case at Fr = 1.031 and the validation is 

reached for the CF and τ. The difference is that the validation is achieved at the interval of UG less than the 

OG-TP case (e.g., CF: 2.5% instead of 24.6%). 

 

 

Figure 59 Grid, simulation, and validation uncertainty (bars) and comparison error (dashed line) for the C1 

model at Fr = 1.031 

 

Another aspect observed is the improvement in the evaluation of the wave profile, in particular in the region 

near the hull, in terms of the estimated wave amplitude, as shown in Figure 60. 
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Figure 60 Comparison of the wave profile at Fr = 1.031of morphing and modified-OG cases  

 

2. Monohedral hull (SS-DIN)  

The hull geometries used so far are characterized for the reduction of the deadrise angle (β) from the bow to 

the stern (warped hull). As previously mentioned the β is one of the two main geometrical parameters that 

influencing the pressure distribution on the hull bottom. The other parameter is the slenderness ratio L/B. 

Both of these parameters increase the divergence of the streamlines, increasing the transversal pressure 

gradient. The role of L/B in the generation of error and uncertainty is evaluated in the previous chapter 

(Chapter 7) by the three models of SSN. The warped hull geometry is more complex in particular as regards 

the determination of the distribution of pressure on the bottom compared to the monohedral hull (β fixed 

along the bottom). More details on the pressure distribution on the warped hulls are explained in many 

works, for example Morabito [79] and Pennino et al. [80]. 

For the reasons above explained, is essential to complete the V&V study analyzing an example of 

monohedral hull. The MONO hull of the Systematic Series DIN [32] (Chapter 4) was examined, Figure 61. 

This choice is significant also for the lower deadrise angle of the SS-DIN model. 

 

 

Figure 61 Profile of MONO hull of SS-DIN  
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a. Grid independence analysis  

The simulations conducted on the MONO hull are carried out using the same setup of the SSN models 

(OG TP mesh case). The grid independence analysis are performed using four different mesh configurations 

obtained by √2 uniform refinement ratio, as shown in Table 16. The tests are conducted to four speeds (Fr = 

0.788, 1.066, 1.332, and 1.464) and the response variables examined are the CT, SW and τ. 

 

Table 16 MONO hull: base size and total number of cells of the four grids that are examined 

 
Cells Base Size 

Background 

Base Size 

Overset 

Grid D 1004229 0.95 LWL 0.35 LWL 

Grid A 1432240 0.90 LWL 0.32 LWL 

Grid C 2147252 0.87 LWL 0.28 LWL 

Grid B 3036673 0.82 LWL 0.25 LWL 

 

The results of the simulations are shown in Figure 62 and are presented in terms of percentage of the 

comparison error between the EFD and CFD data for the four meshes and the four speeds tested. 

 

  

 

Figure 62 Percentage comparison errors between EFD and CFD data for the SS-DIN MONO model at four 

Fr and four grids tested  
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The comparison error is consistent with the grid refinement results, except for the Fr = 0.788 where the trend 

of trim error is not convergent with mesh refinement, and the numerical solution is reasonably close to the 

experimental data for the finest grid (Case B). It is important to note that, as for the C1, C3, and C5 models, 

the comparison error of CT is less than the error values indicated by ITTC for unconventional and planing 

hulls [6]. 

Hence the UG is assessed using the LSR-GCI method. The others sources of uncertainty were not 

investigated. The UV is evaluated increasing the UG with a value of 2% that is a reasonable estimation of the 

percentage mean value of the sum of UTS and UI. The UD was evaluated according to the ITTC prescription 

in the similar way reported in Chapter 4. The validation, as shown in Figure 63, is achieved for all cases. 

 

 

Figure 63 Validation uncertainty (bars) and comparison error (lines) for the MONO hull 

b. MONO vs C5 

The MONO hull is compared with the C5 model, which is the comparable hull of SSN in terms of the 

slenderness ratio and in particular the E of the response variables of MONO hull is compared with the E of 

C5. The Figure 64 suggests that the E is very geometry dependent, in spite of the UG that is relatively 

constant, except for the CT at Fr = 0.788. Then it is clear that the comparison error is strictly related to the 

L/B, as shown in Figure 50, and to the deadrise angle (Figure 64). Furthermore is interestingly to observe the 

difference between the warped and monohedral hull in terms of visualization of the streamlines on the hull 

bottom, as reported in Appendix E. It can be seen that the MONO hull shows streamlines more divergent 

respect to the warped hulls. 
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Figure 64 Comparison errors and grid uncertainty of C5 and MONO hull for the finest grid at the 

respectively four Fr  
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10 

CONCLUSIONS 

A comprehensive V&V study is presented in this work in order to evaluate the reliability of (U)RANS 

simulations applied to the estimation of planing crafts performance. As well known, the simulation of the 

planing hull resistance test is affected by the largest errors in the evaluations performance rather than the 

displacement hulls. This is strictly related to the errors in the evaluation of dynamic trim, and so in the 

difficulties identifying the pressure distribution on the hull bottom. 

The work is conducted by simulating the resistance test of four hull models that have geometric differences 

essentially related to the variations of the L/B and the β. The three warped hulls of NSS (C1, C3, and C5) are 

characterized by increasing the values of L/B, while one hull of the SS-DIN is characterized by the constant 

value of β (MONO). The different degrees of slenderness of the NSS warped hulls were obtained by 

stretching a parent hull with the aim of ensuring the homothety of the transversal sections and isolating the 

influences of slenderness on the dynamic of the planing.  

The V&V study is performed using the main methods and procedures available in literature (i.e.: GCI, CF, 

Modified GCI, and LSR-GCI) in order to evaluate the errors and uncertainties. The response variables that 

are calculated through the simulations are CT, CF, τ, and SW.  

This study involves two stages, i.e. the modeling analysis and the numerical analysis.  

The results of modeling investigation confirm that the simulations of the planing crafts are critical with 

respect to the displacement hulls. However, the comparison error of CT is reduced reaching values lower than 

7.5 % (instead of the 10.0 % as declared in the ITTC Specialist Committee on CFD in Marine 

Hydrodynamics [6]). Also, greater simulation reliability is achieved by using the non-conventional 

approaches, such as the morphing and overset mesh techniques. Both of them ensure high-quality of the 

simulation results and show high-adaptability to the wide variations of trim and heave of the planing crafts. 

The morphing mesh obtains the best results (CT errors lower than 5.8 %), but the overset mesh is the best 

compromise in terms of accuracy of the results and the computing resources required. Hence the overset 

mesh reduces the number of cells, in particular when the unstructured grid is used. With both of these 

techniques it is able to avoid the problems related to the use of a single grid with rigid body motion. 

Furthermore a solution for the artificial mixing of air and water on the hull bottom (NV problem) is 

provided. 

The numerical analysis recognized that the grid, with respect the other sources of errors, is the main 

contributor to the numerical simulation error (δSN) and uncertainty (USN), as confirmed by Wilson et al. [77]. 
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The other sources of error investigated, such as time-step, iteration, and statistical, are quite constant and 

represent, in general, the 2 % of the simulation results.  

It can be observed that with the complex flow, which is typical of such hulls, the unstructured grids are more 

appropriate respect to the structured grids, in spite of the high dispersion of data and the greater difficulty in 

achieving monotonic convergence. As a consequence of these drawbacks and contrary to ITTC’s 

suggestions, the results of the study showed that the LSR-GCI method, recently developed by Eça and 

Hoekstra, is the most reliable approach among those tested to evaluate the uncertainties. Furthermore the 

analysis of the comparison errors for the four models shows the high-dependency of E to the hull geometry 

(L/B and β). In some cases the errors are significantly greater than the validation uncertainties. This 

emphasizes the need to improve furtherly simulation models because the current models generate more 

errors than the numerical solution errors.  

Regarding the wave profile analysis the V&V procedures are applied to a point-variables data. The improved 

reliability of the simulations is consistent with the good correlation between the numerical and experimental 

wave pattern. The estimated errors are less than 5.1 %. Moreover is tested also the extension of the wake-

refinement mesh and it is observed a significant improvement in the capturing of the wave, in particular in 

the far field. It is interesting to note that the extension of the mesh wake-refinement does not have almost 

impact on the results of the response variables. 

Finally it should be clear that the accuracy of a CFD result cannot be taken for granted, and verification and 

validation are mission-critical elements of the confidence-building process in the CFD capabilities, in 

particular in ship hydrodynamics field. 
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APPENDIX A: Time-step convergence analysis results 

C1 model - Grid used: case D 

Total Resistance Coefficient 

 

Fr 
Time-step 

ratio 
rTS pTS 1-CTS 

%UTS 

GCI 

%UTS 

CF 

%UTS 

mod GCI 

%UTS 

GCI LSR 

0.824 √2 0.67 1.14 0.51 0.12 0.20 0.53 0.36 

1.031 √2 0.44 2.36 -0.26 0.01 0.01 0.02 0.06 

1.237 √2 0.47 2.14 -0.10 0.04 0.03 0.07 0.25 

1.443 √2 0.21 4.44 -2.67 0.02 0.11 0.36 1.06 

 

Frictional Resistance Coefficient 

 

Fr 
Time-step 

ratio 
rTS pTS 1-CTS 

%UTS 

GCI 

%UTS 

CF 

%UTS 

mod GCI 

%UTS 

GCI LSR 

0.824 √2 0.19 4.82 -0.56 0.01 0.07 0.24 0.79 

1.031 √2 0.23 4.23 -2.35 0.05 0.23 0.82 2.23 

1.237 √2 0.25 3.95 -1.94 0.03 0.13 0.48 2.26 

1.443 √2 0.34 3.06 -0.89 0.14 0.30 1.12 0.80 

 

Trim 

 

Fr 
Time-step 

ratio 
rTS pTS 1-CTS 

%UTS 

GCI 

%UTS 

CF 

%UTS 

mod GCI 

%UTS 

GCI LSR 

0.824 √2 0.39 2.71 -0.56 0.03 0.06 0.20 0.45 

1.031 √2 -1.59 N.A. N.A. N.A. N.A. N.A 2.26 

1.237 √2 0.45 2.27 -0.20 0.04 0.04 0.12 0.36 

1.443 √2 0.16 5.27 -4.23 0.02 0.12 0.36 1.45 

 

Wetted Surface 

 

Fr 
Time-step 

ratio 
rTS pTS 1-CTS 

%UTS 

GCI 

%UTS 

CF 

%UTS 

mod GCI 

%UTS 

GCI LSR 

0.824 √2 0.19 4.81 -3.30 0.01 0.09 0.30 1.01 

1.031 √2 0.67 1.17 0.50 0.13 0.43 1.12 0.80 

1.237 √2 0.72 0.92 0.62 0.08 0.43 1.37 0.51 

1.443 √2 0.08 7.30 -2.07 0.02 0.09 0.33 0.85 

 

UTS was expressed as a percentage value of the simulation solution with the less time-step 
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APPENDIX B: Grid independence analysis and Validation results  

C1 model – grid refinement ratio √2 

Total Resistance Coefficient 

Fr Grids rG 
pG 

(RE) 
pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.79 0.68 

0.48 
0.73 2.46 4.86 7.15 

4.12 
4.2 0.1 4.2 4.9 

A-C-B 0.80 0.65 0.75 2.05 4.08 6.70 4.2 0.1 4.2 4.5 

1.031 
D-A-C -0.46 N.A. 

-21.55 
N.A. 0.91 N.A. N.A. 

0.91 
1.2 0.1 1.2 4.8 

A-C-B 0.87 0.41 0.85 0.79 2.14 6.40 1.2 0.1 1.2 4.7 

1.237 
D-A-C 0.88 0.37 

0.71 
0.86 2.61 5.70 18.34 

1.70 
1.8 0.1 1.8 4.9 

A-C-B 0.87 0.41 0.85 1.99 4.31 12.89 1.8 0.1 1.8 4.3 

1.443 
D-A-C 0.87 0.41 

0.68 
0.85 5.39 11.62 34.81 

4.06 
4.3 0.1 4.3 4.8 

A-C-B 0.87 0.40 0.85 4.79 10.37 31.61 4.3 0.1 4.3 5.2 

Frictional Resistance Coefficient 
 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.79 0.66 

0.32 
0.74 4.27 8.50 13.70 

8.83 
8.9 0.6 8.9 15.7 

A C-B 0.65 1.25 0.46 3.45 5.28 15.92 8.9 0.6 8.9 16.4 

1.031 
D-A-C 0.30 3.49 

0.03 
1.36 0.19 0.57 6.50 

33.13 
24.7 0.4 24.7 3.7 

A-C-B -1.10 N.A. N.A. N.A N.A. N.A. 24.7 0.4 24.7 3.3 

1.237 
D-A-C 0.61 1.41 

0.70 
0.37 1.36 1.89 5.77 

4.64 
5.2 0.3 5.2 4.0 

A-C-B 0.52 1.89 0.08 0.88 0.81 7.17 5.2 0.3 5.2 4.3 

1.443 
D-A-C 0.72 0.96 

0.14 
0.60 3.59 6.34 2.43 

24.23 
24.1 0.3 24.1 19.4 

A C-B 0.60 1.42 0.34 2.32 3.12 17.03 24.1 0.3 24.1 20.2 

Wetted Surface 
 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 3.11 -3.28 

0.08 
1.68 N.A. N.A. N.A. 

26.65 
26.7 5.0 27.2 20.0 

A C-B 0.13 5.91 5.75 0.04 0.394 2.58 26.7 5.0 27.2 20.3 

1.031 
D-A-C -0.41 N.A. 

0.02 
N.A. 0.85 N.A. N.A. 

52.80 
52.8 5.0 53.1 6.4 

A-C-B -0.77 N.A. N.A. 0.35 N.A. N.A. 52.8 5.0 53.1 7.0 

1.237 
D-A-C -1.11 N.A. 

-0.04 
N.A. N.A. N.A. N.A. 

16.38 
16.5 5.0 17.2 3.9 

A-C-B -2.12 N.A. N.A. N.A. N.A. N.A. 16.5 5.0 17.2 9.9 

1.443 
D-A-C 0.58 1.57 

0.20 
0.27 4.84 6.00 42.74 

27.28 
27.3 5.0 27.8 23.5 

A C-B 0.55 1.70 0.20 2.40 2.69 25.04 27.3 5.0 27.8 25.4 

Trim 
 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.76 0.78 

0.47 
0.69 2.36 4.49 3.64 

4.82 
4.8 2.3 5.3 10.4 

A C-B 0.83 0.53 0.80 3.00 6.23 14.51 4.8 2.3 5.3 9.9 

1.031 
D-A-C 0.82 0.57 

-0.04 
0.78 0.69 1.41 3.02 

1.11 
3.9 1.8 4.3 10.8 

A-C-B 0.85 0.45 0.83 0.11 1.61 4.47 3.9 1.8 4.3 10.9 

1.237 
D-A-C 0.20 4.64 

0.10 
3.00 0.04 0.20 1.78 

11.91 
12.0 2.0 12.1 9.0 

A-C-B 1.31 -0.78 1.24 N.A. N.A. N.A. 12.0 2.0 12.1 9.1 

1.443 
D-A-C 0.76 0.79 

0.10 
0.68 1.29 2.45 1.90 

10.31 
10.6 2.3 10.8 7.7 

A C-B 0.89 0.32 0.88 3.11 6.88 23.80 10.6 2.3 10.8 7.5 
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C3 model – grid refinement ratio √2 

Total Resistance Coefficient 

 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.81 0.62 

0.56 
0.76 2.53 5.11 9.43 

3.45 
3.8 0.3 3.8 4.0 

A C-B 0.85 0.47 0.82 2.91 6.16 16.57 3.8 0.3 3.8 3.6 

1.031 
D-A-C 0.64 1.28 

0.12 
0.44 0.67 1.01 3.37 

2.90 
8.1 0.2 8.1 5.9 

A-C-B 0.65 1.24 0.46 0.45 0.70 2.03 8.1 0.2 8.1 5.7 

1.237 
D-A-C 0.92 0.23 

0.25 
0.92 1.41 3.21 12.46 

1.22 
1.4 0.2 1.4 5.3 

A-C-B 0.92 0.25 0.91 1.19 2.67 10.13 1.4 0.2 1.4 5.2 

1.443 
D-A-C 0.96 0.11 

0.24 
0.96 2.63 6.14 27.17 

1.13 
1.8 0.2 1.8 5.0 

A C-B 0.96 0.13 0.95 2.29 5.34 23.37 1.8 0.2 1.8 4.9 
 

Frictional Resistance Coefficient 

 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.73 0.92 

0.03 
0.62 2.50 4.49 0.55 

38.17 
56.6 0.7 56.6 5.6 

A C-B 0.53 1.84 0.11 1.37 1.34 0.98 56.6 0.7 56.6 6.1 

1.031 
D-A-C 0.11 6.42 

0.65 
7.27 0.06 0.76 0.15 

9.70 
10.0 0.5 10.1 8.0 

A-C-B 0.71 0.99 0.59 1.23 2.14 1.46 10.0 0.5 10.1 8.3 

1.237 
D-A-C 0.16 5.21 

-0.10 
4.09 4.34 9.85 20.60 

2.41 
2.6 0.4 20.6 14.9 

A-C-B 0.11 6.29 6.86 0.60 1.10 0.19 2.6 0.4 2.7 14.7 

1.443 
D-A-C 0.73 0.89 

0.09 
0.64 1.87 3.39 0.12 

17.81 
17.8 0.4 17.8 24.6 

A C-B 0.85 0.47 0.82 0.96 2.03 5.47 17.8 0.4 17.8 25.2 
 

Wetted Surface 

 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.88 0.35 

-0.04 
0.87 2.96 6.49 21.51 

18.65 
18.7 5.0 19.4 9.9 

A C-B 0.90 0.31 0.89 2.97 6.58 22.99 18.7 5.0 19.4 10.2 

1.031 
D-A-C 0.60 1.47 

0.14 
0.33 2.83 3.77 2.71 

31.78 
31.8 5.0 32.2 10.0 

A-C-B 0.73 0.90 0.63 3.70 6.69 0.12 31.8 5.0 32.2 11.2 

1.237 
D-A-C 0.73 0.90 

0.02 
0.63 1.92 3.48 0.03 

25.43 
25.5 5.0 26.0 18.1 

A-C-B -1.61 N.A. N.A. N.A. N.A. N.A. 25.5 5.0 26.0 17.0 

1.443 
D-A-C 0.81 0.60 

0.06 
0.77 5.45 11.06 21.67 

34.42 
34.4 5.0 34.8 28.3 

A C-B 0.75 0.85 0.66 2.73 5.06 2.01 34.4 5.0 34.8 29.3 
 

Trim 

 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C -0.47 N.A. 

-0.01 
N.A. 0.87 N.A. N.A. 

5.19 
5.2 3.6 6.3 7.6 

A C-B 0.74 0.87 0.65 2.13 3.92 0.83 5.2 3.6 6.3 7.0 

1.031 
D-A-C 1.26 -0.67 

-0.22 
1.21 N.A. N.A. N.A. 

5.01 
6.2 2.9 6.9 12.6 

A-C-B 0.31 3.36 1.20 0.14 0.38 0.04 6.2 2.9 6.9 12.8 

1.237 
D-A-C 0.93 0.22 

-0.07 
0.92 4.04 9.19 36.16 

2.31 
1.4 2.6 2.9 11.3 

A-C-B 0.91 0.28 0.90 2.88 6.44 23.51 1.4 2.6 2.9 11.5 

1.443 
D-A-C 0.83 0.54 

-0.07 
0.79 2.14 4.43 10.11 

2.92 
3.7 2.8 4.6 12.5 

A C-B 0.54 1.77 0.15 0.28 0.30 0.21 3.7 2.8 4.6 12.7 
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C5 model – grid refinement ratio √2 

Total Resistance Coefficient 
 

Fr Grids rG 
pG 

(RE) 

pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 

%USN %UD %UV %|E| 

0.824 
D-A-C 0.86 0.42 

0.31 
0.84 2.62 5.62 16.51 

3.55 
16.5 0.5 16.5 7.3 

A C-B 0.86 0.44 0.83 2.12 4.53 12.81 12.8 0.5 12.8 7.0 

1.031 
D-A-C 0.68 1.13 

0.19 
0.52 2.11 3.45 6.26 

8.36 
8.4 0.4 8.4 8.9 

A-C-B 0.72 0.960 0.60 1.83 3.23 1.38 8.4 0.4 8.4 8.4 

1.237 
D-A-C 0.79 0.68 

0.59 
0.73 5.04 9.96 14.78 

7.25 
14.8 0.3 14.8 10.0 

A-C-B 0.78 0.72 0.71 3.63 7.05 8.55 8.6 0.3 8.6 9.3 

1.443 
D-A-C 0.18 5.02 

0.99 
3.69 0.24 1.58 12.71 

9.87 
10.0 0.3 10.0 5.9 

A C-B 0.64 1.27 0.45 1.28 1.95 6.14 10.0 0.3 10.0 5.4 
 

Frictional Resistance Coefficient 
 

Fr Grids rG 
pG 

(RE) 
pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 
%USN %UD %UV %|E| 

0.824 
D-A-C 0.86 0.43 

0.75 
0.84 4.27 9.13 26.20 

3.32 
3.5 1.0 3.6 10.5 

A C-B 0.95 0.15 0.95 10.65 24.65 15.01 3.5 1.0 3.6 11.1 

1.031 
D-A-C 0.75 0.83 

0.62 
0.67 4.70 8.76 4.37 

7.75 
8.2 0.7 8.2 14.2 

A-C-B 0.29 3.56 1.44 0.43 1.33 14.98 8.2 0.7 8.2 14.6 

1.237 
D-A-C -1.02 N.A. 

0.53 
N.A. N.A. N.A. N.A. 

13.97 
14.2 0.6 14.2 21.0 

A-C-B -0.67 N.A. N.A. 6.90 N.A. N.A. 14.2 0.6 14.2 22.9 

1.443 
D-A-C 0.17 5.02 

-1.00 
3.70 0.36 2.40 10.07 

30.05 
30.1 0.5 30.1 22.7 

A C-B 0.85 0.45 0.83 5.49 11.70 32.52 30.1 0.5 30.1 24.1 
 

Wetted Surface 
 

Fr Grids rG 
pG 

(RE) 
pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 
%USN %UD %UV %|E| 

0.824 
D-A-C -3.00 N.A. 

0.02 
N.A. N.A. N.A. N.A. 

13.96 
14.1 5.0 14.9 14.8 

A C-B 0.20 4.64 3.00 0.02 0.11 0.02 14.1 5.0 14.9 14.9 

1.031 
D-A-C -2.11 N.A. 

2.20 
N.A. N.A. N.A. N.A. 

5.81 
6.0 5.0 7.8 17.1 

A-C-B -0.08 N.A. N.A. 2.325 N.A. N.A. 6.0 5.0 7.8 16.6 

1.237 
D-A-C 3.10 -3.26 

0.56 
1.68 N.A. N.A. N.A. 

17.35 
17.5 5.0 18.2 23.9 

A-C-B -0.01 N.A. N.A. 2.26 N.A. N.A. 17.5 5.0 18.2 23.9 

1.443 
D-A-C 0.09 6.91 

0.22 
8.95 0.12 1.83 0.33 

36.12 
36.1 5.0 36.5 24.1 

A C-B 0.60 1.46 0.34 1.10 1.48 1.06 36.1 5.0 36.5 24.8 
 

Trim 
 

Fr Grids rG 
pG 

(RE) 
pG 

(LSR) 
│1-CG│ 

%UG 

GCI 

%UG 

CF 

%UG 

mod 

GCI 

%UG 

GCI 

LSR 
%USN %UD %UV %|E| 

0.824 
D-A-C -0.37 N.A. 

-2.87 
N.A. 2.56 N.A. N.A. 

15.57 
15.6 6.3 15.4 4.8 

A C-B -0.68 N.A. N.A. 0.96 N.A. N.A. 15.6 6.3 16.8 6.0 

1.031 
D-A-C 0.28 3.64 

-5.10 
1.54 0.90 2.93 0.47 

24.17 
24.4 5.8 25.0 8.5 

A-C-B -1.44 N.A. N.A. N.A. N.A. N.A. 24.4 5.8 25.0 6.1 

1.237 
D-A-C 0.42 2.53 

-0.84 
0.40 2.33 3.36 0.56 

29.73 
29.7 4.3 30.1 18.4 

A-C-B 0.36 2.96 0.79 0.66 1.36 0.03 29.7 4.3 30.1 19.2 

1.443 
D-A-C -1.11 N.A. 

-0.05 
N.A. N.A. N.A. N.A. 

5.00 
5.5 3.8 6.6 18.5 

A C-B -0.51 N.A. N.A. 0.83 N.A. N.A. 5.5 3.8 6.6 19.2 
 

UG was expressed as a percentage value of the simulation solution for the finest grid in the study, i.e., C 

and B.  
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APPENDIX C: C1 model – wave pattern comparison 

C1 side photographs compared to CFD simulation at four speeds tested. 

Fr = 0.824 

  

Fr = 1.031 

  

Fr = 1.237 

  

Fr = 1.443 
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APPENDIX D: Grid independence analysis - percentage error between CFD and EFD data  

      Fr = 0.824         Fr = 1.013    Fr = 1.236             Fr = 1.442 
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APPENDIX E: Visualization of streamlines and pressure on the hull bottom 

C1 C3 C5 MONO  

Fr = 0.824 Fr = 0.788  

    
 

Fr = 1.031 Fr = 1.066  
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C1 C3 C5 MONO  

Fr = 1.236 Fr = 1.332  

     

Fr = 1.442 Fr = 1.464  
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APPENDIX F: Summary of calm water resistance, sinkage and trim CFD V&V studies 

 

Ref.  Geometry Fr Grid Total Resistance Sinkage Trim 

        |E|%D USN%S UD%D |E|%D USN%S UD%D |E|%D USN%S UD%D 

[59] DTMB 5415 0.28 3.0 10
6
 4.30  0.64 7.40  4.71 10.40  4.70 

 
 0.41  1.50  0.61 1.50  2.93 1.11  0.87 

[59], [74] DTMB 5415 0.28 1.3 10
6
 3.70  0.64 9.50  4.71 2.21  4.70 

 
 0.41  4.50  0.61 4.50  2.93 19.30  0.87 

[71] Athena 0.2 – 1.0 1.0 10
6
 2.10 2.53 1.50 7.70 1.60 29.3 9.60 15.30 8.10 

[71] 
Propelled appended 

Athena 

0.2 – 0.84 2.2 10
6
 4.50   8.10   5.00   

[75] HSSL-Delft catamaran 0.2 – 0.65 - 8.00   23.00   17.0   

[76] Delft catamaran 0.18 – 0.75 5.4 10
6
 5.20   18.50   16.10   

[77] DTMB 5594 0.511 1.8 10
6
 0.78   0.80   14.30   

[77] 
DTMB 5594 self 

propelled waterjet 
0.511 1.8 10

6
 4.60 

  
9.00 

  
13.70 

  

[78] JHSS  0.34 29 10
6
 2.20 3.60 5.80 11.60   13.70   

[79] KVLCC2 0.1 4.6 10
6
 3.45 3.79 0.70       

[2] KVLCC2 0.143  1.70         

[4] Surface Combatant Ship 0.50 1.16 10
6
 0.42 4.89        

[64] SWATH 0.31 1.32 10
6
 4.64 3.32 3.65       

[80] T-Craft (ACV) 0.2, 0.4, 0.6 14.7 10
6
 7.80 1.50  9.80 8.30  14.70 6.30  

[46] Series 62 – 20 deg 0.89 7.9 10
6
 0.97 3.9  9.3 1.5  5.1 6.4  

 

Sources: Stern et al. [1], Mousaviraad et al. [46], and Zou and Larsson [3] 
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ACRONYMS 

In the following table, expansions of the acronyms used in the work are presented. 

 

ACV Air Cushion Vehicles 

AMG Algebraic Multi-Grid 

CBC Convection Boundedness Criterion 

CD Central Differencing 

CF Correction Factor 

CFD Computational Fluid Dynamic 

CFL Courant Friedrichs Lewy Number 

CICSAM Compressive Interface Capturing Scheme for Arbitrary Meshes 

DFBI Dynamic Fluid Body Interaction 

DII Dipartimento d’Ingegneria Industriale 

DIN Dipartimento d’Ingegneria Navale 

DNS Direct Navier Stokes 

DOF Degrees of Freedom 

EFD Experimental Fluid Dynamics 

FOFM First Order First Moment 

FOSM First Order Second Moment 

FVM Finite Volume Method 

GCI Grid Convergence Index 

HRIC High-Resolution Interface Capturing 

HSC High Speed Craft 

ITTC International Towing Tank Conference 

LES Large Eddy Simulation 

LHS Latin Hypercube Sampling 

LSR Least Square Root 

LUD Linear Upwind Differencing 

MC Monte Carlo 

MG Moving grid 

MHG Morphing Grid 

NS Navier - Stokes 

NSS Naples Systematic Series 

NV Numerical Ventilation 

NVD Normalized Variable Diagram 

OG Overset Grid 

OG-TP Overset Grid Trimmed – Polyhedral 

OG-TT Overset Grid Trimmed – Trimmed 

PDE Partial Differential Equation 

PDF Probability Density Function 

(U)RANS (Unsteady) Reynolds Average Navier Stokes 

RBF Radial Basis Functions 

RE Richardson Extrapolation 

SC Stochastic Collocation 
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SIMPLE Semi Implicit Method for Pressure Linked Equations 

SS-DIN Systematic Series DIN 

UD Upwind Differencing 

V&V Verification and Validation 

VOF Volume of Fluid 
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NOMENCLATURE 

In the following tables, the nomenclature used in this work is explained. 

 

Greek Symbols 

 

α  Volume fraction 

β [deg] Deadrise angle 

δI  Iteration error 

δij  Kronecker delta 

δG  Grid error 

δSM  Modelling error 

δSN, δ*
SN  Simulation error, corrected 

δP  Other sources error 

δRE  Error evaluated by generalized RE method 

δTS  Time-step error 

∆ [kg] Displacement 

∇ [m
3
] Volume 

ɛij  Solution change 

ζ  Wave height value 

φ  General flow variable 

µ [kg/m s] Dynamic viscosity 

μt [m
2
/s] Turbulent viscosity 

ν [m
2
/s] Kinematic viscosity 

ρ [kg/m
3
] Density 

ξ  Normalized flow variable 

τ [deg] Dynamic trim 

τs [deg] Static trim 

ɷ [rad] Angular velocity 
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Roman symbols and dimensionless numbers  

 

BWL [m] Maximum waterline breadth 

CF  Frictional resistance coefficient: 

Ck  Correction factor 

CT  Total resistance coefficient: 

CV  Speed coefficient 

D  Experimental data 

E  Comparison error 

Fr, Fr∇  Froude Number, volumetric 

FS  Factor of safety  

H [m] Height of refinement of air-water interface 

H1 [m] Stern wake height 

I  Inertia moment tensor 

L [N] Hydrodinamic lift force 

L/B  Length – beam ratio 

LCB [m] Longitudinal position of center of buoyancy 

LCG [m] Longitudinal position of centre of gravity 

LCP [m] Longitudinal position of center of pressure 

LK [m] Wetted keel length 

L2  norms 

1 2

2

2
1

N

k

k

x x


 
  
 
  

LOA [m] Length overall 

LWL [m] Waterline length 

L/1/3
  length-displacement ratio 

m [kg] mass 

ng  Numbero of grids 

pk  Estimated order of accuracy 

pth  Theoretical order of accuracy 

k  Turbulent kinetic energy 

Re  Reynolds number 

rK  Costant refinement ratio 

RF [N] Frictional resistance 

Rx [N] Longitudinal component of the integral of the pressures 

Ry [N] Vertical component of the integral of the pressures 

Rt [N] Tangent plate component of the integral of the pressures 
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Rk  Convergence ratio 

RT [N] Total resistance 

RV [N] Viscous resistance 

U  Uncertainty 

USN, U
*

SN  Simulation uncertainty, corrected 

UD  Experimental data uncertainty 

UV, U*
V  Validation uncertainty, corrected 

UG  Grid uncertainty 

UI  Iteration uncertainty 

UTS  Time-step uncertainty 

UP  Other sources uncertainty 

V  Reynolds averaged flow velocity vector 

V [m/s] Hull speed 

q  Richardson extrapolation constant 

S  Simulation result 

SW [m
2
] Dynamic wetted surface 

SWS [m
2
] Static wetted surface 

SU  Maximum value for simulation result 

SL  Minimum value for simulation result 

T  Truth  

TH [m] Vertical towing point position 

TL [m] Longitudinal towing point position 

TAP [m] Draft at aft perpendicula 

TRe  Reynolds Stresses Tensor 

W [N] Weight force 

y+  Dimensionless wall distance 
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