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Preface

The energy system is an essential part of nowadays society. The concept of “energy system” commonly refers to the energy-supply chain as the whole system consisting of the energy conversion devices as well as storage units from the energy resources to the final user demands. In the 1900’s, energy has been commonly provided by large generation power plants operating in a central location and transmitted to consumers via transmission and distribution networks. In a typical centralized energy system, a large number of end-users is located within a large area.

A Distributed Energy System (DES) can be regarded as the opposite of a centralized energy system, where the term “distributed” illustrates how single energy conversion devices and storage units are integrated into the whole energy system. Therefore, a DES refers to an energy system, where energy is made available close to energy consumers, typically relying on a number of small-scale technologies. In recent years, developing DESs has attracted much interest, since these systems have been recognized as a sustainability-oriented alternative to conventional centralized energy systems. In general, sustainability means an equitable distribution of the limited resources and opportunities in the context of the economy, the society, and the environment, aiming at the well-being of everyone, now and in future, thereby guaranteeing that needs of future generations may be completely satisfied as happens today.

One of the main benefits of DESs is the possibility to integrate different energy resources, including renewable ones, as well as to recover waste heat from power generation plants for thermal purposes. This benefit allows to enhance sustainability of the energy supply through a more efficient use of the energy resources as well as a reduced environmental impact, as compared with conventional energy supply systems. Through an appropriate planning, DESs may exhibit even better performances than a single polygeneration system, such as Combined Cooling Heating and Power systems or conventional energy supply systems.

The optimal planning of DESs is not a trivial task, as integration of different types of energy resources and energy conversion devices as well as storage units may
increase the complexity of the system. Moreover, generally different stakeholders participate in DESs development and management. Hence, objectives can be defined from different perspectives, such as the developers and operators of DESs, or the civil society, ideally represented by the regulator. Some of the DESs planning objectives are naturally conflicting. Consequently, there is not a single planning solution, which can satisfy all the stakeholders. For instance, society interest in sustainable energy supply systems, and with low environmental impacts, might conflict with the economic interest of the developers and operators of DESs. A multi-objective approach helps to identify compromise solutions, which benefit all the stakeholders.

This thesis presents an original tool based on a mathematical programming approach, to attain the optimal operation planning of DESs through multi-objective criteria, by considering both short- and long-run priorities. Multi-objective optimization problems are formulated to find the optimized operation strategies of DESs in order to take into account short-run priorities characterized by the crucial economic factor, as well as long-run priorities in terms of sustainability. This latter is attained through exergy concepts as well as environmental impacts assessments.

*Keywords*: Distributed energy system, Multi-objective optimization, Mixed Integer Programming Problem, branch-and-cut, Surrogate Lagrangian Relaxation, energy costs, environmental impacts, exergy efficiency, exergy losses.

Marialaura Di Somma,
March 2016
Nomenclature

\( A \)  
area (m\(^2\))

\( \dot{B} \)  
biomass mass flow rate (kg/h)

\( B_{cin} \)  
carbon intensity of biomass (kg\(\text{CO}_2\)/kWh)

\( c \)  
scaling factor in objective functions

\( \dot{C} \)  
cooling rate (kW)

\( \text{COP} \)  
coefficient of performance

\( \text{Cost} \)  
total energy cost ($) - (€)

\( c_p \)  
specific heat (kJ/ (kg K))

\( d^k \)  
stepsize at iteration \( k \)

\( \text{DR} \)  
maximum ramp-down rate (kW)

\( \text{ex}_{\text{bio}} \)  
specific chemical exergy of biomass (kWh/kg)

\( \text{ex}_{\text{NG}} \)  
specific chemical exergy of natural gas (kWh/Nm\(^3\))

\( \dot{E} \)  
extergy rate (kW)

\( E_{cin} \)  
carbon intensity of power grid (kg\(\text{CO}_2\)/kWh)

\( E_{\text{Ex}} \)  
exergy (kJ)

\( \dot{Ex} \)  
extergy rate (kW)

\( \dot{Ex}_{\text{loss}} \)  
extergy loss rate (kW)

\( \dot{Ex}_{\text{loss},\text{conv}} \)  
total exergy loss at the energy conversion step (kJ)

\( f_i \)  
i\(^{th}\) objective function

\( F_{\text{obj}} \)  
objective function

\( F_q \)  
Carnot factor

\( \tilde{g} \)  
surrogate subgradient vectors

\( \dot{G} \)  
natural gas volumetric flow rate (Nm\(^3\)/h)

\( G(y) \)  
equality constraints in (2.1)

\( G_{cin} \)  
carbon intensity of natural gas (kg\(\text{CO}_2\)/kWh)

\( \dot{H} \)  
heat rate (kW)

\( H \)  
thermal energy (kWh)
\( H(y) \) inequality constraints in (2.1)
\( \dot{i}_t \) total solar irradiance (kW/m\(^2\))
\( L \) Lagrangian function
\( \tilde{L} \) surrogate dual value
\( LHV_{bio} \) lower heat value of biomass (kWh/kg)
\( LHV_{NG} \) lower heat value of gas (kWh/Nm\(^3\))
\( \dot{m} \) mass flow rate (kg/h)
\( m \) mass (kg)
\( P_{bio} \) biomass price ($/t)
\( P_{grid} \) electricity price (€/kWh) - ($/kWh)
\( P_{NG} \) natural gas price (€/Nm\(^3\)) - ($/Nm\(^3\))
\( q \) dual function
\( \dot{Q}_{PM,ex} \) heat rate made available by the exhaust gas (kW)
\( R \) generation level of the energy device (kW)
\( t \) time (h)
\( T \) temperature (K)
\( UR \) maximum ramp-up rate (kW)
\( x \) binary decision variable
\( y \) all the decision variables

**Greek symbols**

\( \Delta t \) length of the time interval (h)
\( \varepsilon \) vector of constraints in (2.4)
\( \varepsilon_{gen} \) exergy efficiency of electricity generation
\( \varsigma \) exergy factor
\( \eta \) efficiency
\( \lambda \) Lagrangian multipliers
\( \mu_{PM} \) percent heat loss rate of the prime mover
\( \xi \) prime mover exhaust gas fraction
\( \phi_{sto} \) storage loss fraction
\( \psi \) overall exergy efficiency
ω weight in the objective functions
Ω decision variables domain

**Superscript/Subscripts**

0 reference
abs absorption chiller
bio biomass
bioboil biomass boiler
boil boiler
BP bypass
build building
buy bought
CCHP combined cooling, heating and power
CHP combined heat and power
cold cold
coll collector
dem demand
DHW domestic hot water
di directly provided by natural gas
e electricity
ED energy device
ex exhaust gas
grid power grid
GT gas turbine
hex heat exchanger
HP heat pump
HR heat recovery
HRB heat recovery boiler
HTF heat transfer fluid
in input
k iteration
max maximum
min minimum
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG</td>
<td>natural gas</td>
</tr>
<tr>
<td>out</td>
<td>output</td>
</tr>
<tr>
<td>PM</td>
<td>prime mover</td>
</tr>
<tr>
<td>r</td>
<td>return</td>
</tr>
<tr>
<td>s</td>
<td>supply</td>
</tr>
<tr>
<td>SC</td>
<td>space cooling</td>
</tr>
<tr>
<td>SH</td>
<td>space heating</td>
</tr>
<tr>
<td>solar</td>
<td>solar energy</td>
</tr>
<tr>
<td>ST</td>
<td>solar thermal</td>
</tr>
<tr>
<td>sto</td>
<td>thermal storage</td>
</tr>
<tr>
<td>w</td>
<td>water</td>
</tr>
<tr>
<td>CCHP</td>
<td>combined cooling, heating and power</td>
</tr>
<tr>
<td>CHP</td>
<td>combined heat and power</td>
</tr>
<tr>
<td>DES</td>
<td>distributed energy system</td>
</tr>
<tr>
<td>DHW</td>
<td>domestic hot water</td>
</tr>
<tr>
<td>GHG</td>
<td>greenhouse gas</td>
</tr>
<tr>
<td>HTF</td>
<td>heat transfer fluid</td>
</tr>
<tr>
<td>MOLP</td>
<td>multi-objective linear programming</td>
</tr>
<tr>
<td>SC</td>
<td>space cooling</td>
</tr>
<tr>
<td>SH</td>
<td>space heating</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1. Motivation and Background

In recent years, depletion of fossil energy resources and global warming problems have prompted international awareness about sustainability of energy supply on a worldwide scale. In general, sustainability means an equitable distribution of the limited resources and opportunities in the context of the economy, the society, and the environment [1], aiming at the well-being of everyone, now and in future, thereby guaranteeing that needs of future generations may be completely satisfied as happens today. In the literature, a sustainable energy system has been commonly defined in terms of its energy efficiency, its reliability, and its environmental impacts [2].

In such context, Distributed Energy Systems (DESs) have been recognized as a sustainability-oriented alternative to conventional centralized energy systems [2 - 4]. A DES may consist of small-scale heat and power generation technologies including also renewable ones, and storage units, providing electric and thermal energy to end-users [2]. Figure 1.1 shows a representation of a centralized energy supply system as well as a real DES located at the University of Genova [5]. DESs with an appropriate planning, may exhibit even better performances than a single polygeneration system, such as Combined Cooling Heating and Power (CCHP) systems or conventional centralized energy supply systems. For instance, integration with renewable energy resources may lead to more environmental benefits and more efficient use of energy resources, thereby enhancing sustainability in the energy supply. However, as the penetration increases, many problems become obvious. In addition to the technical,
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Figure 1.1. Representation of a centralized energy system vs. a distributed energy system.

commercial, and safety issues due to the connection of the energy devices in the distribution networks, the use of renewable energy sources as well as cogeneration and trigeneration systems, usually adds more specific issues related to the actual method used. One of these issues is the unbalance between supply and demand sides. Generally, electrical and thermal demands change with time, whereas the supply of electricity and heat is stable in some situation for certain energy devices involved in the DES.

The operation planning of DESs is not a trivial task, as integration of different types of energy resources and energy conversion devices as well as storage units may increase the complexity of the system. Therefore, for a specific DES involving several energy devices and storage units, the operation planning should be optimized while satisfying the time-varying user demands. Much research has been reported on this topic, and most of which are focused on the optimal operation planning of a specific DES technology (Combined Heat and Power (CHP) system mainly) [6 - 14]. In the context of DESs including several energy devices and energy storage systems, most of the studies in the literature are focused on the operation optimization to reduce energy costs, which is essential in the short run [15, 16].

However, generally different stakeholders participate in DESs development and management. Hence, objectives can be defined from different perspectives, such as the developers and operators of DESs, or the civil society, ideally represented by the regulator. Some of the DESs planning objectives are naturally conflicting. Consequently, there is not a single planning solution, which can satisfy all the
stakeholders. For instance, society interest in sustainable energy supply systems, and with low environmental impacts, might conflict with the economic interest of the developers and operators of DESs. A multi-objective approach helps to identify compromise solutions, which benefit all the stakeholders.

According to the Annex 49 – ECBCS – Low Exergy Systems for High Performance Buildings and Communities [17], application of exergy principles in the context of building energy supply systems can achieve rational use of energy resources by taking into account the different energy quality levels of energy resources as well as those of building demands. The energy demand in buildings for heating and cooling purposes is responsible for more than one third of the final energy consumption in Europe and worldwide [17]. Commonly this energy is provided by different fossil fuel based systems through combustion, which cause greenhouse gas (GHG) emissions, and their reduction is one of the core challenges in fighting climate change. National and international agreements, such as the European 20-20-20-targets and the Kyoto protocol, limit the GHG emissions of industrialized countries for climate protection. While a lot has already been achieved, especially regarding the share of renewables in the electricity supply system, there are still large potentials in the heating and cooling sector for buildings.

Assessments of energy use in buildings are usually based on quantitative considerations based on the First Law of Thermodynamics [17]. Concerning the conservation of energy, the First Law, however, does not take into account the degradation of the energy quality that takes place when high-quality energy resources, such as electricity or fossil fuels, are used to satisfy low-quality thermal demands. Exergy, derived from the Second Law of Thermodynamics, is a measure of the energy quality. It is the maximum amount of work that can be obtained from an energy flow as it comes to the equilibrium with a reference environment [17 - 22], and can be viewed as the potential of a given energy amount. Unlike energy, exergy is not subjected to conservation (except for reversible processes). Rather, exergy is destroyed due to irreversibilities in any real process [23].

Exergy analysis was used for the performance evaluation of single energy systems, e.g., geothermal systems [24 – 26], cogeneration systems [27 – 30], renewable energy sources [31], and heat recovery steam generators [32], with the aim
to find the most rational use of energy. The performances of different options of energy supply systems to meet building demands were evaluated and compared in terms of exergy efficiencies in [33 – 35]. The concept of exergy was introduced to the building environment by Björk et al. [36], Kilkiş [37] and Molinari [38, 39]. In buildings, energy demands are characterized by different energy quality levels. Since the required temperatures for heating and cooling of indoor spaces are low, the exergy analysis shows that the quality of the energy necessary for air conditioning applications is also low (Carnot factor \( F_q \approx 7\% \)). The production of domestic hot water requires temperature slightly higher than those for air conditioning, and the quality of the energy needed to satisfy this demand is also higher (Carnot factor \( F_q \approx 15\% \)). For electrical appliances and lighting, the highest quality of energy is needed (Carnot factor \( F_q \approx 100\% \)).

Exergy analysis may promote the matching of the energy quality levels of supply and demand, by covering if possible low-quality thermal demands with low exergy sources, e.g., solar thermal or waste heat of power generation processes, and electricity demands with high exergy sources, as shown in Figure 1.2.

In this way, sustainability of energy supply is improved by a rational use of the energy resources, thereby reducing the fossil fuels consumption with the related GHG emissions. In detail, there are many advantages in applying exergy principles in the holistic assessment of building energy supply systems. First of all, the environment

![Energy supply vs. Energy demand](image)

Figure 1.2. Energy supply with sources at different energy quality levels for a typical building with uses at different energy quality levels.
benefits from the exergy principles. The total GHG emissions can be substantially reduced as a result of the reduced use of high-quality energy resources as electricity and fossil fuels to meet low-quality thermal demands. From an economic point of view, high price stability can be expected thanks to the use of locally available, renewable energy sources, or surplus heat from power generation processes. Moreover, a consequent advantage is a lower dependency on foreign fuel supplies. The above mentioned benefits mean long-run sustainability of energy supply, which is the greatest long-run planning objective of the civil society interested in a sustainable future.

As mentioned earlier, in the context of DESs, different energy resources, including renewable ones can be integrated, and low-temperature waste heat from power generation processes can be recovered for thermal purposes. In these applications, DESs, as the smallest units to match the quality levels of supply and demand, provide a unique opportunity to obtain the benefits of exergy analysis in order to improve sustainability of the energy supply.

1.2. Aims and originality

The aim of this thesis is to provide an original tool based on a mathematical programming approach, to attain the optimal operation planning of DESs through multi-objective criteria, by considering both short- and long-run priorities. Multi-objective optimization problems are formulated to find the optimized operation strategies of DESs in order to obtain a rational use of energy resources, while satisfying time-varying user demands. The rational use of energy resources is attained by considering both short- and long-run priorities. The short-run priority is characterized by the economic factor, based on the minimization of the energy costs. The long-run priority is characterized by sustainability of the energy supply. This latter is attained through exergy-based assessments, as well as environmental impact aspects.

The DESs under consideration involve several energy devices, such as Combined Cooling Heating and Power systems or Combined Heat and Power systems, natural gas and biomass boilers, heat pumps, solar thermal plants, which convert a set of
primary energy carriers to satisfy given time-varying user demands. To allow more efficient use of thermal energy, thermal energy storage systems are also included in the DESs configurations. Multi-objective optimization problems are formulated based on the detailed modeling of the energy devices and thermal storage systems, to attain the optimized operation strategies of the DESs, by considering both short- and long-run objectives. The mathematical models proposed aim at providing decision support to planners for selecting the operation strategies of a DES throughout the planning period, based on their short- and long-run priorities.

In order to consider the economic priority crucial in the short-run, and the environmental impacts, essential in the long-run, in the operation planning of DESs, a multi-objective linear programming problem is formulated to obtain the optimized operation strategies to reduce the energy costs and environmental impacts, while satisfying the given time-varying user demands. The economic objective is to minimize the total energy cost, whereas the environmental objective is to minimize the total CO\(_2\) emission. The Pareto frontier, involving the best possible trade-offs between the economic and environmental objectives is obtained by minimizing a weighted sum of the total energy cost and CO\(_2\) emission, by using branch-and-cut.

As mentioned earlier, exergy concepts in the context of DESs facilitate the integration of low temperature energy sources such as solar thermal, and waste heat of power generation processes to meet low-quality thermal demands in buildings. To demonstrate the effectiveness of the exergy analysis in the operation planning of DESs, an innovative exergy-based operation optimization of a DES is presented, through a multi-objective approach for not neglecting the energy costs. A multi-objective linear programming problem is formulated. The economic objective is to minimize the total energy cost. The exergetic objective is to maximize the overall exergy efficiency of the DES, defined as the ratio of the total exergy required to meet the given energy demands to the total primary exergy input to the system. The Pareto frontier, consisting of the best possible trade-offs between the energy costs, essential in the short run, and the overall exergy efficiency crucial in the long run, is obtained by minimizing a weighted sum of the total energy cost and primary exergy input, by using branch-and-cut. Moreover, the influence of the exergy analysis on CO\(_2\) emissions in the optimal operation planning of the DES is also addressed.
The exergy-based operation optimization of a DES is also presented by considering the whole energy-supply chain from energy resources to user demands, through the detailed analysis of the energy system components for conversion, storage, distribution and emission. Instead of considering the overall exergy efficiency, exergy losses are modeled for the system components at the energy conversion step. In order to consider the energy costs as well, a multi-objective optimization problem is formulated to find the optimized operation strategies to reduce the total energy cost and the total exergy loss occurring at the energy conversion step, which accounts for the largest part of the total exergy loss in the whole energy-supply chain. An innovative optimization method based on the Surrogate Lagrangian relaxation combined with branch-and-cut [40 - 42] is used as solution methodology to find the Pareto frontier, by minimizing a weighted sum of the total energy cost and the total exergy loss at the energy conversion step.

Based on the mathematical models proposed, the economic priority, crucial in the short-run, is never neglected, since the optimized operation of DESs allows to reduce the energy costs as compared to conventional energy supply systems. The long-run sustainability is also achieved, since lower environmental impacts as well as higher efficiency in the energy resource use are attained by the optimized operation of DESs, as compared with conventional energy supply systems.

This means to identify compromise solutions, which can satisfy all the stakeholders. On the one hand, there are the developers and operators of DESs, whose greatest interest is the economic factor, on the other hand, there is the civil society, ideally represented by the regulator, whose greatest interest is a sustainable future.

1.3. Organization of the thesis

After the present Introduction (Chapter 1) and before the Conclusions (Chapter 6), the thesis is articulated in the following chapters:

- In Chapter 2, a review on decision-making problems in the context of DESs is presented, focusing the attention on the multi-objective planning, as a new pathway oriented to a sustainable energy decision-making.
Introduction

- In Chapter 3, a multi-objective optimization problem is presented for the optimal operation planning of a DES, with the aim to find the optimized operation strategies to reduce both the energy cost and the environmental impacts in terms of CO₂ emission.

- In Chapter 4, the exergy analysis is involved in the optimal operation planning of a DES, through a multi-objective approach for not neglecting the energy costs. A multi-objective optimization problem is formulated to find the optimized operation strategies, which reduce the energy cost and increase the overall exergy efficiency. In addition, the influence of the exergy analysis on CO₂ emissions in the optimal operation planning of the DES is also analyzed.

- In Chapter 5, the exergy-based operation planning of a DES is presented through the energy-supply chain from energy resources to user demands. A multi-objective optimization problem is formulated to find the optimized operation strategies of the DES, which reduce the total energy cost and the total exergy loss occurring at the energy conversion step.

Chapters 3, 4 and 5 are based on research reported in papers [43 - 47].
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Chapter 2

Review on decision-making problems for planning of Distributed Energy Systems

2.1. Introduction

Energy systems play an essential role in the economic and social development of a country, and in the life quality of people [1, 2]. With the increasing of energy demand on a worldwide scale, depletion of fossil fuels, and growing environment protection awareness derived by the latest Climate Conference COP21, improving the efficiency of energy resource use has become one of the key challenges. The IEA’s World Energy Outlook 2013 [3] predicts that the global energy demand is projected to grow significantly over the next decades, especially in emerging economies. The global primary energy demand predicted in 2035 is shown in Figure 2.1.a), whereas the share of global energy consumption growth is shown in Figure 2.1.b). This scenario forecasts a significant growth in the global energy demand, especially in the context of emerging economies, which are expected to account for more than 90% of the global net energy demand growth by 2035 [3]. Figure 2.2 shows the global primary energy consumption by sources in the periods 1987-2011 and 2011-2035 [3]. Despite the use of renewables is expected to increase in the next decades, fossil fuels, such as natural gas and coal, are expected to continue supplying most of the energy used worldwide. The use of fossil fuels is dramatically related to greenhouse gas emissions. Climate scientists have observed that CO₂ concentrations in the atmosphere have been increasing significantly over the past century, compared...
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Figure 2.1. Representation of a) global primary energy demand predicted in 2035 (Mtoe) b) share of global energy consumption growth in the period 2012-2035 Elaborated by data from [3].

The 2014 concentration of CO$_2$ equal to 397 ppm was about 40% higher than in the mid-1800s, with an average growth of 2 ppm/year in the last ten years. The growing global energy demand from fossil fuels plays a key role in the upward trend of CO$_2$ emissions and the related global warming problems. Figure 2.3 shows the trend in global CO$_2$ emission from fossil fuel combustion from 1870 to 2013. It can be noted that since the Industrial Revolution, annual CO$_2$ emissions have dramatically increased from near zero to over 32 GtCO$_2$ in 2013.

Figure 2.2. Global primary energy consumption by source in the period 1987-2035 [3]
The building sector is responsible of more than one third of the global energy demand [5]. Moreover, it is responsible of 15% of the total direct energy-related CO$_2$ emissions from final energy consumers, but if indirect upstream emissions attributable to electricity and heat consumption are also taken into account, it is responsible of 26% of the global CO$_2$ emissions [6]. Figure 2.4 shows the global annual per capita final energy use in the building sector in 1990 and 2013 for the several regions in the world, highlighting the growth rate achieved in two decades [6]. The global building energy use may double to triple by mid-century, due to several key trends, such as the migration to cities, the increasing levels of wealth, the growing number of appliances and equipment used. All these factors will contribute to increase significantly the energy demand in the building sector in the next decades. This means that buildings are collectively a major contributor to the above mentioned energy related problems. Based on this background, energy conservation in the building sector has attracted much interest in the last decades. Usually, the energy-saving activities in the building sector have been focused on the improvement of building energy performance, by increasing the energy efficiency in the building stock.

However, besides the reduction of energy consumption in the demand side, it is
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Figure 2.4. Global annual per capita final energy use of building sector in 1990 and 2013. Elaborated by data from [6].

essential to achieve energy conservation in the supply side [7]. Several new government policies have been adopted to encourage the introduction of energy efficiency measures and technical changes, as well as the use of renewable energy sources in the context of building energy supply, with the aim to increase its sustainability [8 - 10]. In such context, interest in developing Distributed Energy Systems (DESs) has been intensifying, since they have been recognized as a sustainability-oriented alternative to conventional energy supply systems [11 - 14]. A DES refers to an energy system where energy is made available close to energy consumers, typically relying on a number of small-scale heat and power technologies [11]. One of the main benefits of DESs is the possibility to integrate different energy resources, including renewable ones, as well as to recover waste heat from power
generation plants for thermal purposes [12 - 14]. This benefit allows to enhance sustainability of the energy supply through a more efficient use of the energy resources as well as a reduced environmental impact as compared with conventional energy supply systems. However, there are many barriers to the spread of these systems. One of which is the lack of a plan and evaluation method for the final decision-making about system selection, taking into account the optimal design and operation planning. Earlier on, building energy supply systems have been selected mainly on the cost-benefit analysis. With the increase of the energy-related problems, the single criteria decision framework has appeared no longer sufficient. This is because it is necessary to take into account several sustainability-related aspects. In the sustainability assessment of energy supply systems, the set of priorities include functional requirements, costs, possibilities and risks. Thus, the evaluation of complex systems depends on a number of parameters, such as economic, technological, environmental, etc. In order to deal with such a difficult problem, a multi-objective approach is usually employed. As one of the major parts of the decision-making process, it provides a flexible idea, which is able to handle and bring together a wide range of variables appraised in different ways, thereby offering valid assistance to decision makers.

In this chapter, a comprehensive review on decision-making problems for planning of DESs is presented. Firstly, the key concepts of optimization problems in the context of DESs, and of single- and multi-objective optimization approaches are presented in Section 2.2. A literature review on the main current research on the optimal planning of DESs is discussed in Section 2.3, whereas Section 2.4 focuses on the prospects of the spread of DESs.

2.2. Decision-making problems for planning of Distributed Energy Systems

As a complex decision-making problem, the optimal planning of DESs is challenging, due to the integration of multiple energy devices and energy storage systems, which convert and store a set of energy carriers with complicated interactions among them to satisfy the user demands. Figure 2.5 shows the typical configuration of a DES, where several energy devices convert a set of input energy sources, including renewable ones, to satisfy the buildings demands [15]. The optimal
planning of DESs refers to the structured process of optimizing the design in terms of types and sizes of the technologies involved and/or their location in order to achieve one or more objectives, subjected to a set of constraints. Besides the optimal design, the optimal planning of DESs may also refer to the structured process of optimizing the operation strategies of the technologies involved, in order to achieve one or more objectives, subjected to a set of constraints.

In the following, the key concepts of optimization problems are presented in Subsection 2.2.1. The single- and multi-objective optimization approaches for the optimal planning of DESs are presented in Subsection 2.2.2.

2.2.1. Key concepts of optimization problems for planning of Distributed Energy Systems

A general representation of the optimization problem for the planning of DESs can be formally expressed as [16]:

\[
\begin{align*}
\min F_{obj}(y) &= \min ([f_1(y), f_2(y), \ldots, f_m(y)]) \\
\text{s.t.} & \\
y & \in \Omega \\
G(y) &= 0 \\
H(y) &\leq 0
\end{align*}
\]
where $f_i$ is the $i^{th}$ objective function; $m$ is the number of objective functions; $y$ is the decision variables vector (e.g., sizes, generation levels of technologies, etc.); $\Omega$ is the decision variables domain; $G(y)$ are the equality constraints (e.g., energy balances to satisfy the user demands); $H(y)$ are the inequality constraints (e.g., capacity constraints of energy devices and energy storage).

In general, these optimization problems are mixed-integer programming problems, which may contain both integer and continuous variables. When integer variables are restricted to the values 0 and 1, they are referred to as binary decision variables, and can be used to model yes/no decisions, such as the involvement or not of a certain technology in the DES. On the other hand, continuous decision variables may assume any value between the lower and upper bounds, and can be used, for instance, to model the generation level of a certain technology, once fixed its capacity constraint.

Moreover, these programming problems can be linear or nonlinear. A linear programming problem is characterized by objective functions which are linear in the decision variables, as well as by constraints which are linear equalities or linear inequalities in the decision variables [17]. Mixed-integer linear programming problems are usually difficult to solve because a set of decision variables are restricted to integer values. Branch-and-cut is the most common method used to solve mixed-integer linear optimization problems. In the method, all integrality requirements on variables are first relaxed, and the relaxed problem can be efficiently solved by using a linear programming method. If the values of all integer decision variables turn out to be integers, the solution of the relaxed problem is optimal to the original problem. If not, the convex hull (the smallest convex set that contains all feasible integer solutions in the Euclidean space) is needed since once it is obtained, all integer decision variables of the linear programming solution are integers and optimal to the original problem. The process of obtaining the convex hull, however, is problem dependent, and can itself be NP hard (nondeterministic polynomial-time hard). Valid cuts that do not cut off any feasible integer solutions are added, trying to obtain the convex hull first. If the convex hull cannot be obtained, low-efficient branching operations may then be needed on the variables whose values in the optimal relaxed solution violate their integrality requirements. The objective value of
the current optimal relaxed solution is a lower bound, and can be used to quantify the quality of a feasible solution.

A nonlinear programming problem includes at least one nonlinear function in the decision variables, which could be the objective function or some or all the constraints. Nonlinear mixed-integer programming problems combine the difficulties of solving combinatorial problems with the complexity of nonlinear (and non-convex) objectives and constraints [18]. Usually, the complexity of this optimization task is dealt by using two different approaches. The first is to apply simplifying assumptions to the problem formulation, such as linearization of the objective function and/or the constraints. In this way, it is possible to solve the optimization problem by using traditional mathematical programming methods, for which powerful programming methods are available (e.g., Linear Programming). The second approach is based on the use of heuristic optimization techniques, such as Evolutionary Algorithms. There are three main groups of Evolutionary Algorithms: Genetic Algorithms (GA), Evolutionary Strategies (ES) and Evolutionary Programming (EP). These algorithms are based on stochastic search by using groups of potential solutions. The best performing solutions are iteratively chosen, and combined (GA) or modified (ES, EP) to find better solutions, until a stopping criterion is met.

2.2.2. Single- and Multi-objective planning of Distributed Energy Systems

In the context of the optimal planning of DESs, a single-objective approach is often practical from the point of view of developers and operators of DESs, whose greatest interest is the economic factor. The developer of a DES can obtain information about the most promising configuration, in terms of types and sizes of the technologies, and/or their location, to minimize the total cost, in terms of investment, operation and maintenance and energy costs. On the other hand, once fixed the DES configuration, the operator of the DES can obtain information about the operation strategies to minimize the total energy costs.

However, generally different stakeholders participate in DESs development and management. Hence, objective planning can be formulated from different perspectives, such as developers and operator of DESs, or the civil society, ideally represented by the regulator [16]. Some of the DESs planning objectives are naturally
conflicting. For instance, society interest in sustainable energy supply systems, and with low environmental impacts, might conflict with the economic interest of the developers and operators of DESs. Consequently, there is not a single planning solution, which can satisfy all the stakeholders. A multi-objective approach helps to identify compromise solutions, which benefit all the stakeholders. Moreover, multi-objective approaches applied to the optimal planning of DESs can provide valuable information about the correlation between the benefits and impacts of DES integration, thereby supporting the decision-making process [19]. From a high-level perspective, a multi-objective analysis of DESs integration can help to promote incentives and policies to encourage the DESs development, which ensure benefits and minimize the related negative impacts.

In the following, the key concepts of multi-objective optimization are discussed, and the main types of multi-objective optimization methods are introduced.

When an optimization problem has a single objective function, the definition of “best solution” is one-dimensional, and there is only a single best solution, or none, if any. Conversely, a multi-objective optimization problem does not have a single optimal solution, but a set of optimal solutions. In this case, the multidimensional concept of dominance is used to determine if one solution is better than other solutions. A solution \( a \) is said to dominate a solution \( b \) if the following two conditions are true [20]:

- \( a \) is no worse than \( b \) in all objectives;
- \( a \) is better than \( b \) in at least one objective.

In this case, \( b \) is said to be dominated by \( a \), or alternatively, \( a \) is said to be non-dominated by \( b \). A dominated solution is also said to be sub-optimal. The solution of the multi-objective optimization problem is characterized by the set of non-dominated solutions, known as Pareto set. In terms of their objective functions, the Pareto set is referred as to the Pareto frontier, whose graphics for three dimensions is a surface, whereas when only two objectives are involved, it degenerates to a trade-off curve, consisting of the range of optimal choices available for planners. A solution belongs to the Pareto frontier, if no improvement is possible in one objective, without losing in any other objective. An example of Pareto frontier with the key concepts mentioned above is shown in Figure 2.6. The general flow-chart of the multi-
objective optimization process is shown in Figure 2.7. The information contained in the Pareto frontier elucidates compromise solutions between the stakeholders, or trade-offs between incommensurable objectives. As a result, the decision-making process takes place after the multi-objective optimization. Initially, several solutions of the Pareto frontier are found, and the preference is expressed afterwards.

Figure 2.6. Example of a Pareto frontier for a multi-objective optimization problem with two objective functions [16].

Figure 2.7. General flow-chart of the multi-objective optimization process
Normally, multi-objective optimization problems have a large number of solutions involved in the Pareto frontier. Since finding all the solutions belonging to the Pareto frontier is practically impossible, a subset of the Pareto optimal solutions is usually looked for. Therefore, the multi-objective optimization process is the process of finding as many solutions of the Pareto frontier as possible. Solving a multi-objective optimization problem involves the following three satisfying requirements [20, 21]:

- Accuracy: the set of solutions found has to be as close as possible to the real Pareto frontier;
- Diversity: the set of solutions found has to be as diverse as possible;
- Spread: the set of solutions found has to capture the entire spectrum of the real Pareto frontier.

These requirements are exemplified in Figure 2.8. The first case (Case 1) is able to obtain accurate solutions and to capture the extent of the two objectives. However, the set of solutions found is not diverse. In the second case (Case 2), a diverse set of well-spread solutions is attained, although solutions are not accurate. In the third case (Case 3), the solutions found are accurate and diverse. However, the extreme edges of the Pareto frontier are not explored. The fourth case (Case 4) illustrates the solutions found by an ideal algorithm.

There are several methods to find the Pareto frontier for a multi-objective optimization problem. These methods are divided into two main groups. The first group converts the multi-objective optimization problem into a single-objective optimization problem. Two of the most common methods of this type are the weighted-sum method and the ε-constrained method. The key idea of the weighted-sum method is to change the multi-objective functions into a single-objective function:

$$
\min_{y} F_{\text{obj}}(y) = \sum_{i=1}^{m} \omega_i f_i(y)
$$

(2.2)

where the weights \( \omega_i \) indicate the relative importance of each objective function \( f_i \). The weight values are assigned so that the summation of weights is equal to 1:
The Pareto frontier can be found by varying the weight in the interval $0 - 1$. Generally, objective functions do not have the same order of magnitude, and a normalization is required. This method is simple and easy to implement, and it has been demonstrated that it allows to find all solutions belonging to the Pareto frontier in convex problems [20]. However, this method is not appropriate when a large number of objective functions is involved [22].

The key idea of the $\varepsilon$-constrained method is to keep a single-objective function, $f_\mu$, and to express the other objective functions as inequality constraints. The vector of constraints $\varepsilon$ defines upper bounds for these objectives, i.e.,

$$
\min f_\mu(y)
\text{ s.t. } \varepsilon
$$

$$
\sum_{i=1}^{m} \omega_i = 1
$$

(2.3)
\[ f_{j}(y) \leq \epsilon \quad \text{with} \quad j = 1,2,\ldots,m \quad \text{and} \quad j \neq \mu \]

The value of the constrained vector represents the trade-off between the objective functions. To obtain a good solution for \( f_{\mu}(y) \), relaxation of the constraints for the rest of the objective functions is required. The Pareto frontier can be found by changing the \( \epsilon \)-constrained vector. As for the weighted-sum method, also this method is not appropriate when a large number of objective functions is involved [22].

The second group of multi-objective optimization methods is based on Evolutionary Algorithms [22], which handle sets of possible solutions simultaneously, and, as a result, permit to identify several solutions of the Pareto frontier at once. These methods also have been recognized as an efficient way to solve multi-objective optimization problems.

2.3. Literature review on the optimal planning of Distributed Energy Systems

In the latest years, interest has been intensifying in the development of DESs. Much research has been reported on the optimal planning of DESs, most of which are focused on a specific DES technology, such as Combined Heat and Power (CHP) [23 - 30], or Combined Cooling Heating and Power (CCHP) systems [31 - 38]. However, developing DESs by integrating fossil energy resources with renewable ones is attracting much interest as a new way to attain energy sustainable development worldwide [39]. Several works in literature deal with the optimal planning of DESs, where multiple energy devices convert a set of input energy sources, including renewable ones, to satisfy the user demands, also including energy storage systems. Among them, the integrated optimization of energy devices and energy processes of a small eco-community was carried out in Yan et al. [40] to reduce the total daily energy cost. The solution methodology used was branch-and-cut. A mixed-integer optimization model for the optimal operation planning of multiple energy devices connected to a low energy building was developed in Guan et al. [41] to minimize the overall costs of electricity and natural gas. The problem was also solved by branch-and-cut. A generic energy systems engineering framework toward the optimal design of DESs was presented by Zhou et al [42], with the aim to obtain the optimal combination of technologies to satisfy the given energy user
demands. A mixed-integer linear programming problem was formulated, and the objective function was formulated as the total annual cost to minimize. A mixed-integer linear programming problem was also formulated by Mehleri et al [43], for the optimal design planning of a DES to minimize the total annual cost.

Beyond minimizing costs only, several works addressing the optimal planning of DESs, by using a multi-objective approach, have been found in [44 - 48]. A multi-objective optimization model was developed in Ren et al [49], to analyze the optimal operation strategies of a DES, while combining minimization of energy costs and environmental impacts. The optimization problem was solved by using the compromise programming method. A multi-objective optimization model for the optimal planning of DESs was presented in Buoro et al [50], with the aim to find the optimal structure of the system, as well as the optimal operation strategies, by taking into account minimization of the total annual cost and environmental impacts. The problem was solved by using the compromise programming method. In all the works mentioned above, the multi-objective approach was found to be a powerful tool to increase sustainability of energy supply as compared to conventional energy supply systems.

2.4. Prospects of the spread of Distributed Energy Systems

As discussed in Section 2.1, fossil fuels supply most of the energy to meet the global energy demand, and this scenario is expected to not vary significantly based on the current world energy policies. A change in the energy supply structure is essential to increase the proportion in the usage of other clean energy resources, thereby increasing sustainability of the energy supply. Based on the current research on DESs, these systems may be a powerful instrument to change the energy supply structure, offering a new sustainability-oriented pathway, because of the promising benefits in energetic, economic and environmental aspects. Beyond the research in such context, in the recent years, several policies and specifications have been set up to accelerate the development of DESs, not only in developed countries, but also in emerging economies as China [15]. Interest in developing DESs is also growing, due to the urgent need to improve the power supply security, and reliability. Based on these assessments, DESs will have vast prospects, and the application of DESs will
have an upward tendency worldwide, as also demonstrated by the multiple demonstration projects in most of developed countries and beyond. A fully developed financial incentive system as well as specific technical guidelines and enforcement rules should be set up as a driving force to prompt the market growth of DESs. Through the support of policy instruments, DESs could realize the sustainable development in energy field, becoming the mainstream of future energy supply.
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Chapter 3

Multi-objective operation planning of a Distributed Energy System through cost and environmental impact assessments

3.1. Introduction

In this chapter, an original tool based on a mathematical programming approach is presented to attain the optimal operation planning of a DES through cost and environmental impact assessments. The DES under consideration involves multiple energy conversion devices as well as thermal storage systems, which provide electricity, heat and cooling to end-users. A Multi-Objective Linear Programming (MOLP) problem is formulated based on the detailed modeling of the energy devices and thermal storage systems, to find the optimized operation strategies, which allow to reduce the energy cost, and the environmental impacts in terms of CO₂ emissions, while satisfying the given time-varying user demands. The economic objective is formulated as the total energy cost to be minimized, whereas the environmental objective is formulated as the total CO₂ emission to be minimized. The Pareto frontier, involving the best possible trade-offs between the economic objective, essential in the short-run, and the environmental objective, crucial in the long-run, is obtained by minimizing a weighted sum of the total energy cost and CO₂ emission, by using branch-and-cut. The proposed tool allows to provide decision support to
planners for selecting the operations strategies of the DES, based on their short- and long-run priorities.

As an illustrative example, a large-scale utility customer (a large hotel located in Italy) is considered as end-user. The model is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.5. Results of numerical testing show that the optimized operation strategies of the DES allow to reduce significantly energy costs and environmental impacts, as compared with conventional energy supply systems. In addition, a sensitivity analysis is carried out to analyze the effects of variations in the configuration of the DES on energy costs and environmental impacts.

In the following, the modeling of the DES including the detailed modeling of the energy devices and thermal storage is presented in Section 3.2. The economic and environmental objectives as well as the multi-objective optimization method are presented in Section 3.3. Results of the numerical testing, including results of the sensitivity analysis are presented in Section 3.4.

3.2. Problem formulation

The DES under consideration consists of energy conversion devices, thermal storage systems, and different types of end-user demands (electricity, domestic hot water, space heating and space cooling), interconnected via different energy carriers. The energy devices are chosen among the most commonly used in practical DESs. Figure 3.1 shows the scheme of the DES with the possible routes of energy carriers from energy resources via primary and secondary energy devices, and thermal energy storage systems to meet the user demands. Primary energy devices convert a set of primary input energy carriers into electricity and heat. Secondary energy devices convert electricity and heat for heating and cooling purposes. To allow more efficient use of thermal energy, thermal energy storage systems are also included in the DES configuration.

The detailed modeling of energy devices and thermal storage, and the energy balances are presented in Subsections 3.2.1. The economic and environmental objectives, as well as the multi-objective optimization method are discussed in Subsection 3.2.2.
3.2.1. Modeling of energy devices and thermal storage

In this Subsection, the modeling of the CCHP system, solar thermal plant, reversible heat pump, and thermal energy storage is presented. It is assumed that the energy devices involved in the DES have constant efficiencies, although these latter actually depend on partial loads. The constant-efficiency assumption for energy devices is systematically used in the scientific literature for design and operation optimization problems of large-scale DESs, to maintain the problem linearity [1 - 6].

The common constraint for the prime mover in the CCHP, the solar thermal plant, heat recovery boilers, and heat pumps is the capacity constraint, described as follows.

If the energy device, $ED$, is in use, (the on/off binary decision variable, $x_{ED}(t)$ is equal to 1), its generation level, $R_{ED}(t)$ (a continuous decision variable), has to be within the minimum value, $R^{\text{min}}_{ED}$, and the capacity, $R^{\text{max}}_{ED}$:

$$x_{ED}(t)R^{\text{min}}_{ED} \leq R_{ED}(t) \leq x_{ED}(t)R^{\text{max}}_{ED}$$  \hspace{1cm} (3.1)

Additional constraints of each energy device are presented in the following.

3.2.1.1 Modeling of Combined Cooling Heating and Power

The CCHP system consists of a prime mover (e.g., internal combustion engine, gas turbine) to meet the electricity demand; two heat recovery boilers, using high-

Figure 3.1. Scheme of the DES for the optimization problem
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temperature exhaust gas to satisfy the demands of space heating and domestic hot water; and an absorption chiller, using also high-temperature exhaust gas to satisfy the space cooling demand [7]. The layout of the CCHP system is sketched inside the bold lines in Figure 3.1. Heating and cooling can be also directly provided by supplementary burning of natural gas in the boilers, and the absorption chiller, respectively. Constraints considered for the CCHP system are presented below.

The CCHP ramp rate constraints limit the variations in the power generation between two successive time steps to be within the ramp-down, $DR_{CCHP}$, and ramp-up, $UR_{CCHP}$, [8]:

$$ -DR_{CCHP} \leq \dot{E}_{CCHP}(t) - \dot{E}_{CCHP}(t - \Delta t) \leq UR_{CCHP} $$ \hspace{1cm} (3.2)

where $\dot{E}_{CCHP}(t)$ and $\dot{E}_{CCHP}(t - \Delta t)$ are the energy generation levels at time $t$ and $(t - \Delta t)$, respectively. The ramp-down rate, $DR_{CCHP}$, and ramp-up rate, $UR_{CCHP}$, are assumed to be the same [9, 10].

The volumetric flow rate of natural gas, $\dot{G}_{PM}(t)$, required by the prime mover to provide the electricity rate, $\dot{E}_{CCHP}(t)$, is:

$$ \dot{G}_{PM}(t) = \dot{E}_{CCHP}(t) / \left(\eta_{e,PM} LHV_{NG}\right) $$ \hspace{1cm} (3.3)

where $\eta_{e,PM}$ is the electric efficiency of the prime mover, that represents how much electricity can be obtained by the combustion of the unit volumetric flow rate of natural gas in the prime mover, and $LHV_{NG}$ is the lower heat value of natural gas.

The heat rate made available by the exhaust gas recovered from the prime mover, $\dot{Q}_{PM,ex}(t)$, is:

$$ \dot{Q}_{PM,ex}(t) = \dot{E}_{CCHP}(t) \left(1 - \eta_{e,PM} - \mu_{PM}\right) / \eta_{e,PM} $$ \hspace{1cm} (3.4)

where $\mu_{PM}$ is the percent heat loss of the prime mover which cannot be recovered.

The exhaust gas can be subdivided among the heat recovery boilers and the absorption chiller to supply heating for domestic hot water and space heating demands, as well as cooling for space cooling demand, respectively. The heat rate
delivered by the exhaust gas to the heat recovery boiler for the domestic hot water demand, \( \dot{H}_{\text{ex}}^{\text{DHW}} (t) \), is:

\[
\dot{H}_{\text{ex}}^{\text{DHW}} (t) = \dot{Q}_{\text{PM,ex}} (t) \xi_{\text{DHW}} (t) \eta_{\text{HR,boil}}
\]  

(3.5)

where \( \eta_{\text{HR,boil}} \) is the waste heat recovery efficiency of the boiler, and the continuous decision variable \( \xi_{\text{DHW}}(t) \) is the percentage of exhaust gas supplied to the heat recovery boiler for the domestic hot water demand.

Heating can be also directly provided by supplementary burning of natural gas in the boiler. The volumetric flow rate of natural gas, \( \dot{G}_{\text{boil}}^{\text{DHW}} (t) \), required by the boiler to directly provide the heat rate \( \dot{H}_{\text{di}}^{\text{DHW}} (t) \) is:

\[
\dot{G}_{\text{boil}}^{\text{DHW}} (t) = \dot{Q}_{\text{DHW}}^{\text{DHW}} (t) \left( \frac{1}{\eta_{\text{boil}}} \frac{\text{LHV}_{\text{gas}}}{\text{LHV}} \right)
\]  

(3.6)

where \( \eta_{\text{boil}} \) is the combustion efficiency of the boiler.

Therefore, the total generation level of the heat recovery boiler for the domestic hot water demand, \( \dot{H}_{\text{CCHP}}^{\text{DHW}} (t) \), is formulated as the sum of the heat rate obtained by exhaust gas, \( \dot{H}_{\text{ex}}^{\text{DHW}} (t) \), and the heat rate directly provided by the supplementary burning of natural gas in the boiler, \( \dot{H}_{\text{di}}^{\text{DHW}} (t) \):

\[
\dot{H}_{\text{CCHP}}^{\text{DHW}} (t) = \dot{H}_{\text{ex}}^{\text{DHW}} (t) + \dot{H}_{\text{di}}^{\text{DHW}} (t)
\]  

(3.7)

Modeling of heating by the CCHP system for the space heating demand is similar to that described above.

The cooling rate delivered by the exhaust gas to the absorption chiller, \( \dot{C}_{\text{ex}} (t) \), is:

\[
\dot{C}_{\text{ex}} (t) = \dot{Q}_{\text{PM,ex}} (t) \xi_{\text{SC}} (t) \eta_{\text{HR,abs}} \text{COP}_{\text{abs}}
\]  

(3.8)

where \( \eta_{\text{HR,abs}} \) is the waste heat recovery efficiency of the absorption chiller, and \( \text{COP}_{\text{abs}} \) is its coefficient of performance. The continuous decision variable \( \xi_{\text{SC}} (t) \) is the percentage of exhaust gas supplied to the absorption chiller.
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As for the domestic hot water and space heating demands, cooling can be also directly provided by supplementary burning of natural gas in the absorption chiller. The volumetric flow rate of natural gas, \( \dot{G}_{\text{abs}}(t) \), required by the absorption chiller to directly provide the cooling rate \( \dot{C}_{\text{di}}(t) \) is:

\[
\dot{G}_{\text{abs}}(t) = \dot{C}_{\text{di}}(t) / \left(COP_{\text{abs}} \eta_{\text{abs}} LHV_{\text{gas}}\right)
\]  

(3.9)

where \( \eta_{\text{abs}} \) is the efficiency of the absorption chiller combustor. Therefore, the total generation level of the absorption chiller, \( \dot{C}_{\text{CCHP}}(t) \), is formulated as the sum of the cooling rate obtained by exhaust gas, \( \dot{C}_{\text{ex}}(t) \), and the cooling rate directly provided by supplementary burning of natural gas in the absorption chiller, \( \dot{C}_{\text{di}}(t) \):

\[
\dot{C}_{\text{CCHP}}(t) = \dot{C}_{\text{ex}}(t) + \dot{C}_{\text{di}}(t)
\]

(3.10)

The sum of gas turbine exhaust fractions for domestic hot water, \( \xi_{\text{DHW}}(t) \), for space heating, \( \xi_{\text{SH}}(t) \), in heat recovery boilers, and for space cooling, \( \xi_{\text{SC}}(t) \), in the absorption chiller, has to be one:

\[
\xi_{\text{DHW}}(t) + \xi_{\text{SH}}(t) + \xi_{\text{SC}}(t) = 1
\]

(3.11)

The overall volumetric flow rate of natural gas consumed by the CCHP system, \( \dot{G}_{\text{CCHP}}(t) \), is:

\[
\dot{G}_{\text{CCHP}}(t) = \dot{G}_{\text{PM}}(t) + \dot{G}^\text{DHW}(t) + \dot{G}^\text{SH}(t) + \dot{G}_{\text{abs}}(t)
\]

(3.12)

where \( \dot{G}^\text{SH}(t) \) is the volumetric flow rate of natural gas required by the boiler to directly provide heating for the space heating demand.

3.2.1.2 Modeling of the solar thermal plant

The solar thermal plant is used to meet the domestic hot water demand. The heat rate provided by the solar plant, \( \dot{H}_{\text{ST}}(t) \), depends on the collector area, \( A_{\text{coll}} \), the thermal efficiency, \( \eta_{\text{coll}} \), and the total solar irradiance, \( \dot{I}(t) \), and it is expressed as [5]:

\[
\dot{H}_{\text{ST}}(t) = \eta_{\text{coll}} A_{\text{coll}} \dot{I}(t)
\]
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\[ \dot{H}_{ST}(t) = \eta_{coll} A_{coll} \dot{I}(t) \]  

(3.13)

where the collector area is assumed to be known, since the optimal design of the DES is not the aim of this study.

3.2.1.3 **Modeling of the reversible heat pump**

A reversible heat pump is used to meet the space heating and cooling demands in the heating and cooling modes, respectively. In the heating mode, the electricity consumption of the heat pump, \( \dot{E}_{HP}(t) \), to provide the heat rate, \( \dot{H}_{HP}(t) \), is given by:

\[ \dot{E}_{HP}(t) = \dot{H}_{HP}(t) / COP_{HP} \]  

(3.14)

where \( COP_{HP} \) is the coefficient of performance of the heat pump in the heating mode. Modeling of cooling mode is similar to that described above.

3.2.1.4 **Modeling of thermal energy storage**

The energy stored in the domestic hot water tank at the time \( t \), \( H_{sto}(t) \), depends on the non-dissipated energy stored at the previous time step \((t - \Delta t)\); the heat rate input to the storage, \( \dot{H}^{in}_{sto}(t) \) (a continuous decision variable); and the heat rate released by the storage, \( \dot{H}^{out}_{sto}(t) \) (a continuous decision variable). It can be expressed as follows [11]:

\[ H_{sto}(t) = H_{sto}(t - \Delta t)(1 - \phi_{sto}(\Delta t)) + (\dot{H}^{in}_{sto}(t) - \dot{H}^{out}_{sto}(t))\Delta t \]  

(3.15)

where the loss fraction \( \phi_{sto}(\Delta t) \) accounts for the heat losses through the tank walls during the time interval, \( \Delta t \). Modeling of thermal storage systems for space heating and cooling is similar to that described above.

3.2.2. **Energy balances**

In order to satisfy the given time-varying user demands, electricity and thermal energy balances are formulated by matching supply and demand.
3.2.2.1 Electricity balance

The electricity rate demand, $\dot{E}_{dem}(t)$, and the electricity rate required by the heat pump, $\dot{E}_{HP}(t)$, must be covered by the sum of the electricity rate provided by the CCHP system, $\dot{E}_{CCHP}(t)$, and the electricity rate bought from the grid (a continuous decision variable), $\dot{E}_{buy}(t)$:

$$\dot{E}_{dem}(t) + \dot{E}_{HP}(t) = \dot{E}_{CCHP}(t) + \dot{E}_{buy}(t)$$  \hspace{1cm} (3.16)

3.2.2.2 Domestic hot water energy balance

The heat rate demand for domestic hot water, $\dot{H}_{DHW}^{dem}(t)$, must be satisfied by the sum of the heat rate provided by the CCHP system, $\dot{H}_{DHW}^{CCHP}(t)$, which is the sum of the heat rate provided by the exhaust gas and the heat rate directly provided by the supplementary burning of natural gas in the boiler; the heat rate provided by the solar thermal plant, $\dot{H}_{ST}(t)$; and the heat rate provided by the thermal storage, $\dot{H}_{sto}^{out}(t) - \dot{H}_{sto}^{in}(t)$:

$$\dot{H}_{DHW}^{dem}(t) = \dot{H}_{DHW}^{CCHP}(t) + \dot{H}_{ST}(t) + \dot{H}_{sto}^{out}(t) - \dot{H}_{sto}^{in}(t)$$  \hspace{1cm} (3.17)

The space heating and cooling energy balances can be expressed in a similar way.

3.3. Multi-objective optimization: energy costs and environmental impacts

In order to consider the economic priority, crucial in the short-run, and the environmental impacts, essential in the long-run, two objectives, i.e., economic and environmental, are involved in the optimization problem, as presented in Subsection 3.3.1. The multi-objective optimization method is discussed in Subsection 3.3.2.

3.3.1 Economic and environmental objectives

The economic objective is to minimize the total energy cost, $Cost$, which is the sum of two terms: cost of buying electricity from the power grid, and cost of natural gas, as follows:
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\[ \text{Cost} = \sum_{t} \left( P_{\text{grid}}(t) \dot{E}_{\text{buy}}(t) + P_{\text{NG}} \dot{G}_{\text{buy}}(t) \right) \Delta t \]  

(3.18)

where \( P_{\text{grid}}(t) \) is the time-of-day unit price of electricity from the power grid at time \( t \), \( P_{\text{NG}} \) is the constant unit price of natural gas, and \( \Delta t \) is the length of the time interval.

In Eq. (3.15), the volumetric flow rate of natural gas bought, \( \dot{G}_{\text{buy}}(t) \), corresponds to the total energy consumption requirement of the CCHP system, \( \dot{G}_{\text{CCHP}}(t) \).

The environmental objective is to minimize the environmental impact, \( \text{Env} \), in terms of CO\(_2\) emission from the power grid and the consumed fuels. The CO\(_2\) emission due to the use of electricity from the power grid is evaluated by multiplying the carbon intensity of the power grid, \( E_{\text{cin}} \), and the total amount of electricity taken from the power grid, \( \dot{E}_{\text{buy}}(t) \). The carbon intensity of the power grid that the DES is connected to, is the amount of CO\(_2\) emission per unity of electricity generated, which depends on the fuel mix. The CO\(_2\) emission due to the natural gas consumption is evaluated by multiplying the carbon intensity of the fuel, \( G_{\text{cin}} \), and the total amount of fuel consumed by the CCHP, \( \dot{G}_{\text{CCHP}}(t) \), which corresponds to the volumetric flow rate of natural gas bought, \( \dot{G}_{\text{buy}}(t) \) [12]. Therefore, the environmental objective function is expressed as:

\[ \text{Env} = \sum_{t} \left( E_{\text{cin}} \dot{E}_{\text{buy}}(t) + G_{\text{cin}} \dot{G}_{\text{buy}}(t) \right) \Delta t \]  

(3.19)

### 3.3.2 Multi-objective optimization method

With the economic objective function (Eq. 3.18) and the environmental one (Eq. 3.19), the problem has two objective functions to be minimized. To solve this multi-objective problem, the weighted-sum method is used. Therefore, a single objective function is formulated as a weighted sum of the total energy cost, \( \text{Cost} \), and the environmental impact, \( \text{Env} \), to be minimized:

\[ F_{\text{obj}} = c \omega \text{Cost} + (1 - \omega) \text{Env} \]  

(3.20)

where the constant \( c \) is a scaling factor, chosen such that \( c \, \text{Cost} \) and \( \text{Env} \) have the same order of magnitude. For \( \omega = 1 \), the economic optimization is carried out and the
solution that minimizes the total energy cost can be found. For $\omega = 0$, the environmental impact optimization is carried out, and the solution that minimizes the total $\text{CO}_2$ emission can be found. Then, the scaling factor $c$ is calculated as the ratio of the maximum total $\text{CO}_2$ emission obtained by the economic optimization to the maximum total energy cost obtained by the environmental impact optimization. With the constant $c$, the Pareto frontier involving the best possible trade-offs between the two objectives can be found by varying the weight $\omega$ in between the interval 0 and 1. The problem formulated in Sections 3.2 and 3.3 is linear, and involves both discrete and continues variables, so this mixed integer linear programming problem is to be solved by branch-and-cut. Figure 3.2 shows the flow-chart to find the optimized operation strategies of the DES, with both the economic and environmental objectives. Given the input data, by solving the above optimization problem, the Pareto frontier, consisting of the best possible trade-offs between the two objectives can be found. Each point on the Pareto frontier corresponds to a different operation strategy of the DES, thereby providing decision support to planners for selecting the operations strategy, based on their short- and long-run priorities.

Figure 3.2. Flow-chart of the multi-objective optimization problem.
3.4. Numerical testing: an Italian case study

The method developed above is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.5. Branch-and-cut is powerful for mixed-integer linear optimization problems, and easy to code by using commercial solvers. CPLEX, a popular solver where branch-and-cut is implemented with flexibility and high-performance, is therefore used to solve the optimization problem. As an illustrative example, a hypothetic large hotel of 16,000 m$^2$ located in Italy (D climatic zone [13]) is selected as the targeted end-user. In Europe, hotel facilities have ranked among the top five in terms of energy consumption in the tertiary building sector [14]. Moreover, in Italy, interest has been intensifying in promoting DESs, as demonstrated by several research and demonstration projects [15 - 18]. A typical winter day is chosen, with one hour as time-step. The configuration of the DES, including the sizes of energy devices and thermal energy storage systems, is sketched in Figure 3.3. Since a winter day is chosen, the energy devices and thermal storage for meeting the space cooling demand are not represented in Figure 3.3.

In the following, the input data for the optimization model are presented in Subsection 3.4.1. Results of the multi-objective optimization problem are presented and discussed in Subsection 3.4.2. To show the effects of variations in the configuration of the DES on energy costs and environmental impacts, results of the

![Figure 3.3. DES configuration analyzed for the hypothetic hotel in Italy.](image-url)
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sensitivity analysis are presented and discussed in Subsection 3.4.3.

3.4.1 Input data

The required input data include building energy demands, energy prices, primary energy carriers availability, carbon intensity, and efficiencies of energy devices and thermal storage as discussed below.

3.4.1.1 Building energy demands

The hourly electricity, domestic hot water, and space heating demands are taken from a comprehensive investigation about energy demands of hotels in Italy [19 -21], and the energy rate demand profiles for a typical winter day are chosen as shown in Figure 3.4.

3.4.1.2 Energy prices

The time-of-day unit price of electricity from the power grid and the unit price of natural gas are chosen according to the current Italian market scenario. With reference to the Italian BTA6 tariff [22] for industrial use of electricity from the power grid, the unit price (€/kWh) accounts for the sum of the energy and dispatching prices, the power distribution and transmission quotas, the equalization component,

Figure 3.4. Energy rate demands of a hypothetic hotel in Italy for a representative winter day.
and the excise fee. The time-of-day grid price considered in this study is shown in Figure 3.5. For the natural gas, the tariff for industrial use is adopted [23]. Reference is made to a unit price (€/Nm³) consisting of the energy quotas (energy unit price and additional charges), the other variable quotas as distribution and transport sale quotas, and the excise fee.

3.4.1.3 Primary energy carriers availability

The energy carriers input to the DES are electricity from the power grid, natural gas and solar energy. The first two are assumed unlimited, whereas the heat rate provided by the solar thermal plant is derived by the solar energy input taken from meteorological data for the considered location [24]. The hourly solar irradiance of a representative winter day is evaluated as the average of the solar irradiance in the corresponding hours of all winter days.

3.4.1.4 Carbon intensity

The carbon intensities of electricity from the power grid and natural gas are needed to evaluate the total amount of CO₂ emission related to the operation of the DES. The carbon intensity of the power grid is taken from [25] equal to 0.354 kg/kWh, as the averaged value in the years 2009-2011 for Europe. The carbon intensity of natural gas is taken from [12] equal to 0.202 kg/kWh.

![Figure 3.5. Time-of-day grid price for industrial use.](image-url)
3.4.1.5 Efficiency of energy devices and thermal storage

In the following, reference is made to a gas-fired internal combustion engine as the prime mover of the CCHP system with an actual nominal peak output of 700 kW, and an exhaust gas temperature of 623.15 K. It operates at a 35% gas-to-electric efficiency, with a 15% heat loss fraction [26]. An efficiency of 90% is chosen for the natural gas boiler. The exhaust gas temperature of the heat recovery boiler can be safely brought down to 363.15 K [12]. The heat recovery efficiency of the boiler is defined as the ratio of difference between the exhaust gas temperature from the prime mover and the exhaust gas temperature out of the heat recovery boiler to the difference between the exhaust gas temperature from the prime mover and the ambient temperature [7]. The thermal efficiency of the solar collectors is assumed to be 40%. A typical value of the coefficient of performance of heat pumps in Italy is used. The loss fractions of thermal storage systems are assumed equal to 0.10. The above mentioned data are listed in Table 3.1.

3.4.2 Results of the multi-objective optimization problem

With the input data described above, the optimization problem can be solved within several seconds with a mixed integer gap 0.1%. The Pareto frontiers obtained without and with the discount on the excise fee of natural gas applicable to high-efficiency cogeneration systems are presented in Subsection 3.4.2.1. The optimized operation strategies obtained at various trade-off points are discussed in Subsection 3.4.2.2.

Table 3.1 Efficiency of energy devices and thermal storage systems.

<table>
<thead>
<tr>
<th>Primary energy devices</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electrical</td>
</tr>
<tr>
<td>Internal combustion engine</td>
<td>0.35</td>
</tr>
<tr>
<td>Solar thermal plant</td>
<td>0.40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary energy devices</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat pump</td>
<td>( \text{COP}_{HP} = 3.0 )</td>
</tr>
<tr>
<td>Heat recovery boiler</td>
<td>( \eta_{HR,\text{boil}} = 0.75 ), ( \eta_{\text{boil}} = 0.90 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thermal energy storage</th>
<th>Storage loss fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHW and SH storage</td>
<td>( \phi_{st} = 0.10 )</td>
</tr>
</tbody>
</table>
3.4.2.1 Pareto frontier

Figure 3.6 shows the Pareto frontiers obtained without and with the discount on the excise fee of natural gas applicable to high-efficiency cogeneration systems with a Primary Energy Saving (PES) > 0 [27]. In the first case, the natural gas tariff for industrial use described in Subsection 3.4.1.2 is adopted, considering the excise fee for industrial use for all the natural gas consumed by the CCHP system [28]. In the second case, the discount on the excise fee for natural gas is involved, since the CCHP system has a PES > 0. According to [28], this discount is applied to a 0.25 Nm³ volumetric flow rate of natural gas consumed by the CCHP system for each kWh of electricity provided. The additional consumption of natural gas, which occurs when the CCHP system has an electrical efficiency less than 42%, is subjected to the industrial excise fee. Also the natural gas consumed by the boilers to directly provide heating for the domestic hot water and space heating demands is subjected to the industrial excise fee [28].

In the first case (without discount on the excise fee of natural gas), the point marked with a is obtained by minimizing the daily energy cost, and the daily energy cost is 1,260 €/d, whereas the daily CO₂ emission is 4,160 kg/d. The point marked with b is obtained by minimizing the environmental impacts (the daily CO₂ emission), and the daily energy cost is 1,594 €/d, whereas the daily CO₂ emission is 3,448 kg/d. The points between the extreme points are found by equally subdividing the weight interval into 100 spaces.
In the second case (with discount on the excise fee of natural gas), the Pareto frontier is obtained in the same way, where the points marked with $a'$ and $b'$ are obtained by minimizing the daily energy cost and the daily CO$_2$ emission, respectively. In both cases, a significant reduction, 8%, in the CO$_2$ emission is gained from solution points $a$ and $a'$ (obtained for $\omega = 1$) to the solution points $c$ and $c'$ (obtained for $\omega = 0.9$) with a negligible 0.25% increase in the energy cost. The differences between the two Pareto frontiers become more significant when the weight for the economic objective increases (left side). Under the economic optimization, at the point $a'$, the daily energy cost is 1,223 €/d and it is reduced by about 3% as compared with the energy cost at the point $a$. The total CO$_2$ emission is the same as those at the point $a$. When the weight for the environmental objective increases, the sensitivity of the DES operation to the energy prices reduces, therefore the difference between the Pareto frontiers also reduces (right side). Under the environmental impact optimization, at the point $b'$, the daily energy cost is 1,589 €/d and the daily CO$_2$ emission is the same as those at the point $b$, since, when the environmental objective is minimized, the operation of the DES is not sensitive to the energy prices. Under the environmental impact optimization, the daily energy cost at the point $b'$ is almost equal to that at the point $b$, because of the very small difference between the discounted excise and the full excise prices for industrial use.

3.4.2.2 Optimized operation strategies at various trade-off points

Each point on the Pareto frontier corresponds to a different operation strategy of the DES. To understand how the operation strategies of the DES affect the energy cost and the CO$_2$ emission under different weight values, the results at various trade-off points are shown in Figure 3.7. These trade-off points belong to the Pareto frontier obtained when the discount on the excise fee is involved (red Pareto frontier in Figure 3.6).

Figure 3.7a points out that, as $\omega$ increases from 0 to 1 (from the environmental impact optimization the economic optimization), the share of the electricity load (the sum of electricity demand and electricity rate required by the heat pump) satisfied by the CCHP significantly increases (5% to 59%), highlighting that the CCHP system allows to reduce the total energy cost. The opposite occurs to the share of electricity load covered by the grid power. The maximum value is obtained when the
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Figure 3.7. Optimized operation strategies of the DES at various trade-off points for a) electricity; b) domestic hot water; c) space heating.
environmental impact is minimized, since the space heating demand is fully satisfied by the heat pump, as shown in Figure 3.7c. As \( \omega \) increases from 0 to 1, the share of the space heating demand satisfied by the heat pump decreases, whereas the share covered by the heat recovery boiler driven by exhaust gas increases because of the increase in the use of the CCHP system as shown in Figure 3.7a. Under the economic optimization, the operation of the DES is only sensitive to energy prices, and the CCHP system instead of the power grid is mostly used to provide electricity.

It is also worth noting that Figures 3.7a, 3.7b and 3.7c are strongly related. For instance, the CCHP system is rarely used when the environmental impact is minimized, since the space heating demand is fully satisfied by the heat pump. Correspondingly, the heat rates from exhaust gas and the solar thermal plant do not completely satisfy the domestic hot water demand, and the integration with the boiler driven by natural gas is needed. As the use of the CCHP system increases and the use of the heat pump reduces, the amount of exhaust gas increases, and the integration with the boiler driven by natural gas is not needed. When the weight of the economic objective is close to 1 (\( \omega = 0.8 \) and \( \omega = 0.9 \)), the natural gas boiler is used to satisfy a small share (3 - 5%) of the domestic hot water demand. Although under the economic optimization the use of the CCHP system reaches the maximum value, exhaust gas are not enough to satisfy the domestic hot water and space heating demands. Therefore, the use of natural gas boilers significantly increases consistently with the reduction in the use of the heat pump. The remarkable difference in the operation of the DES from \( \omega = 1 \) to \( \omega = 0.9 \) corresponds to the big jump from \( a' \) to \( c' \) shown in Figure 3.6.

3.4.3 Sensitivity analysis

A sensitivity analysis is carried out to investigate the effects of variations in the configuration of the DES on energy cost and environmental impacts. The configurations analyzed are listed in Table 3.2. For each configuration, one, two or three energy devices are taken out of the DES configuration shown in Figure 3.3 (considered as the reference case), including the thermal storage systems, the solar thermal plant, the heat pump, the prime mover in the CCHP system. In Configuration 8, the prime mover (i.e., the gas-fired internal combustion engine), is substituted with a gas turbine generator of the same capacity.
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Table 3.2. Configurations investigated in the sensitivity analysis

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Energy devices excluded from the reference case (Configuration 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>without SH storage</td>
</tr>
<tr>
<td>3</td>
<td>without solar thermal plant</td>
</tr>
<tr>
<td>4</td>
<td>without solar thermal plant and DHW storage</td>
</tr>
<tr>
<td>5</td>
<td>without solar thermal plant, DHW/SH storage</td>
</tr>
<tr>
<td>6</td>
<td>without heat pump</td>
</tr>
<tr>
<td>7</td>
<td>without internal combustion engine</td>
</tr>
<tr>
<td>8</td>
<td>Gas turbine instead of internal combustion engine</td>
</tr>
<tr>
<td>9</td>
<td>Conventional energy supply system</td>
</tr>
</tbody>
</table>

In order to show the contribution of each energy device and thermal storage in reducing energy costs and CO$_2$ emission separately, the single-objective optimization is carried out for the different configurations of the DES. Moreover, the daily energy cost and CO$_2$ emission are also evaluated for one of the most common conventional energy supply systems, consisting of the power grid used to meet the electricity demand, and natural gas boilers used to meet the domestic hot water and space heating demands.

Results of the single-objective optimization for the different configurations analyzed are presented and discussed in Subsection 3.4.3.1. In addition, the multi-objective optimization is carried out for the most significant configurations, to compare the related Pareto frontiers with that obtained in the reference case. The related results are presented in Subsection 3.4.3.2.

3.4.3.1 Single-objective optimization for different configurations of the DES

The daily energy cost obtained by the economic optimization and the daily CO$_2$ emission obtained by the environmental impact optimization are shown in Figures 3.8a and b, respectively. Configuration 1 is the reference case, where the minimum energy cost and minimum CO$_2$ emission are obtained by the economic and environmental impact optimizations, respectively. For Configuration 2, there is a negligible increase in the energy cost and no change in CO$_2$ emission, compared with those of the reference case. This highlights the small impact of the space heating...
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Figure 3.8. a) Daily energy cost for Configurations 1-9 under the economic optimization; b) Daily CO\textsubscript{2} emission for Configurations 1-9 under the environmental impact optimization.

storage on both the objectives.

Configuration 3 excludes the solar thermal plant. A 3\% increase in the energy cost, and a 5\% increase in the CO\textsubscript{2} emission compared with those of the reference case, respectively, confirm the importance of this energy device for both the economic and environmental objectives. Besides the solar thermal plant, Configurations 4 and 5 exclude the domestic hot water storage and both the thermal
storage systems respectively, and results are similar to those obtained for Configuration 3.

Configuration 6 excludes the heat pump. The daily energy cost is 11% higher than that in the reference case. The daily CO₂ emission is 21% higher than that in the reference case. Therefore, the heat pump affects the environmental impacts more than the energy costs, as also shown in Figure 3.7c. Under the environmental impact optimization, the space heating demand is fully satisfied by the heat pump, whereas under the economic optimization, the share of space heating demand satisfied by the heat pump reaches the minimum value.

Configuration 7 excludes the gas-fired internal combustion engine. The electricity load is fully satisfied by the power grid, and without exhaust gas, the heat recovery boilers are fuelled by natural gas. The opposite trends of energy costs and CO₂ emission as compared with those of Configuration 6 are exhibited. The daily energy cost is 25% higher than that in the reference case. However, the daily CO₂ emission is only 0.5% higher than that in the reference case. This result is also remarkable in Figure 3.7a, since under the environmental impact optimization, only 5% of the electricity load is satisfied by the CCHP system.

In Configuration 8, the energy cost is increased by 5% and the CO₂ emission is increased by 0.3%, as compared with those in the reference case, respectively. This confirms that the gas-fired internal combustion engine is a better solution as prime mover in terms of costs and environmental impacts than the gas turbine generator, due to the higher total energy conversion efficiency of the CCHP system with the gas-fired internal combustion engine than that of the CCHP system with the gas turbine. It can be noticed that the effect of the prime mover change has larger effects on energy costs than environmental impacts.

Finally, for the conventional energy supply system, the daily energy cost and the daily CO₂ emission are 27% and 26% higher than those in the reference case, respectively. This latter result show that the energy cost and the environmental impacts are strongly reduced by the optimized operation of the DES.

3.4.3.2 Multi-objective optimization for different configurations of the DES

The Pareto frontiers obtained by the multi-objective optimization for Configurations 3, 6, 8, as well as for the reference case are presented in Figure 3.9.
Multi-objective operation planning of a Distributed Energy System through cost and environmental impact assessments

For Configuration 3 (without solar thermal plant), the Pareto frontier is similar to that in the reference case, especially in the left side ($\omega$ is close to 1). The CO$_2$ emission is highly reduced (10%) when $\omega$ varies from 1 to 0.9, with a negligible increase in the energy cost (0.31%). When the weight of the environmental objective increases over that of the economic one (right side), the slope of the Pareto frontier is lower than that of the reference case. This means that when more attention is paid to the environmental performance, the energy cost increase is larger than the CO$_2$ emission reduction, as compared with the reference case. The daily energy costs obtained by the economic and environmental impact optimizations are 24% and 22% lower than those obtained with the conventional energy supply system (Configuration 9), respectively.

For Configuration 6 (without heat pump), very few trade-offs points are obtained. The difference between the maximum and minimum daily energy cost obtained by the environmental impact and economic optimization, respectively, is only 1.5%. The difference between the maximum and minimum daily CO$_2$ emission obtained by the economic and environmental impact optimizations is only 0.34%. This is because of the flat shape of the Pareto frontier, which implies a negligible reduction in CO$_2$ emission with a significant increase in the energy cost. Daily energy costs obtained by the economic and environmental impact optimization are 18% and 7% lower than those obtained with the conventional energy supply system (Configuration 9), respectively.

![Figure 3.9. Pareto frontiers for Configurations 3, 6, 8 and Reference case.](image-url)
For Configuration 8 (gas turbine generator instead of gas-fired internal combustion engine as prime mover), the shape of the Pareto frontier is different from that in the reference case. The slope of the Pareto frontier changes more quickly than that of the Pareto frontier in the reference case. When $\omega$ varies from 1 to 0.9, there is a negligible increase in the energy cost (0.12%), and the reduction in the CO$_2$ emission is about 3.4%. The daily energy costs obtained by the economic and environmental impact optimizations are 23% and 26% lower than those obtained with the conventional energy supply system (Configuration 9), respectively.
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Multi-objective operation planning of a Distributed Energy System through cost and environmental impact assessments


“Exergy analysis adds information to conventional energy analysis: the supply of high quality exergy in buildings for thermal purposes needs to be minimized. This implies avoiding burning processes in building supply systems and substituting them by low-temperature systems and sources.”

Chapter 4

Optimal operation planning of a Distributed Energy System considering energy costs and exergy efficiency

4.1. Introduction

In this chapter, the exergy analysis is involved in the operation planning of a DES through a multi-objective approach to take into account also the economic factor, represented by energy costs, as a crucial priority in the short-run. The exergy analysis in DESs promotes the matching of energy quality levels of supply and demand, by covering, if possible, low-quality thermal demands with low exergy sources, e.g., solar thermal or waste heat of power generation processes, and electricity demands with high exergy sources. As a direct consequence, sustainability of energy supply is improved by an efficient use of energy resources, thereby reducing the fossil fuels consumption with the related GHG emissions. To demonstrate the effectiveness of the exergy analysis in the operation planning of DESs to attain long-run sustainability of the energy supply, an innovative tool for the exergy-based operation planning of a DES is presented. A Multi-Objective Linear Programming (MOLP) problem is formulated to find the optimized operation strategies of the DES to reduce the energy cost, and increase the overall exergy efficiency. The DES under consideration involves multiple energy conversion devices: Combined Cooling Heating and Power (CCHP) system, biomass boiler, solar thermal plant, reversible heat pumps, as well
as thermal energy storage systems. A set of primary energy carriers with different energy quality levels are converted to meet given time-varying user demands with different energy quality levels. The economic objective is formulated as the total energy cost to be minimized. The exergetic objective is to maximize the overall exergy efficiency of the DES. Since energy demands are assumed known, the total exergy required to meet the demands is also known, and the overall exergy efficiency can be increased by reducing the exergy input to the DES. Therefore, the exergetic objective is formulated as the total primary exergy input to be minimized. The Pareto frontier consisting of the best possible trade-offs between the energy costs, essential in the short run, and the overall exergy efficiency crucial in the long run, is obtained by minimizing a weighted sum of the total energy cost and primary exergy input, by using branch-and-cut.

As an illustrative example, a large hotel located in Beijing is considered as targeted end-user. The model is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.5. Results of numerical testing show that the minimization of primary exergy input to the DES promotes an efficient energy supply system where all the energy resources, including renewable ones, are used in an efficient way. The optimized operation allows reducing energy costs and primary exergy input as compared with conventional energy supply systems. A sensitivity analysis is carried out to show the contribution of each energy device in reduction of energy costs and primary exergy input. In addition, the influence of the exergy analysis on CO$_2$ emissions evaluated under the optimized operation strategies of the DES attained in the multi-objective optimization is also investigated. Results show that by increasing the overall exergy efficiency of the DES, further sustainability of the energy supply is attained, not only better exploiting the potential of energy resources, but also reducing the environmental impact.

In the following, the modeling of the DES is presented in Section 4.2. The economic and exergetic objectives as well as the multi-objective optimization method are presented in Section 4.3. Results of the numerical testing, including results of the sensitivity analysis are presented in Section 4.4. The analysis of the influence of the exergy analysis on CO$_2$ emissions in the optimal operation planning of the DES is addressed in Section 4.5.
4.2. Problem formulation

Figure 4.1 shows the scheme of the DES with the possible routes of energy carriers from energy resources via primary and secondary energy devices, and thermal energy storage systems to meet the user demands. The energy devices and thermal storage systems are the same as those presented and modelled in Chapter 3. A biomass boiler is added as primary energy device to meet the demand of domestic hot water. Modeling of energy devices and thermal storage, and energy balances are presented in Subsection 4.2.1 and 4.2.2, respectively.

4.2.1. Modeling of energy devices and thermal storage

The MOLP problem formulated is based on the detailed modeling of energy devices and thermal storage presented in Subsection 3.2.1 of Chapter 3, with the related ramp constraints, capacity constraints and assumptions. As for the multi-objective operation planning of a DES through cost and environmental impact assessments, also in this case the constant-efficiency assumption for energy devices is made. The detailed modeling of energy devices and thermal storage is omitted in this chapter, except for the modeling of the biomass boiler, presented below.

4.2.1.1. Modeling of the biomass boiler

A biomass boiler is used to meet the domestic hot water demand. The mass flow
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rate required by the biomass boiler, \( \dot{B}_{\text{bioboil}}(t) \), is given by:

\[
\dot{B}_{\text{bioboil}}(t) = \dot{H}_{\text{bioboil}}(t) / (\eta_{\text{bioboil}} LHV_{\text{bio}})
\]  
(4.1)

where \( \dot{H}_{\text{bioboil}}(t) \) is the heat rate provided by the biomass boiler, \( \eta_{\text{bioboil}} \) is the combustion efficiency of the biomass boiler, and \( LHV_{\text{bio}} \) is the lower heat value of the biomass.

4.2.2. Energy balances

In order to satisfy the given time-varying user demands, electricity and thermal energy balances are formulated by matching supply and demand. The electricity balance is the same as that presented in Subsection 3.2.2.1 of Chapter 3, and it is omitted in this chapter.

4.2.2.1 Domestic hot water energy balance

The heat rate demand for domestic hot water, \( \dot{H}_{\text{DHW}}^{\text{dem}}(t) \), must be satisfied by the sum of the heat rate provided by the CCHP system, \( \dot{H}_{\text{CCHP}}^{\text{DHW}}(t) \), which is the sum of the heat rate provided by the exhaust gas and the heat rate directly provided by the supplementary burning of natural gas in the boiler; the heat rate provided by the solar thermal plant, \( \dot{H}_{\text{ST}}(t) \); the heat rate provided by the biomass boiler, \( \dot{H}_{\text{bioboil}}(t) \); and the heat rate provided by the thermal storage, \( \dot{H}_{\text{sto}}^{\text{out}}(t) - \dot{H}_{\text{sto}}^{\text{in}}(t) \):

\[
\dot{H}_{\text{DHW}}^{\text{dem}}(t) = \dot{H}_{\text{CCHP}}^{\text{DHW}}(t) + \dot{H}_{\text{ST}}(t) + \dot{H}_{\text{bioboil}}(t) + \dot{H}_{\text{sto}}^{\text{out}}(t) - \dot{H}_{\text{sto}}^{\text{in}}(t)
\]  
(4.2)

The space heating and cooling energy balances can be expressed in a similar way.

4.3. Multi-objective optimization: energy costs and overall exergy efficiency

In order to attain a rational use of the energy resources by considering both short- and long-run priorities, two objectives, i.e., economic and exergetic, are involved in
the optimization problem, as presented in Subsection 4.3.1 and 4.3.2, respectively. To solve the multi-objective optimization problem, the multi-objective optimization method is discussed in Subsection 4.3.3.

4.3.1 Economic objective

The economic objective is to minimize the total energy cost, \( Cost \), which is the sum of three terms: cost of buying electricity from the power grid, cost of natural gas, and cost of biomass as follows:

\[
Cost = \sum_{t} \left( P_{\text{grid}}(t) \dot{E}_{\text{buy}}(t) + P_{\text{NG}} \dot{G}_{\text{buy}}(t) + P_{\text{bio}} \dot{B}_{\text{bay}}(t) \right) \Delta t
\]  

(4.3)

where \( P_{\text{grid}}(t) \) is the time-of-day unit price of electricity from the power grid at time \( t \), \( P_{\text{NG}} \) and \( P_{\text{bio}} \) are the constant unit price of natural gas and biomass, respectively, and \( \Delta t \) is the length of the time interval. In Eq. (4.3), the volumetric flow rate of natural gas bought, \( \dot{G}_{\text{bay}}(t) \), corresponds to the total energy consumption requirement of the CCHP system, and the mass flow rate of biomass bought, \( \dot{B}_{\text{bay}}(t) \), corresponds to the energy consumption requirement of the biomass boiler.

4.3.2 Exergy analysis and exergetic objective

In buildings, energy demands are characterized by different energy quality levels [1 - 4]. For electrical appliances and lighting, the highest possible quality of energy is needed since electricity is theoretically fully convertible into useful work. The exergy rate required by the building to meet the electricity demand, \( \dot{E}_{\text{dem}}^{e}(t) \), can be evaluated as [4]:

\[
\dot{E}_{\text{dem}}^{e}(t) = \dot{E}_{\text{dem}}(t)
\]  

(4.4)

For thermal demands, exergy is directly related to the temperature required for the demand under consideration – the higher the temperature required, the higher the exergy. The exergy rate required by the building to meet the domestic hot water demand, \( \dot{E}_{\text{dem}}^{\text{DHW}}(t) \), can be evaluated as [4]:

...
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\[
\dot{E}_{x_{\text{dem}}}^{\text{DHW}}(t) = F_q(t)\dot{H}_{\text{dem}}^{\text{DHW}}(t)
\]  
(4.5)

with the Carnot factor, \(F_q(t)\), expressed as:

\[
F_q(t) = 1 - T_0(t)/T_{\text{req}}
\]  
(4.6)

which depends on the temperature required, \(T_{\text{req}}\), and the reference temperature, \(T_0(t)\).

By a dynamic exergy analysis, the hourly ambient temperatures are considered as the reference temperatures [5]. The exergy required by the building to meet the space heating and cooling demands can be evaluated in a similar way.

The total exergy output, \(E_{x_{\text{out}}}\), is the total exergy required to meet the given user energy demands, as formulated in the following:

\[
E_{x_{\text{out}}} = \sum_t \left( \dot{E}_{x_{\text{dem}}}^e(t) + \dot{E}_{x_{\text{dem}}}^{\text{DHW}}(t) + \dot{E}_{x_{\text{dem}}}^{\text{SH}}(t) + \dot{E}_{x_{\text{dem}}}(t) \right) \Delta t
\]  
(4.7)

At the supply side, input energy carriers are characterized by different energy quality levels as well. The energy carriers input to the DES under consideration include electricity, natural gas, biomass and solar energy, as discussed in the following.

Electricity from the power grid is an energy carrier provided by power generation plants, and their exergy efficiency, \(\varepsilon_{\text{gen}}\), is based on the technologies used in the plants. The exergy rate of the electricity from the power grid is formulated as [6, 7]:

\[
\dot{E}_{x_e}(t) = \dot{E}_{\text{buy}}(t) / \varepsilon_{\text{gen}}
\]  
(4.8)

For natural gas, its specific chemical exergy is the maximum work that can be obtained from the substance, by taking it to the chemical equilibrium with the reference environment at the constant temperature and pressure [8]. The exergy input rate of natural gas, \(\dot{E}_{x_{\text{NG}}}(t)\), corresponds to the exergy input rate to the CCHP system, and it is the overall natural gas volumetric flow rate consumed by the CCHP system, \(\dot{G}_{\text{CCHP}}(t)\), multiplied by the specific chemical exergy of natural gas, \(e_{x_{\text{NG}}}\):

\[
\dot{E}_{x_{\text{NG}}}(t) = e_{x_{\text{NG}}} \dot{G}_{\text{CCHP}}(t)
\]  
(4.9)
The specific chemical exergy of natural gas, \( e_{NG} \), can be evaluated by multiplying the exergy factor, \( \varsigma_{NG} \), and the lower heat value, \( LHV_{NG} \):

\[
e_{NG} = \varsigma_{NG} LHV_{NG} \tag{4.10}
\]

According to \([8]\), the exergy factor for natural gas is equal to 1.04 ± 0.5%.

Similar to natural gas, the exergy input rate of the biomass fuel, \( \dot{E}_{x_{bio}}(t) \), is the exergy input rate to the biomass boiler. It is the product of the biomass mass flow rate consumed by the biomass boiler, \( \dot{B}_{bio\text{boil}}(t) \), and the specific chemical exergy of biomass, \( e_{x_{bio}} \):

\[
\dot{E}_{x_{bio}}(t) = e_{x_{bio}} \dot{B}_{bio\text{boil}}(t) \tag{4.11}
\]

The specific chemical exergy of biomass, \( e_{x_{bio}} \), can be evaluated as the product of the exergy factor, \( \varsigma_{bio} \), and the lower heat value, \( LHV_{bio} \):

\[
e_{x_{bio}} = \varsigma_{bio} LHV_{bio} \tag{4.12}
\]

According to \([8]\), the values of the exergy factor for wood, considered as the biomass fuel, are in the range 1.15-1.30.

Solar energy input to the solar collectors is considered as a low-exergy source since the solar exergy input rate, \( \dot{E}_{x_{solar}}(t) \), is evaluated at the output of the solar collector field \([9, 10]\):

\[
\dot{E}_{x_{solar}}(t) = \dot{H}_{\text{ST}}(t) \left(1 - T_0(t) / T_{\text{out}}\right) \tag{4.13}
\]

where \( T_{\text{out}} \) is the temperature of the heat transfer fluid at the exit of the collector.

The total primary exergy input, \( E_{x_{in}} \), is formulated as the sum of the exergy rates of the primary energy carriers over time, as follows:

\[
E_{x_{in}} = \sum_t \left( \dot{E}_{x_{e}}(t) + \dot{E}_{x_{NG}}(t) + \dot{E}_{x_{bio}}(t) + \dot{E}_{x_{solar}}(t) \right) \Delta t \tag{4.14}
\]

With the exergy output and input defined above, the overall exergy efficiency,
ψ, is the ratio of the total exergy output, $E_{x_{out}}$, to the total primary exergy input, $E_{x_{in}}$, as follows:

$$\psi = \frac{E_{x_{out}}}{E_{x_{in}}} \quad (4.15)$$

As mentioned earlier, the total exergy required to meet the given energy demands is known, and the overall exergy efficiency in Eq.(4.15) can be increased by reducing the exergy input to the DES. Therefore, the exergetic objective is formulated as the total primary exergy input, $E_{x_{in}}$, as in Eq. (4.14), to be minimized.

### 4.3.3 Multi-objective optimization method

With the economic objective function (Eq. 4.3) and the exergetic one (Eq. 4.14), the problem has two objective functions to be minimized. To solve this multi-objective problem, the weighted-sum method is used. Therefore, a single objective function is formulated as a weighted sum of the total energy cost, $Cost$, and the total primary exergy input, $E_{x_{in}}$, to be minimized:

$$F_{obj} = c\omega Cost + (1 - \omega)E_{x_{in}} \quad (4.16)$$

where the constant $c$ is a scaling factor, chosen such that $c Cost$ and $E_{x_{in}}$ have the same order of magnitude. For $\omega = 1$, the economic optimization is carried out and the solution that minimizes the total energy cost can be found. For $\omega = 0$, the exergetic optimization is carried out, and the solution that minimizes the total primary exergy input can be found. Then the scaling factor $c$ is calculated as the ratio of the total exergy input obtained by the economic optimization to the total energy cost obtained by the exergetic optimization. With the constant $c$, the best possible trade-offs between the two objectives, appertaining to the Pareto frontier, are obtained by solving the problem with values of $\omega$ varying in-between 0 and 1. The problem formulated in Sections 4.2 (including the detailed modeling of energy devices and thermal storage presented in Subsection 3.2.1 of Chapter 3, with the related ramp constraints, capacity constraints and assumptions), and 4.3 is linear and involves both discrete and continuous variables, so this mixed integer linear programming problem is to be solved by branch-and-cut.
4.4. Numerical testing: a Chinese case study

The method developed above is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.5. As an illustrative example, a hypothetic large hotel located in Beijing with a 30,000 m² area is selected as the targeted end-user. Worldwide, China is ranked third in energy consumption in commercial building sector [11], and the application of DESs has increased rapidly in recent years because of the supportive government policies and financial incentives [12]. A typical winter day of January and a typical summer day of July are chosen with one hour as time-step. The configuration of the DES analyzed, including the sizes of energy devices, is shown in Figure 4.2.

In the following, the input data for the optimization model are described in Subsection 4.4.1. The Pareto frontiers obtained for the winter and summer cases are presented and discussed in Subsection 4.4.2. The optimized operation of the DES is also discussed for a trade-off point on the Pareto frontier to show how the operation strategy affects the energy costs and primary exergy input under different weights for the two objectives. To show how the constant-efficiency assumption affects the optimized operation strategies, the performance of the heat pump and the variation of the electric efficiency of the prime mover in the CCHP at partial loads are considered in the multi-objective optimization in Subsection 4.4.3. In addition, to show the effects of variations in the configuration of the DES on energy costs and primary

![Figure 4.2. DES configuration analyzed for the hypothetic hotel in Beijing.](image-url)
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exergy input, results of the sensitivity analysis are presented and discussed in Subsection 4.4.4.

4.4.1 Input data

The required input data include building energy demands, prices and exergy factors of primary energy carriers, and efficiencies of energy devices as discussed below.

4.4.1.1 Building energy demands

The hourly electricity, domestic hot water, space heating and cooling demands are taken from a comprehensive investigation about energy demands of hotels in Beijing [13], and the energy rate demand profiles for a typical winter day of January and of July, respectively, are chosen as shown in Figure 4.3a and b, respectively. The exergy of thermal demands for each day is evaluated by assuming the reference temperatures as the hourly ambient temperatures of the corresponding day, taken from meteorological data in Beijing [14]. The temperatures required for domestic hot water, space heating and cooling demands, $T_{\text{req}}$, are set to be 333.15 K, 293.15 K and 299.15 K, respectively [15].

4.4.1.2 Prices and exergy of primary energy carriers

As mentioned earlier, power grid, natural gas, biomass, and solar energy, are the
energy carriers input to the DES. The first three are assumed unlimited in this study. The grid power price is time-varying as shown in Figure 4.3 [16], and the exergy efficiency of the power generation plant is assumed equal to 0.32 [17], a typical value when electricity is mostly generated by coal-fired thermal power plants as in China [18]. The price of natural gas is assumed equal to 0.38 $/Nm³ [16], and the fuel of the biomass boiler is assumed to be wood pellet with a price of 70 $/t [19]. Their exergy factors are assumed equal to 1.04 and 1.16 [8], respectively. To evaluate the heat rate provided by the solar collector field, for each hour of the representative winter day of January, the solar irradiance has been evaluated as the average of the hourly mean values of the solar irradiance in the corresponding hour of all January days. The same has been done for a representative summer day of July [14]. In the evaluation of the Carnot factor for the solar exergy input rate (Eq. (4.13)), the temperature of the heat transfer fluid at the exit of the collector field is assumed constant and equal to 353.15 K.

4.4.1.3 Efficiency of energy devices and thermal storage

In the following reference is made to a gas turbine as the prime mover of the CCHP system with an actual nominal peak output of 1,250 kW and an exhaust gas temperature of 785.15 K. It operates at a 24% gas-to-electric turbine efficiency with an 8% heat loss efficiency [20]. A gas-fired absorption chiller that can be indirectly fired by the gas turbine exhaust gas is chosen for the system. The COP of the chiller unit is 1.2 with an exhaust gas temperature of 443.15 K and its combustion efficiency is 85% [21]. The heat recovery efficiency of the absorption chiller is defined as the ratio of difference between the exhaust gas temperature from the prime mover and the exhaust gas temperature out of the absorption chiller to the difference between the exhaust gas temperature from the prime mover and the ambient temperature. The thermal efficiency of the wood pellet biomass boiler is assumed to be 80%. Typical values of the coefficient of performance of heat pumps in Beijing have been used. As to the other energy devices and thermal storage systems, values of their efficiencies are the same as those presented in Subsection 3.4.1.5 of Chapter 3. The above mentioned data are listed in Table 4.1.
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Table 4.1 Efficiency of energy devices and thermal storage systems.

<table>
<thead>
<tr>
<th>Primary energy devices</th>
<th>Efficiency</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electrical</td>
<td>Thermal</td>
<td></td>
</tr>
<tr>
<td>Gas turbine</td>
<td>0.24</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Biomass boiler</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solar thermal</td>
<td>0.40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary energy devices</th>
<th>Efficiency</th>
<th>Heating mode</th>
<th>Cooling mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat pump</td>
<td>$COP = 3.0$</td>
<td>$COP = 3.2$</td>
<td></td>
</tr>
<tr>
<td>Heat recovery boiler</td>
<td>$\eta_{\text{boil}} = 0.90$</td>
<td>$\eta_{\text{HR,boil}} = 0.74$</td>
<td></td>
</tr>
<tr>
<td>Absorption chiller</td>
<td>$COP_{\text{abs}} = 1.2$</td>
<td>$\eta_{\text{abs}} = 0.85$</td>
<td>$\eta_{\text{HR,abs}} = 0.70$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thermal energy storage</th>
<th>Storage loss fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHW and SH storage</td>
<td>$\phi_{\text{sto}} = 0.10$</td>
</tr>
</tbody>
</table>

4.4.2 Pareto frontier

With the input data described above, the optimization problem can be solved within several seconds with a mixed integer gap 0.1%. The Pareto frontiers obtained for the winter and summer cases are shown in Figure 4.4. For the winter case, the point marked with $a$ is obtained by minimizing the total daily energy cost, and the

![Figure 4.4. Pareto frontier for a) winter case; b) summer case.](image-url)
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daily energy cost is 3,340 $/d whereas the daily exergy input is 100,210 kJ/d. The point marked with \( b \) is obtained by minimizing the total daily exergy input. The daily energy cost is 3,549 $/d whereas the daily exergy input is 92,548 kJ/d. The points between the extreme points are found by subdividing the weight interval into 100 equally-spaced points. There are 17 points since some solutions have been found under more than one weight values. For the summer case, the Pareto frontier with 13 points is obtained in the same way, where the points marked \( a' \) and \( b' \) are obtained by the economic and exergetic optimizations, respectively. The planners of the DES can choose the operation strategy from the Pareto frontier based on their cost and exergy preference and priorities. For the illustration purpose, the point marked with \( c \) in the winter case is chosen to show the optimized operation of the DES under a higher weight of 0.7 for the economic objective. The point marked with \( c' \) in the summer case is chosen to show the optimized operation of the DES under a higher weight of 0.62 for the exergetic objective.

Figure 4.5 shows the hourly grid power price, electricity rate demand, electricity rate required by the heat pump, electricity rate provided by the CCHP system, and electricity rate bought from the power grid, for point \( c \) of the winter day and point \( c' \) of the summer day. In the winter case, electricity is bought from the power grid when its price is low, e.g., from 0:00 to 5:00, and it is used to meet the electricity demand and to drive the heat pump. Conversely, when the grid power price increases, the CCHP system is used to meet the electricity demand and to drive the heat pump, for

---

Figure 4.5. Hourly grid price, electricity rate demand, electricity rate required by the heat pump, electricity rates provided by the CCHP and the power grid, for points \( c \) and \( c' \).
example, at 15:00, 16:00, 18:00 and 19:00. In the summer case, the operation of the DES is less sensitive to the grid power price variation. For instance, from 0:00 to 5:00, despite the low grid power price, electricity from the CCHP system is mostly used to meet the electricity demand and to drive the heat pump. With less electricity bought from the power grid, the total daily exergy input would be lower.

The hourly domestic hot water rate demand, the hourly heat rates provided by the CCHP system, by the biomass boiler, by the solar thermal, and the thermal energy stored, are reported in Figure 4.6. The figure points out the differences in the operation of the DES under different weights for the economic and exergetic objectives. For point $c$ in the winter case, the biomass boiler, instead of the gas-fired boiler, is used to meet the domestic hot water demand, because of its lower price. In addition, since the solar thermal plant is sized to almost totally satisfy the hot water demand in the winter day during the insolation hours, thermal energy is never stored during the insolation hours. Conversely, for point $c'$ in the summer case, the biomass boiler is never used to meet the domestic hot water demand. This is due to the fact that biomass is a high-quality renewable energy resource, and it should not be used to meet the low-quality thermal demand. This result agrees with those presented in [1], where different energy supply systems for space heating and domestic hot water demands (i.e., natural gas boiler, wood pellet boiler, ground source heat pump, and waste district heat), were compared through exergy analysis. It was shown that the exergy input of the wood-fuelled boiler is the largest among the four options, since

![Figure 4.6. Hourly domestic hot water rate demand, hourly heat rates provided by CCHP, biomass boiler, solar thermal plant, thermal energy stored, for points $c$ and $c'$.](image)
wood is a renewable and high-quality energy resource, but the conversion efficiencies of wood boilers are usually not as high as those of conventional natural gas boilers. The fact that the exergy input is the largest indicates that such an energy supply does not promote an efficient use of the potential of the energy sources used. In addition, in the summer case, thermal energy is mostly stored during the insolation hours because of the higher solar irradiation and the lower hot water demand, and the stored energy is recovered for the evening hours.

The hourly grid prices, hourly space heating and cooling rate demands, hourly heat and cooling rates provided by the CCHP system and by the heat pump, and thermal energy stored, are reported in Figure 4.7. Results are similar to those shown in Figure 4.5. In the winter case, the operation of the DES is more sensitive to the grid price variation, and in the summer case, the operation of the DES is less sensitive to that.

4.4.3 Effect of partial loads performance of heat pump and prime mover in the CCHP system on the optimized operation strategies of the DES

To show how the constant efficiency assumption affects the optimized operation strategies of the DES, while maintaining the problem linearity, the performance of the heat pump and the prime mover in the CCHP system at partial loads is analyzed for the winter case in this Subsection.

Unlike the other energy devices, the partial load performance of the heat pump

![Figure 4.7](image)

Figure 4.7. Hourly space heating/cooling rate demands, hourly heat/cooling rates provided by the CCHP system and by the heat pump, thermal energy stored, for points c and c'.
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can be deduced from the full load value [22] and the problem linearity is maintained.

However, the electric efficiency of the gas turbine generator is a nonlinear function of the generation level (a continuous decision variable), which makes the problem nonlinear. Therefore, to maintain the problem linear, the effects of the variation of the gas turbine electric efficiency at partial loads on the optimized operation strategies of the DES are evaluated through a heuristic iterative approach. This approach consists of iterating the following steps till convergence:

1. Solve the optimization problem including the partial load performance of the heat pump and considering the gas turbine electric efficiency as a vector of 24 components.
2. For each hour of the day, evaluate the gas turbine electric efficiency from the gas turbine efficiency-load curve [23] by entering the curve with the electricity provided by the gas turbine coming from step 1, expressed in percentage of the full load.
3. If convergence is not reached, update the turbine electric efficiency vector, and then return to step 1.

At the beginning, step 1 has to be performed considering for all 24 hours the gas turbine electric efficiency equal to the one at full load.

The optimized operation strategies (shares of the energy provided by each energy device normalized on the total energy provided to meet the corresponding energy demand in the winter day), under different weight values, are compared in the following. Results for the summer case are similar. Figures 4.8 and 4.9 show the optimized operation strategies to meet the electricity load (sum of the electricity demand and electricity required by the heat pump) and thermal demands, respectively, obtained by varying the weight $\omega$ from 0 to 1, with a 0.1 increase: a) considering constant efficiencies for all the energy devices, b) considering the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads, while maintaining constant efficiencies of the other energy devices. From the comparison between a) and b) of the two figures, it can be seen that the trends of the operation strategies are almost the same when $\omega$ varies from 1 to 0 (from the economic to the exergetic optimization).
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Figure 4.8. Share of electricity provided by CCHP system and power grid in the winter day:
   a) Considering constant efficiencies of all the energy devices;
   b) Considering the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads and constant efficiencies of other energy devices.

Figure 4.8 shows that for both the cases, when $\omega$ varies from 1 to 0, the share of the electricity provided by the CCHP system increases, highlighting the importance of this energy device for the exergetic optimization. However, the CCHP system is less used when the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads are taken into account. In this case, the CCHP system is mostly used at high loads, since its electric efficiency reduces at low loads.

Figure 4.9. Share of thermal energy provided by energy devices in the DES in the winter day:
   a) Considering constant efficiencies of all the energy devices;
   b) Considering the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads and constant efficiencies of other energy devices.
Conversely, when a constant efficiency is assumed, the CCHP system is used also at lower loads, resulting in the higher use of the CCHP system and the lower use of grid power, as shown in Figure 4.8a. The share of the electricity provided by the power grid is generally slightly higher when the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads are taken into account. In this case, the heat pump is mainly off or operates at full load, since its efficiency is the highest under full load condition. Conversely, if a constant efficiency is assumed, the heat pump is used mostly at partial loads, resulting in the higher use of the CCHP system and the lower use of grid power, as shown in Figure 4.8a.

Figure 4.9 shows that for both the cases, when $\omega$ varies from 1 to 0, the use of exhaust gas for thermal purposes increases, coherent with the increasing use of CCHP, highlighting the importance of waste heat recovery for the exergetic purpose. In addition, the use of the heat pump slightly reduces, showing that the heat pump is important for both the objectives, and its contribution in reducing energy costs is higher than that in reducing primary exergy input. Also the use of the biomass boiler reduces, highlighting the importance of this energy device for energy costs. However, when the performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads are taken into account, the use of the exhaust gas for thermal purposes is slightly lower, coherent with the lower use of CCHP system. Conversely, the use of the heat pump is slightly higher when the performance of the heat pump at partial loads is considered, since in this case, the heat pump is off or it is used at full load with the maximum efficiency.

4.4.4 Sensitivity analysis

A sensitivity analysis is carried out to investigate the effects of variations in the configuration of the DES on energy cost and primary exergy input. In detail, the single-objective optimization is carried out in the winter case, for the configurations listed in Table 4.2, to show how each energy device contributes to the reduction of energy costs and primary exergy input. For each configuration, one energy device or thermal storage is taken out of the DES configuration shown in Figure 4.2 (considered as the reference case), including the biomass boiler, thermal storage system, the solar thermal plant, the heat pump, the gas turbine in the CCHP system, and the entire CCHP system. Moreover, the total daily energy cost and primary exergy input are
Table 4.2. Configurations investigated in the sensitivity analysis.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Energy devices excluded from the reference case (Configuration 1)</th>
<th>Other cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>without biomass boiler</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>without DHW/SH storage</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>without solar thermal plant</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>without heat pump</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>without the gas turbine in the CCHP</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>without CCHP</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Conventional energy supply system</td>
<td></td>
</tr>
</tbody>
</table>

also evaluated for a conventional energy supply system, where all types of the building energy demands are satisfied by the grid power. The daily energy cost obtained by the economic optimization and the daily primary exergy input obtained by the exergetic optimization are shown in Figures 4.10a and b, respectively. Results for the summer case are similar.

Configuration 1 is the reference case, where the minimum energy cost and minimum primary exergy input are attained by the economic and exergetic optimizations, respectively. Configuration 2 excludes the biomass boiler from the reference case. Under the economic optimization, results show a higher total daily energy cost than that of the reference case, due to the low price of biomass. Under the exergetic optimization, the daily exergy input is the same as that in the reference case, since the biomass boiler is not used to meet the low-quality domestic hot water demand. This is due to the fact that biomass is a high-quality renewable energy resource, and should be used to supply high exergy demands such as electricity. This result agrees with those presented in [24], where it was shown that when the biomass is used as fuel of boilers for thermal purposes, a lower exergy efficiency is attained as compared with when the biomass is used as fuel of CHP plants. Minimization of not only fossil but also renewable energy input promotes efficient use of all energy resources.

Configuration 3 excludes the thermal energy storage systems from the reference case. Under the economic optimization, the total daily energy cost is higher than that of the reference case. Under the exergetic optimization, the total daily exergy input
is higher than that of the reference case. This confirms that the use of thermal storage systems increases economic savings and improves the efficiency of energy resource use.

Configuration 4 excludes the solar thermal plant, and the results are similar to those for Configuration 3. In the reference case, the solar thermal plant is used to meet the low-quality domestic hot water demand. When the solar thermal plant is excluded, other energy devices are used to meet the domestic hot water demand with a higher total primary exergy input. The absence of the free solar energy resource
also increases the energy costs. For Configuration 5, the significant increase in the energy cost and exergy input when the heat pump is excluded demonstrates the essential role of the heat pump for both the objectives, because of its high conversion efficiency.

Configuration 6 excludes the gas turbine generator of the CCHP system. Without exhaust gas, the heat recovery boilers are driven by natural gas. Results underline the important role of the prime mover in the reduction of both the energy cost and primary exergy input. Under the economic optimization, the increase in the energy cost is mainly due to the fact that the electricity demand is now fully satisfied by the grid power even when its price is high. Under the exergetic optimization, the domestic hot water demand is satisfied by the gas-fired boiler during non-insolation hours, whereas the biomass boiler is not used although it is cheaper than natural gas. Both wood and natural gas are high-quality energy resources, but the efficiency of the biomass boiler is lower than that of the conventional gas-fired boiler. Configuration 7 excludes the entire CCHP system. Results show that the energy cost is larger than that of Configuration 6 under the economic optimization, since space heating is fully satisfied by the heat pump driven by electricity from the power grid. The daily exergy input is larger than that in Configuration 6 under the exergetic optimization, because of the high exergy content of the electricity taken from the power grid. The exergy input increase is also because of the use of the biomass boiler to meet the domestic hot water demand.

Results found in this study, related to the usefulness of solar thermal, heat pumps and waste heat recovery from an exergy perspective, agree with those presented in [25, 26]. In [25], four options (i.e., heat pump, condensing boiler, conventional boiler and solar collector) were analyzed and compared to meet the space heating demand of a building through energy and exergy analysis, and it was shown that the heat pump and the solar thermal collectors have the best performance in terms of exergy efficiency. In [26], it was shown that, among different energy supply systems for heating and cooling purposes, the highest overall exergy efficiencies are achieved by solutions employing waste heat from a cogeneration plant, followed by highly efficient electrical heat pumps.

Finally, the daily energy cost and exergy input are evaluated for the conventional
Optimal operation planning of a Distributed Energy System considering energy costs and exergy efficiency

energy supply system represented by Configuration 9. The grid power is used to meet the electricity demand and the electricity required by an electric heater (100% energy conversion efficiency) and by an electric boiler (98% energy conversion efficiency) to satisfy the space heating and domestic hot water demands, respectively. With all types of demands satisfied by the grid power, the total energy cost is 12,728 $/d, and it is 3.8 times of the cost for the reference case (3,340 $/d) obtained by the economic optimization. The total exergy input is 277,291 kJ/d, and it is nearly 3 times of the exergy input for the reference case (92,548 kJ/d) obtained by the exergetic optimization. It can be seen that by the optimized operation of the DES, the energy cost and primary exergy input are much reduced.

4.5. Influence of the exergy analysis on CO₂ emissions in the optimal operation planning of the Distributed Energy System

In this Section, the influence of the exergy analysis on the environmental impact in the optimal operation planning of the DES is investigated. The total CO₂ emission are evaluated under the optimized operation strategies obtained by the multi-objective optimization in the winter case, for the configuration of the DES shown in Figure 4.2. In this way, a decision support is provided to planners for selecting the operations strategies of the DES, based on their short- and long-run priorities, also aware of the effects on CO₂ emissions.

The environmental impact in terms of total CO₂ emission is evaluated as:

$$Env = \sum_t (E_{cin}\dot{E}_{buy}(t) + G_{cin}\dot{G}_{buy}(t) + B_{cin}\dot{B}_{buy}(t)\Delta t)$$

(4.17)

where $E_{cin}$, $G_{cin}$, and $B_{cin}$ are the carbon intensities of the power grid, natural gas, and biomass respectively. The carbon intensity of the power grid is assumed equal to 0.771 kg/kWh that is the averaged value in the years 2009-2011 for China [27]. The carbon intensity of natural gas and biomass fuels are assumed equal to 0.202 kg/kWh and 0.320 kg/kWh, respectively [28, 29].

Figure 4.11 shows the total CO₂ emission evaluated under the optimized operation strategies of the DES obtained by varying the weight $\omega$ from 0 to 1, with a 0.1 increase. When $\omega$ varies from 1 to 0 (from the economic optimization to the exergetic
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Figure 4.11. Total daily CO$_2$ emission evaluated under the optimized operation strategies at various trade-off points

optimization), the total daily CO$_2$ emission decreases. For weight values going from 0 to 0.4, the daily CO$_2$ emission is around 15% lower than the maximum CO$_2$ emission evaluated under the optimized operation strategies attained by the economic optimization. This is because of the maximum use of grid power and biomass, as shown in Figures 4.8a and 4.9a. By increasing the overall exergy efficiency of the DES, a reduced use of high-quality energy resources as well as a reduced environmental impact are obtained.

The total daily CO$_2$ emission is also evaluated under the optimized operation strategies attained by the economic and exergetic optimizations in the winter case for Configurations listed in Table 4.2, as shown in Figure 4.12. In addition, the total daily CO$_2$ emission is evaluated for the conventional energy supply system represented by Configuration 9. It can be noted that for configurations 1-6, the total CO$_2$ emission evaluated under the exergetic optimization are always lower than those evaluated under the economic optimization, except for Configuration 7, where they are the same. In fact, when the entire CCHP is excluded, there are no other choices to meet the energy demands. This means that the operation strategies of the DES are the same for all the weights in the range 0 - 1. Moreover, from the comparison between Figures 4.12 and 4.10b, the influence of the overall exergy efficiency of the DES on CO$_2$ emission is noticeable. For Configurations 3-7, as compared with the reference case,
Figure 4.12. Total daily CO$_2$ emission under the optimized operation strategies obtained by the economic and exergetic optimizations for Configurations 1-9.

The increase in the daily exergy input (reduction of the overall exergy efficiency) corresponds to the increase of CO$_2$ emission related to the exergetic optimization. The influence of the overall exergy efficiency on CO$_2$ emissions is also noticeable for the conventional energy supply system. For Configuration 9, as compared with the reference case, the daily exergy input is increased by 64% and the daily CO$_2$ emission is increased by 74%. Thus, results show that by increasing the overall exergy efficiency, energy resources are more efficiently used, and CO$_2$ emissions are reduced through the optimized operation of the DES, as compared with conventional energy supply systems.
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Chapter 5

Exergy-based operation planning of a Distributed Energy System through the energy-supply chain considering energy costs and exergy losses

5.1. Introduction

In this chapter, the exergy-based operation planning of a DES is presented by considering the whole energy-supply chain from energy resources to user demands, through the detailed analysis of the energy system components for conversion, storage, distribution and emission for space heating. Instead of considering the overall exergy efficiency as in Chapter 4, exergy losses are modeled for the system components at the energy conversion step. To consider the energy costs as well, a multi-objective optimization problem is formulated to find the optimized operation strategies of the DES to reduce the total energy cost and the total exergy loss occurring at the energy conversion step, which accounts for the largest part of the total exergy loss in the whole energy-supply chain [1 - 3].

The DES under consideration consists of multiple energy conversion devices, and thermal energy storage systems, which convert a set of input energy carriers, such as natural gas, electricity and solar energy, to meet the given time-varying user demands, i.e., electricity, space heating and domestic hot water demands. Energy networks are established from energy resources to user demands, based on the
physical structure of the energy-supply chain. Exergy losses are then modeled for the system components at the energy conversion step, to make visible how much exergy is lost at the related step. The economic objective is formulated as the total energy cost to be minimized, whereas the exergetic objective is formulated as the total exergy loss occurring at the energy conversion step to be minimized. The multi-objective mixed-integer programming problem formulated is nonlinear, and it is efficiently solved by integrating the surrogate Lagrangian Relaxation method and branch-and-cut. The Pareto frontier, including the best possible trade-offs between the economic and exergetic objectives, is obtained by minimizing a weighted sum of the total energy cost and total exergy loss occurring at the energy conversion step.

The targeted end-user considered is the large hotel located in Beijing, as in Chapter 4. The model is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.6. Results demonstrate the usefulness of the exergy analysis applied to the energy supply-chain to reduce the waste of high-quality energy resources through the reduction of exergy losses, thereby leading to a further sustainability of the energy supply. The optimized operation strategies allow reducing energy costs and exergy losses as compared with conventional energy supply systems. Moreover, a sensitivity analysis is carried out to show the contribution of each energy device in reduction of energy costs and exergy losses, through a single-objective optimization performed for various configurations of the DES.

In the following, the detailed modeling of the DES through the energy-supply chain is presented in Section 5.2. The economic and exergetic objectives as well as the multi-objective optimization method are presented in Section 5.3. The solution methodology is discussed in Subsection 5.4, whereas results of the numerical testing, including results of the sensitivity analysis are presented in Section 5.5.

5.2. Problem formulation

The energy-supply chain of the DES under consideration consists of energy conversion devices, including the Combined Heat and Power (CHP) system, solar thermal plant, auxiliary natural gas boilers, and heat pump; thermal energy storage systems; distribution components (e.g., water pipes) as well as terminal devices (e.g., fan coils for the space heating demand) as shown in Figure 5.1.
The common constraint for all the energy devices is the capacity constraint, already presented in Eq. (3.1) of Chapter 3. The exergy loss rate of each energy device at the energy conversion step is formulated by following the input-output approach [4, 5], based on the difference of the input exergy rate and the output exergy rate of the corresponding energy device.

Modeling of the electricity network, and energy networks for space heating and domestic hot water, including the detailed energy and exergy modeling of the system components and energy balances are presented in Subsections 5.2.1, 5.2.2 and 5.2.3, respectively.

5.2.1 Modeling of the energy network for electricity

The system components providing electricity to the end-users are the power grid and the prime mover in the CHP system.

As regards the power grid, the exergy loss rate is formulated as:

\[
\dot{E}_{\text{loss}_{\text{grid}}}(t) = \dot{E}_{\text{buy}}(t) / \varepsilon_{\text{gen}} - \dot{E}_{\text{buy}}(t)
\]  

(5.1)

where \( \dot{E}_{\text{buy}}(t) \) is a continuous decision variable, representing the electricity rate bought from the power grid to meet the electricity load. To account for all the exergy losses occurring at the energy conversion step, the exergy losses occurring in the
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power generation plants are also included, through their exergy efficiency, $\varepsilon_{\text{gen}}$.

Modeling of the prime mover in the CHP system is presented in Subsection 5.2.1.1, whereas the electricity balance is presented in Subsection 5.2.1.2.

5.2.1.1. Modeling of the prime mover in the CHP system

The CHP system consists of a gas turbine as the prime mover to meet the electricity demand, and two heat recovery boilers, using high-temperature exhaust gas to satisfy the demands of space heating and domestic hot water. Constraints considered for the gas turbine are presented below.

The CHP ramp rate constraint is formulated as:

$$-DR_{\text{CHP}} \leq \dot{E}_{\text{CHP}}(t) - \dot{E}_{\text{CHP}}(t - \Delta t) \leq UR_{\text{CHP}}$$  \hspace{1cm} (5.1)

where $\dot{E}_{\text{CHP}}(t)$ and $\dot{E}_{\text{CHP}}(t - \Delta t)$ are the energy generation levels at time $t$ and $(t - \Delta t)$, respectively. The ramp-down rate, $DR_{\text{CHP}}$, and ramp-up rate, $UR_{\text{CHP}}$, are assumed to be the same [6, 7].

The volumetric flow rate of natural gas, $\dot{G}_{\text{PM}}(t)$, required by the prime mover to provide the electricity rate, $\dot{E}_{\text{CHP}}(t)$, is formulated as:

$$\dot{G}_{\text{PM}}(t) = \dot{E}_{\text{CHP}}(t) / (\eta_{\text{PM}} LHV_{\text{NG}})$$  \hspace{1cm} (5.2)

The heat rate of the exhaust gas recovered from the prime mover, $\dot{Q}_{\text{PM,ex}}(t)$, is given by:

$$\dot{Q}_{\text{PM,ex}}(t) = \dot{E}_{\text{CHP}}(t) \left(1 - \eta_{\text{PM}} - \mu_{\text{PM}}\right) / \eta_{\text{PM}}$$  \hspace{1cm} (5.3)

For the prime mover, the input energy carrier is natural gas. The exergy input rate of natural gas to the gas turbine, $\dot{E}_{\text{PM}}^{\text{NG}}(t)$, is the gas volumetric flow rate consumed, $\dot{G}_{\text{PM}}(t)$, multiplied by the specific chemical exergy of natural gas, $e_{\text{NG}}$:

$$\dot{E}_{\text{PM}}^{\text{NG}}(t) = e_{\text{NG}} \dot{G}_{\text{PM}}(t)$$  \hspace{1cm} (5.4)

where the specific chemical exergy of natural gas, $e_{\text{NG}}$, can be evaluated by multiplying the exergy factor, $\varsigma_{\text{NG}}$, and the lower heat value, $LHV_{\text{gas}}$. 
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\[ \text{ex}_{\text{NG}} = \zeta_{\text{NG}} LHV_{\text{NG}} \]  \hspace{1cm} (5.5)

According to [8], the exergy factor for natural gas is equal to 1.04 ± 0.5%.

The electricity provided by the prime mover is theoretically fully convertible into useful work, and the exergy rate of the output electricity is:

\[ \dot{E}x_{\text{PM}}^e (t) = \dot{E}_{\text{CHP}} (t) \]  \hspace{1cm} (5.6)

The exergy rate of the output exhaust gas, \( \dot{E}x_{\text{PM}}^e (t) \), is calculated by multiplying the energy rate by the related Carnot factor, since the temperature of the exhaust gas is assumed to be constant [9]:

\[ \dot{E}x_{\text{PM}}^e (t) = \dot{Q}_{\text{PM,ex}}^s (t) F_q (t) \]  \hspace{1cm} (5.7)

with the Carnot factor, \( F_q (t) \), expressed as,

\[ F_q (t) = 1 - T_0 (t) / T_{\text{ex}}^s \]  \hspace{1cm} (5.8)

which depends on both the temperature of exhaust gas, \( T_{\text{ex}}^s \), and the reference temperature \( T_0 (t) \). By following the dynamic exergy analysis, hourly ambient temperatures are considered as reference temperatures [10].

The total exergy loss rate in the prime mover is formulated as:

\[ \dot{E}x_{\text{loss,PM}} (t) = \dot{E}x_{\text{PM}}^{\text{NG}} (t) - \dot{E}_{\text{CHP}} (t) - \dot{E}x_{\text{PM}}^e (t) \]  \hspace{1cm} (5.9)

5.2.1.2. Electricity balance

The electricity balance is formulated in the following. The electricity rate demand, \( \dot{E}_{\text{dem}} (t) \), and the electricity rate required by the heat pump, \( \dot{E}_{\text{HP}} (t) \), must be covered by the sum of the electricity rate provided by the CHP system, \( \dot{E}_{\text{CHP}} (t) \), and the electricity rate from the grid, \( \dot{E}_{\text{buy}} (t) \):

\[ \dot{E}_{\text{dem}} (t) + \dot{E}_{\text{HP}} (t) = \dot{E}_{\text{CHP}} (t) + \dot{E}_{\text{buy}} (t) \]  \hspace{1cm} (5.10)
5.2.2 Modeling of the energy network for space heating

The energy network for space heating with the related system components is shown in Figure 5.2. The exhaust heat recovered in the heat recovery boiler is stored through the heat exchanger in a water tank, which is used to supply heat rate to buildings through a Heat Transfer Fluid (HTF) with a constant mass flow rate. A fully-mixed tank model is assumed, where the water in the tank has a uniform time-varying temperature, because of the charge and discharge processes with a given efficiency.

As to the water temperature in the tank, there are two cases. If the temperature of the water tank is higher than the required (assumed constant) at the terminal devices, the HTF is directly supplied to the buildings and part of it is mixed with the return HTF from buildings in the mixer. After mixing, the temperature of the mixed HTF is brought to the required one, and then the HTF is sent to the terminal devices in buildings. In the second case, if the temperature of the water tank is lower than the requirement, the HTF is sent to the auxiliary natural gas boiler or to the heat pump, and heated to the required temperature.

In the following, modeling of the components of the energy network are presented, as well as the related energy balances.
5.2.2.1 **Modeling of the heat recovery boiler**

Heat is recovered from the high-temperature exhaust gas in the heat recovery boiler. The exhaust gas from the prime mover is subdivided between the two heat recovery boilers for the space heating and domestic hot water demands, respectively. The sum of fractions of exhaust gas (continuous decision variable) for space heating, \( \xi_{SH}(t) \), and domestic hot water, \( \xi_{DHW}(t) \), has to be equal to one:

\[
\xi_{SH}(t) + \xi_{DHW}(t) = 1 \quad (5.11)
\]

The heat rate delivered by the exhaust gas to the heat recovery boiler for space heating, \( \dot{H}_{HRB,SH}(t) \), is:

\[
\dot{H}_{HRB,SH}(t) = \xi_{SH}(t)\eta_{HRB}\dot{Q}_{PM,ex}(t) \quad (5.12)
\]

where \( \eta_{HRB} \) is the heat recovery efficiency of the boiler. The heat balance equation is:

\[
\dot{H}_{HRB,SH}(t) = c_{p,HTF}m_{HRB,SH}(t)(T_{HRB,SH}^r - T_{HRB,SH}^s(t)) = \eta_{hex}c_{p,HTF}m_{HRB,SH}(t)(T_{HRB,SH}^r - T_{SH}(t)) \quad (5.13)
\]

where \( c_{p,HTF} \) is the specific heat of the HTF; \( m_{HRB,SH}(t) \) is the HTF mass flow rate through the heat exchanger in the storage from the heat recovery boiler, which is a continuous decision variable; \( T_{HRB,SH}^s \) and \( T_{HRB,SH}^r(t) \) are the temperatures of the HTF flowing into and out of the heat exchanger, respectively; \( T_{SH}(t) \) is the temperature of the water in the tank; and \( \eta_{hex} \) is the efficiency of the heat exchanger. The HTF supply temperature, and heat exchanger efficiency are assumed known, and the HTF return temperature is a dependent decision variable.

The exergy input rate to the heat recovery boiler is formulated as the related fraction of exhaust gas multiplied by the exergy rate of exhaust gas. At the output, the exergy rate of the heat provided by the heat recovery boiler, \( \dot{E}_{HRB,SH}^{\text{out}}(t) \), is related to the mass flow rate and supply and return temperatures of the HTF, as [9]:

\[
\dot{E}_{HRB,SH}^{\text{out}}(t) = c_{p,HTF}m_{HRB,SH}(t)\left[(T_{HRB,SH}^s - T_{HRB,SH}^r(t)) - T_{0}(t)\ln\left(\frac{T_{HRB,SH}^r(t)}{T_{HRB,SH}(t)}\right)\right] \quad (5.14)
\]
Therefore, the exergy loss rate in the heat recovery boiler is formulated as:

\[
\dot{E}_{\text{loss}}^{\text{HRB,SH}}(t) = \bar{z}_{\text{SH}}(t)\dot{E}_{F,M}^{\text{ex}}(t) - \dot{E}_{\text{HRB,SH}}^{\text{out}}(t)
\]  

(5.16)

5.2.2.2 Modeling of the auxiliary natural gas boiler

The natural gas volumetric flow rate required by the auxiliary boiler to provide the heat rate, \( \dot{H}_{\text{boil,SH}}(t) \), is given by:

\[
\dot{G}_{\text{boil,SH}}(t) = \dot{H}_{\text{boil,SH}}(t)/\left(\eta_{\text{boil}} LHV_{\text{NG}}\right)
\]  

(5.17)

where \( \eta_{\text{boil}} \) is the combustion efficiency of the boiler. The heat balance equation for the boiler is:

\[
\dot{H}_{\text{boil,SH}}(t) = c_p,\text{HTF} m_{\text{SH}}^{\text{dem}} \left(T_{\text{boil,SH}}^r(t) - T_{\text{boil,SH}}^s(t)\right)
\]  

(5.18)

where \( m_{\text{SH}}^{\text{dem}} \) is the HTF mass flow rate (assumed constant) required to satisfy the time-varying space heating demand, and \( T_{\text{boil,SH}}^r(t) \) and \( T_{\text{boil,SH}}^s(t) \) are the temperatures of the HTF flowing out and into of the boiler, respectively, and they are given by:

\[
T_{\text{boil,SH}}^r(t) = T_{\text{SH}}^{\text{dem}} \quad \text{and} \quad T_{\text{boil,SH}}^s(t) = T_{\text{SH}}^{\text{sto}}(t)
\]  

(5.19)

where \( T_{\text{SH}}^{\text{dem}} \) is the temperature required at the terminal devices (assumed constant), and \( T_{\text{SH}}^{\text{sto}}(t) \) is the time-varying water temperature in the tank.

The input energy carrier to the boiler is natural gas. Similarly to the prime mover in the CHP system, the exergy input rate of natural gas to the boiler, \( \dot{E}_{\text{boil,SH}}^{\text{NG}}(t) \), is the natural gas volumetric flow rate consumed by the boiler multiplied by the specific chemical exergy of natural gas, \( e_{\text{NG}} \). At the output, the exergy rate of the heat provided by the boiler, \( \dot{E}_{\text{boil,SH}}^{\text{out}}(t) \), is evaluated similarly to that of the heat recovery boiler in Eq. (5.14), based on the mass flow rate and supply and return HTF temperatures [9]. The exergy loss rate in the natural gas boiler is formulated as:

\[
\dot{E}_{\text{loss}}^{\text{boil,SH}}(t) = \dot{E}_{\text{boil,SH}}^{\text{NG}}(t) - \dot{E}_{\text{boil,SH}}^{\text{out}}(t)
\]  

(5.20)
5.2.2.3 Modeling of the heat pump

The electricity required by the heat pump, $\dot{E}_{HP}(t)$, to provide the heat rate, $\dot{H}_{HP}(t)$ is:

$$\dot{E}_{HP}(t) = \frac{\dot{H}_{HP}(t)}{COP_{HP}} \tag{5.21}$$

where $COP_{HP}$ is the coefficient of performance. The heat balance equation for the heat pump is:

$$\dot{H}_{HP}(t) = c_{p,HTF} m_{SH}^{dem} \left( T_{HP}^{in}(t) - T_{HP}^{out}(t) \right) \tag{5.22}$$

where:

$$T_{HP}^{in}(t) = T_{SH}^{dem} \quad \text{and} \quad T_{HP}^{out}(t) = T_{SH}^{sto}(t) \tag{5.23}$$

where $T_{HP}^{in}(t)$ and $T_{HP}^{out}(t)$ are the temperatures of the HTF flowing out and into of the heat pump, respectively.

For the heat pump, electricity is the input energy carrier. The exergy input rate of electricity, $\dot{E}_x^{in}_{HP}(t)$, is equal to the electricity consumption of the heat pump. At the output, the exergy rate of the heat provided by the heat pump, $\dot{E}_x^{out}_{HP}(t)$, is evaluated similarly to that of the heat recovery and auxiliary natural gas boilers [9]. The exergy loss rate in the heat pump is formulated as:

$$\dot{E}_{loss,HP}(t) = \dot{E}_x^{in}_{HP}(t) - \dot{E}_x^{out}_{HP}(t) \tag{5.24}$$

5.2.2.4 Modeling of the thermal energy storage

The energy stored in the water tank at time $t$ is affected by: the energy stored at time $(t - \Delta t)$, the heat provided by the heat recovery boiler, and the heat supplied:

$$c_{p,w} m_{sto,SH} T_{SH}^{sto}(t) = (1 - \varphi_{sto} (\Delta t)) c_{p,w} m_{sto,SH} T_{SH}^{sto}(t - \Delta t) + \left[ \dot{H}_{HRB,SH} - c_{p,HTF} m_{sto,SH} \left( T_{SH}^{sto}(t) - T_{SH}^{sto,r}(t) \right) \right] \Delta t \tag{5.25}$$

where $c_{p,w}$ is the specific heat of water, $m_{sto,SH}$ is the mass of water in the water tank and $T_{SH}^{sto,r}(t)$ is the temperature of the return HTF to the tank.
5.2.2.5 Space heating energy balance

The components of the energy network for space heating are interconnected by the water network through pipes. As mentioned earlier, there are two cases. In the first one, when the temperature of the water in the tank is higher than the required, $T_{SH}^{dem}$, the HTF is directly supplied to the buildings, and part of it is mixed with the return HTF from buildings before going to the terminal devices inside the buildings, i.e.,

$$m_{SH}^{dem} = m_{SH}^{BP,s}(t) + m_{SH}^{BP,r}(t) = m_{SH}^{BP,s}(t) + m_{build,s}^{build}(t)$$

(5.26)

where $m_{SH}^{BP,s}(t)$ is the bypass mass flow rate to be supplied to buildings; $m_{SH}^{BP,r}(t)$ is the bypass mass flow rate to be returned to the tank; $m_{SH}^{build,s}(t)$ is the return mass flow rate from buildings to be mixed with the HTF from the storage; and $m_{SH}^{build,r}(t)$ is the return water mass flow rate from buildings to the tank. The energy balance in the mixer is expressed as:

$$c_{p,HTF} m_{SH}^{dem} T_{SH}^{dem} = c_{p,HTF} m_{SH}^{BP,s}(t) T_{SH}^{so}(t) + c_{p,HTF} m_{SH}^{build,s}(t) T_{SH}^{r}(t)$$

(5.27)

where $T_{SH}^{r}(t)$ is the temperature of the return HTF from buildings. After satisfying the space heating demand, the energy balance in the mixer is expressed by:

$$c_{p,HTF} m_{SH}^{dem} x_{SH}^{so,r}(t) = c_{p,HTF} m_{SH}^{BP,s}(t) T_{SH}^{so}(t) + c_{p,HTF} m_{SH}^{build,s}(t) T_{SH}^{r}(t)$$

(5.28)

where $T_{SH}^{so,r}(t)$ is the temperature of the return HTF to the water tank.

The energy balance equation at the demand side is:

$$\dot{H}_{SH}^{dem}(t) = c_{p,HTF} m_{SH}^{dem}(T_{SH}^{dem} - T_{SH}(t))$$

(5.29)

where $\dot{H}_{SH}^{dem}(t)$ is the heat rate demand of space heating.

In the second case, when the temperature of the water in the tank is lower than the required, the HTF is sent to the auxiliary natural gas boiler or the heat pump, and heated to the required temperature.
5.2.3 Model of the energy network for domestic hot water

The energy network for domestic hot water with the related system components is shown in Figure 5.3. As in the previous subsection, a fully-mixed tank model is assumed. Since the water is used up at the demand side, cold water is continuously supplied to the thermal storage and warmed up by the heat rate provided by the heat recovery boiler and solar collectors through two heat exchangers in the water tank.

When the temperature of the water supplied by the tank is higher than the required (assumed constant), the water is directly supplied to the buildings and mixed with the aqueduct cold water in the mixer to bring down the temperature to the required one before the terminal use. When the temperature of the water in the tank is lower than the required, the water is sent to the auxiliary natural gas boiler, and heated to the required temperature.

The energy and exergy modeling of the heat recovery boiler, auxiliary natural gas boiler, and thermal storage for domestic hot water is similar to the modeling of the corresponding components of the energy network for space heating. Modeling of the solar thermal plant, and the energy balances are presented in the following.

5.2.3.1 Model of the solar thermal plant

The heat rate provided by the solar thermal plant, $\dot{H}_{ST}(t)$, is formulated as:
The energy balance equation for the solar thermal plant is formulated as:

$$
\dot{H}_{ST}(t) = \eta_{coll} A_{coll} \dot{I}_T(t) \tag{5.30}
$$

where $m_{ST}(t)$ is the water mass flow rate from the solar thermal plant through the heat exchanger in the storage; $T_{ST}^s(t)$ and $T_{ST}^r(t)$ are the temperatures of the water flowing into and out of the heat exchanger, respectively; and $\eta_{hex}$ is the efficiency of the heat exchanger. The supply temperature is assumed 10 K higher than that of the water in the tank and the return temperature is a dependent variable.

As in Chapter 4, the solar energy input to the collectors is considered as a low-exergy source since the solar exergy input rate is evaluated at the output of the solar collector field \[11, 12\]. Therefore, by following this approach no exergy loss is taken into account.

### 5.2.3.2 Domestic hot water energy balance

The components of the energy network for domestic hot water are interconnected by the water network through pipes. Similarly to space heating, when the temperature of the water in the tank, $T_{DHW}^{sto}(t)$, is higher than the required, $T_{DHW}^{dem}$, the water is directly supplied to the buildings and mixed with the aqueduct cold water before the terminal use:

$$
\dot{m}_{DHW}^{dem}(t) = \dot{m}_{DHW}^{sto}(t) + \dot{m}_{cold}^{dem}(t) \tag{5.32}
$$

where $\dot{m}_{DHW}^{dem}(t)$, $\dot{m}_{DHW}^{sto}(t)$, and $\dot{m}_{cold}^{dem}(t)$ are the water mass flow rates to be supplied to terminal users, the water mass flow rate taken from the storage, and the cold water mass flow rate from the aqueduct, respectively. The energy balance in the mixer is expressed as:

$$
c_{p,w} \dot{m}_{DHW}^{dem}(t) T_{DHW}^{dem} = c_{p,w} \dot{m}_{DHW}^{sto}(t) T_{DHW}^{sto} + c_{p,w} \dot{m}_{cold}^{dem}(t) T_{cold} \tag{5.33}
$$

where $T_{cold}$ is the temperature of the cold water from the aqueduct. At the demand
side, it is assumed that the temperature of hot water is brought down to $T_{\text{cold}}$ after terminal use, and the energy balance equation is:

$$\dot{H}_{\text{DHW}}^\text{dem} (t) = c_{p,w} \dot{m}_{\text{DHW}}^\text{dem} (t) \left( T_{\text{DHW}}^\text{dem} - T_{\text{cold}} \right)$$ (5.34)

where $\dot{H}_{\text{DHW}}^\text{dem} (t)$ is the heat rate demand of domestic hot water.

In the second case, when the temperature of the water in the tank, $T_{\text{DHW}}^{\text{sto}} (t)$, is lower than the required, $T_{\text{DHW}}^\text{dem}$, the water is sent to the auxiliary natural gas boiler:

$$\dot{m}_{\text{DHW}}^\text{dem} (t) = \dot{m}_{\text{DHW}}^{\text{sto}} (t)$$ (5.35)

The water is heated to the required temperature in the natural gas boiler.

For the overall optimization problem, the coupling across the two water networks is that the sum of exhaust fractions for space heating and domestic hot water has to be one (Eq. 5.11). The coupling across all the three networks is represented by the electricity balance (Eq. 5.10).

### 5.3. Multi-objective optimization: energy cost and exergy losses at the energy conversion step

The objective is to minimize the total energy cost and the exergy losses occurring at the energy conversion step. The economic and exergetic objective functions are discussed in Subsections 5.3.1 and 5.3.2, respectively. The multi-objective optimization method used to solve the optimization problem is discussed in Subsection 5.3.3.

#### 5.3.1 Economic objective

The economic objective is to minimize the total energy cost, $\text{Cost}$, which is the sum of two terms: cost of grid power and cost of natural gas, as follows:

$$\text{Cost} = \sum_t \left( P_{\text{grid}} (t) \dot{E}_{\text{buy}} (t) + P_{\text{NG}} \dot{G}_{\text{buy}} (t) \right) \Delta t$$ (5.36)

where $P_{\text{grid}} (t)$ is the time-of-day unit price of electricity from the power grid, and $P_{\text{NG}}$ is the constant unit price of natural gas. The volumetric flow rate of natural gas
bought, \( \hat{G}_{\text{buy}}(t) \), corresponds to the total consumption requirement of the CHP system and auxiliary natural gas boilers.

5.3.2 Exergetic objective

As mentioned earlier, the focus of this chapter is on the total exergy loss occurring at the energy conversion step, which accounts for the largest fraction of the total exergy losses in the energy-supply chain from energy resources to user demands. The total exergy loss at the conversion step, \( \text{Exloss}_{\text{conv}} \), is formulated as the sum of the exergy losses of the system components at the conversion step over time:

\[
\text{Exloss}_{\text{conv}} = \sum \left( \hat{\text{Exloss}}_{\text{PM}}(t) + \hat{\text{Exloss}}_{\text{grid}}(t) + \hat{\text{Exloss}}_{\text{HRB,SH}}(t) \\
+ \hat{\text{Exloss}}_{\text{HRB, DHW}}(t) + \hat{\text{Exloss}}_{\text{boil,SH}}(t) + \hat{\text{Exloss}}_{\text{boil,DHW}}(t) + \hat{\text{Exloss}}_{\text{hr}}(t) \right) \Delta t
\] (5.37)

5.3.3 Multi-objective optimization method

With the economic objective function formulated in Eq. (5.36) and the exergetic objective function formulated in Eq. (5.37), the problem has two objective functions to be minimized. To solve this multi-objective optimization problem, the weighted-sum method is used, and a single objective function is formulated as a weighted sum of the total energy cost, \( \text{Cost} \), and the total exergy loss at the energy conversion step, \( \text{Exloss}_{\text{conv}} \):

\[
F_{\text{obj}} = c \omega \text{Cost} + (1 - \omega) \text{Exloss}_{\text{conv}}
\] (5.38)

where the constant \( c \) is chosen such that \( c \text{ Cost} \) and \( \text{Exloss}_{\text{conv}} \) have the same order of magnitude. The Pareto frontier involving the best possible trade-offs between the two objectives can be found by varying the weight \( \omega \) in between the interval 0 and 1. For \( \omega = 1 \), the economic optimization is carried out, and the solution that minimizes the total energy cost is obtained, whereas for \( \omega = 0 \), the exergetic optimization is carried out, and the solution that minimizes the total exergy loss at the energy conversion step is obtained. The optimization problem formulated in Sections 5.2 and 5.3 is separable, nonlinear and involves both discrete and continuous variables.
5.4. Solution methodology

The solution methodology used to solve the mixed-integer nonlinear programming problem formulated above is discussed in the following. To coordinate the system components with coupling constraints and solve the optimization problem efficiently, the key idea is to use multipliers as shadow prices in a decomposition and coordination structure. Surrogate Lagrangian relaxation and branch-and-cut are combined for a speedy and near-optimal performance [13 - 15]. After relaxing the coupling constraints, i.e., CHP exhaust gas sharing constraints (Eq. 5.11) by Lagrangian multipliers, the relaxed problem is to minimize the following Lagrangian function, $L$, as:

$$L(\lambda, y) = c\omega \text{Cost}(y) + (1 - \omega) \text{Exloss}_{\text{conv}}(y) + \sum_t \lambda(t) \left( \xi_{SH}(t) + \xi_{\text{DHW}}(t) - 1 \right) \quad (5.39)$$

subject to Eq.s (5.1)-(5.10) and (5.12)-(5.37). In the above, $\lambda$ represent multipliers relaxing CHP exhaust gas sharing constraints, and $y$ represent all the decision variables.

Then, there are two subproblems, e.g., the space heating subproblem and the domestic hot water subproblem (with electricity-related system components). They are solved by branch-and-cut individually.

By solving the relaxed problem, the dual function becomes:

$$q(\lambda) = \min_y L(\lambda, y) \quad (5.40)$$

Instead of obtaining the dual value (5.40), a surrogate dual value is obtained in the surrogate Lagrangian relaxation as follows:

$$\widetilde{L}(\lambda^k, y^k) = c\omega \text{Cost}(y) + (1 - \omega) \text{Exloss}_{\text{conv}}(y) + \lambda^k g(y^k) \quad (5.41)$$

In the above, $\lambda^k$ and $y^k$ are multipliers and any feasible solution of the relaxed problem at iteration $k$, respectively, and $\tilde{g}(y^k)$ are the surrogate subgradient vectors consisting of:

$$\tilde{g}(y^k) = \xi_{SH}(t) + \xi_{\text{DHW}}(t) - 1 \quad (5.42)$$
Since surrogate Lagrangian relaxation does not require the relaxed problem to be fully optimized, surrogate subgradient directions may not form acute angles with directions toward optimal multipliers, which will cause divergence. To guarantee that surrogate directions form acute angles with directions toward the optimal multipliers, the relaxed problem has to be sufficiently optimized, such that surrogate dual values in Eq. (5.41) satisfy the surrogate optimality condition:

\[ \tilde{L}(\lambda^k, y^k) < \tilde{L}(\lambda^k, y^{k-1}) \]  

(5.43)

where \( y^{k-1} \) is a feasible solution at the iteration \( k-1 \). Since the relaxed problem is not fully optimized and subgradient directions do not change much at each iteration, computational requirements and zigzagging of multipliers are much reduced as compared to traditional subgradient methods.

In the method, multipliers are updated as:

\[ \lambda^{k+1} = \lambda^k + d^k \tilde{g}(y^k) \]  

(5.44)

where \( d^k \) is the stepsize at iteration \( k \). The multipliers converge to the optimum if the stepsizes are updated by using the novel step-sizing formula developed in [13].

To solve subproblems by using branch-and-cut, which is suitable for mixed-integer linear problems, a linear formulation is needed [16, 17]. Usually, the logarithm function can be linearly approximated within a small range. For other nonlinear terms such as the cross product, the linearization is not easy. In the framework of surrogate Lagrangian relaxation, solutions from the previous iteration can be used as input data in the next iteration. Therefore, the nonlinear terms can be linearly approximated by using the values of the previous solution under the monotonic condition as proved in [14]. The resulting linear problem will be optimized and the previous solution will be updated.

5.5. Numerical testing: A Chinese case study

The method developed above is implemented by using IBM ILOG CPLEX Optimization Studio Version 12.6. As in Chapter 4, the hypothetic large hotel located
in Beijing with a 30,000 m$^2$ area is selected as the targeted end-user. A typical winter day of January is chosen, with one hour as time-step.

The input data for the optimization model are the building energy demands, prices and exergy of primary energy carriers, sizes and efficiencies of energy devices and thermal storage systems. As regards the building energy demands, reference is made to the hourly electricity, domestic hot water, and space heating demands of the hotel for a representative winter day of January [18], shown in Figure 4.3a in Chapter 4. As regards the energy prices used in the numerical testing, the time-of-day unit price of electricity from the power grid is shown in Figure 4.3 in Chapter 4, and the unit price of natural gas is assumed equal 0.38 $/Nm$^3$ [19]. To evaluate the exergy loss rate related to the power grid, the exergy efficiency of the power generation plant is assumed equal to 0.32 [20, 21]. The exergy factor of natural gas is assumed equal to 1.04 [8]. To evaluate the heat rate provided by the solar collector field, for each hour of the representative winter day of January, the solar irradiance has been evaluated as the average of the hourly mean values of the solar irradiance in the corresponding hour of all January days [22]. The sizes and efficiencies of the energy devices are listed in Table 5.1. As regards the CHP system, reference is made to a gas turbine as the prime mover with an actual nominal peak output of 1,240 kW and an exhaust gas temperature of 785.15 K. It operates at a 24% gas-to-electric turbine efficiency with an 8% heat loss efficiency [23].

<table>
<thead>
<tr>
<th>Primary energy devices</th>
<th>Size (MW)</th>
<th>Efficiency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Electrical</td>
<td>Thermal</td>
</tr>
<tr>
<td>Gas turbine</td>
<td>1.24</td>
<td>0.24</td>
<td>0.68</td>
</tr>
<tr>
<td>Solar thermal</td>
<td>0.41</td>
<td>0.40</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary energy devices</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat pump</td>
<td>3.0</td>
</tr>
<tr>
<td>Heat recovery boiler SH - DHW</td>
<td>0.74</td>
</tr>
<tr>
<td>Auxillary natural gas boiler SH - DHW</td>
<td>0.90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thermal energy storage</th>
<th>Size (MWh)</th>
<th>Storage loss fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH – DHW storage</td>
<td>3.0 – 2.0</td>
<td>0.10</td>
</tr>
</tbody>
</table>
In the following, the Pareto frontier and the optimized operation strategies of the DES obtained at various trade-off points are discussed in Subsection 5.5.1. The exergy losses related to the energy system components for conversion and storage in the energy-supply chain obtained by the economic optimization and the exergetic optimization are also presented. In addition, the effects of energy prices on the optimized operation strategies are discussed in Subsection 5.5.2. To show the effects of variations in the configuration of the DES on energy costs and exergy losses, results of the sensitivity analysis are presented and discussed in Subsection 5.5.3.

5.5.1 Pareto frontier and optimized operation strategies of the DES at various trade-off points

Based on the energy network configurations for space heating and domestic hot water shown in Figures 5.2 and 5.3, there are nonlinear logic constraints. The Surrogate Lagrangian relaxation method combined with branch-and-cut is suitable for mixed-integer linear problems. To get a linear problem and test this innovative optimization method, in the numerical testing, temperatures of the water in the tanks are assumed lower than the required temperatures at terminal uses. This assumption is supported by the fact that, in winter days, the average solar irradiance is lower than in summer days, and electricity demand is also lower. As a consequence, water temperature in the storage tanks can be lower than that required for most of the day.

The optimization problem can be solved within several minutes and the Pareto frontier obtained is shown in Figure 5.4. The point marked with \( a \) is obtained by the economic optimization. The daily energy cost is 3,486 $/d whereas the daily exergy losses at the energy conversion step are 75,459 kJ/d. The point marked with \( b \) is obtained by minimizing the total exergy loss at the conversion step. The daily energy cost is 3,718 $/d whereas the daily exergy losses are 68,687 kJ/d. The points between the extreme points are found by subdividing the weight interval into 100 equally-spaced points. There are 13 points since some solutions have been found under more than one weight values.

Each point on the Pareto frontier corresponds to a different operation strategy of the DES. In order to understand how the operation strategies vary with the weight, \( \omega \), the optimized operation strategies of the DES obtained by varying the weight from 0
to 1, with a 0.1 increase, are presented in Figure 5.5.

Figure 5.5a shows that when $\omega$ varies from 1 to 0 (from the economic optimization to the exergetic optimization), the share of electricity load (sum of electricity demand and electricity required by the heat pump) satisfied by the CHP system increases while the exergy losses reduce. This highlights the essential role of the CHP system in the reduction of exergy losses because of the recovery of waste heat for thermal purposes, leading to efficient use of the high-quality energy resource.

Figure 5.5b shows that when $\omega$ varies from 1 to 0, the share of the domestic hot water demand satisfied by the heat recovery boiler increases coherently with the increased use of the CHP system (as shown in Figure 5.5a). The use of exhaust gas for low-exergy thermal demands reduces the exergy losses occurring at the energy conversion step. Conversely, the share of domestic hot water demand satisfied by the auxiliary natural gas boiler reduces, highlighting that natural gas as a high-quality energy resource should not be used for low-quality thermal demands, thereby reducing the waste of high-quality energy resources.

Figure 5.5c shows that when $\omega$ varies from 1 to 0, the share of space heating demand satisfied by the heat recovery boiler increases, coherently with the increasing use of the CHP, highlighting, as above, the importance of waste heat recovery for the exergetic purpose. When $\omega$ varies from 1 to 0, the share of space heating demand met by the heat pump exhibits an opposite trend, decreasing with the reduced use of the grid power, as shown in Figure 5.5a.
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Figure 5.5. Optimized operation strategies of the DES at various trade-off points for a) electricity; b) domestic hot water; c) space heating.
Figure 5.6 shows the exergy losses related to the energy system components for conversion and storage in the energy-supply chain obtained by the economic and the exergetic optimizations. Exergy losses occurring in the thermal storage systems are evaluated according to the ECBCS - Annex 49 [9]. The exergy losses at the energy conversion step attained by the exergetic optimization are about 9% lower than those obtained by the economic optimization. On the other hand, exergy losses evaluated in the thermal storage systems under the exergetic optimization are 22% higher than those evaluated under the economic optimization. This is because, under the exergetic optimization, there is a larger use of heat recovery boilers, which charge the storage tanks, than what occurs under the economic optimization, as shown in Figures 5.5b and 5.5c. This means that the minimization of exergy losses at the energy conversion step does not guarantee the minimization of exergy losses in the other steps of the energy-supply chain.

5.5.2 Effect of energy prices on the optimized operation strategies of the DES

The optimized operation strategies of the DES depend on the prices of primary energy carriers. In the problem under consideration, representing the reference case, the price of natural gas is much cheaper than that of grid power as in the current Chinese market. To show how the relative prices of natural gas and grid power affect the optimized operation strategies, the problem is solved with a natural gas price as 150% of the price considered in the reference case.
Figure 5.7 shows the optimized operation strategies for electricity at the various trade-off points with a high natural gas price. It is shown that when $\omega$ varies from 1 to 0, the share of the electricity load satisfied by the CHP system increases, as occurs in the reference case, as shown in Figure 5.5a. However, compared to the reference case, the share of electricity load covered by the CHP system is generally lower when the weight of the economic objective is higher than that of the exergetic one, and almost the same when the weight of the economic objective is lower. In particular, when $\omega = 0.5$, 0.7 and 1, the share of the electricity load covered by the CHP system is 69%, 51% and 46% in the new case, respectively, whereas it is 74%, 66% and 63%, in the reference case, respectively, as shown in Figure 5.5a. The lower usage of the CHP system results in lower amount of exhaust gas recovered, and consequent higher usage of auxiliary boilers for thermal purposes. This leads to higher exergy losses at the energy conversion step as compared to the reference case.

5.5.3 Sensitivity analysis

A sensitivity analysis is carried out to show how each energy device contributes to the reduction of energy costs and exergy losses. The single-objective optimization is carried out for the configurations listed in Table 5.2. For each configuration, one energy device is taken out of the DES, including the solar thermal plant, auxiliary natural gas boilers, heat pump, and entire CHP system. In addition, a conventional
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Table 5.2. Configurations investigated in the sensitivity analysis.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Energy devices excluded from the reference case (Configuration 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>without solar thermal plant</td>
</tr>
<tr>
<td>3</td>
<td>without auxiliary natural gas boilers</td>
</tr>
<tr>
<td>4</td>
<td>without heat pump</td>
</tr>
<tr>
<td>5</td>
<td>CHP system</td>
</tr>
<tr>
<td>6</td>
<td>Other case</td>
</tr>
<tr>
<td></td>
<td>Conventional energy supply system</td>
</tr>
</tbody>
</table>

The energy supply system is also analyzed, where the grid power is used to meet the electricity demand, the electricity required by an electric heater to satisfy the space heating demand, and the electricity required by an electric boiler to satisfy the domestic hot water demand.

The daily energy costs obtained by the economic optimization for Configurations 1-6 are compared in Figure 5.8. Configuration 1 is the reference case, consisting of all energy devices and thermal storage systems shown in Figure 5.1. The reference case shows the best performance in terms of the daily energy cost as compared with the other configurations. Configurations 2 and 3 exclude the solar thermal plant and the auxiliary boilers for space heating and domestic hot water from the reference case, respectively. In both the cases, the daily energy cost is about 2% larger than that in

![Figure 5.8. Daily energy cost for Configurations 1-6 under the economic optimization.](image-url)
reference case. Configurations 4 excludes the heat pump from the reference case, and 
the daily energy cost is 18\% larger than that in the reference case, because of the high 
conversion efficiency of the heat pump. Configuration 5 excludes the CHP system. 
The daily energy cost is 34\% larger than that in the reference case, pointing out the 
essential role of the CHP system in the reduction of energy costs. The worst case is 
represented by the conventional energy supply system (Configuration 6). The 73\% 
increase in the daily energy cost, as compared with the reference case, shows that the 
energy costs can be strongly reduced by the optimized operation of the DES. 

Figure 5.9 shows the total daily exergy losses occurring at energy conversion step 
obtained by the exergetic optimization for Configurations 1-5. The reference case 
(Configuration 1) shows the best performance, also in terms of minimum exergy 
losses at the conversion step. For Configuration 2, exergy losses increase by 2\% as 
compared with the reference case. For Configuration 3, the exergy losses are the same 
as those in the reference case, since under the exergetic optimization, the auxiliary 
natural gas boilers are never used to satisfy the domestic hot water and space heating 
demands, as was also shown in Figures 5.5b and 5.5c. For Configuration 4, the exergy 
losses are 22\% larger than those in the reference case, showing the importance of the 
heat pump not only in the reduction of energy costs but also in the reduction of exergy 
losses, due to the high energy conversion efficiency. A 28\% increase in the exergy 
losses is found for Configuration 5, as compared with the reference case. Without the 

![Figure 5.9. Daily exergy losses at the energy conversion step for Configurations 1-6 under the exergetic optimization](image)
CHP system, there is no exhaust gas for thermal purposes, and the use of auxiliary boilers increases the exergy losses because of the combustion processes. Finally, similarly to the energy costs, the worst case is represented by Configuration 6, where the exergy losses are 73% larger than those in the reference case. When all the demands are satisfied by electricity, high exergy losses occur, since a high quality energy carrier, as the electricity from the power grid, is used to satisfy low-quality thermal demands.

Figure 5.10 shows the exergy losses related to the energy system components for conversion and storage in the energy-supply chain for Configurations 1-5 under the exergetic optimization. Exergy losses in thermal storage systems do not reach the minimum value in the reference case. The minimum value is obtained in Configuration 5, where it is 93% lower than that in the reference case. Without the CHP system, the SH storage is not used with consequent zero exergy losses, and the DHW storage is only charged by the solar thermal collectors. Therefore, the total exergy loss is reduced at the storage step. However, the total exergy loss occurring in the whole energy-supply chain reaches the maximum value in Configuration 5, and the minimum in the reference case. In particular, the total exergy loss in the whole energy-supply chain in Configuration 5 are about 22% larger than that in the reference case.

![Daily exergy losses at the energy conversion and thermal storage steps in the energy-supply chain for Configurations 1-5 under the exergetic optimization.](image)
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Chapter 6

Conclusions

This thesis focuses on the optimal operation planning of Distributed Energy Systems (DESs) through multi-objective criteria, as an innovative tool for a sustainable energy decision-making process. The proposed mathematical models aim at providing decision support to planners for selecting the operation strategies of a DES throughout the planning period, based on short- and long-run priorities. On the one hand, there are the operators of DESs, whose greatest interest is the economic factor, on the other hand, there is the civil society, ideally represented by the regulator, whose greatest interest is a sustainable future.

The DESs under consideration are complex energy systems, where multiple energy devices, such as Combined Cooling Heating and Power (CCHP) systems or Combined Heat and Power (CHP) systems, natural gas and biomass boilers, solar thermal plants, heat pumps, are involved to satisfy given time-varying user demands at district level. To allow more efficient use of thermal energy, thermal energy storage systems are also included in the DESs configurations.

In order to consider the economic priority, crucial in the short-run, and the environmental impacts, essential in the long-run, in the operation planning of a DES, a multi-objective linear programming problem is formulated to obtain the optimized operation strategies to reduce the energy costs and environmental impacts in terms of CO₂ emissions. The Pareto frontier is obtained by minimizing a weighted sum of the total energy cost and CO₂ emission, by using branch-and-cut. Results of the numerical testing, where a large hotel located in Italy is considered as the targeted end-user, demonstrate the effectiveness of the optimization tool for ensuring both economic and environmental benefits. In fact, the optimized operation allows to reduce significantly energy costs and CO₂ emissions as compared with conventional
energy supply systems. Moreover, the Pareto frontier obtained shows that a significant reduction in the total CO\textsubscript{2} emission can be gained with a negligible increase in the energy cost. The analysis of the optimized operation strategies at various trade-off points highlights that the CCHP system is essential for the energy cost minimization, whereas the heat pumps are crucial for the environmental impact minimization.

The other main contribution of this thesis is to demonstrate the effectiveness of the exergy analysis in the operation planning of DESs to increase sustainability of the energy supply, through a rational use of the energy resources, while considering energy quality. Based on the possibility to integrate different sources in DESs to satisfy different types of end-user demands, the key idea is to apply the exergy analysis in the operation planning of these systems to promote the matching of the energy quality levels of supply and demand. For not neglecting the energy costs, a multi-objective linear programming problem is formulated to attain the optimized operation strategies of a DES to reduce the energy costs and increase the overall exergy efficiency. The Pareto frontier is obtained by minimizing a weighted sum of the total energy cost and primary exergy input, by using branch-and cut. Results of the numerical testing, where a large hotel located in Beijing is considered as the targeted end-user, demonstrate that the minimization of primary exergy input to the DES promotes an efficient energy supply system where all the energy resources, including renewable ones, are used in an efficient way. The optimized operation of the DES allows to reduce significantly energy costs and primary exergy input as compared with conventional energy supply systems. The analysis of the optimized operation strategies at various trade-off points shows that the CCHP system is essential for the exergetic objective, due to the waste heat recovered to meet the low-quality thermal demands. A sensitivity analysis is performed to show the contribution of each energy device in the reduction of energy costs and primary exergy input. Results demonstrate the essential role of the CCHP system, heat pumps and solar thermal from an exergy perspective to increase the overall exergy efficiency. Conversely, the biomass boiler is found to be a good solution for energy costs, due to the low price, but a solution to be avoided for the exergetic objective. This latter result highlights that biomass, as a high-quality energy resource, should not be used
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to meet the low-quality thermal demand. Moreover, the influence of the exergy analysis on the environmental impact in the optimal operation planning of the DES is also investigated. Results show that by increasing the overall exergy efficiency of the DES, a reduced use of high-quality energy resources as well as a reduced environmental impact are attained.

The exergy-based operation planning of a DES is also addressed by considering the whole energy-supply chain from energy resources to user demands, through the detailed analysis of the energy system components for conversion, storage, distribution and emission for space heating. Instead of considering the overall exergy efficiency, exergy losses are modeled for the system components at the energy conversion step, which accounts for the largest part of the total exergy loss in the whole energy-supply chain. Therefore, the inefficiencies within the energy supply are pinpointed, quantified and minimized through a multi-objective approach for taking into account also the energy costs. A multi-objective mixed-integer nonlinear programming problem is formulated based on the detailed energy and exergy modeling of the energy system components, to find the optimized operation strategies which reduce energy costs and exergy losses at the energy conversion step. The Pareto frontier is found by minimizing a weighted sum of the total energy cost and exergy loss, by using an innovative solution methodology based on the Surrogate Lagrangian Relaxation combined with branch-and-cut. Results of the numerical testing, where the hotel located in Beijing is considered as the targeted end-user, demonstrate that the exergy-efficient management of the energy-supply chain of the DES allows to reduce the inefficiencies, thereby attaining a further sustainability of the energy supply. The analysis of the optimized operation strategies at various trade-off points shows that under the exergy loss minimization, combustion processes in auxiliary natural gas boiler are avoided for providing low-temperature heat to end-users, and the CHP system is preferred, due to the possibility to recover the waste heat for thermal purposes, thereby increasing the efficiency in the use of the high-quality energy resource.

In the optimization tool proposed, the economic priority, crucial in the short-run, is never neglected, since the optimized operation of DESs allows to reduce the energy costs as compared with conventional energy supply systems. The long-run
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sustainability is also achieved, since lower environmental impacts as well as higher efficiency in the energy resource use are attained by the optimized operation of DESs, as compared with conventional energy supply systems. However, the capital investment costs of DESs are generally high as compared with conventional energy supply systems. Remaining issues, objects of study in future work, are related to the planning of DESs for their optimal design, where in the economic objective, also investment and operation and maintenance costs will be involved. As for the optimal operation planning problem, also for the optimal design problem, a multi-objective approach will be used to take into account both short- and long-run priorities.

In conclusion, in this thesis, emphasis is given to the necessity of a strong change in the energy supply structure to address energy-related worldwide problems as depletion of fossil fuels and growing environment protection awareness. If it is true that DESs have been recognized by research and demonstration projects as a powerful instrument to offer a new sustainability-oriented pathway, it is also true that the complex decision-making process related to their optimal planning needs to be guided to account for both short- and long-run priorities. The energy legislations need to be informed on how the optimal planning of DESs can ensure both economic, and environmental benefits as well as a more efficient energy resource use as compared with the conventional energy supply structure. This information could be transformed in incentives and policies to encourage the DESs development with consequent spread. Not only. Results found in this work also demonstrate that the key idea to optimize the operation of a DES through exergy assessments allows to enhance the efficiency in the energy resource use, thereby increasing the time span in which the limited energy resources can be used, and reducing the negative environmental impacts derived from their use. Thus, exergy, recognized in this work and in the scientific literature as a sustainability indicator, should be considered by planners as a crucial benchmark for planning of DESs.