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Introduction

Latest Remote Sensing technologies are having great impact on both
research and applications. Differently from some years ago, when
technological development was achievable only for large institutions,
like space agencies, today the number of private companies develop-
ing and operating their own acquisition systems is increasing quickly.
This trend is also due to the fact that the imaging system technology
is becoming mature allowing for incremental improvements regarding
performance and low-size/weigth implementation. A further enabling
factor has been the evolution of image processing methodologies, with
ever more powerful and effective tools, which made possible the devel-
opment of new systems and even the creation of features and applica-
tions that were not imagined at the time of the system realization.

There are many remote sensing modalities, the most popular of which
are related to optical, hyperspectral and radar sensors, each of them
with specific peculiarities and purposes. For example, optical sensors
have by design a higher resolution with respect to radar sensors due to
their operative range frequency. But for the same reason they suffer
from possible atmospheric occlusions, while the radar sensors do not.

Among the radar systems, the Synthetic Aperture Radar (SAR) has
experienced an increasing popularity in the last decades, especially
for Earth Observation purposes. Since the first missions, it demon-
strated its effectiveness in providing reliable information about the
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Earth’s surface such as topography, morphology, roughness and di-
electric characteristics of the backscattering layer. In fact, SAR sys-
tems demonstrated to possess many useful features, that made the
difference compared to competitor systems. Since they operate in the
microwave frequency range and provide their own illumination, SAR
systems can operate almost independently of meteorological condi-
tions and sun illumination. Geometric resolutions in the order of some
meters are achieved with physical antennas of limited size, thanks to
the synthetic aperture concept and to pulse compression techniques.
The price to pay for these desirable properties is in the high trans-
mit power, the considerable amount of signal processing required and,
compared to optical imagery, the “unconventional” imaging geometry,
as it will be shown in chapter 1.

Spaceborne remote sensing systems travel around the Earth over polar
orbits at an altitude going typically from 200Km (space shuttle) to
800Km (satellites) at inclinations ranging from 57◦ to 108◦. The SAR
system ENVISAT, for example, has a spatial resolution in the order of
5m in azimuth and 25m in ground range, while most recent systems
as TerraSAR-X and COSMO-SkyMed can reach a resolution of few
meters. The imaged swath is about 50 − 100Km wide in standard
imaging mode and up to 500Km with ScanSAR systems.

SAR Interferometry (InSAR) is today one of the most used techniques
exploiting SAR imagery. Any image is a bidimensional representation
of some features of interest. SAR interferometric images, in particular,
measure the height information over the scene. They are generated
by processing a pair of SAR images acquired from slightly different
points of view, giving rise to the so called Digital Elevation Map. As it
will be widely shown in chapter 2, the height information is codified
in the interferometric phase, i.e. the phase difference between the
two images. Going a step further, Differential InSAR (DInSAR) is
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a tool for detection and mapping of terrain displacements over wide
areas, with a precision comparable with fractions of the operative
wavelength: millimeter range in case of X-band SAR. This is of great
importance for risk management as in case of earthquakes or volcanic
activity, for glaciology and ice sheet monitoring, for studying tectonic
processes and monitoring ground subsidence due to mining, gas, water
and oil withdrawal, etc..

The use of spaceborne SARs as interferometers became popular only in
the last decades, although the basic principle dates back to the early
1970s. However, it was only in the early 90s that the first results
on terrestrial applications were published. Before 1992 SAR data
were only available to a limited group of scientists, the required data
elaboration was expensive, and appropriate facilities existed only at
few research centers. Interferometry data-sets became available to a
larger set of researcher thanks to the ESA satellite ERS-1 launched
in 1991. It provided a huge amount of SAR data-sets and a series of
research groups began to investigate the method intensively and with
success [3].

On July 08, 1993, the journal Nature showed to a wide public the
first differential interferogram representing the deformation induced
by the earthquake that affected the Californian area of Landers on
June 28, 1992. The interferogram was produced by combining the
pair of ERS-1 SAR images taken before (April 24, 1992) and after
(August 7, 1992) the seismic event. This event was claimed as the
first picture of an earthquake.

The ERS-1 satellite was followed by the twin ERS-2 in 1995. They
weren’t the first radars to introduce data suitable for interferome-
try, but they achieved the real breakthrough in SAR interferometry.
The reason of their success was primarily due to the excellent results
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Figure 0.2: Cover of the journal Nature showing the first-ever image
of an earthquake.

achieved in the area of repeat-pass interferometry. In fact the satellite
orbit was very stable and it was determined with cm accuracy, the
baseline control was very good and many orbit pairs met the base-
line conditions for repeat-pass interferometry. ERS-2 was identical
to ERS-1, had the same orbit parameter, and continued the ERS-
program with the 35-days repeat period. This mission provided out-
standing InSAR performance in the TANDEM mission where ERS-1
and ERS-2 were operated in parallel, reaching high coherence orbit
pair. In fact ERS-2 followed ERS-1 on the same orbit at a 35 min
delay thus, considering Earth’s rotation, this orbit scenario assured
that ERS-1 and ERS-2 imaged the same areas at the same look angle
at a one day time lag. The orbits were deliberately tuned slightly
out of phase such that a baseline of some hundreds meters allowed for
cross-track interferometry. This separation between ERS-1 and ERS-
2 could be kept very stable, because both satellites were affected by
similar disturbing forces. The one day time lag was the key feature to
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obtain high coherence interferograms and no other repeat-pass system
could achieve it.

Nowadays, the latest SAR systems work in the X-band of the elec-
tromagnetic spectrum, that is with a wavelength of about 31mm and
provide images with a resolution of up to 1m with revisit time of a few
days. Today the major operational X-band SAR systems are the ger-
man TerraSAR-X and the italian COSMO-SkyMed. The former was
launched on June 15, 2007 and has been in operational service since
January 2008. As for ERS systems a second sister satellite TanDEM-
X was launched in early 2010 and nowadays the two satellites act as
a pair with the aim of Earth’s Digital Elevation Model (DEM) recon-
struction. The latter, COSMO-SkyMed, is a constellation composed
of four satellites equipped with SAR sensors. The first satellite of
COSMO-SkyMed constellation was launched on June 2007 whereas
the full constellation is operational since 2010.

With SAR technology development, the need for digital signal pro-
cessing and enhancement tools grew fast. One of the first application
was the despeckling: the procedure of removing the speckle from the
amplitude of the SAR images. Due to the presence of many single scat-
tering mechanisms in the SAR resolution cell, the backscattered field
results in a coherent superimposition of complex phasors that gives
rise to constructive and destructive interference phenomena. From
one resolution cell to the adjacent, the interference mechanism can
vary completely implying a spatial amplitude variation even for areas
with constant backscattering characteristics. The speckle phenomena
is normally indicated as pseudo-noise, since it is a disturb that impairs
the measured signal quality, but, at the same time, it is intrinsic of any
coherent measurement system. In SAR images, the speckle impairs
the visual interpretation and the performance of subsequent processes
like image segmentation and classification. Many despeckling algo-
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rithms have been proposed in the last decades [19, 38, 39, 53, 59, 62–
64, 70, 71, 84].

In SAR Interferometry, the enhancement of the interferometric signal
is a preliminary step for almost any application. The disturb in this
case is mainly given by the degree of dissimilarity between the two im-
ages. The amplitude of the normalized complex correlation between
the pair, the coherence, measures the degree of similarity between the
two images while its argument is the interferometric phase. The es-
timation of the correlation allows to obtain first an estimation of the
phase itself and secondly a measure of the reliability of the estimated
phase through the coherence parameter. The classical approach for
estimating the complex correlation index ia a moving-average filtering,
which, assuming that the interferometric phase has slow spatial vari-
ations or, from a statistical point of view, it is locally a Wide-Sense-
Stationary (WSS) process, turns out to be the Maximum-Likelihood
estimator [95]. Such a filter has to trade off the low estimation vari-
ance, achievable with a large window, with image resolution. The res-
olution loss is due to a mix of heterogeneous contributions which takes
place whenever the signal is not locally WSS as in the case of bound-
aries between regions with different backscattering characteristics, e.g.
the edge between a field and a street. The work in InSAR parameter
estimation has then mainly focused on improving this trade-off by try-
ing to achieve a strong filtering intensity also in non-stationary areas.
Back in the ’90s, the Lee [67] and Goldstein [49] filters provided two
different solutions working in the spatial and frequency domain, re-
spectively. The former adapts the shape of the filtering window to the
local phase edges. The latter, instead, enhances the useful spectrum
components, assuming that the non-stationary signal is defined in a
narrow band while the noise spreads over the whole spectra. The so-
lutions proposed during last decades can be divided as well in spatial

6



Contents

and transform domain approaches. The state-of-the-art filters [20, 22]
extend the ML estimation to a weighted average in the framework
of the nonlocal filtering. This paradigm, rather than using the geo-
metrically closest pixels as in the moving average, selects the pixels
that are more similar to the target pixel enforcing in this way the sta-
tionarity hypothesis on the average group. In [20, 22] new similarity
measures are defined to deal with the InSAR statistic and perform
then a Weighted-ML estimation.

In this thesis work the nonlocal paradigm has been investigated in
the framework of Multitemporal SAR Interferometry, e.g. Differen-
tial Interferometry, Tomography, etc., and single InSAR pair, e.g.
DEM generation. In the former, Adaptive Multi-Looking methods
have been developed for the generation of interferometric data-stacks.
Following the nonlocal approach, the proposed methods rely only on
similar pixels according to a suitable similarity measure that exploits
the stack’s temporal information. An hybrid approach that jointly
uses the nonlocal paradigm and transform domain filtering has been
investigated for InSAR pair phase estimation. On the track of the
BM3D [16] and SARBM3D [84] algorithms, different approaches to
the filtering in the transform domain are investigated. Furthermore,
a novel approach to the similarity computation and filtering, based
on a relative-topography content of the interferometric phase rather
than its absolute value, is proposed.

The thesis is organized as follows: chapter 1 introduces to the SAR
acquisition system, its resolution and main working principles. In
chapter 2 the basic concepts of Interferometry are provided, together
with its geometry and its various applications. The problem of In-
SAR parameter estimation is described in chapter 3, presenting several
state-of-the-art filters. Chapter 4 and Chapter 5 describe the research
work carried out on InSAR parameter estimation in the context of
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Multitemporal and single-pair Interferometry, respectively. Finally,
in chapter 6, the main results are summarized and commented, and
future work is outlined.
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1 Synthetic Aperture Radar

1.1 Overview

The Synthetic Aperture Radar (SAR) is a system that operates in the
microwave domain at the aim of acquiring images of the terrestrial sur-
face. The SAR is an active system, in the sense that it provides its
own source of radiation, meaning that it can acquire images during
both day- and night-time. The microwave operative range lend to the
system the ability of watching through clouds and other atmosferic
disturbs, since these are practically invisible at this frequency range.
The ability of acquiring independently from sunlight and weather
conditions made the SAR being very attractive for remote sensing
pourposes. During last decades the SAR became a wide spreaded
tool complementary to others as the optical and multi/hyper-spectral
imaging systems. Clearly, there are other important characteristics
as the coherent receiving of the backscattered signal: the capability
of mesuring the signal in its amplitude and phase. The phase in-
formation allows, from at least a pair of acquisitions, to measure the
altitude of the imaged area (Digital Elevation Model - DEM) or detect
ground deformation over time of the order of centimeter (Deformation
Monitoring)[14]. This applications, that are named respectively In-
terferometry and Differential Interferometry, will be shown in details
in the next chapter.
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Chapter 1 Synthetic Aperture Radar

In the following, with reference to Fig. 1.1, the simplest SAR acqui-
sition geometry is depicted in order to show the basic SAR working
principles and its prime characteristics. The radar is carried on a
moving platform that can be an aircraft or a satellite moving at speed
V in a straight trajectory at constant altitude H. The commonly used
SAR acquisition mode is the strip-map mode as the one in Fig. 1.1, but
other SAR mapping modes are of interest: Spotlight and ScanSAR,
that differ from the standard strip-map respectively for the improved
resolution and for the wider achieved coverage. In addition there is the
most recent TopSAR mode that tries to trade off the benefits coming
from the last two mentioned modes. In this context only the standard
strip-map mode is used to present the SAR working principles.

Figure 1.1: SAR imaging geometry [3].

The sensor is moving along its assumed straight path, i.e. the azimuth
direction and it sends pulses at its pulse repetition frequency (prf)
and receives coherently the echoes scattered from the Earth’s surface.
Each transmitted pulse sweeps across the swath at the velocity of
light c and simultaneously the scene is scanned along the azimuth
direction at the radar flight speed V . Since the two timescales differ
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1.1 Overview

of several grade of magnitude, the two mechanisms can be considered
indipendently. The start-stop approximation is usually assumed: the
radar occupies only some positions in space along its flight path, when
the radar sends the pulse it is considered motionless: it waits to receive
the scattered echo and then move to the next position. This simplifies
the analytical system description and suggests arranging the received
echoes side-by-side to form a raw data matrix. The raw data acquired
by a coherent radar resemble to an hologram rather than an image and
hence, require a considerable amount of signal processing for image
formation, these procedures are indicated in one term as focusing. The
coordinates of the 2D focused SAR image are range r for the distance
of the scattered object from the radar and azimuth x for the position
of the scatterer along the sensor path. The value of the SAR image
in the pixel (x, r) depend from the points belonging to the observed
scene at coordinates (x′, r′) through the following expression:

u (x, r) =
¨

4x4R

u
(
x′, r′

)
eiφ(x′,r′)sinc

(
x′ − x

)
sinc

(
r′ − r

)
dx′dr′

(1.1)

where 4x and 4R are respectively the azimuth and range resolution
cell dimensions.

The geometric resolution depends on the acquisition geometry, the
working parameters and the acquisition mode and it is a prime char-
acteristic of an imaging system, so that different systems are in first
approximation often compared only by that parameter. In the follow-
ing the general expressions of the range and azimuth resolutions will
be derived for a satellite based SAR, working in strip-map mode.

In order to better understand the measured backscattered field in 1.1,
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Chapter 1 Synthetic Aperture Radar

an ideal system with infinite bandwidth is considered: the two sinc
functions become dirac pulses. The 1.1 become:

u (x, r) =
˜
4x4R u (x′, r′) eiφ(x′,r′)δ (x′ − x) δ (r′ − r) dx′dr′ =

= |u (x, r)| · ejφ(x,r) = M (x, r) · ejφ0 · ej
4π
λ
r

(1.2)

The amplitude, renamed asM = |u(·)| , of the received signal is related
to the amount of energy that is backscattered from the scene and
depends on the dielectric behaviour of materials as well as on their
physical properties. The phase instead is the sum of three distinct
contributions:

• the two-ways travel path: sensor-target-sensor;

• the electromagnetic interaction between the incident electro-
magnetic (e.m.) waves and the scatterers within the ground
resolution cell;

• the phase shift induced by the processing system used to focus
the image.

In particular, referring to eq. 1.2, the term φr = 4π
λ r is the two-ways

travel path, while the term φ0 accounts for the last two contributions.
Generally of a single SAR acquisition (Single Look Complex - SLC)
only the amplitude is of interest, since the phase, as it will be depicted
in the following, don’t bring information, but if interferometric appli-
cations are the aim, the phase plays an important role. The term φ0,
that depends only from the acquired scene, is normally supposed to
be the same for the two interferometric acquisitions and hence can be
neglected. The difference of the φr terms is related to the two different

12



1.2 Geometric resolution

travel path associated with the two acquisitions and hence it is used to
retrieve information about the topography and/or the displacement
affecting the imaged area.

1.2 Geometric resolution

As seen till now, the SAR system is able to identify a point in a bi-
dimensional range-azimuth coordinate system. The range direction
is the one that connects the sensor to the target and it is identified
by the radar look-angle. This direction is indicated as slant-range
to differenciate it from the ground-range direction that corresponds
to its projection on the ground surface. This second definition is
introduced since it provides an handier and more intuitive dimension
to describe the imaged targets ground displacement. The azimuth
direction instead corresponds to the fligth path and is the direction
along which the SAR antenna is synthesized.

This kind of 2D vision, also if doesn’t allow to separate targets that
are at the same distance from the sensor, suits well the problem of
a terrestrial surface sensing since the scattering is supposed to come
from only one direction: the hypothesis that only a superficial scat-
tering mechanism is present. The image distortions due to the radar
acquisition aand its geometry are a crucial issue in SAR imaging but
are not the aim of this paragraph.

The geometric resolution is defined as the minimum separation (in
range or in azimuth) between two points that can be distinguished as
separate by the system [14]. The resolution cell is then given by the
slant-range and azimuth resolutions and it is the smallest dimension
that the system can sense. If one considers the ground-range measure
in place of the slant-range one, in first approximation and without con-
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Chapter 1 Synthetic Aperture Radar

sidering oversampling processes needed in the image formation step,
it can be possible to identify the image’s pixel with the resolution cell.

1.2.1 Range resolution

Refering to Fig. 1.1 it is assumed that the radar beam is directed
perpendicular to the flight path of the SAR antenna and downwards
at the surface of a flat earth, pointing with a look angle θ respect to
the nadir direction. The antenna’s dimensions are indicated with Wa

and La respectively for the (y,z) cross section (width) and the (x,z)
cross section (length). In figure Fig. 1.2 is represented the cross section
of the acquisition system geometry depicted in Fig. 1.1 in the plane
(y,z). This view will allow us to retrieve the slant-range resolution
from the acquisition geometry.

Figure 1.2: Cross section: (y, z) plane

The antenna’s beamwidth in the (y,z) cross section is indicated as
vertical beamwidth θV , it depends from the antenna’s width Wa and
the working wavelength λ through the relationship: θV = λ

Wa
. From

this parameter depends the coverage area of the radar, also known
as ground swath and here indicated with Wg. Since in all the real
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1.2 Geometric resolution

systems usually Wa � λ the hypothesis of small angles is reasonable:
θV � 1. Let Rm be the slant-range distance between the radar and
the midswath point on the ground, further noticing that η, the angle
formed between the midswath ray and the normal to the terrain sur-
face, is the same of the look angle θ, from the system geometry comes
that:

Wg
∼=

λ ·Rm
Wa cos θ (1.3)

In order to have an idea about the dimension of the involved quanti-
ties, the ENVISAT SAR system is taken as a reference. The ENVISAT
antenna has the following characteristics:

Wa = 1m Rm ' 800 km λ = 5.6 cm θ = 25°

Substituting these parameters to the previous formula, it resultsWg '
50 km.

For a continous wave (CW) radar, i.e. a continous waveform is trasmit-
ted, the two targets would be separated only if they are not illuminated
by the same beam, hence Wg is identified with the ground-range res-
olution leading then to an unreasonable solution. This is the reason
of why the SAR uses a transmission of short monochromatic pulses.
In this way the resolution is related to the time duration of the pulse
and not uniquely to the acquisition geometry. Indeed, let τ be the
time extent of the radar pulse, two targets are distinguishable if their
echoes are not superimposed, this is quite a less restrictive situation
with respect to the continous wave transmission. The minimum sepa-
rations of two resolvable points, respectively in slant and ground range
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Chapter 1 Synthetic Aperture Radar

are then expressed analitically as:

4Rs = c · τ
2 = c

2B (1.4)

4Rg = 4Rssin θ = c

2B · sin θ (1.5)

where c is the speed of light and B is the pulse bandwidth: B ≈ 1/τ .

The slant-range resolution is then directly proportional to the pulse
duration. The smaller is the τ value the better is the resolution, but
this behavior should be traded with an energy constraint: the required
pulse duration τ may be too short to deliver adequate energy-per-pulse
to produce a sufficient echo’s Signal to Noise Ratio (SNR) for reliable
detection. In particular the smaller is the pulse duration and the
higher would be the peak value of the trasmitted power, this leads to
solutions that are not feasible in practice.

A pulse compression technique is normally employed to achieve both
high resolution and high SNR. As in traditional radar systems the
signal trasmitted by a SAR is a linear chirp modulated pulse.

Figure 1.3: Chirp signal

A linear chirp of duration τ is an impulse whose istantaneous fre-
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1.2 Geometric resolution

quency varies linearly with time:

s (t) = A cos (2π (f0 + αt) t+ ϕ0) rect
[
t

τ

]
(1.6)

The amplitude of s (t) is depicted in Fig. 1.3.

Particularly, the chirp pulse has the following istantaneous frequency:

fist = f0 + α

2π · t tε

[
−τ2 ; τ2

]
(1.7)

where f0 is the frequency at time t = 0 and α is the increasing (or
decreasing) chirp rate.

Depending from its basic parameter α it is an up-chirp (α > 1) in
which the frequency increase with time or otherwise a downchirp
(α < 1).

Thus the chirp bandwidth can be approximeted as:

Bc ∼= 4f = ffin − fin =
∣∣∣∣α · τ2π

∣∣∣∣ (1.8)

and the resolution is:

δRs = c

2Bc
(1.9)

The bandwidth of a chirp pulse and its duration are proportional:
ατ = 2πB. From the relation in 1.4, in order to achieve better resolu-
tion, the pulse bandwidth can be increased by increasing its duration.
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Chapter 1 Synthetic Aperture Radar

In this way the trade-off between pulse bandwith and transmitted
energy is overtaken. The radar system range resolution is then deter-
mined by the type of pulse coding and the way in which the return
from each pulse is processed. The slant-range resolution for the EN-
VISAT system is of δRs = 20m and it is achieved with a pulse of
bandwidth B = 160MHz and τ = 2.7 · 10−5.

1.2.2 Azimuth resolution

The capability of distinguish two adjacent targets in the fligth path
direction is called azimuth resolution. At the aim of deriving its ana-
litical expression in dependance from the working parameters and the
acquisition geometry, the cross section in the (x,z) plane is consid-
ered. In practice, given the side-looking configuration, the midswath,
the direction connecting in a straigth trajectory the radar sensor with
the target, is taken as reference direction in place of the z-axis. This
lead to a coordinate system often indicated as azimuth-range as shown
in Fig. 1.4.

Figure 1.4: Cross section: azimuth-range

As seen for the range resolution, the first quantity that should be
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1.2 Geometric resolution

considered in the azimuth resolution formula derivation is the antenna
dimension in the considered cross section. The radar antenna in the
azimuth dimension was previously indicated with La, then the radar
beam has an angular spread in that dimension of θH = λ

La
, where λ

is the wavelenght of the trasmitted signal. The orizontal beamwidth
θH determines the azimuth footprint (X), in fact, considering that
usually La � λ and hence θH � 1 as for the range case, it results
that for a given range distance R to the target, the azimuth footprint
is:

X = R · θH = R · λ
La

(1.10)

Two objects at the same range distance R can be distinguished in
azimuth only if they are in different radar beams, hence the azimuth
resolution can be identified with the azimuth footprint ∆x = X. A
system whose resolution is influenced by the actual antenna dimension
is called Real Aperture Radar (RAR).

It is worth noting that the azimuth footprint depends from R, hence
different resolutions values are obtained for near and far range: R1

and R2 in Fig. 1.2 respectively. This resolution, with the ENVISAT
antenna length La = 10m and for R = Rm, results: ∆x = 5 km.

To improve the along-track resolution at some specified range distance
R and wavelenght λ, it is necessary to increase the antenna length in
the along-track dimension, but this has strong limits. In fact, apart
the problem of placing a big antenna on a flying device, the are me-
chanical limitation in its construction. Obtaining a surface precision
accurate to within a fraction of the wavelength is as more difficult the
bigger is the antenna dimension so that a value of La

λ greater than a
few hundred is hard to achieve [14].

For example, for the ENVISAT satellite, azimuth resolution of the
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Chapter 1 Synthetic Aperture Radar

order of ∆x = 10m had required the use of an antenna of length
La = Rλ

∆x
' 4.5Km.

Figure 1.5: Synthetic Aperture principle

The basic principle that leads to the use of SAR sensors relates the
possibility of simulating an antenna array with just one small sized
antenna moving on a straight trajectory. Refering to Fig. 1.5, let the
sensor assume N different positions with a constant step d while mov-
ing from A to B, as in the start-stop approximation. Then the point
P is seen N times from the antenna. This behavior is the same of
a N-antennas array, in other words the overall system behaves as a
longer antenna of length:

L = N · La (1.11)

The resultant antenna goes under the name of Synthetic Aperture.

The N acquisitions of point P are then combined in a process called
beamforming at the aim of separating the contributions coming from
the point P to the one coming from a point P’ located at a direction
that differs of β from the direction perpendicular to the antenna as

20



1.2 Geometric resolution

shown in ref_fig.

Figure 1.6: Synthetic Aperture principle

The hypothesis of plane and monochromatic waves suffices for deriv-
ing the formula of the azimuth resolution. The 2-way gain of the
synthetic antenna is obained summing all the contributions from the
N transmissions:

|G (β)|
|G (0)| = 1

N

∣∣∣∣∣∣
sin

(
π 2L
λ sinβ

)
sin

(
π 2
λsinβ · d

)
∣∣∣∣∣∣ (1.12)

that under the realistic hypothesis of small angles β, the 1.12 can be
approximated as:

|G (β)|
|G (0)| =

∣∣∣∣sinc(2L
λ
sinβ

)∣∣∣∣ (1.13)

as for a real aperture but with half wavelength.
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Since the antenna is discretized in a finite number of radiative ele-
ments, the radiating pattern is periodic of frequency:

fx = 2
λ
sinβ = n

d
nεZ (1.14)

In order to avoid the replicas superimposition, the correct sampling
frequency, and hence d, should be find. If a sampling frequency greater
than the Nyquist limit is considered we obtain:

d <
1

2 |fx|
= λ

4 (1.15)

that implies the following lower limit on the pulse repetition frequency:

prf >
4
λ
· V (1.16)

This last consition cannot be achieved since it wouldn’t guarantee a
condition of non-ambiguity in the range direction: if trasmitted pulses
overlap than range ambiguity arises.

Hence the last condition should be relaxed using directional antennas
(so that ∆β < λ

La
) that limits the illumination cone only to those con-

tributions coming from the closest angular directions. This works as
an anti-alias filter needed because a frequency lower than the Nyquist
limit is used. Hence it comes out a new prf lower bound that, jointly
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1.2 Geometric resolution

with the range prf upper bond, become:

2V
La

< prf <
c

2δR
(1.17)

The operative prf should be chosen in the above range.

The directional antenna of length La limits the number of times the
point P is seen from the radar, and hence the length of the Synthetic
Aperture, to:

L = Rm∆ψ = Rm
λ

La
(1.18)

Under this condition, the highest prf that respects the conditions in
1.17 leads to the best azimuth resolution achievable while having range
non-ambiguity:

∆x ≥ Rm
λ

2L = Rm
λ

2 λ
La

= La
2 (1.19)

The antenna’s actual dimension influences also in this case the az-
imuth resolution δx = La

2 , but now in the opposite way. The smaller
is the antenna size the better is the resolution. It is worth noting that
the azimuth resolution for a synthetic aperture radar is independent
from R and a constant value for near and far range points. Sub-
stituting the ENVISAT antenna length in the last formula it results
δxENV ISAT = 4m.
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1.3 Single Look Complex statistic

In view of SAR image processing a statistical description for the SAR
image, the Single Look Complex (SLC), is provided in the following.
In the previous paragraph, the image formation process has been de-
scribed as well as the system resolution. Having identified a pixel with
the resolution cell, it is clear that a pixel value should account for all
the scattering mechanisms that happen within the resolution cell.

The possible scattering mechanisms are related to the kind of scatter-
ing: superficial scattering, when only an interaction with the surface
is supposed, or volumetric scattering, when the wave penetrate the
ground and the scattering is seen as a radiating mechanism coming
from the interested volume. Scattering mechanism interests the phisi-
cal and electromagnetical properties of the target and may be quite
vary and complex.

The electromagnetic (EM) wave interacts with the surface in a way
that depends from the working wavelength (λ): only objects with size
comparable to λ react to the EM illumination. Every scatterer should
be known within a small fraction of a wavelength (usually centimeters)
in order to describe completely the imaged scene. This requirement
never met for natural distributed scenes like rough surfaces. Hence
the SAR images are preferably treated as random processes.

Generally the resolution cell has a greater order of magnitude with
respect to the wavelength (for example for the ENVISAT system the
azimuth-range resolution is 4×20m and a wavelength of 5.6cm ), hence
it is realistic to assume that within the resolution cell many elementary
scattering mechanisms happen. This is the main assumption that
leads to the formulation of a statistical model for the SAR SLC. The
monochromatic nature of the SAR implies that all the elementary
scattering mechanisms interfere between them in a constructive or
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1.3 Single Look Complex statistic

destructive way. The value of the pixel is the coherent sum of these
elementary contributions and it is also indicated as random walk to
refer at the representation of the sum in the complex plane as shown
in Fig. 1.7.

Figure 1.7: Random walk

A pixel value results from the superimposition of several interference
phenomena. As a consequence, the pixel can differ in value from
the neighboring pixels even for homogeneous areas (phisical property
constant in space). This result is evident on the SLC’s amplitude as a
salt and pepper disturb and it is known as speckle effect [14, 81]. This
phenomena is present in any sensing technique that uses a coherent
receiver as, for example, ultrasound, laser optics, etc..

Since the scattering mechanism can be seen as a summation of N
discrete contributions, the integrals in 1.1 can be replaced by summa-
tions. If we consider also its representation in the complex plane:

u (x, r) = ∑N
n=1 u (x′, r′) eiφ(x′,r′)sinc (x′ − x) sinc (r′ − r) dx′dr′ =

= M (x, r) · ejφ(x,r) = <{u}+ j={u}
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(1.20)

where < and = indicate respectively the real and the imaginary part,
one can rewrite the expression separately as:

u (x, r) =
N∑
n=1

Dne
jφn (1.21)

<{u} =
N∑
n=1

Dncosφn (1.22)

={u} =
N∑
n=1

Dnsinφn (1.23)

The statistical description of a SAR SLC is based on the following
hypothesis [14, 51]:

• the amplitude and the phase of the elementar scatterers are
statistically independent of each other and from the amplitude
and phases of all other elementary scatterers;

• the phases of the elementary scatterer can lie with same proba-
bility anywhere in the interval (−π, π(.

The first assumption is accomplished given that the propagation phase
delay is independent from the scattered wave strength. The second,
instead, comes directly from the fact that coherent summation of in-
correlated scattering mechanism results in random phase values that
are uniformely distributed in (−π, π( once folded in that interval. Nor-
mally the hypothesis of a large number of elementary scatters in the
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1.3 Single Look Complex statistic

resolution cell is made. Under the assumption that the fuctions of
< and = respect the central limit theorem, we know that they are
distributed as a Gaussian probability function with zero mean:

E {< {u}} =
N∑
n=1

E {Dncosφn} =
N∑
n=1

E {Dn}E {cosφn} = 0 (1.24)

E {= {u}} =
N∑
n=1

E {Dnsinφn} =
N∑
n=1

E {Dn}E {sinφn} = 0 (1.25)

and with variance:

E
{
<2 {u}

}
=

N∑
n=1

E
{
D2
n

}
E
{
cos2φn

}
= N

2 · E
{
D2
n

}
(1.26)

E
{
=2 {u}

}
=

N∑
n=1

E
{
D2
n

}
E
{
sin2φn

}
= N

2 · E
{
D2
n

}
(1.27)

where E stands for the statistical mean operator. Furthermore one
has to notice that real and imaginary part are incorrelated:

E {< {u}={u}} =
N∑
n=1

N∑
m=1

E {DnDm}E {cosφnsinφm} = 0 (1.28)

This last result follows from the simmetry of the pdf of the elementary
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scatterers. Renaming with x and y the real and imaginary part:

px (x) = 1√
2πσ2

e−
1
2 ( xσ )2

xε (−∞,∞) (1.29)

py (y) = 1√
2πσ2

e−
1
2 ( yσ )2

yε (−∞,∞) (1.30)

where the σ is the standard deviation computed from formulas 1.26
and 1.27. Both distributions are gaussian with zero-mean and same
variance hence the backscattered field u is defined as a circular com-
plex gaussian process.

From the last relationship on real and imaginary part it is possible
to derive the pdf of amplitude M =

√
x2 + y2 while the pdf for the

phase is a uniform distribution. The phase and amplitude pdfs are
separable.

pM (M) = M

σ2 e
−M

2
2σ2 Mε[0,∞) (1.31)

pφ (φ) = 1
2π φε[−π, π) (1.32)

The amplitude is distributed as a Rayleigh while the phase is uniform
and hence it doesn’t depend on the scatterer, that means that the
phase of the SLC doesn’t bring any information. The Rayleigh pdf
is described by only one parameter: its standard deviation σ. In fact
the mean and the variance are respectively given by: E {M} = σ

√
π/2
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and σ2
M = (2− (π/2))σ2

The intensity is instead distributed as an exponential random variable,
defining I = M2 :

pI (I) = 1
2σ2 e

− I
2σ2 Iε[0,∞) (1.33)

with equal mean and variance: E {I} = σ2
I = 2σ2.

A target that meet the property of N independent scatterers, with
no scatterer that remarkably dominates the others is defined gaussian
scatterer (for the reason we have already seen) or distributed scatterer
and the model described before holds [14, 109]. For medium resolution
(tens of meter) SAR images, this description is met for most of the
natural scatterers such as forests, agricultural fields, rough water, soil
or rock surfaces. In the literature, the speckle resulting from the
imaging of a distributed scatterer is defined as fully developed speckle
[14, 70, 109]. This condition is violated when one or few scatterers
are predominant with respect to the others in the resolution cell as it
happen for artificial objects, urban areas or with very-high resolution
SAR acquisitions. These last situations refer to the point scatterer
case in which the pixel value is deterministic and the speckle is defined
as partially developed speckle [14, 70, 109].
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2 SAR Interferometry

2.1 Overview

In the previous chapter the Synthetic Aperture Radar and its pecu-
liarities have been presented. A single SAR image has been described
as a plane representation in the azimuth and range directions of the
three-dimensional observed scene. When also the height of the imaged
scene is of interest, a different application is needed. As for the Stere-
oscopy, in which two different views are necessary in order to achieve
the optical depth information, also in the SAR vision two acquisitions
are needed in order to acquire the heigth information. If two SAR im-
ages acquired from two slightly different view angles are considered,
their phase difference can be usefully exploited to generate Digital El-
evation Maps (DEMs) and/or monitor terrain changes (deformation
velocity map) [14, 52].

Under the name of SAR Interferometry (InSAR) are indicated all the
methods that employ at least two complex-valued SAR images, indi-
cated as interferometric pair, to derive additional information about
the sensed target by exploiting the phase of the SAR signals. De-
pending on the information that has to be estimated, the two SAR
images have to differ at least for one imaging parameter. Which pa-
rameter this is, determines the type of the interferometer, e.g. flight
path for across-track interferometry, acquisition time for along-track
interferometry (or differential interferometry - DInSAR), etc. [3].
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Chapter 2 SAR Interferometry

Interferometric SARs can be operated from aircraft or satellite. The
latter provide data that are at least one order of magnitude cheaper
than airborne data and this is particularly true for inaccessible areas
of the Earth. Aircraft SAR however ensures high flexibility that is of
primary importance in emergency situations, when SAR products are
required as quick as possible.

Figure 2.1: SAR interferometry processing chain

Fig. 2.1 shows the InSAR processing chain starting from the two fo-
cused SAR images. Since the real scene has been imaged from two
different view angles, the position of the scene in the two images is
normally different. So, before any other processing the two images
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have to be aligned. In the specific, the image taken as reference is
defined as master and the slave is morfologically transformed in order
to be aligned to the master. This operation, that goes under the name
of coregistration, is a crucial step in the SAR processing chain and it
can hardly influence the system performances. Multiplying the master
SLC by the complex conjugate of the slave SLC, the complex inter-
ferogram is obtained. In this step, a filtering procedure is normally
exploited in order to mitigate the interferometric phase noise. This
operation is normally indicated as complex multilooking and improve
the phase reliability at the cost of spatial resolution impairment. In
the next chapters, starting from a statistical description of the interfer-
ometric phase, the complex multilooking will be extensively discussed
in addition to other interferometric phase estimation methods.

Since the received phase is measured in the interval (−π, π(, there ex-
ist an ambiguity of the phase to within integer multiples of 2π due to
the wrapping of the absolute phase values in the above mentioned in-
terval. The 2π cycle of phase is indicated as interferometric fringe and
the procedure that allows to obtain the absolute values of ψ from the
measured phase is stated as phase unwrapping. In order to obtain the
absolute height value some ground reference points of known altitude
(generally given by mean of corner reflector) are needed. Eventu-
ally a procedure of geocoding is necessary to correctly positioning the
measured height values on the earth surface.

2.2 Across-track Interferometry

The Digital Elevation Model generation has been one of the first goal
that brought to the development of the SAR interferometry technique.
This is accomplished in the so called across-track interferometry that
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is an InSAR configuration that resembles to a stereo arrangement: two
SAR sensors fly on ideally parallel tracks and view the terrain from
slightly different directions [52, 87, 90, 119]. Across-track InSAR is a
mean to measure the elevation angle θ as a third coordinate, beside
azimuth and range, and it allows thus to recover the point’s location
in space. Fig. 2.2 shows the across-track geometry in the (y,z) cross-
section.

Depending from the way the two images are acquired, the across-track
configuration is indicated as single-pass interferometry, when the im-
ages are acquired at the same time by means of two radars flying
simultaneously, or alternatively repeat-pass interferometry if only one
radar is used and the scene is imaged in two different satellite pas-
sages. In this last case, the time between the two acquisitions, named
as temporal baseline, strongly affects the quality of the InSAR acquisi-
tion. As it will be shown extensively in the following, also the spatial
distance between the radars at the time of acquisition, the spatial
baseline, is even a more important parameter that defines the quality
of the interferometer [12, 60].

Figure 2.2: Interferometric SAR principle.
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2.2 Across-track Interferometry

As one can see in Fig. 2.2, for a generic point P on the ground surface,
the information on the height z is codified in the difference 4r of the
electromagnetic paths related to the 2 acquisitions.

Let u1 (·), u2 (·) be the two focused SAR images:

u1 (x, r) =
´ ´

γ (x′, r′) e−j 4π
λ
r′
sinc [a (x′ − x)] ·

·sinc [b (r′ − r)] dx′dr′
(2.1)

u2 (x, r) =
´ ´

γ (x′, r′) e−j 4π
λ

(r′+4r)sinc [a (x′ − x)] ·

·sinc [b (r′ − r −4r)] dx′dr′
(2.2)

where the pair (x, r) refers to the image coordinate and (x′, r′) refers
to the observed scene coordinate.

Assuming the image u1 (·) as the master SLC, under the hypothesis
of perfect coregistration and independency of 4r from x and r, the
coregistered image u2 (·) is:

u2 (x, r +4r) = ρc (x, r) · u1 (x, r) · e−
4π
λ
4r (2.3)

where the quantity ρc is a complex quantity, defined as complex co-
herence, that takes into account the possible decorrelation phenomena
between the master and slave SLCs and will be in the following exsten-
sively described.

The complex interferogram is then formed by multipling the master
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SLC by the complex conjugate of the slave SLC:

Γ(·) = u1(·)u∗2(·) = |u1(·)||u2(·)|ejψ(·) (2.4)

with ψ(·) = φ1(·)− φ2(·) defined as interferometric phase:

ψ = m · k · 4r = m
2π
λ
4r (2.5)

where k is the wavenumber and m is an integer number that depends
from the across-track configuration. In particular m = 1 when the
path difference depends only from the return path (single-pass con-
figuration), instead m = 2 when the path difference accounts for the
trasmission plus receiving path (repeat-pass configuration).

Figure 2.3: InSAR acquisition geometry in the (y,z) plane.

Assuming a repeat-pass configuration and referring to Fig. 2.3, the
quantity 4r is derived from the system geometry. Considering the
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triangle between the points P1 − P2 − P , the following relation holds:

(r +4r)2 =
(
r −B‖

)2
+B2

⊥ (2.6)

where B‖ and B⊥ are respectively the parallel and the perpendicular
baselines, whose expressions are linked to the spatial baseline B as:

B‖ = B · sin (θ − α) (2.7)

B⊥ = B · cos (θ − α) (2.8)

Observing that (B,4r) � r, an approximation for the term 4r is
derived from eq. 2.6 by neglecting 4r2 with respect to r2 and B with
respect to r:

4r ∼= B · sin (θ − α) (2.9)

and consequently, from eq. 2.5, a value for ψ:

ψ = 4π
λ
· 4r ∼=

4π
λ
·B · sin (θ − α) (2.10)
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2.2.1 Double differences

The derived phase in eq. 2.10 is the measured phase in one pixel. By
itself, this quantity is not useful bacause it still contains the range
information and because the phase is wrapped. This means that the
measured interferometric phase cannot be taken in an absolute sense,
but it should be meant as a differential measurement. In fact, in order
to remove the range information in the interferometric phase measure-
ment, the relative phase with respect to a reference point in the image
is normally considered. This is the reason of why often this mecha-
nism is described as double differences: the first is the one between
SLCs in the interferogram generation step at the aim of removing the
intrinsic phase of the target: the φ0 contribution in eq. 1.2. The
second difference is done between interferometric phases in order to
remove the range absolute path dependence.

If the interferometric phase difference between two adjacent pixels P
and P’ is considered:

4ψ = 4π
λ
· 4 (4r) (2.11)

From the geometry in Fig. 2.4, the variation 4 (4r) from the point P
to P’ can be determined. In particular, considering the variation in
the look angle 4θ, the previous equation can be written as:

4ψ = 4π
λ

[B · sin (θ − α)−B · sin (θ +4θ − α)] (2.12)

Expanding the second term on the basis of the addition formula for the
sine function as sin (θ +4θ − α) = sin (θ − α)·cos (4θ)+cos (θ − α)·
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Figure 2.4: InSAR double differences principle.

sin (4θ) and considering the fact that 4θ � 1 since the two pixels
are adjacent, the approximation sin (4θ) ∼= 4θ can be done and the
last equation become eventually:

4ψ = 4π
λ
4θB · cos (θ − α) = 4π

λ
4θB⊥ (2.13)

In order to derive the expression of 4θ from the geometry in Fig. 2.4,
it should be noted that it depends from two contributions, one due to
the range difference between acquisitions (4r) and another one due
to the height difference (4z). This two contribution can be separated
and indicated respectively as flat-earth and topography contributions:

4ψ = 4ψflat +4ψtopo (2.14)

For the first contribution, under the usual assumption of 4θ � 1, it
comes that r · sin (4θ) ∼= r · 4θ = 4r/tan (θ) and the equation 2.13
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can be written as:

4ψflat = 4π
λ

B⊥4r
r · tan (θ) (2.15)

That means that the flat earth generates a linear interferometric phase
pattern.

The topography component is derived under the assumption of no
range difference but only height difference and from the usual geome-
try it results r · sin (4θ) ∼= r ·4θ = 4z/sin (θ), obtaining eventually:

4ψtopo = 4π
λ

B⊥4z
r · sin (θ) (2.16)

This last equation shows the relationship that holds between the
height variation and the interferometric phase variation between adja-
cent pixels. When the aim is to measure the topography (DEM), the
flat-earth contribution is removed and a phase-to-height conversion is
done. The derived height information is relative to a reference point,
as explained above, hence ground-reference points of known altitude
are necessary in order to obtain the absolute height measurement of
the imaged scene.

2.2.2 System sensitivity and critical baseline

Equation 2.16 states the capability of the system to measure height
variations, in other words, the interferometer sensitivity to the to-
pography. This parameter can be derived from eq. 2.16 dividing by
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4z:

4ψ
4z

= 4π
λ

B⊥
r · sin (θ) (2.17)

It is evident that the system sensitivity depends mainly from the or-
togonal baseline B⊥ and from the λ. While the λ is generally fixed
depending on the application, the ortogonal baseline is a parameter
that can be set in accordance to design constraints as for example
in the DEM generation application. In order to improve the system
sensitivity, the orthogonal baseline can be increased: the farther the
two satellite paths are, the more sensible the system is. At the same
time an higher sensitivity means that, for a same slope, the phase
wrapping is more frequent (higher fringe density), leading to a more
difficult phase unwrapping and height information extraction. This
behavior leads to interferometric phase impairment and it is indicated
with the name of baseline decorrelation. The limit to the maximum
orthogonal baseline that causes complete decorrelation is indicated as
critical baseline and it is defined as the baseline that causes a 2π jump
in the interferometric phase for a unitary slant-range variation of the
topography. The equation for the critical baseline can be derived from
equation 2.15 by setting 4ψ4r = 2π:

4ψ
4r

= 4π
λ

B⊥
r · tan (θ) = 2π (2.18)

and eventually:

B⊥,critic = λ

2 r · tan (θ) (2.19)
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Normally, in the generation of the DEM, the useful baseline value
is far away from the critical baseline. By substituting the relative
operating parameter, the ENVISAT system has a critical baseline of
circa 9 km.

2.2.3 Height of ambiguity

If the same reasoning made for deriving the critical baseline is also
made starting from equation 2.16, it is possible to derive an important
parameter for the interferometric system. So imposing 4ψ = 2π in
equation 2.16 and deriving the height it results:

zamb = λr · sin (θ)
2B⊥

(2.20)

This parameter expresses the height variation that generates a phase
change of 2π or, in other words, the height that is encoded in one inter-
ferometric fringe and is defined as height of ambiguity. This parameter
expresses something similar to the system sensibility in eq. 2.17. The
more sensitive is the system, the smaller the height of ambiguity is.
Generally in DEM generation campaigns the height of ambiguity is a
requirement on the final product. In order to achieve the desired min-
imum requirements often multiple acquisitions are made and only the
one that respect all the requirements on SNR and height of ambiguity
is chosen for the phase to height conversion and DEM generation.

2.2.4 Spectral shift

Given that the operating orthogonal baseline should be much smaller
than the critical baseline value, under this limit there is another degra-
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dation due to the diversity of the view angles that can also be ac-
counted as baseline decorrelation. In [44, 88] it has been shown that
the spectra of the SAR images acquired from two different view an-
gles are different bands of the ground reflectivity’s spectrum. In fact,
with reference to Fig. 2.4, supposing that the slope from P to P’ is
constant and form an angle β with respect to the ground, the ground-
range wavenumber is:

ky = 4π
λ
sin (θ − β) = 4πf

c
sin (θ − β) (2.21)

By differentiating with respect to θ, the variation in the ground-range
wavenumber 4ky related to a variation 4θ in the look-angle is ob-
tained:

4ky = 4πf4θ
c

cos (θ − β) (2.22)

A variation in the look-angle causes a shift and a stretch of the im-
aged terrain spectra. The shift is due to the term4θ and the presence
of f gives a not uniform translation along the frequency (frequency-
dependent shift) and than stretches the spectra. This behavior is
defined in [44] as the wavenumber shift or spectral shift. By imposing
that the system bandwidth is small with respect to the central fre-
quency f0, it is possible to ignore the stretch by approximating the
previous formula as:

4ky = 4πf04θ
c

cos (θ − β) (2.23)
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This equation indicates that two SAR surveys acquire two different
bandwidth of the ground reflectivity’s spectra in dependance from the
acquisitions’ look-angle. The frequency shift between the two acquired
spectra is derived by differentiation of eq. 2.21 with respect to f :

4f = − cB⊥
rλtan (θ − β) (2.24)

Because of the wavenumber shift the two SAR signals are not fully
correlated. As seen in the last equation, this decorrelation is higher as
larger the orthogonal baseline is and, for this reason, it is accounted as
baseline decorrelation. In fact it is worth noting that by imposing 4f
equal to the system bandwidth, the critical baseline is again obtained.
In order to reduce the decorrelation between the two SAR signals a
band-pass filtering, that limits the two spectra to the common band,
is performed before the interferogram generation. This operation is
named common band filtering and described in details in [44].

2.3 Differential and along-track Interferometry

As shown in the previous section, one way to perform across-track
interferometry is by means of repeated passes from the same radar
and image the scene in two different times. If a ground deformation
occurs, and this is the case of subsidence phenomena, earthquakes,
landslides, etc., there is a further contribution that appears in the
interferometric phase expression. In order to detect the correct to-
pography, this quantity should be measured and taken into account.
When instead the deformation phenomena is the quantity to mea-
sure, on-pourpose systems are designed as in the cases of Differential
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interferometry (DInSAR) and along-track interferometry. This de-
formation contribution is independent from the spatial baseline and
depends only from the operating wavelength and the projection on
the slant-range direction of the occurring deformation (d):

ψdef = 4π
λ
d (2.25)

In along-track interferometry the two SLCs are acquired by means
of two antennas aligned with the fligth path or two satellites flying
within the same orbit. The absence of a spatial diversity between the
points of view make the topographic contribution being null and only
the deformation contribution arises. In the general case of no perfect
alignment along the orbit it comes again an across-track configuration,
the application goes under the name of Differential InSAR and both
topographic and deformation contributions are present. This is the
most general case since it is difficult to obtain perfectly aligned orbits
between acquisitions.

Figure 2.5: DInSAR geometry.
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Considering Fig. 2.5 and the movement d along the slant-range direc-
tion (from the point P to Pd). Said S1 and S2 the two satellites po-
sitions, B⊥ the orthogonal spatial baseline, rs and rsd the slant-range
distances of the target positions P and Pd from S2, the interferometric
phase is:

ψ = 4π
λ
rsd −

4π
λ
r (2.26)

The previous expression can be rewritten so that the deformation d

and topography 4r terms are separated:

λψ

4π = rsd − rs + rs − r = d+4r (2.27)

and hence:

ψ = ψtopo + ψdef = 4π
λ
4r + 4π

λ
d (2.28)

By removing the flat-earth component, from eq. 2.16 it results:

4ψ = 4π
λ

B⊥4z
r · sin (θ) + 4π

λ
d (2.29)

As previously said, it should be noted that, in constrast with the to-
pographic contribution, the deformation term does not depend from
the spatial baseline B⊥. The last equation is important since it shows
that a variation of d of half the wavelength can bring a 2π jump in
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the measured interferometric phase. This means that the system is
much more sensitive to deformations than to the topography. In order
to have an idea of the order of magnitude of the detectable deforma-
tion, the ENVISAT system parameters (taking a value of orthogonal
baseline of 150 m) are substituted and it results:

4ψ = 4z10 + 225d (2.30)

The higher sensitivity to the deformation can be noticed in the dif-
ference of the terms that multiply the quantities 4z and d . For the
ENVISAT system then the sensitivity is 2.8 cm.

The deformation term can be separated from the topographic one in
different ways:

1. the pair is acquired with a very small baseline so that the topog-
raphy contribution is zero as in the along-track interferometry.

2. If an accurate DEM is available, the topography can be esti-
mated and subtracted from the measured phase. The remaining
phase will account for the deformation and the unavoidable er-
rors on the DEM.

3. With three SLCs, a DEM can be generated from a pair and used
as in point (2).

4. A set of coregistered SLCs is available and a model for topog-
raphy and deformation velocity can be set at the aim of the
estimation of a constant rate of displacement or a singular mo-
tion event.

Other contributions to the interferometric phase should be taken into
account. In a realistic scenario, the interferometric phase will also
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account for the following terms:

ψ = ψtopo + ψdef + ψprop + ψscat (2.31)

where the single terms are:

• ψtopo is the topography contribution;

• ψdef accounts for a possible displacement of the scatterer be-
tween observations;

• ψprop is a possible phase delay difference due to ionospheric and
atmospheric propagation conditions: tropospheric water vapour
and rain cells are dominant sources for this phase error;

• ψscat stands for the influence of any change in the scattering
behaviour.

Propagation medium effects ψprop enter the DInSAR measurement
directly, it can only be suppressed when a multi-temporal dataset is
available and averaging several observations. Instead a phase shift
ψscat due to changes in the scattering properties cannot be distin-
guished from the deformation term and will affect the estimation.

2.3.1 Multi-pass Differential Interferometry

The advent of new satellite systems with a better control of fligth or-
bits has made possible the acquisition of set of images related to the
same area. This allows to observe a same area over a long time span
and model the deformation along the time. Multi-pass DInSAR tech-
niques start from a dataset of N images of the same scene, acquired
at different time t1, t2, . . . , tN . A number of M interferograms are
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2.3 Differential and along-track Interferometry

generated, where M ≤ N (N − 1) /2. Each interferogram has its own
temporal and spatial baseline, that are organized in the multitem-
poral/multibaseline stack (MT/MB). One of the possible strategies
aimed for making the choice of M interferograms can try to minimize
the temporal and spatial baseline in order to reduce temporal and
spatial decorrelation respectively.

Let us approximate the trajectory as straight in the observation time
so that the deformation can be expressed as d (ti, P ) = v (P ) (ti − t0),
where v (·) is the velocity of deformation. Not considering the disturbs
on the interferometric phase, only the topographic and deformation
contributions remain and the phase of the i-th interferogram related
to a pixel P can be expressed as:

ψi (P ) = −4π
λ

B⊥i
r sinθ

z (P ) + 4π
λ
v (P ) (ti − t0) (2.32)

For each point P then we have a linear term in the baseline dimension
and one linear term in the time dimension. In order to estimate the
topography and the velocity of deformation, a model for the interfer-
ometric phase is assumed. Generally this is a bidimensional complex
exponential whose frequencies are proportional to topography and de-
formation:

s (i, Bn;P ) = ejψ(i,Bn;P ) (2.33)

The ML estimates of topography and velocity (z, v) is then the max-
imization of the 2D periodogram in the baseline-time domain [29, 32,
36].
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As seen in the previous paragraph, the propagation contribution ψprop
cannot be easily removed from a single interferometric acquisition.
This contribution, mainly due to atmospheric effects, causes different
propagation delays along the image. When a multi-pass dataset is
available, the atmospheric disturb can be neglected by incoherently
averaging it over the different acquisitions.

PS technique

The first approach that has shown the effectiveness of the use of
multiple interferometric surveys for terrain deformation monitoring
is the Permanent Scatterer Interferometry (PSI) technique proposed
in [29, 30]. This approach aims to estimate the pair (z, v) only on
specific reliable targets, named permanent scatterer (PS), character-
ized from extremely low temporal and spatial decorrelation. Such a
kind of scatterer can be found in mountainous and urban regions as
rocks and man-made structures. Choosing targets that do not suffer
from baseline decorrelation implies that the processing does not need
any pre-estimation of interferometric phase and coherence, allowing
in this way a full resolution processing.

In this approach one SLC is chosen as master image and all other
interferograms are generated with respect to it. A set of M non-linear
equation results by generating M = N − 1 interferograms.

While no pre-processing to estimate the phase is not needed, the pre-
liminar and crucial step of PS selection should be carefully performed.
Since the phase is affected by several disturbs, in order to find the PS
only the pixel amplitude is considered over the N available SLCs and
the most stable pixels are choosen.

This technique shown for the first time the capability of neglecting
the atmospheric disturb, i.e. the 4φprop term in eq. 2.31, by means
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of the Atmospheric Phase Screen (APS) [54, 55]: the phase of the PSs
is averaged on a spatial distance smaller than the usual atmosphere
spatial correlation (around 500 meters).

SBAS technique

The Small BAseline Subset tecnique extend the single pair Interfer-
ometry to stack of multipass acquisitions. In opposition to the PS
technique, that provides an estimation on single isolated points, the
SBAS technique allows to analyze larger areas defined, by extension
of the PS concept, as distributed scatterers (DS). Clearly, in this ap-
plication the spatial and temporal decorrelation has a central role.
As the name suggest, only a subset of interferograms is used among
all the possible SLCs combinations. In particular considered a set
of N images the number of M interferograms respect the following
inequality:

N − 1 ≤M ≤ N
(
N − 1

2

)
(2.34)

The matching is made by choosing all the interferometric pair that
have small spatial and temporal baselines. The matching is generally
shown on a space-time baseline graph, where the nodes are the acqui-
sitions and the arcs are the matching between them. An example of
matching is provided in Fig. 2.6.

As for classical Interferometry, the SBAS technique needs phase and
coherence estimation before using it in the model described in 2.33
and 2.32.
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Figure 2.6: SBAS matching example.

2.4 Interferometric phase statistic

2.4.1 Phase difference noise model

The interferometric phase noise ν can be described, as shown in [66],
as a additive gaussian noise whos standard deviation depends from
the coherence.

ψ = ψ0 + ν (2.35)

Accepting the idealization assumed for distributed scatterer, e.g. Gaus-
sian scattering is introduced as a tractable model, it is possibile to give
analytic expression for the probability distributions of interferograms
and related entities [3].

The random processes u1 and u2 are assumed to be jointly circular
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Gaussian. Hence, their joint pdf is given by:

pdf(w) = 1
π2|C|

exp
{
−wHC−1w

}
(2.36)

where

w =
(
u1

u2

)
(2.37)

and, introducing Ī =
√
Ī ¯1I2 =

√
E[|u1|2]E[|u2|2], the covariance ma-

trix is:

C = E[wwH ] =
(

Ī1 ρcĪ

ρ∗c Ī Ī2

)
(2.38)

ρc is the complex correlation between the two SAR images and mea-
sures the degree of backscatterer randomness:

ρc = ρejψ0 = E[u1u∗2]√
E[|u1|2]E[|u2|2]

(2.39)

The amplitude of this coefficient ρ, named coherence, is a measure
of the predictability of the true interferometric signal from its noisy
observations, whereas ψ0 is the expected interferometric phase. The
coherence is generally used in any interferometric processing to dis-
criminate between signal and phase noise and determines the grid of
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pixels where further processing is carried out. The causes of decorre-
lation, that implies ρ < 1, will be discussed in sec. 2.4.3.

The joint pdf of magnitude and phase of an interferogram sample
v = u1u∗2can be shown to be:

pdf (|v|, ψ) = 2|v|
πĪ2(1−ρ2) ·

·exp
{

2ρ|v| cos(ψ−ψ0)
Ī(1−ρ2)

}
K0

(
2|v|

Ī(1−ρ2)

) (2.40)

where K0 (·) is the modified Bessel function.

The marginal pdf of the interferometric phase can be derived from
equation (2.40):

pdf (ψ) = 1−ρ2

2π
1

1−ρ2 cos2(ψ−ψ0) ·

·
(

1 + ρ cos(ψ−ψ0) arccos(−ρ cos(ψ−ψ0))√
1−ρ2 cos2(ψ−ψ0)

) (2.41)

The phase pdf is fully characterized by the two parameters ψ0 and ρ:
ψ0 is the desired noise-free phase used for topography reconstruction
and ρ is a measure of phase noise. If the phase interval is restricted
to a width of ±π and centered on ψ0 the mean and variance of the
phase are:

E [ψ] = ψ0 (2.42)
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and

σ2
ψ = E

[
(ψ − ψ0)2

]
= π2

3 −π arcsin (ρ)+arcsin2 (ρ)−Li2
(
ρ2)

2 (2.43)

where Li2(·) is the Euler’s dilogarithm.

Figure 2.7: Probability density function of the interferometric
phase.[3]

Fig. 2.7 shows the shape of the interferometric phase pdf in 2.41 for
different values of coherence. It’s worth underlying three different
cases:

• for ρ = 0 the phase is uniformly distributed and, hence, carries
no information;

• for 0 < ρ < 1 when the coherence increases the phase distri-
bution becomes more concentrated around its expectation value
ψ0, i.e. the phase noise variance decreases;

55



Chapter 2 SAR Interferometry

• for ρ = 1 the phase pdf degenerate into a δ − function.

This behaviour suggest the use of the coherence as a parameter to
evaluate the goodness of the phase estimation.

2.4.2 Interferometric phasor noise model

Alternatively, for the interferometric phase noise statistics, the model
in the complex domain and defined in [72] can be used. The phasor
ejψ is described by:

ejψ = Nc e
jψ0 + (νc + jνs) (2.44)

or alternatively in its real and imaginary components:

real
{
ejψ
}

= Nc cosψ0 + νc

imag
{
ejψ
}

= Nc sinψ0 + νs

(2.45)

where ψ0 is the interferometric phase expected value; Nc is a term
proportional to the coherence (ρ) by means of the function in eq.
2.46; νc and νs in eq. 2.47 are the expression of the noises affecting
real and imaginary components respectively

Nc =
∣∣∣E {ejψ}∣∣∣ = π

4 ρ 2F1

(1
2 ,

1
2; 2; ρ2

)
(2.46)

2F1 is the Gauss’s hypergeometric function and E is the expectation
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operator

νc = ν ′1 cosψ0 − ν ′2 sinψ0

νs = ν ′1 sinψ0 + ν ′2 cosψ0

(2.47)

Both the noise contributions have a ψ0 dependence, zero mean and
variance expressed as follow:

σ2
νc = σ2

ν′
1
cos (ψ0)2 + σ2

ν′
2
sin (ψ0)2

σ2
νs = σ2

ν′
1
sin (ψ0)2 + σ2

ν′
2
cos (ψ0)2

(2.48)

These two values, depending onψ0 , vary between the extrema given by
the values of σ2

νc and σ2
νs that depend on the coherence and described

by empirical curves as in the following equations:

σ2
ν′

1
= 1

2
(
1− ρ2)0.79

σ2
ν′

2
= 1

2
(
1− ρ2)0.58

(2.49)

2.4.3 Decorrelation causes

The first hypothesis for SAR interferometry is that the two acquisi-
tions are related to the same scene, hence an high level of correlation
between the two images is required for the interferometric processing.
The causes of decorrelation between interferometric pairs are several
and can be classified as:

57



Chapter 2 SAR Interferometry

• termal noise decorrelation: the sensor electronical components
as any other electronical elements produce termal noise and that
influences randomnly the phase value;

• temporal decorrelation: if the two images belonging to the in-
terferometric pair are acquired with time diversity, the non-
invariance of the imaged scene causes decorrelation. The two
imaged scenes are different. This can also be owing to weather
condition changes. Usually temporal decorrelation is used for
object classification considering the coherence of all pixels;

• spatial decorrelation: the spatial diversity in the acquisition of
the interferometric pairs causes the scene being imaged from
slightly different view angles, introducing a further phase error
source;

• non-ideal coregistration decorrelation: as mentioned above the
coregistration step is a crucial point of the SAR processing chain,
thus coregistration errors cause a lower coherence.
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3 InSAR parameter estimation

3.1 Overview

In all interferometric applications, a serious limitation to the phase
quality comes from the possible decorrelation phenomena due to ei-
ther temporal changes and angular diversity. As seen in the previous
chapter, the interferometric phase is described statistically and the
phase quality is directly related to the degree of correlation between
the SLCs by means of the coherence parameter. Interferometric phase
and coherence estimation is a crucial step for the InSAR processing
since it gives information on the reliable interferogram points and since
this estimation often preempts the phase unwrapping (one of the most
critical procedure in the InSAR processing chain). A proper phase fil-
tering improves phase reliability and reduces phase unwrapping errors
at the cost of an unavoidable spatial resolution loss.

Classically, for InSAR pair filtering, a simple moving average on a
rectangular window is used to improve phase reliability. Under the
hypothesis of Wide Sense Stationarity (WSS) of all the involved pro-
cesses, Seymour and Cumming have shown in [95] that the “boxcar
filter” is the Maximum Likelihood Estimator for the interferometric
phase and coherence. The criticity of this filter is in the WSS hy-
pothesis, in fact, interferometric phase is very likely to have strong
variation when the topography or the deformation is strong in the ob-
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served region. This effect can bring to misleading phase and coherence
estimation leading to inconsistent results.

The first attempts to face the problem of signal non-stationarities in
phase estimation came from Lee et al. [67] and Goldstein et al. [49]
respectively in the spatial and frequency domains. Both filters make
an effort in surpassing the limits of a boxcar averaging and dealing
with the fringe morphology. The Lee filter adapts the shape of the
estimation window to fringe direction in order to average same phase
values, while the Goldstein filter is a frequency filter adapted to the
local power spectrum, assuming then that only one frequency com-
ponent is predominant in the estimation window, this last hypothesis
is less restrictive than local stationarity. Furthermore, if we consider
the modification at the Goldstein filter in [4], both filters adapt to the
signal noise, preserving the signal in case of areas that show high co-
herence (i.e. low noise level). More recently the spin filters extended
the the ML estimation on window whos direction and dimension can
adapt locally to fringe density and orientation. Among those filters
the most important are the Local Adaptive Filter introduced by Wu
et al. [114] in 2006 and the more recent Directional Adaptive Filter
introduced by Fu et al. [40] in 2013. A different approach is the one
proposed in Lòpez-Martinez et al. [72] in 2002 in which the interfer-
ometric phasor noise model is presented and used for low-pass band
enhancement of the signal in the wavelet domain. It can be linked to
the Goldstein’s approach since they both applies in a transformed do-
main and enhance the signal component that is considered the most
significative. In [111] the authors propose to use a region growing
technique to build an adapted neighborhood restricted to similar pix-
els only. Adjacent pixels are aggregated incrementally based on their
intensity.

The nonlocal paradigm, born in the context of natural images de-
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noising with the NL-means filter [7], aims at averaging only those
pixels that share the same statistical properties, enforcing in this way
the stationarity hypothesis on the average group. Many nonlocal de-
noising algorithms have been proposed in the last few years. The
Block Matching 3D (BM3D) algorithm [16] deserves a special men-
tion because it blends very effectively the non-local approach with
other sophisticated tools (e.g., wavelet transforms, Wiener filtering)
to achieve the best performance to date for images affected by addi-
tive white gaussian noise (AWGN). The non-local approach, however,
makes no assumptions on the noise model, and hence has been read-
ily extended to other types of images and tasks, and in particular to
SAR image despeckling. An iterative block-wise version of NLM, the
probability patch-based (PPB) algorithm, was first proposed in [19],
followed soon by a SAR-oriented version of BM3D [84]. Of course,
while the Euclidean distance makes perfect sense to measure block
similarity in the additive gaussian noise case, a different measure is
needed for speckled SAR images. The problem is solved in [19] where
a probability-based similarity measure is developed, adopted in [84] as
well. Just like in the AWGN case, non-local techniques look extremely
promising for SAR amplitude despeckling, as well as for filtering inter-
ferometric, polarimetric, and POL-InSAR data [18]. For this last kind
of filters the topography do not impair the estimation as long as a set
of similar pixels (statistically homogeneous pixels) is found, assuring
this way the validity of the WSS hypothesis among the averaged pixels
and the local WSS hypothesis is not a limit anymore.

In multipass applications, given that the previous presented filtering
methods can be applied to every pair, the temporal information pro-
vides a further clue for improving phase filtering. Different methods
have been proposed to improve the selection of these pixels. A suit-
able modification of the amplitude distance proposed by Lee in [64]
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is used in [11] to filter multitemporal data where the adaptive neigh-
borhood is formed by taking into account both spatial and temporal
information. Temporal statistics are used to guide the adaptive spa-
tial filter proposed in [79] for SAR polarimetric images. In this case,
the selection of the SHPs is based on a likelihood ratio test aimed
at deciding whether two sample coherency matrices follow the same
Wishart distribution. Only recently, these ideas have been applied to
the filtering of multibaseline InSAR data. A first adaptive multilook-
ing (AML) technique is proposed in [28] where, given a suitably long
temporal series of images, empirical cumulative distribution functions
(ECDFs) are computed for all pixels, and homogeneity with the target
is decided based on a two-sample Kolmogorov– Smirnov (KS) test. A
more extensive analysis is carried out in [83], where different hypoth-
esis tests, all based on amplitude information, are compared for the
selection of the most homogeneous pixels. Among all non-parametric
tests considered in [83], Anderson–Darling turned out to be the most
powerful, and in fact was soon adopted in [48], in the context of an
algorithm proposed for monitoring deformations in non-urban areas.
However, even the similarity test itself could be adapted to the local
data statistics. Based on this observation, an adaptive procedure is
proposed in [56] where data are first classified based on skewness and
tail weight of their empirical distribution and then the most suitable
statistical test for each class is selected through Monte Carlo simula-
tion. A different strategy is followed in [94] to handle airborne single-
pass stacks, which typically comprise a small number (three to five) of
multibaseline acquisitions, a case in which statistical goodness-of-fit
tests cannot work well. The selection is performed by first carrying
out a temporal PCA, to improve reliability, followed by despeckling
and thresholding on a sliding search window. The same authors pro-
pose a different approach in [92] for large-size stacks, relying on the
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similarity of covariance matrices. All the above methods enforce a
connectivity constraint, discarding all pixels that, although passing
the similarity test, are not connected to the target pixel through a
path comprising only SHPs. This is done to reduce the probability of
using predictors as pixels not homogeneous with the target. In some
cases, as in the polarimetric despeckling technique of [65], such a con-
straint is not explicitly enforced, but only very close pixels are used
as predictors. However, just like connected pixels are not necessarily
similar to one another, unconnected ones might well be statistically
homogeneous. In regions rich of edges, lines, and point targets, e.g.,
using a connectivity constraint might reduce drastically the number
of SHPs available for filtering [10]. Overcoming the connectivity con-
straints and, more in general, the reference to spatial closeness, is the
goal of nonlocal techniques.

3.2 Maximum-Likelihood Estimation

The ML estimation is generally provided under the hypothesis of local
wide sense stationarity (WSS) of the processes u1, u2 and u1 · u∗2 and
under the hypothesis of ergodicity in mean. So that the statistical
mean operator in eq. 2.39 can be substituted by averages on box-
car widows centered on the current pixel [3, 95, 105, 106]. Let L be
the number of independent interferogram samples and following the
reasonable assumption that the WSS hypothesis holds locally, a box-
car window of dimensions

√
L×
√
L is generally chosen as average set.

The Maximum Likelihood Estimators of the interferometric phase and
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coherence are [95]:

ψ̂ML = arg
{

L∑
n=1

u1 [n] · u∗2 [n]
}

(3.1)

ρ̂ML = |γ̂ML| =

∣∣∣∑L
n=1 u1 [n] · u∗2 [n]

∣∣∣√∑L
n=1 |u1 [n]|2 ·∑L

n=1 |u2 [n]|2
(3.2)

It has been shown in [3, 66, 95] that by averaging on L samples, the
phase noise variance reduces of a factor L. As seen in the previous
chapter, the magnitude of the complex coherence is a measure for
local interferogram quality, thus its estimation is needed in all inter-
ferometric signal processing steps. In Fig. 3.1 the standard deviation
of the phase estimate is shown as a function of coherence and the
number of independent samples L. It is clear that the higher the co-
herence and the number of looks are, the lower the phase standard
deviation is.

Fig. 3.2 shows the trend of the ML coherence estimation as a function
of number of samples L and the underlying true coherence. Observing
the trend of the coherence with the number of look it is noticed that
the coherence estimate is biased: it tends to overestimate the low co-
herence values. From the graph the bias for small L is visible and this
gives a further lower bound to the window size. Hence, the window
size is traded between denoising power (bigger L) and the range of
validity of the WSS hypothesis (smaller L).

In the context of multichannel SAR imagery the authors in [106] show
how the coherence estimator, differently from incoherent estimators

64



3.2 Maximum-Likelihood Estimation

Figure 3.1: Standard deviation of the phase estimate [3].

that exploit only the detected SLC (i.e. no phase value is used), are
practically unbiased if the estimation is carried on at least a number
of look of 20. It is also shown that this behavior holds in the non-
stationary case as long as the WSS condition holds locally: hypothesis
of stationarity for increments.

When the topography contribution in the estimation window is rele-
vant, the WSS assumption doesn’t hold anymore and the estimator
performs poorly. As a consequence the fringe pattern is corrupted as
impaired is the interferogram resolution. In order to avoid this effect
due to the prominent topography contribution, the topography term
can be compensated [61, 110]:

ρ̂ML = |γ̂ML| =

∣∣∣∑L
n=1 u1 [n] · u∗2 [n] · e−jψtopo

∣∣∣√∑L
n=1 |u1 [n]|2 ·∑L

n=1 |u2 [n]|2
(3.3)
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Figure 3.2: Bias of the MLE coherence estimator [3].

Where ψtopo is the topographic contribution (as described in sec. 2.2)
that is present in the estimation window, that can be computed from
an existing DEM as proposed in [110] or by multiple SAR surveys
(Multipass-Multibaseline Interferometry) as proposed in [61], in which
one interferometric acquisition can be used as reference for the topog-
raphy and remove the contribution in the other acquisitions. If no
prior information on the topography can be assumed, the ψtopo should
be estimated locally with fringe frequency estimation techniques (e.g.
MUSIC) [101, 107, 108].

It is worth noting that in the ML estimation of the coherence of eq.
3.3, a corrective term that compensate the estimated ML phase value
is already present, so the contingent topographic contribution (non-
stationary term) would corrupt the coherence estimation indirectly by
means of a corrupted phase estimation. Of course this correction can
introduce further noise sources: errors on the DEM or on the local
frequency estimation.
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3.3 Dealing with non-stationarities

Several methods have been introduced in order to deal with phase non-
stationarities while keeping high filter intensity. A first discrimination
can be done between methods that apply in the spatial domain and
other that apply in the frequency domain.

3.3.1 Filter in the spatial domain

Lee filter

The Lee’s filter is a Wiener filter in the spatial domain, in other words
it aims to minimize the mean square error of the estimate. Such a kind
of filter automatically adapt the intensity of the filtering to the level of
noise: high noise areas should be filtered more, while low noise areas
less in order to preserve details. This filter also introduced the use of
directional windows, in the specific, among the 16 available windows
depicted in Fig. 3.3, the one that is alligned to the fringe direction is
choosen. Let us consider the statistical model of the interferometric
phase in the real domain as described in sec. 2.4, the filter is formulated
as:

ψ̂x = ψ̄z +
σ2
ψz
− σ2

ν

σ2
ψz

(
ψz − ψ̄z

)
(3.4)

where the ψ̄z and σ2
ψz

indicates respectively an estimate and the vari-
ance of the noisy phase. The window on which perform the estimate
is selected as the one that maximize the coherence, or alternatively
that minimize the noisy signal variance.
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Figure 3.3: Lee’s directional windows. [67]

Spin filter

More recent filters are derived from despeckling applications in the
laser-optics field and comply with the notion of fringe preservation.
These filters, called spin filters since they aim to adapt to fringe direc-
tion, applies in the spatial domain and extend the Lee’s filter by using
filtering windows that can vary their size and orientation with contin-
uous values. Among those filters, the most important are named Local
Adaptive Filter introduced in [114] and the more recent Directional
Adaptive Filter introduced in [40].

Both filters work in a similar way, for each pixel they compute the
fringe density pattern, in order to determine the filter dimension, and
the fringe direction. Taking the Local Adaptive Filter as reference the
local fringe frequancy is obtained by means of a Discrete Fourier Tran-
form, the peak of the 2-D transform determines the frequency along
the azimuth fx and range direction fy. Finally the fringe direction α
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Figure 3.4: Example of Local Adaptive Filter. [114]

is obtained by the formula:

α = atan

(
f̂y

f̂x

)
(3.5)

The filter dimension instead depends on two quantities: the width of
the widest fringe in the interferogram wmax and the fringe density df
computed pixel by pixel. In the specific the width w and the length l
of the filter is expressed as:

 w = NearOdd (wmax · df )

l = NearOdd (k · wmax · df )
(3.6)

where k is a constant that determines the proportion between width
and length of the filter and it is found experimentally. The NearOdd
indicates the approximation to the nearest odd number.
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IDAN filter

Instead of using rectangular windows, this approach uses a region
growing algorithm to build an adapted neighborhood restricted to sim-
ilar pixels only. The Intensity Driven Adaptive Neighborhood (IDAN)
[111] aggregates incrementally adjacent pixels basing the decision on
their intensity value. This approach is more flexible with respect to
the previous ones and leads to better resolution preservation. The
algorithm start from the target pixel as a seed and iteratively test
neighboring pixels if they are similar and can be included in the set
for the ML estimation. At the end of the process the algorithm obtain
a connected set.

3.3.2 Filters in the transformed domain

Goldstein filter

The filter proposed by Goldstein et al. in 1998 [49] relies on the
assumption that in a local window the signal is defined in a narrow
band with respect to the noise that likely distributes over the whole
spectra. This filter compute the Fourier Transform in a local window
and shape the filter according to the signal power spectrum. If the
estimated spectrum is indicated with Ŝ, the filter is expressed as

Z = Ŝα (3.7)

where α is an attenuation parameter belonging to the interval [0, 1]
that regulates the intensity of the filtering: the higher is α the more
intense is the filtering.
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In [4] Baran et al. proposed to adaptively change the α parameter
depending on local noise variance by imposing the following relation:

α = 1− ρ̂ (3.8)

where ρ̂ is an estimation of the local coherence. By this modification
the filter increase the filtering intensity in low coherence areas, while
avoiding the overfiltering of coherent scatterers.

Several other modification have been proposed during last years. Among
the most known there are those that propose to modify the α param-
eter according to more complex noise measures as in [56, 69], ac-
cording to an unbiased coherence estimation [57] and according to
measures based on Empirical Mode Decomposition [98]. Other meth-
ods are based on a iterate use of the Goldstein filter [120] and on
the prior identification of an adaptive neighborhood to improve the
signal’s spectrum estimation [99].

WinP

A different approach in the transformed domain has been proposed in
[72] and applies in the wavelet domain. The authors define a statistical
model for the interferometric phasor in the complex domain. The filter
is rather simple, after the wavelet transformation, the low-pass band
is enhanced by multiplying it by a factor 2. In a way this filter can
be compared with the Goldstein filter in the sense that both tries
to emphisize only one band of the signal where it is supposed to be
defined the signal.
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3.4 The Non-Local approach

In early digital denoising techniques the estimate x̂ of the clean image
x is obtained as the convolution (⊗ operator) of the noisy image y =
x+ n and a suitable filter w:

x̂ = y ⊗w (3.9)

Where an additive noise model has been considered, but concepts are
readily extended to more complex models.

Introducing spatial variables (we use a single index for the sake of
simplicity) the former equation can be rewritten as:

x̂(p) =
∑
q

w(p, q)y(q) (3.10)

The signal estimate in site p is therefore obtained as a weighted sum
of observed values y(q) in neighboring sites. Considering that noise
has typically a significant high-frequency content, while signal is more
concentrated in the low frequencies, denoising filters were usually de-
signed to enact a low-pass action. This is the case, for example, of
the well-know Gaussian filter, with (space-invariant) weights:

w(p, q) = C exp(−λ‖p− q‖2) (3.11)

where ‖p − q‖ = d(p, q) is the distance between locations p and q, C
is a normalizing constant and λ a decay parameter related with the
pass-band. Eq. (3.11) makes clear that the weight associated with
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predictor pixel y(q) depends on (decreases with) its spatial distance
d(p, q) from the target, with the implicit assumption that pixels close
to the target are more similar to it than pixels farther apart, and
hence make for better predictors. In other words, the spatial distance
is used as a surrogate of the desired tool, a similarity measure which
indicates which pixels are best suited to predict the target one.

However, the basic assumption “close implies similar”, holds only
where the signal is indeed smooth (low-pass), and not in the pres-
ence of textures or near region boundaries (regions with high pass
content) where filters like the Gaussian or even worse the boxcar pro-
duce an unacceptable loss of detail. As a matter of fact, much of the
intense research activity of the last decades in the image denoising
field focused on the development of adaptive local filters that ensure a
strong noise suppression in smooth regions while preserving important
image features. Recently, the attention has shifted on a new and very
successful approach: the nonlocal filtering [18].

The major conceptual step of non-local filtering has been to recognize
the need for an explicit measure of similarity among signal pixels,
beyond spatial distance, which help decide which pixels could bet-
ter predict the target. Although similar ideas are already present in
the older Neighborhood Filters [116], a first step in this direction is
represented by the Bilateral Filter [104] where the weights:

w(p, q) = f {d(p, q) + d[x(p), x(q)]} (3.12)

depend on both the spatial distance and the so-called range distance
d[y(p), y(q)], which takes into account the observed values of target
and predictor pixels. If the predictor is very different from the target,
it is expected to come from a different region, and therefore a small
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weight is associated with it. Despite its simplicity, and the fact that
noise affects the range distance, the bilateral filter proved very effec-
tive, especially in preserving region boundaries, and has been applied
with success to filter SAR data, both single-look amplitude [113], and
polarimetric [1]. A much better performance, however, is provided by
the Non-Local Means (NLM) algorithm [7], which spawned intense
research on these methods. The weights of NLM have the same struc-
ture as in the Gaussian filter:

w(p, q) = C exp {−λd[x(p), x(q)]} (3.13)

with the difference that an explicit estimate of signal dissimilarity
d[x(p), x(q)] takes the place of the spatial distance. Since the true
signal is not available, the dissimilarity is estimated on small blocks
yp and yq of the observed signal centered on the target and predictor
pixels:

d[x(p), x(q)] = ‖yp − yq‖2 =
∑
r∈B

[y(p+ r)− y(q + r)]2 (3.14)

with B spanning the block. Using blocks rather than individual pixels
helps countering the effects of noise on dissimilarity estimation. On
the other hand, this amounts to selecting predictors based on their
context (the surrounding blocks) rather than distance: pixels that
have the same context are now expected to be similar. For example, a
target pixel located near a region boundary will be estimated mainly
from observed pixels that have the same relative position w.r.t. the
boundary.
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3.4.1 NL-InSAR and NLSAR

The NLInSAR [20] and its extension to polarimetric data NLSAR
[21, 22] algorithms are adaptations of the NLM algorithm to cope with
problems that are outside the AWGN realm. The Euclidean distance
is substituted by a more general and robust similarity distance that
depends on the noise distribution model. In both cases the problem is
set as a Weighted Maximum Likelihood Estimation (WMLE) where
the weights are derived in a data-driven way.

Let be Θ = (I, ψ, ρ) the vector of intensity, interferometric phase and
coherence, Oq = (A1p, A2p, ψp) the vector of observations of the two
SLCs’ amplitude and interferometric phase at site q. The WMLE
estimation is defined as:

Θ̂(MLE)
p = arg max

Θ

∑
q∈Ω

w (p, q) log p (Oq|Θ) (3.15)

where Ω is an arbitrary neighborhood of the target pixel p. For InSAR
data, the maximum likelihood estimator of the covariance matrix is
well-known to be the sample estimate of the covariance matrix. By
extension of the ML estimate in [95], given the covariance matrix C
as in 2.38 the estimator is:

Ĉp =
∑
q∈Ω

w (p, q)Cq (3.16)

The weights are computed as in 3.13, where the dissimilarity distance
is computed through a function inversely proportional to the likelihood
that the two compared blocks Op and Oq are noisy realization of the
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same noiseless block Θp = Θq = Θ. By omitting the pedix r that span
the block in 3.14, the dissimilarity distance is:

d =
∑
B

− log (p (Op, Op|Θp = Θq = Θ)) (3.17)

where:

p (Op, Op|Θp = Θq) =
√
C
B

3A+ B
A

√
B

A− B
− arcsin

√
B
A

 (3.18)

with

A =
(
A2

1p +A2
2p +A2

1q +A2
2q
)2

B = 4
(
A2

1pA
2
2p +A2

1qA
2
2q + 2A1pA2pA1qA2q cos (ψp − ψq)

)
C = A1pA2pA1qA2q

At the iteration i, an estimation of the signal Θ̂i−1 =
(
Î , ψ̂, ρ̂

)
is

available and hence it is used to refine the similarity measure, and the
distance become d = ∑

B − log
(
p
(
Op, Op|Θp = Θq, Θ̂

))
, with:

p
(
Op, Op|Θp = Θq, Θ̂

)
= p (Op, Op|Θp = Θq)·p

(
Θp = Θq, Θ̂

)
(3.19)

p
(
Θp = Θq, Θ̂

)
= exp

{
− 1
T

4
π

[
Îp
Îq

(
1−ρ̂pρ̂q cos(ψp−ψq)

1−ρ̂2
q

)
+

+ Îq
Îp

(
1−ρ̂pρ̂q cos(ψp−ψq)

1−ρ̂2
p

)
− 2

]} (3.20)
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where T is a parameter that trades between noise reduction and fi-
delity of the estimate.

The first term in eq. 3.19 is the likelihood and it corresponds to the
data fidelity, while the second term measures the validity of Θp =
Θq given the estimate Θ̂i−1. It’s worth noting the influence of the
previous estimate, in fact Θp = Θq is more likely to hold as the data
distributions with parameters Θ̂i−1

p and Θ̂i−1
q get closer.

For the NLSAR algorithm, instead, the dissimilarity distance is de-
fined as a function of the Generalized Likelihood ratio LG (Cp, Cq)
defined as the ratio between the determinants of covariance matrixes:

LG (Cp, Cq) = |Cp| · |Cq|∣∣∣12 (Cp + Cp)
∣∣∣2 (3.21)

and as for NLInSAR the dissimilarity distance is:

d =
∑
B

− log (LG (Cp, Cq)) (3.22)

In order to avoid underfiltering due to rare blocks, both algorithms
implement a mechanism to guarantee a minimum number of looks.
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4 Non-Local Estimation in
Multipass InSAR techniques

4.1 Overview

Advanced DInSAR (A-DInSAR) techniques, by exploiting archives of
multipass data spanning long time intervals, are today routinely used
to provide topography estimation and monitoring of long-term defor-
mation phenomena affecting the Earth surface. The wide coverage, re-
liability, and accuracy of those estimations, which particularly reaches
the order of the fraction of centimetres/year for deformation measure-
ments, make multipass A-DInSAR a major tool for the monitoring of
environmental risk situations, as those associated with natural hazards
(f.i., earthquakes, volcanic activities, landslides), as well as human ac-
tivities (f.i., underground excavations, water, and oil/gas withdrawal).
A-DInSAR techniques specialize mainly in two categories based on
the assumption about the scattering occurred on the ground. The
first one encompasses the class of the persistent scatterers (PS) tech-
niques which assume the scattering to be spatially concentrated and
time-invariant over the whole observation period [30]; therefore, not
affected neither by spatial nor by temporal decorrelation effects, which
are associated with scattering changes in the signal backscattered at
the different antennas and at the different acquisition instants, re-
spectively. PS are mainly associated with anthropic or natural corner
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reflectors whose dimensions are of the order of the spatial resolution.
Therefore, processing is carried out pixel-wise, at the full available
spatial resolution. The second category comprises the so-called A-
DInSAR stacking techniques, which extend the original, single pair,
interferometry toward the joint processing of multiple interferograms.
Decorrelation effects are mitigated by generating only a subset of in-
terferograms characterized by small temporal and spatial separations
(baselines), as for the Small BAseline Subset approach (SBAS) [5].
To increase signal reliability and reduce the impact of decorrelation
effects, these techniques resort to some simple form of spatial filtering,
typically plain multilooking. By so doing, they improve the separa-
tion of the different components that contribute to the formation of
the measured interferometric phase, mainly the deformation and the
height of the scatterers imaged in the selected pixel, and the phase
delay due to the propagation in atmosphere. Indeed, in the presence
of fully developed speckle, the phase difference between homologous
pixels of different images, even images with low temporal and spatial
baseline, can present significant deviations from the expected value,
with detrimental effects on all subsequent processing steps. Needless
to say, multilooking reduces the effective resolution of the dataset, but
this can be an acceptable loss for many interferometric applications
where only low spatial frequencies are of interest, as for distributed de-
formation and atmospheric phase contribution estimations, and even
a significant advantage in terms of computational complexity when
wide areas must be processed. However, it also reduces the quality of
the extracted information when statistically inhomogeneous pixels are
averaged together: this occurs, for instance, at the boundaries of dif-
ferent regions (forests, fields, arid surfaces, anthropic areas, sea, land,
and piers). The multilook operation is also relevant for approaches
based on pixel-level statistical characterization of the measured sig-
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nal. This is the case of SqueeSAR [28], extending the single-look PS
interferometry toward the ADInSAR stacking framework, where it is
used to handle the impact of target decorrelation in rural areas, or
of the recent CAESAR approach [35, 37], where, besides mitigating
decorrelation, it helps separating multiple components such as those
associated with the layover, already at the interferogram generation
stage. All these methods need to estimate the covariance matrix from
the data. Therefore, filtering should be carried out without mixing
contributes from areas characterized by different backscattering, so as
to ensure ergodicity for pixels involved in the estimation.

In the following, the potential of nonlocal filtering for SAR interfero-
metric stacks are shown, in the framework of SBAS processing. The
conventional multilooking step, used normally to improve the coher-
ence estimation, is removed in favour of an Adaptive Multi-Looking
algorithm (AML), based on the nonlocal approach. Several pixel ho-
mogeneity measures are considered, all of them based on amplitude
data, both with and without data prefiltering. Although the phase is
neglected, primarily for computational complexity reasons, the ampli-
tude information has been shown [6] to allow by itself a reliable classi-
fication of different areas within a SAR image, and to be a good indi-
cator of different scattering phenomena [83]. The resulting techniques
are tested first on synthetic data, and then on both low-resolution
(ENVISAT) and high-resolution (COSMO-SkyMed) real data, in or-
der to assess their performance comparatively, and to demonstrate
their capability to improve the quality of InSAR measurements w.r.t.
the reference scheme.
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4.2 AML in Multipass InSAR

Let be U a stack of N SAR images of the same scene, defined on a
rectangular spatial grid Γ ⊂ Z2, and perfectly coregistered. Therefore,
the stack can be alternatively regarded as a collection of N imagesU =
u1, ...,uN defined on Γ, or a collection of |Γ| vectors u = u(p), pεΓ,
each of length N, with the elementary complex observable denoted by
ui(p). By removing all indexes and subscripts when non-ambiguous,
the generic observed value u is related to the underlying true signal ũ
by the relation:

u = ũ n (4.1)

with n the speckle, assumed here to be fully developed, hence circular
Gaussian with zero mean and unit variance, and spatially white. In
general, the true value corresponding to the observed quantity x is
indicated with x̃ and its estimate with x̂, so, e.g., expressing the former
quantities in terms of amplitude a and phase θ, it results:

u = aejθ and ũ = ãejθ̃ (4.2)

Then, by definition, the interferogram obtained from the ith and jth
images of the stack is:

Γij = ui � u∗j (4.3)

where � indicates pixel-wise product and ∗ conjugation. For i = j,
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this gives the reflectivity of the generic image Ri = ui � u∗i , while
the nonredundant cross-products give rise to N(N − 1)/2 interfero-
grams. As seen in sec. 2.4, the complex correlation coefficient between
two SAR images expresses their degree of similarity and hence mea-
sures the backscatterer randomness. Adapting the notation in 2.39 at
the multipass model, for a generic pixel and a generic pair (i, j) the
complex correlation is given by:

ρci,j =
E[uiu∗j ]√

E[|ui|2]E[|uj |2]
(4.4)

where E [·] is the statistical expectation operator. The coherence is
high when the scattering phase centers are similar in the two acquisi-
tions; therefore, it is sensitive to scene changes, caused either by the
imaging angular diversity or by temporal variations of the signal as
those typically observed in the vegetated areas.

In the following, it is assumed to organize all the interferograms, or a
subset of them, in a single stack of length M ≤ N(N − 1)/2, and the
double subscript that refers to the interferometric pair is substituted
by the number that express the position of the interferogram in the
stack: Γm, mε [0,M − 1]. The goal is to obtain a good estimate of
the complete interferometric stack based on the observable data:

Γ̂ = g (U) (4.5)

By this very general statement, it is meant that, in principle, the esti-
mate of a generic interferometric datum Γm (p) depends on the whole
stack of observables u, because of the complex dependencies existing
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among the component images and among the vectors associated with
different spatial locations. Taking into account and properly model-
ing all such dependencies, however, is out of the question, and even
if possible, the computational complexity associated with the result-
ing algorithm would be unbearable. Therefore, with reference to the
SBAS framework, the processing will resort to the much simplified
scheme outlined in the block diagram of Fig. 4.1.

Figure 4.1: General block diagram for nonlocal filtering of interfer-
ometric stacks.

Among the full set of N(N − 1)/2 interferograms ΓFULL, the stack
Γ composed by the interferometric pairsets characterized by small
(spatial and temporal) baselines is selected. This practice, in line with
the SBAS processing philosophy, is driven by the need to limit both
the decorrelation and the residual topography contributions over large
spatial baselines, which could impair the performance of subsequent
processing steps, especially phase unwrapping. Then, for each pixel
p, the vector Γ (p) is estimated by means of a weighted average of
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vectors belonging to its neighborhood Ω (p):

Γ̂ (p) = Î (p)� Γ̂ψ (p) =
∑
qεΩ(p)

w (p, q) Γ (q) (4.6)

where Î (p) denotes the vector of amplitudes and Γ̂ψ (p) = ejψ(p) is
associated with the interferometric phases ψ (p). In principle, Ω (p)
should span the whole image; however, to limit complexity, we will
use relatively small neighborhoods of each point, with the tradeoff
between complexity and performance established experimentally. Of
course, the core of the proposed approach resides in the computa-
tion of the adaptive weights w (p, q) which, following the nonlocal
approach, depend on the similarity of the signal observed in points
p and q. In nonlocal SAR despeckling, similarity is computed on
small blocks surrounding the pixels of interest, exploiting the spatial
context to improve reliability. With interferometric stacks, however,
using spatial blocks would much increase complexity. Therefore, con-
sidering also the large amount of temporal information available to
base decisions upon, we compute filtering weights based only on the
vectors a (p) and a (q). Nonetheless, we take advantage of the spatial
dependencies by means of a preliminary despeckling step carried out
independently on each observation ui. Despeckling increases the reli-
ability of similarity estimation although, possibly, at the cost of some
loss in spatial resolution. Of course, working separately in the spa-
tial and temporal domains is suboptimal but necessary to cope with
complexity constraints. A final simplification consists in basing our
weight computation exclusively on amplitude (or intensity) informa-
tion, thus neglecting the phase. Again, this is a suboptimal choice,
dictated by simplicity reasons, but phase information is really signifi-
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cant only in high-coherence regions, which need no enhancement (f.i.,
permanent scatterers). Moreover, even in this case, the phase signal
could be characterized by a high variability (in the spatial/temporal
baseline domain) from one acquisition to the other. Instead, we focus
on low-coherence regions, where an intensity-driven approach is cer-
tainly reasonable, and frequently adopted, e.g., [111] and [28], with
good results.

This general scheme can be specialized in a number of different algo-
rithms by specifying the major processing steps and free parameters,
in particular, the despeckling technique, the filtering procedure, and
the weight computation, the latter involving the definition of a suit-
able similarity measure.

4.2.1 Prior despeckling

The despeckling is used in this work as a black box tool, with no effort
to tailor the selected techniques to specific requirements of subsequent
steps. The few alternatives considered are listed and commented be-
low. For the sake of simplicity, in the following, the amplitudes a (·)
are indicated with the same symbol whether they have undergone a
preliminary despeckling process or not.

1. No filtering: necessary as a reference to evaluate the benefits, if
any, provided by spatial despeckling.

2. Boxcar multilooking (BML): the simplest form of speckle sup-
pression, still widespread among practitioners, causes a fully pre-
dictable loss of spatial resolution.

3. SAR-BM3D: a nonlocal despeckling filter [84] freely available on
the web. A deeper analysis of these and other filters is out of the
scope of this work; the reader is referred to [18] for a review of
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techniques. The effectiveness of the considered filters is evalu-
ated indirectly, through their effects on the final interferometric
products obtained at the end of the processing chain.

4.2.2 Interferogram Filtering

Boxcar Multilooking

BML is used originally in SBAS [5], and hence is a necessary refer-
ence and the starting point of the experimetal path. BML uses only
the limited number of predictors that fall in a small rectangular box
surrounding the target p, and all predictors are assigned equal weight
w (p, q) = 1/S, with S the box size. It is justified by assuming that
the pixels closest to the target (according to a weighted L∞ norm)
are those more likely to have the same underlying signal, and hence
its best estimators. This is certainly false in heterogeneous areas, like
at regions boundaries, and hence this local filter is bound to cause a
severe loss of detail.

Adaptive Multilooking

AML works just like BML, but chooses the predictor pixels as those
most similar to the target pixel according to some suitable similarity
measures, discussed in the next section. In homogeneous areas of the
image, the selected predictors might well happen to be the spatially
closest pixels, falling back to BML, while in the presence of region
boundaries it is expected that the selected predictors belong to the
same region of the target, irrespective of their spatial distance, thus
ensuring the preservation of image structures. It is worth underlining
that AML, though following the nonlocal principle, keeps the major
structural constraints of BML, i.e., a fixed number S of predictors
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with equal weights. This allows us to compare BML and AML on
equal basis, and to assess the improvements granted by the nonlocal
approach and by the various similarity measures. On the other hand,
this is an explicit requirement of the SBAS processing chain which, to
limit complexity in the analysis of large areas, works on a subsampled
grid of points, assumed to be all equally reliable.

Nonlocal Means

In NLM [7], all pixels in the analysis window Ω are used as predictors,
with weights that depend on the distance between the signal observed
in the target site a(p) and predictor sites a(q), according to:

w (p, q) = C e−λd[a(p),a(q)] (4.7)

with λ a decay parameter which trades off smoothing for detail preser-
vation. With NLM, however, depending on local signal statistics, it
can happen that only a few weights are significantly different from
0. In such cases, the estimate of the coherence would be dramati-
cally up-biased, which is not acceptable for the use in the subsequent
processing. Therefore, this solution is not considered in our SBAS-
oriented experimental analysis.

4.2.3 Distance Measures

Adaptive Multilook methods rely on some suitable estimate of dis-
similarity between target and predictor pixels, based on the vectors of
observed amplitudes a(p) and a(q), and possibly on the pixel locations
p and q.
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Spatial Distance

First of all, for generality the spatial distance between the pixels is
included; in particular, a weighted LK-norm is considered:

dLK (p, q) =

∣∣∣∣∣prg − qrgwrg

∣∣∣∣∣
K

+
∣∣∣∣paz − qazwaz

∣∣∣∣K
1/K

(4.8)

where couples (prg, paz) and (qrg, qaz) are range and azimuth coordi-
nates, while wrg and waz are weights set to account for the different
resolutions in range and azimuth. Needless to say, using a spatial
distance to select predictors amounts to resorting to ordinary local
filtering. In particular, using an L∞ norm and proper weights, we can
include in this analysis the BML originally used in SBAS.

KS Distance

Let X be a random variable, and x a vector of N -independent obser-
vations of X. By sorting x in ascending order, it is obtained a new
vector x′ : x′1 ≤ x′2 ≤ · · · ≤ x′N , which allows to compute the ECDF:

F̂x (x) =


0

n/N

1

x < x′1

x′n ≤ x ≤ x′n+1

x ≥ x′N

, 0 < n < N (4.9)

which is an unbiased estimate of the true CDF FX(x) = Pr(X ≤ x).
The distance between the ECDFs associated with two samples x and
y is used as reasonable measure of their statistical homogeneity. This
is done with the KS distance, defined as:

dKS (x,y) = max
x

∣∣∣F̂x (x)− F̂y (x)
∣∣∣ (4.10)
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which, in fact, is used in the two-sample KS test to decide, with a
given level of significance, whether two samples follow the same prob-
ability distribution [100]. The KS distance was already used in [28]
(together with other criteria) to decide about the statistical homo-
geneity of pixels involved in coherence matrix estimation. The KS
distance is sensitive to differences in both the mean and variance of
the observed vectors and, given relatively large samples, provides a
reliable indicator of inhomogeneity. However, it relies on the hypoth-
esis that each sample is drawn from a single random variable, i.e.,
with reference to DInSAR stacks, the true amplitude of a pixel does
not change in time. This might be a too strict requirement, especially
in low coherence (e.g., vegetated) areas, considering seasonal changes
and the temporal lags typical of DInSAR stacks.

PB Distance

Measures of patch similarity, which are the core of nonlocal methods,
have been studied in rigorous probabilistic terms in several recent
papers, [17, 19, 75, 103]. Let us assume that the observed data vector
x is related to the unknown clean signal x̃ and noise n through some
known function x = f(x, n) which can be specialized to the case of
additive noise, multiplicative noise, or others. Then, in [19], a PB
distance is defined between two observed vectors x = f(x, n) and
y = f(y, n) as:

dPB (x,y) = −p (x,y|x̃ = ỹ) (4.11)

(p is used for probability density function, here) which implies that x
and y are considered to be “close” if they are highly likely to be ob-
served when the underlying signals x̃ and ỹ are equal. Then, given the
model that relates observed and clean data, and the statistics of sig-
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nal and noise, one can obtain an explicit form for the above distance.
In particular, this distance has been used for SAR despeckling in [19]
and [84] with fully satisfactory results. In such papers, the observed
data were the amplitudes of N -pixel image patches, a multiplicative
noise model was considered, with fully developed L-look white speckle
noise, and a uniform prior was chosen for the clean signal. Under these
assumptions, the distance takes the explicit form:

dPSM (x,y) =
N∑
i=1

log
[
xi
yi

+ yi
xi

]
(4.12)

Here, the same path is followed, and obtain the same formula, except
for the fact that all data vectors are associated with single-pixel multi-
temporal vectors (N images), i.e., with reference to a couple of pixels
p and q, x = a(p) and y = a(q). Note that, unlike for the KS distance,
this measure compares values observed in the same time instant (same
image); hence, it is able to take into account time changes.

4.3 Experiments on simulated data

Preliminary experiments on simulated interferometric stacks are car-
ried out in order to study, in a controlled situation, the performance
of the alternative filtering work-flows in various situations of interest.
To this end, a small (for computational efficiency) data stack com-
prising of N = 16 images of size 128 × 128 pixel is simulated. Of
course, in the interior of homogeneous regions, filtering is not really a
problem, and the plain multilooking used originally in SBAS is fully
satisfactory. Problems arise, instead, in the presence of region bound-
aries and thin structures. Therefore, in the experiment, the simplest
possible geometry of interest is considered: a thin (five pixels in the
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experiments) homogeneous F region over a homogeneous background
B, as depicted in Fig. 4.2.

Figure 4.2: Geometry of the simulated scene, 128 × 128 pixels, true
coherence map (same colorbar as Fig. 4.4), and sample amplitude
image, with AF /AB=2.

With the same rationale, both regions are assumed to have low co-
herence, ρB = 0.05 for the background, and ρF = 0.20 for the fore-
ground, since high-coherence data need no improvement. As for the
amplitude, we assume it to be constant, both in space and time, in
the background, an(p) = AB ∀p ∈ B, n = 1, ..., N . For the thin fore-
ground region, instead, the space invariance is still valid, but two cases
are distinguished, i.e., ∀p ∈ F, n = 1, ..., N

1. aF,n(p) = AF , constant in space and time;

2. aF,n(p) = AB[1+∆F cos(2πn/N)], constant in space but variable
over the time.

The second case accounts for situations in which the two regions have
different amplitude history in time, due, e.g., to seasonal changes, and
we consider the most challenging situation in which the average ampli-
tude is the same. For each pixel, data have been modeled as complex
circular Gaussian random variables with correlation matrix dictated
by the coherence ρB and ρF . In these experiments, deterministic in-
formation associated with DEM and deformation, which contribute
to the interferometric phase, have not been considered since distance
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measures of interest works only on amplitude data. System parame-
ters (wavelength 5.6cm, look angle 23◦, range distance 860 km) have
been set according to the real dataset of ENVISAT images used in the
next section. The pixels are assumed to be squared; therefore, BML
operates with a square window, chosen of size 9 × 9 to remain close
to the size that will be used in experiments on real SAR stacks. The
search window for AML, centered in the current pixel, is set to be
twice as large as the boxcar window, which guarantees the availability
of a sufficient number of similar pixels with a limited computational
load. For all pixels of the search window, the similarity with the cur-
rent target is estimated, based on one of the distance measures in
sec. 4.2.3, and the S pixels with the lower distance are selected for
averaging. Therefore, for the simulated experiments, the dimension
of the search area is set to 19 × 19 pixels and 81 pixels, out of the
361 available, are selected for filtering. The foreground region is five-
pixel wide, large enough to guarantee that in the search area there
are more than 81 pixels of the same type as the target (background
or foreground) to select homogeneous predictors.

Six AML variants are compared, combining KS and PB distance mea-
sures with three choices for prefiltering, i.e., 3×3 boxcar, SAR-BM3D,
and no prefiltering at all. In Tab. 4.1, with reference to the first case
(no amplitude history), we show results on the accuracy of predictor
selection as a function of the amplitude contrast AF /AB. More pre-
cisely, for each foreground pixel (upper part of the table), the fraction
of wrong predictors si computed (hence, drawn from the background);
then, it is averaged over all foreground pixels and over ten repetitions
of the experiments to obtain the overall probability of error PE(F ).
In the best case, corresponding to perfect selection, PE(F ) is obvi-
ously 0, while in the worst case, corresponding to a random selection
of predictors in the search area,PE(F ) ' 0.74. This is done in a sim-

93



Chapter 4 Non-Local Estimation in Multipass InSAR techniques

no filtering 3×3 boxcar SAR-BM3D
F/B AF /AB KS PB KS PB KS PB

4 0 0 40 17 0 0
( 0 ) ( 0 ) ( 4 ) ( 2 ) ( 0 ) ( 0 )

F 2 19 201 62 58 0 0
( 3 ) ( 13 ) ( 3 ) ( 4 ) ( 0 ) ( 0 )√

2 237 579 96 137 24 77
( 9 ) ( 14 ) ( 7 ) ( 11 ) ( 4 ) ( 9 )

4 0 0 95 97 0 0
( 0 ) ( 0 ) ( 1 ) ( 1 ) ( 0 ) ( 0 )

B 2 1 5 52 49 0 0
( 0 ) ( 1 ) ( 1 ) ( 1 ) ( 0 ) ( 0 )√

2 47 111 38 36 22 1
( 4 ) ( 6 ) ( 2 ) ( 2 ) ( 2 ) ( 1 )

Table 4.1: Probability of selection error (×1000) in the absence of
amplitude history. In parentheses, the st.dev. (×1000).

ilar way for the background (lower part of the table), with the only
difference that to compute PE(B) only data on a strip surrounding
the foreground are averaged: five pixels on each side, where errors
can actually occur. In all cases, the standard deviation observed over
the ten repetitions of the experiment, reported in parentheses in the
table, is very low, suggesting a good reliability of the estimates.

When the contrast is relatively large, AF = 4AB, the probability of er-
ror is close to 0, as expected, except for the case of boxcar prefiltering.
In this case, in fact, boundary pixels after filtering have mixed statis-
tics, and wrong selections become very easy. Note that this problem is
not observed with SAR-BM3D prefiltering, since it avoids smoothing
region boundaries, nor in the absence of filtering, of course. Perfor-
mance impairs gradually for all tested combinations when contrast de-
creases, with PE approaching the worst-case value when AF =

√
2AB

and no prefiltering is used. At low contrasts, some prefiltering is
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clearly beneficial, with the more sophisticated SAR-BM3D keeping a
lead over boxcar filtering. As for the similarity measures, KS works
consistently better than PB. This can be easily explained by consider-
ing that, by sorting the values collected in all bands, it ends up using
ordered statistics, with a further filtering effects which generalizes the
operation of median filtering. To appreciate visually the effectiveness
of KS-based and PB-based predictor selections, as well as the impact
of prefiltering.

Figure 4.3: Error maps for a 64×64-pixel close-up of the simulated
scene with low contrast: AF /AB =

√
2. From left to right: no pre-

filtering, 3×3 multilooking, and SAR-BM3D. From top to bottom:
single-band amplitude images, error maps with KS measure, error
maps with PB measure. Error maps are color-coded according to
the bottom colorbar.
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Fig. 4.3 shows, for this low-contrast case, some filtered amplitude im-
ages and the corresponding error maps. On the left, there is the
case of no prefiltering. Indeed, it seems very difficult to tell apart
foreground from background based on these data (remember, though,
that several bands are available) and in fact the error maps are rather
bright both for KS and PB, with different patterns. A 3 × 3 multi-
looking, center column, does not seem to improve data quality very
much, besides loosing resolution. Nonetheless, in the interior of both
regions, the probability of error reduces significantly, remaining large
only near the smoothed boundaries (again, KS works somewhat better
than PB). This behavior becomes more evident when the amplitude
contrast increases, in which case, the error maps (not shown) are com-
pletely black except for two parallel green lines on the outer foreground
boundary. Using SAR-BM3D, right column, a stronger speckle reduc-
tion is observed and, what is more important, the foreground/ back-
ground edges are well preserved, with no evident smearing. In this
low-contrast case, some sparse errors are still visible, which disappear
at higher contrasts.

Tab. 4.2 shows results for the case in which the foreground region has
an amplitude history. In this case, the relative performance of the two
similarity measures is reversed, with PB generally outperforming KS.
This gap is again easily explained, considering that the PB measure
compares same-band samples, and hence takes advantage of the am-
plitude history, while the sorting step of the KS measure erases such
history. Except for this major difference, the general behavior is the
same as that of Tab. 4.1, with the SAR-BM3D prefiltering improving
significantly the selection accuracy. In all cases, errors tend to cluster
preferably on region boundaries, even when the resolution-preserving
SAR-BM3D is used. Again, the standard deviation is very low for all
estimates. Finally, to provide insight into the effects of the various
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no filtering 3×3 boxcar SAR-BM3D
F/B ∆F KS PB KS PB KS PB

0.8 266 105 71 164 0 0
( 9 ) ( 9 ) ( 4 ) ( 6 ) ( 0 ) ( 0 )

F 0.4 678 593 271 173 88 22
( 9 ) ( 9 ) ( 11 ) ( 7 ) ( 13 ) ( 5 )

0.2 721 696 621 439 238 243
( 6 ) ( 10 ) ( 13 ) ( 18 ) ( 17 ) ( 27 )

0.8 63 6 16 15 5 0
( 3 ) ( 1 ) ( 3 ) ( 2 ) ( 2 ) ( 0 )

B 0.4 235 159 70 35 31 1
( 3 ) ( 6 ) ( 5 ) ( 3 ) ( 5 ) ( 1 )

0.2 249 236 212 110 101 60
( 4 ) ( 11 ) ( 9 ) ( 8 ) ( 11 ) ( 12 )

Table 4.2: Probability of selection error (×1000) in the presence of
amplitude history. In parentheses, the st.dev. (×1000).

forms of filtering on the quality of actual products of the processing
chain, some average coherence maps obtained in the most challenging
situations are shown.

Fig. 4.4 shows maps relevant to the low-contrast, AF /AB =
√

2, fixed
amplitude case. BML causes the expected blurring of boundaries, en-
larging the central strip where a higher coherence is estimated. AML
with KS measure, instead, preserves the geometrical structures; the
higher coherence strip emerges quite clearly, although with some lo-
calized errors, even in the absence of prefiltering, and is recovered
almost perfectly with SAR-BM3D prefiltering.

In Fig. 4.5, we consider the variable amplitude case, taking again the
worst case of ∆F = 0.2. Here, the situation is even worse than in the
preceding case, because the amplitudes of foreground and background
are barely different, and only in some of the bands. In fact, when no
prefiltering is used, predictor selection is almost random, and AML

97



Chapter 4 Non-Local Estimation in Multipass InSAR techniques

Figure 4.4: Average coherence maps for a 64×64-pixel close-up of
the simulated scene with low contrast: AF /AB =

√
2. From left to

right: boxcar multilooking; adaptive multilooking with KS measure
and no prefiltering; adaptive multilooking with KS measure and
SAR-BM3D prefiltering.

is even worse than BML because of its larger analysis window. How-
ever, when data quality improves somewhat thanks to SAR-BM3D
prefiltering, AML with PB measure recovers reasonably well the cor-
rect coherence map even in these adverse conditions.

4.4 Experiments on real data

In the following the results of experiments carried out on real-world
data are shown, considering two interferometric stacks, acquired by
the ENVISAT and COSMO-SkyMed sensors, respectively, in order to
test performance on both low and high spatial resolution data.

Quality Indexes

The effectiveness of the various work-flows has been evaluated by
means of three different quality indexes, derived from the interfero-
metric processing framework, and relevant to different levels of the
processing. The first index takes into account the interferometric
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Figure 4.5: Average coherence maps (same colorbar as Fig.Fig. 4.4)
for a 64×64-pixel close-up of the simulated scene with low-contrast
variable amplitude: ∆F = 0.2. From left to right: boxcar multi-
looking; adaptive multilooking with PB measure and no prefiltering;
adaptive multilooking with PB measure and SAR-BM3D prefilter-
ing.

coherence in 4.4 evaluated pixel-wise, for each interferometric pair.
Specifically, the sample estimate of the complex correlation associ-
ated with the interferogram produced by the ith and jth images, for
pixel p, is given by:

ρ̂ci,j (p) =
∑
q∈ΩS(p) ui (q)u∗j (q)√∑

q∈ΩS(p) |ui (q) |2∑q∈ΩS(p) |uj (q) |2
(4.13)

where ΩS (p) ⊂ Ω(p) singles out the S predictor pixels, belonging to
the rectangular box for BML or selected according to similarity mea-
sures for AML. The phase of the correlation represents the estimated
multilook interferometric phase, whereas its amplitude, with values in
the (0, 1) interval, is the coherence, which depends on the phase sta-
bility over the interferometric pair, and therefore provides information
on the reliability of the phase estimate. Notice that the expression in
eq. 4.13 is the amplitude normalized version of eq. 4.6 for the case
in which weights are set to 1/S for the predictor pixels and 0 else-
where. From the estimates of the coherence, the first quality index
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as the mean coherence is derived by averaging over the M, out of the
available N(N − 1)/2, small-baseline interferograms:

ρ̄ (p) = 1
M

M−1∑
m=0

∣∣∣ρ̂ci,j (p)
∣∣∣ (4.14)

The mean coherence measures the average quality of the produced
subset of interferograms, and therefore allows one to tell apart areas
where the interferometric phases provide reliable information from
those heavily corrupted by decorrelation phenomena and basically
useless. It is worth noting this selection is performed directly at the
interferogram generation stage, at the beginning of the processing.
The accurate selection of expected reliable pixels improves the per-
formance of the interferometric processing aimed at extracting the
physical information of interest related to topography and displace-
ment of the observed surface. The second quality index is found on the
measurement of the correlation between the interferogram stack and
the multipass interferometric model s in 2.33 and 2.32, describing the
signal associated with a target located at height z and moving with a
temporal average velocity v along the radar line-of-sight (LOS):

s(h, v) = exp
[
−j 4π

λ

( ∆b
r0sin(ϑ)z + ∆t ∗ v

)]
(4.15)

In eq. 4.15 ∆b = [∆b0, ...,∆bM−1]T and ∆t = [∆t0, ...,∆tM−1]T are
the M -dimensional vectors collecting the interferometric spatial and
temporal baselines associated with the interferogram stack, while λ,
r0 and ϑ are, respectively, the radar system working wavelength, the
distance of the sensor from the target and the incidence angle in the
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reference geometry of acquisitions [31].

The correlation of the data with the model in eq. 4.15 is usually
exploited in PS techniques on a pixel-by-pixel basis after the calibra-
tion of the phase signal associated with atmospheric disturbances, to
detect the presence of persistent scatterers [30, 33]. Aiming at the
comparison of the different filtering solutions, however, we do not
perform any atmospheric compensation and, therefore, use 4.15 over
spatial arcs connecting adjacent pixels, as done in [32]. More specif-
ically, for each pixel p, the phase variation over the arc is computed
as ∆Γ̂ψ(p) = Γ̂ψ(p) � Γ̂∗ψ(p + 1), where (p + 1) denotes the adja-
cent pixel in horizontal, vertical or diagonal directions. The model in
eq. 4.15 is also particularized by introducing the height and velocity
differences, denoted by (∆z,∆v), in place of the single-pixel param-
eters pair (z, v). Finally, the multipass correlation index C(p) along
any spatial arc starting from pixel p is computed through the maxi-
mization of the (normalized) scalar product between the multibaseline
model s(∆z,∆v) and the phase-difference vector ∆Γ̂ψ(p) as:

C(p) = max
(∆h,∆v)

s(∆z,∆v)H∆Γ̂ψ(p)
M

(4.16)

The last quality index measures the consistency of phases derived
from the crucial step of phase unwrapping. It involves the linear
system relating the interferometric (differential) unwrapped measure-
ments ψunw(p) to the (unwrapped) phases at the level of acquisitions
collected in the vector θ(p)

ψunw(p) = Aθ(p) (4.17)

where A is the M × N incidence matrix defining, on each row, the
acquisitions pair involved in the interferometric beating. Said θLS(p)
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the solution of the linear system in 4.17 in the Least Square (LS)
sense, the consistency index Q(p) measures the residual error between
the original unwrapped interferograms and the interferograms corre-
sponding to θLS(p) [34, 85]:

Q(p) =

∣∣∣∣∣∣∣
(
ejψunw(p)

)H
ejAθLS(p)

M

∣∣∣∣∣∣∣ (4.18)

where, in particular, the quantity ψunw(p) − AθLS(p) measures the
amount of signal in the null space of A due to unwrapping errors. The
consistency index Q(p) takes values in the (0, 1) interval: values close
to 1 indicate that the spatial unwrapping procedure has generated
low residual errors in the LS inversion, i.e. the independent spatial
unwrapping of each interferogram has generated a set of unwrapped
interferograms which are “consistent” in the baseline domain.

4.4.1 Results on low-resolution data

We consider a low-resolution interferometric stack comprising 31 im-
ages acquired in stripmap mode during ascending passes of the EN-
VISAT satellite spanning a time interval of about 5 years from June,
2003 to April, 2008. The processing has been limited to a 1000×1000
pixels patch of the full available frame, relevant to the area surround-
ing the airport of Bari, in southern Italy. The temporal multilook
amplitude image of the area under investigation is shown in Fig. 4.6.
According to the SBAS approach, a total of 66 small-baseline inter-
ferograms have been generated. They are represented as arcs con-
necting the different acquisitions, depicted as diamonds, in the tem-
poral/spatial baseline grid in Fig. 4.7.
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Figure 4.6: Amplitude image of the area under investigation. Hor-
izontal and vertical directions correspond to azimuth and range,
respectively.
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Figure 4.7: Distribution of ENVISAT acquisitions (diamonds) in the
temporal/spatial baseline grid. Labels indicate the date of acquisi-
tion.

The reference interferograms have been generated through classical
boxcar multilooking (BML), using a window of 20 × 4 pixels in az-
imuth and range, respectively, so as to obtain multilooked pixels that
are approximately square, with 80m sides. Originally, this filtering
step aimed also at reducing data volume and CPU-time in SBAS pro-
cessing, through a suitable subsampling [5, 32]. Currently, however,
these practical problems are less compelling, and the main goal of fil-
tering is improving the reliability of estimates and therefore, in our
experiments, subsampling is ignored. The average coherence map pro-
vided by BML is shown in Fig. 4.8. It allows one to recognize clearly
the presence of coherent areas, corresponding to urban settlements
and airport runaways. However, the loss of resolution induced by the
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boxcar filtering is also well visible. In the presence of stable scat-
terers, coherence is retained over the whole filtering window. This
effect is especially evident in the lower-right part of the map where
concentrated scatterers located in low backscattering areas produce
rectangular high-coherence boxes. In addition, the shape of ground
structures, roads, and in general the boundaries between areas with
different coherence properties, lose detail and often can be hardly dis-
tinguished.

Figure 4.8: Mean coherence map provided by BML for the Bari
image.
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(a) (b)

(c) (d)

Figure 4.9: Mean coherence maps (same colorbar as Fig.Fig. 4.8)
provided by AML for the Bari image. (a) KS distance measure
with no prefiltering, (b) KS with 3×3 boxcar filtering, (c) KS with
SAR-BM3D filtering, (d) PB with SAR-BM3D filtering.

Adaptive multilooking techniques aim at solving these problems and
improving the overall performance. In Fig. 4.9(a) we can appreciate
the effect of using AML, with KS distance and no prefiltering, on the
same original data. With respect to the case of BML, the coherence
map shows a much better spatial resolution, and coherence spreading
is avoided. Moreover, narrow coherent shapes are preserved, like the
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roads and the wharf in the upper left part of the image. It is worth
reminding that the same number of looks, S = 80, is used in all cases,
and only the selection of predictors has changed, based on a measure
of similarity in AML, allowing one to perform multilooking only on
pixels that are likely homogeneous. The use of a prior despeckling
step on the original data aims therefore at improving the reliability
of the similarity measure. In Fig. 4.9(b) we show the coherence map
provided by AML with KS distance and 3 × 3 boxcar prefiltering of
the amplitudes. This simple additional step guarantees higher coher-
ence values, in general, at the price of a little resolution loss caused
by the despeckling. Airport runways, for example, are much better
defined, and the coherence in generally higher in all urban areas, thus
increasing the contrast of the image. Replacing boxcar prefiltering
with the more sophisticated SAR-BM3D, we avoid also the resolution
loss problem, as shown in Fig. 4.9(c), and in general guarantee a better
speckle rejection on the original amplitude data, at the price of a lim-
ited increase of complexity. As the last step of this path, Fig. 4.9(d)
shows the coherence map provided by AML with the PB similarity
measure, always with SAR-BM3D prefiltering. Although the quality
of the map is quite similar to the previous case, there are significant
improvements in some selected areas, notably on the left runway of
the airport as well as on some service roads near it which exhibit a
higher coherence.

To better appreciate visually the phenomena described above, Fig. 4.10
shows a close-up on the airport area of the coherence maps provided
by the four more relevant AML workflows reported in Fig. 4.9.
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(a) (b)

(c) (d)

Figure 4.10: Close-up on the airport area of the mean coherence
maps (same colorbar as Fig.Fig. 4.8) provided by (a) KS + 3×3
boxcar, (b) KS + SAR-BM3D, (c) PB + 3×3 boxcar, (d) PB +
SAR-BM3D.

This improvement can be very likely attributed to the higher robust-
ness of PB w.r.t. time changes in data amplitude. To support this
claim, Fig. 4.11 shows the acquisitions taken at different times over an
area including the airport. In the first image, acquired in July 2003,
the airport runaways can be hardly distinguished from the surround-
ing areas, while they are easily recognized in the successive acquisi-
tion, just 35 days later. The same behaviour is observed in the last two
images, acquired in July and September 2006, suggesting a seasonal
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phenomenon, probably depending on grass growth. The PB measure
compares time vectors as they are, preserving temporal changes, while
KS sorts them, allowing the observed errors.

(a) (b) (c) (d)

Figure 4.11: Zoom of the amplitude images over the area of
the airport at different acquisition epochs, (a) 29/07/2003, (b)
02/09/2003, (c) 18/07/2006, (d) 26/09/2006.

Figure 4.12: Maps of the correlation index in (4.16) over vertical arcs
provided by BML and by AML with PB measure and SAR-BM3D
prefiltering

Let us now consider the other quality indexes. In Fig. 4.12 we com-
pare the map of the index defined in eq. 4.16 (the correlation between
measured interferometric spatial arcs and multipass model) provided
by the BML originally used in SBAS processing, and by the most
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sophisticated AML proposed here, with PB similarity measure and
SAR-BM3D prefiltering. The improvement already observed on av-
erage coherence is obvious in these maps as well, as adaptive multi-
looking preserves spatial resolution avoiding the correlation spreading
induced by boxcar filtering.

Fig. 4.13 shows a close-up, near the airport, of the maps provided by
the various versions of AML. They confirm the better ability of SAR-
BM3D to preserve resolution and the superior performance of the PB
measure in areas affected by temporal variability.
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(a) (b)

(c) (d)

Figure 4.13: Close-up on the airport area of the Correlation Index
maps (same colorbar as Fig.Fig. 4.12) provided by (a) KS + 3×3
boxcar, (b) KS + SAR-BM3D, (c) PB + 3×3 boxcar, (d) PB +
SAR-BM3D.

Finally, in Fig. 4.14 and Fig. 4.15 we show results for the last quality
index, which measures the phase consistency after phase unwrapping.
This index is of paramount importance as it defines the output grid
of sparse pixels for measurement of deformation time series and to-
pography information derived by interferometric processing. Adaptive
multilooking outperforms significantly the basic version, which is char-
acterized by large unwrapping errors in the urban areas in the lower
part of the image. Turning to the comparison among the various ver-
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sions of AML, however, we observe results that seem to contradict
previous findings. In particular, while KS similarity measure takes
advantage, in terms of phase unwrapping consistency, of SAR-BM3D
prefiltering w.r.t. plain 3× 3 boxcar, the same does not reflect in case
of PB similarity measure. In that case, contrary to what happens for
other indexes, SAR-BM3D reduces phase consistency in several areas
of the image. At a deeper analysis, though, this phenomenon can
be satisfactorily explained: as proven by the former quality indexes,
the PB selection with prior SAR-BM3D prefiltering provides the best
performance in terms of amplitude of mean coherence and, above all,
correlation with the multipass model. At the same time, it provides
the best performance in terms of boundary preservation which, in the
presence of structures and facilities, is strictly related to the preser-
vation of height, and therefore interferometric phase, discontinuities.
Such large height variations, which are consistent with the expected
interferometric phase signature, as shown in Fig. 4.12 and Fig. 4.13(d),
are detrimental to the correct execution of phase unwrapping, which in
our experiments is performed independently on all the original mul-
tilook interferograms. In real application scenarios, however, phase
unwrapping is typically model-based driven, operating a prior estima-
tion and compensation of contributions associated with large phase
discontinuities to limit the occurrence of unwrapping errors. These
advanced solutions would take full advantage of the superior quality
provided by adaptive multilooking.

112



4.4 Experiments on real data

Figure 4.14: Maps of the consistency index in (4.18) provided by
BML and by AML with PB measure and SAR-BM3D prefiltering.
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(a) (b)

(c) (d)

Figure 4.15: Close-up on the airport area of the Consistency Index
maps (same colorbar as Fig.Fig. 4.14) provided by (a) KS + 3×3
boxcar, (b) KS + SAR-BM3D, (c) PB + 3×3 boxcar, (d) PB +
SAR-BM3D.

4.4.2 Results on high-resolution data

Sensors of the last generation provide data with higher and higher spa-
tial resolution, which are extremely valuable for a number of advanced
applications. A major concern when using such data, however, is that
the hypothesis of fully developed speckle does not hold anymore, cast-
ing doubts on the validity of the processing tools developed under such
a simplifying assumption. Therefore, we carried out experiments on
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a high-resolution COSMO-SkyMed dataset in order to confirm the
effectiveness of the proposed filtering also in this condition.

The test site is relevant to a rural area near Naples, Italy. The dataset
is composed by 28 H-Image mode (3m spatial resolution) images span-
ning a temporal interval of one year, from February 2010 to February
2011, acquired during descending passes of the sensor. The temporal
multilook amplitude image of the area under investigation, reported
in Fig. 4.16, shows mostly farmlands and isolated roads, with a well
recognizable industrial settlement. A total of 79 small-baseline inter-
ferograms have been computed. Acquisitions and interferograms are
depicted as diamonds and arcs, respectively, in Fig. 4.17

Figure 4.16: Amplitude image of the area under investigation. Hor-
izontal and vertical directions correspond to range and azimuth ,
respectively.
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Figure 4.17: Distribution of COSMO-SkyMed acquisitions (dia-
monds) in the temporal/spatial baseline grid. Labels indicate the
date of acquisition.

We repeated all experiments as for the previous dataset, using, how-
ever, a window of 16× 16 pixels for basic multilooking, and selecting,
correspondingly, S = 256 predictor pixels for adaptive multilooking,
more than three times those used for ENVISAT. Despite all differ-
ences, results exhibit the same behavior already observed in the low-
resolution case. Therefore, in the following, we show and comment
only a few sample cases of interest.

Fig. 4.18 shows the mean coherence maps provided by BML and by the
best AML technique, using PB selection and SAR-BM3D prefiltering.
AML guarantees a dramatic improvement on boundaries, preserving
the shapes of buildings, defining more clearly the road in the bottom
part of the image and keeping the original spatial resolution even in
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the cultivated fields.

Similar improvements emerge when considering the second quality in-
dex, associated with the correlation between the interferometric spa-
tial arcs and the multipass model. Besides the better resolution, espe-
cially evident on buildings and roads, a much higher correlation with
the multipass model is observed in the region of the cultivated fields.
We note explicitly that the other AML combinations, not shown here
for brevity, provide quite similar results, although PB is slightly prefer-
able to KS, especially if associated with SAR-BM3D prefiltering.

Finally, Fig. 4.20 shows results concerning the last quality index, mea-
suring consistency of phases after unwrapping and defining, therefore,
the grid of output measurement points. Classical boxcar averaging
(top) allows to correctly unwrap only the region corresponding to the
large industrial settlement, whereas the rest of the image is charac-
terized by large unwrapping errors. On the contrary, AML returns
a higher and better defined consistency index improving significantly
the performance of phase unwrapping, and allowing the correct un-
wrapping of other relevant features, such as the roads and the urban
settlement in the lower-left part of the image. For this last index, we
show also the AML map obtained with KS selection and 3 × 3 pre-
filtering, since, on the ENVISAT dataset, this combination provided
results significantly different from those of the PB/SAR-BM3D combi-
nation. This is not the case anymore with COSMO-SkyMed data. The
phase inconsistencies observed formerly with PB/SAR-BM3D disap-
pear altogether, likely because the higher spatial sampling helps the
unwrapping in following the large height variations well preserved by
the BM3D pre-filtering.

It is also to be noted that, whatever the quality index, given the
shorter time span of the acquisitions (about one year as opposed to
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the five years of the ENVISAT dataset) the KS-based AML suffers
less the selection problems due to significant temporal variations of
amplitude, as observed in the ENVISAT case.

Figure 4.18: Mean coherence maps provided by BML (top), and
AML with PB and SAR-BM3D filtering (bottom) for the COSMO-
SkyMed Image.
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Figure 4.19: Correlation Index maps provided by BML (top), and
AML with PB and SAR-BM3D filtering (bottom) for the COSMO-
SkyMed Image.
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Figure 4.20: Consistency index maps provided by BML (top), AML
with KS and 3×3 boxcar filtering (center), AML with PB and SAR-
BM3D filtering (bottom) for the COSMO-SkyMed Image.
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5 Non-Local LLMMSE estimation
for single-pair InSAR

5.1 Overview

Across-Track Interferometry was conceived with the aim of acquiring
the height information in addition to the bidimensional range-azimuth
SAR representation. Latest high-resolution InSAR systems, such as
the German Tandem-X or the Italian COSMO-SkyMED, have the
aim of providing high-resolution SAR data and allow the generation
of high-resolution DEM. In order to preserve the resolution of the
original data and, at the same time, improve the reliability of the
phase measurement, appropriate filtering methods are necessary. In
this field the nonlocal approach has provided excellent solutions with
NLInSAR [20] and NLSAR [22], based directly on the Non-Local-
Means [7] algorithm.

Non-Local-Means itself, however, has been surpassed by more recent
denoising techniques based on a nonlocal multipoint approach, like the
BM3D [15, 16]. This algorithm is based on an hybrid approach that
exploits both the spatial and transformed domain. It uses the nonlo-
cal approach to find similar blocks according to an Euclidean metric,
but, unlike the Non-Local-Means, the blocks are stacked together in
a 3D structure, named group, to which a decorrelating transform is
applied so as to exploit both spatial and contextual dependencies.
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This functioning of the BM3D algorithm is explained in detail in the
following.

A similar approach can fit well the case of InSAR phase estimation,
given the high redundancy of the InSAR signal. On the track of the
BM3D approach, an algorithm for interferometric phase estimation,
the InSAR-BM3D, is proposed in the following.

5.2 BM3D

The Block Matching 3D denoising method for AWGN images extends
the Non-Local-Means by combining it with other approaches and can
be considered the state-of-the-art for AWGN denoising [16]. BM3D
takes advantages of three winning ideas to image denoising: the non
local approach, the wavelet domain shrinkage and Wiener filtering.
BM3D is based on two steps, each consisting of three phases:

(a) Grouping

(b) Collaborative filtering

(c) Aggregation

The grouping step consists in collecting similar d-dimensional frag-
ments of a given signal into a d+1-dimensional data structure named
group. In the case of a bidimensional signal, an image for example,
the signal fragments are small 2D blocks of pixels, and a group is a 3D
array formed by stacking together similar image blocks. This exploits
the neighborhood definition introduced by Non-Local-Means. The
importance of grouping is to enable an higher-dimensional filtering of
each group, which exploits the potential similarity between grouped
fragments.
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Figure 5.1: A simple example of grouping in an artificial image [16].

A simple and effective grouping is realized in BM3D by block matching.
It is used to find signal fragments similar to a given reference, and the
formed groups aren’t necessarily disjoint. The similarity plays the
role of a membership function. Any signal fragment can be used as
a reference and thus a group can be constructed for it. A simplified
example of block matching is shown in Fig. 5.1.

The collaborative filtering is the actual estimation step. The term
collaborative indicates the fact that each of the blocks belonging to a
group collaborates to the filtering of all the others. BM3D performs a
collaborative filtering based on the shrinkage in a specific transform
domain. Assuming d+1-dimensional groups of similar signal frag-
ments are already formed, the collaborative shrinkage comprises the
following steps:

• apply a d+1-dimensional linear transform to the group;

• shrink the transform coefficients to attenuate the noise;

• invert the linear transform to produce estimates of all grouped
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fragments.

It is worth noting that collaborative transform-domain shrinkage is
particularly effective in the case of natural image fragments, in fact
these exhibit both intra-fragment correlation, that is a peculiarity of
natural images, and inter-fragment correlation due to the preliminary
grouping procedure. When the estimates are computed, the signal
fragments are relocated in their original position. Since the groups
are not disjoint, and blocks can overlap, for each signal sample many
estimates are available. The aggregation procedure consists in com-
puting the final estimate by averaging, for each signal sample, all the
available estimates, each one with a proper weight.

In the BM3D algorithm, the above mentioned procedures are imple-
mented in two different steps. The first step provides a denoised ver-
sion of the image, called basic estimate, that is exploited in the sec-
ond step to perform a more accurate final estimate. The algorithm
is described more formally in Algorithm 5.1 and its related flow chart
depicted in Fig. 5.2. At step 2 the grouping is performed on the ba-
sic estimate image, thus improving its reliability. The collaborative
filtering, at step 1 is performed with an hard-thresholding, while at
the second step the basic estimate is used as the pilot signal for the
empirical Wiener filtering, thus improving the effectiveness and the
accuracy of the filtering w.r.t. the basic estimate.
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Figure 5.2: BM3D algorithm flow chart [16].
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Algorithm 5.1 BM3D algorithm [16].
Step 1. Basic estimate:

i) Grouping: find blocks that are similar to the
target block and stack them in a 3D array
(group).

ii) Collaborative Wiener filtering: apply a 3D
WT transform to the group, attenuate the
noise by hard-thresholding of the transform co-
efficients, invert the WT transform to produce
estimates of the grouped blocks, and return the
estimates of the blocks to their original posi-
tions.

iii) Aggregation: compute the basic estimate of
the true image by weighted averaging all of the
obtained block-wise estimates that are overlap-
ping.

Step 2. Final estimate

i) Grouping: use BM within the basic estimate
to find the locations of the blocks similar to the
target block. Form two groups, one from the
noisy image and one from the basic estimate.

ii) Collaborative Wiener filtering: apply a 3D
WT transform on both groups. Perform
Wiener filtering on the noisy one using the en-
ergy spectrum of the basic estimate as the true
(pilot) energy spectrum. Produce estimates of
all grouped blocks by applying the inverse WT
transform on the filtered coefficients and re-
turn the estimates of the blocks to their origi-
nal positions.

iii) Aggregation: compute a final estimate of the
true image by aggregating all of the obtained
local estimates using a weighted average.
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5.3 InSAR-BM3D

In the following combinations of grouping and collaborative filtering
are investigated in order to find which one suits best the InSAR sig-
nal peculiarities. The complex interferogram is filtered separately in
its real and imaginary part, an appropriate noise decorrelation step
is then performed before the filtering. The previous works on simi-
larity computation for InSAR statistics [20, 22] are used to define a
grouping strategy at the two steps. Two different strategies for the
basic estimate are investigated: the shrinkage problem is addressed
in the framework of statistical estimation, using the signal-dependent
additive noise model in sec. 5.3.1.

5.3.1 Signal model

In addition to the statistical description in [65, 66, 72] reported in
sec. 2.4, the complex interferogram can be statistically described as
follows. Let (A,ψ, ρ) be the true amplitude, interferometric phase and
coherence, respectively. The InSAR pair (u1, u2)T is expressed as a
function of two standard circular gaussian random variables (x1, x2)T

(
u1

u2

)
= L

(
x1

x2

)
(5.1)

where the matrix L is

L =
(

A1 0
A2ρe−jψ A2

√
1− ρ2

)
(5.2)
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Starting from equation 5.1, the expression for the complex interfero-
gram Γ can be obtained

Γ = u1u
∗
2 = A1A2ρe

jψ + n = Γ0 + n (5.3)

where for the noise n holds

n = A1A2ρe
jψ
(
|x|2 − 1

)
+A1A2

√
1− ρ2x1x

∗
2 (5.4)

Therefore, the complex interferogram is expressed as the sum of its
true value Γ0 and a signal-dependent noise contribution, whose corre-
lation matrix Cn can be shown to be:

Cn = 1
2A

2
1A

2
2

(
1 + ρ2 cos (2ψ) ρ2 sin (2ψ)
ρ2 sin (2ψ) 1− ρ2 cos (2ψ)

)
(5.5)

The terms on the diagonal are the variances of the real and imaginary
part of the noise n, respectively, while the off-diagonal terms are their
mutual correlations.

5.3.2 Noise decorrelation

Since real and the imaginary part are filtered separately, it is desirable
that the associated noise components be uncorrelated. From eq. 5.5
it appears that the correlation between the real and imaginary noise
components depend mainly on the interferometric phase value ψ. Note
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also that, depending on the values of the SLCs’ values A1 and A2 this
correlation may happpen to be very large.

The noise decorrelation step applies to every formed group. Since
the block size is generally small, the hypothesis of stationary phase
over the block can be reasonably made allowing one to apply the
phase Maximum Likelihood Estimator over the pixels of the group.
By subtracting the estimated phase value from each block of the group,
eq. 5.5 reads eventually as follows:

Cn = 1
2A

2
1A

2
2

(
1 + ρ2 0

0 1− ρ2

)
(5.6)

5.3.3 Grouping

In order to form a group of similar blocks one can rely on the phase
information only, or else on the triple formed by phase, amplitude
and coherence, as shown in [20, 22]. As far as phase estimation is
concerned, both approaches, depending on the kind of data, provide
satisfactory results. In general, it is convenient to use all the avail-
able information, especially when the degree of correlation between
amplitude and phase is large. Nonetheless, there are cases in which a
constant amplitude may correspond to a highly variable interferomet-
ric fringe patterns, and the use of the phase information only is more
advisable. In previous works on interferometric blocks similarity com-
putation [10, 20–22] it has been shown that phase similarity results
always in a cosine distance between phase values as we define in the
following. Let ψp and ψq be the interferometric phase blocks centered
on the target pixel p and the comparison pixel q, respectively, and let
N be the number of pixels in the block. Then the cosine distance D
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between the two blocks

D = D1 = 1− 1
N

N∑
i=1

cos (ψpi − ψqi) (5.7)

expresses their degree of dissimilarity, where the subscript 1 indicates
that the distance is related to the first filtering step. This quantity
varies between 0 and 2, with small values indicating similar blocks.
At the second filtering step an estimation of the interferometric phase
is already available, hence it can be used in formula 5.7 in place of
the noisy blocks. In general, this leads to a more accurate similarity
computation but, at the same time, possible errors and artifacts in-
troduced in the first filtering step can bring to a erroneous grouping.
Hence, a good practice is not to fully rely on the first step estimate
and consider also with suitable weight the noisy interferogram. By
taking this idea into account, the second-sted distance reads as

D2 = γD
(
ψ̂
)

+ (1− γ)D (ψ) =

= γ
N

N∑
i=1

cos
(
ψ̂pi − ψ̂qi

)
+ 1−γ

N

N∑
i=1

cos (ψpi − ψqi)
(5.8)

where ψ̂ indicates the pre-estimated phase, and the quantity γ, which
lies in the interval [0, 1], establishes the relative weights between the
pre-estimated quantity and the new estimate based on the original
data. The most suitable γ should be found experimentally, but a good
result is generally given by γ = 0.5. Alternatively, if an estimation
of the coherence is available, this weight can be substituted by the
product of the coherence of reference and comparison blocks: γ =
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ρpρq. This choice relies on the fact that the coherence is an indicator
of the quality of the estimation. With this position, formula (5.8)
becomes

D2 = ρpρq
N

N∑
i=1

cos
(
ψ̂pi − ψ̂qi

)
+ 1− ρpρq

N

N∑
i=1

cos (ψpi − ψqi) (5.9)

Alternatively it is possible to use phase, amplitude and coherence as
shown in 3.18.

5.3.4 Collaborative filtering

Following the statistical description of the complex interferogram shown
in sec. 5.3.1, the InSAR-BM3D collaborative filtering aims to filter
separately the real and the imaginary parts of the interferogram. The
filtering strategy comprises two steps: basic and final estimates. In
the following, two approaches for the basic estimate are investigated:
the Hard Thresholding as in BM3D [15, 16], and the Self-Wiener used
in SAR-BM3D [84].

In sec. 5.3.1 the interferogram has been expressed as the sum of its true
value Γ0 and a signal-dependent noise component, further exploded
below in real and imaginary parts:

Γ = Γ0 + n = Γ0R + nR + j (Γ0I + nI) (5.10)

The filter applies in the transformed domain, hence the quantities
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after the transform are considered:

TR = T0R + TnR

TI = T0I + TnI
(5.11)

Our aim is to estimate the true signal: T̂0R and T̂0I .

5.3.4.1 Basic estimate

Hard thresholding This approach aims to preserve only the most
significant contributions in the transform domain, hence a threshold-
ing operator Υ at level λth · σn is applied, where λth is set from the
user, and σn is the noise standard deviation.

T̂0 = Υ [T0] (5.12)

The filter in eq. 5.12 applies separately on the real and imaginary
parts. The used transform are the Biorthogonal wavelet and the Haar
wavelet, respectively, for the 2D and 1D directions.

Self-Wiener This approach looks for the optimum linear estimator
in the MMSE sense. A preliminary estimate of the true signal, neces-
sary for empirical Wiener filtering, is obtained from the noisy data by
locally averaging over the samples of the wavelet sub-bands. In order
to have a sufficient number of samples for computing the estimate the
undecimated wavelet tranform (UDWT) is used in place of the usual
decimated wavelet (DWT). The Self-Wiener filter is then defined as
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follows:

T̂0 = max
(

0, E
[
T 2]− σ2

n

E [T 2]

)
· T (5.13)

where the statistical mean E [·] is replaced by the average over each
of the subbands of the transformed signal, with σ2

n denoting the noise
variance. The Daubechies-4 wavelet is used for both the 2D and 1D
transform.

5.3.4.2 Final estimate

The second step is a Wiener filter in the wavelet domain, where the
basic estimate T̂0 is used in place of the true signal.

T̂0 = max
(

0, T̂
2
0 − σ2

n

T̂ 2
0

)
· T (5.14)

Here, σ2
n is the variance of the noise affecting the filtered component.

The Discrete Cosine Transform (DCT) and the Haar wavelet trans-
form are used for 2D and 1D transforms, respectively.

5.3.5 Noise variance estimation

Even though the algorithm can be used with a fixed noise variance,
chosen by the user, it can also adapt to the local noise variance by
estimating it locally. By using the model in 5.55.6, after noise decor-
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relation, the noise variances on real and imaginary part are equal to:

 σ2
nR = 1

2A
2
1A

2
2
(
1 + ρ2)

σ2
nI = 1

2A
2
1A

2
2
(
1− ρ2) (5.15)

For each group G of similar blocks, the true amplitude and coherence
values are substituted by their Maximum Likelihood estimates. For
the coherence, as already shown in section sec. 3.2 in equation 3.2, the
ML estimate is equal to:

ρ̂ML = |γ̂ML| =

∣∣∣∑L
m=1 u1 [m] · u∗2 [m]

∣∣∣√∑L
m=1 |u1 [m]|2 ·∑L

m=1 |u2 [m]|2
(5.16)

For the amplitude instead, assuming it to be Rayleigh distributed, the
ML estimation is:

ÂML =
√
π

2

√√√√ 1
L

L∑
m=1
|u [m]|2 (5.17)

where the subscript m spans the group of cardinality L.

At the second step, for the Wiener filtering, an estimate of the true
signal is already available, hence, it is used to estimate the noise vari-
ance based on the difference between the noisy quantity and its basic
estimate.
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5.4 Topography-based similarity measure and
filtering

This section introduce a novel criterion for similarity computation and
estimation of InSAR parameters. As seen in chapter 3, local station-
arity of the interferometric phase is often required in the estimation,
and many algorithms have been proposed in order to deal with the
phase non-stationarity. When the topography contribution is signif-
icant, i.e. the topography has strong spatial variations, it can be
compensated, as proposed in [61, 110] to improve coherence estima-
tion, but this needs a previous local estimation of the slope (i.e. fringe
frequency) which can introduce further errors and artifacts. The non-
local algorithms, have shown to surpass the limit of the local WSS
hypothesis, since, by looking for statistically homogeneous pixels in a
larger window, they automatically enforce the stationarity hypothesis
on the estimation group. An example of this application to the InSAR
field has been shown in [20, 22]. Given a similarity measure as the
one defined in 5.7, Fig. 5.3 shows a possible selection of blocks (blue
squares) that are similar to a target block (red square) for a phase
ramp.
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Figure 5.3: Example of nonlocal block selection.

It is worth underlining that the nonlocal algorithm, looking for blocks
that are similar to the target, tends to select blocks lying on the very
same fringe as the pattern, and may even jump a fringe to find other
similar blocks which guarantee the stationarity among the estimation
group. As a consequence, since most neighboring blocks lie instead on
different fringes, there is a scarcity of good candidates which might
eventually impair the estimation quality.

In sec. 2.2.1, it has been already shown that the interferometric phase
is always meant as a differential measurement which links a spatial to-
pographic variation to the interferometric phase variation as expressed
by formula 2.16. This means that the same information on the topog-
raphy can be coded by different absolute phase values, provided their
spatial variation is the same. For example, for a phase ramp, the con-
stant topography variation is coded with a fringe pattern at constant
frequency.

These considerations are at the basis of a modified grouping approach
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for nonlocal filtering. In fact, for our phase ramp running example,
all blocks surrounding the target would be actually good candidates if
one could compensate the absolute phase difference. That is, all such
blocks are characterized by the same signal, except for a constant
bias, changing from block to block. Once the bias is removed, all of
them become similar to the target. In this way, for a phase ramp,
any block extracted from the interferogram is a candidate for the
filtering. In fact, together with the blocks selected in Fig. 5.3, now also
blocks with different phase values can be selected, as shown in Fig. 5.4.
Increasing the number of candidates, goes obviously to the benefit of
estimation quality. Before turning to the problem of estimating and
compensating such bias, it is worth underlining that the phase ramp
example is by no means exceptional in interferometric phase filtering.
These images have very often a locally linear behavior, that is they can
be approximated by a phase ramp, for which the above considerations
apply. On the contrary, natural images rarely present constant slope
regions.

Figure 5.4: Example of nonlocal block selection.
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In order to understand whether two blocks share the same topographic
structure (or “slope”), no slope or fringe frequency estimator is used.
Instead, it is observed that the difference of interferometric phase
between blocks with the same topography is constant. If this constant
is deleted the phase homogeneity hypothesis is also valid.

A simplified case of 3-pixel blocks is taken as example. The phase val-
ues are represented on a polar graph and the correspondence between
blocks’ pixels is identified by colors and numbers. The case of similar
and non similar blocks is shown in Fig. 5.5.

(a) (b)

Figure 5.5: Example of similar (a) and non similar (b) blocks.

In order to understand if two blocks are similar, a dissimilarity mea-
sure is defined starting from eq. 5.7. In particular, we are interested in
the phase offset ϕ0 that minimizes such a distance, that is the solution
of the following minimization problem:

ϕ0 = arg min
ϕ

(
1− 1

N

N∑
i=1

cos (ψpi − (ψqi + ϕ))
)

(5.18)
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This results in the new dissimilarity distance and the estimated phase
offset:

Dϕ = 1−
∣∣∣ 1
N

∑N
i=1 e

j(ψpi−ψqi)
∣∣∣

ϕ0 = arg
(∑N

i=1 e
j(ψpi−ψqi)

) (5.19)

In practice, these are respectively amplitude and argument of the
phase correlation between the two interferogram blocks under com-
parison. The phase offset that is removed during the similarity com-
putation is then reinserted after the phase filtering.

This approach is first tested in a simplified framework: two versions of
the Non-Local-Means algorithm are compared using the dissimilarity
measures in 5.7 and 5.19, respectively. The case of a phase ramp is
taken once again as example of a non-stationary scene. As quality
measures the Root Mean-Squared-Error (RMSE) on phase estima-
tions and the visual inspection of the relative error maps are consid-
ered. Apart from the improvement in the RMSE, the result in Fig. 5.8
show a better fringe preservation for the algorithm with phase offset
compensation. In the next section the topography-based approach is
also used in the proposed InSAR-BM3D algorithm.
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(a) (b)

Figure 5.6: True (a) and noisy (b) interferometric phase ramp.

(a) (b)

Figure 5.7: Estimated phase with (a) and without (b) phase offset
compensation.
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(a) (b)

Figure 5.8: Error map on the estimated phase with (a) and without
(b) phase offset compensation. RMSE: (a) 0.14 (b) 0.10.

5.5 Experimental results on simulated data

For performance assessment, preliminary experiments have been car-
ried out on simulated data. The aim is to study in a controlled envi-
ronment the behaviour of the proposed filters in comparison with the
state-of-the-art filters. The simulated dataset is formed by setting the
underlying amplitude and coherence to a constant value and consid-
ering a variable phase structure: a 256x256 Peaks function, a 256x256
phase Ramp and two 512x512 interferograms generated from natural
images, House and Peppers. The noiseless interferograms are shown
in Fig. 5.9.
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(a) Peaks (b) Ramp

(c) House (d) Peppers

Figure 5.9: Noiseless simulated interferometric phase dataset.

The data are simulated by generating two circular complex standard
gaussian processes and correlating them through the matrix L in eq.
5.5, that is the Cholesky decomposition of the desired covariance ma-
trix.

The first two examples in Fig. 5.9 (a)(b) simulate common situations
in real operations in which the topography creates phase variations
and fringes. More specifically, in (a) a variation of topography it is
simulated similar to that occurring in a mountain area and in (b) a
constant topography that generates a phase ramp. The other two
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examples, instead, can be associated to very small baseline interfer-
ograms that are usually not used given their low accuracy on the
topography (as described in sec. 2.2.2). However, they are used in the
literature [20, 22] and hence we consider them for comparison pour-
poses.

The proposed algorithm is compared with the NLSAR [22] and NLIn-
SAR [20] filters. Furthermore four different version of the InSAR-
BM3D are considered: the version with Hard-Threshold (indicated
in short as “HT”), with the Self-Wiener (indicated as “SelfW”) and
their respective versions with phase offset compensation “HToffset”
and “SelfWoffset”. All the algorithms share the same nonlocal param-
eters as search window, set to 21 × 21 and patch size 8 × 8. In the
proposed algorithms groups of 64 similar blocks are formed in both
steps for the first two examples and groups of 32 blocks, again in both
steps, for the last two examples.

For each example, the Root Mean-Square-Error (RMSE) is estimated
over 10 iterations and the filtered interferograms and the relative error
maps are compared by visual inspection.
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

Peaks Ramp
1st st. 2nd st. 1st st. 2nd st.

NLSAR [22] / 8285 / 9087
(82) (141)

NLInSAR [20] / 1621 / 1438
(100) (26)

HT 1573 1443 1408 1256
(51) (53) (28) (21)

SelfW 1611 1441 1574 1360
(38) (41) (17) (16)

HToffset 1165 1048 1113 862
(30) (32) (27) (20)

SelfWoffset 1208 1078 1141 881
(28) (30) (18) (19)

Table 5.1: Root-Mean-Square-Error (×10000). In paretheses the st.
dev. (×10000).

The RMSE comparison in Tab. 5.1 for the first two examples shows a
better performance for HT and SelfW algorithms with respect to the
state-of-the-art filters NLSAR and NLInSAR. This result is also con-
firmed from the visual inspection of Fig. 5.10Fig. 5.11Fig. 5.12Fig. 5.13,
where the fringes are better reconstructed. Still better performances
are achieved if the phase offset compensation is used. This can be
explained with the fact that looking for blocks having a similar to-
pography content instead of just a similar phase can increase the level
of similarity between the grouped blocks. The phase offset compen-
sation can improve the filtering especially for rare blocks like an edge
on a circular fringe as in the Peaks interferogram. This result can be
appreciated in the error maps in Fig. 5.11 and Fig. 5.13: the error in
(a,b,c,e) follows the fringe shape, while the algorithms that exploit
the phase offset compensation (g,f) have a flatter error.
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5.5 Experimental results on simulated data

(a) (b)

(c) (d) (e)

(f) (g)

Figure 5.10: Filtered interferometric phase for Peaks with the algo-
rithms: NLSAR (a), NLInSAR (b), HT (c), SelfW (e), HToffset (f),
SelfWoffset (g). The central image indicates the true interferometric
phase (d).
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c) (d) (e)

(f) (g)

Figure 5.11: Error map for Peaks relative to the algorithms: NLSAR
(a), NLInSAR (b), HT (c), SelfW (e), HToffset (f), SelfWoffset (g).
The central image indicates the true interferometric phase (d).
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5.5 Experimental results on simulated data

(a) (b)

(c) (d) (e)

(f) (g)

Figure 5.12: Filtered interferometric phase for Ramp with the algo-
rithms: NLSAR (a), NLInSAR (b), HT (c), SelfW (e), HToffset (f),
SelfWoffset (g). The central image indicates the true interferometric
phase (d).
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c) (d) (e)

(f) (g)

Figure 5.13: Error map for Ramp relative to the algorithms: NLSAR
(a), NLInSAR (b), HT (c), SelfW (e), HToffset (f), SelfWoffset (g).
The central image indicates the true interferometric phase (d).

Similar results can be appreciated for the last two examples where
the phase offset compensation is not needed given the flatness of the
interferograms. For this kind of data, NLInSAR is known to have a
tendency to create a staircase effect in the, also recently investigated
in interferometric phase filtering.
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5.5 Experimental results on simulated data

House Peppers
1st st. 2nd st. 1st st. 2nd st.

NLSAR [22] / 3140 / 4012
(21) (29)

NLInSAR [20] / 1649 / 2671
(25) (24)

HT 1545 1339 2439 2244
(17) (7) (21) (13)

SelfW 1444 1307 2262 2176
(10) (7) (11) (11)

Table 5.2: Root-Mean-Square-Error (×10000). In paretheses the st.
dev. (×10000).
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c)

(d) (e)

Figure 5.14: Filtered interferometric phase for House with the algo-
rithms: NLSAR (a), NLInSAR (b), HT (d), SelfW (e). The central
image indicates the true interferometric phase (c).
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5.5 Experimental results on simulated data

(a) (b)

(c)

(d) (e)

Figure 5.15: Error map for House relative to the algorithms: NLSAR
(a), NLInSAR (b), HT (d), SelfW (e). The central image indicates
the true interferometric phase (c).
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c)

(d) (e)

Figure 5.16: Filtered interferometric phase for Peppers with the algo-
rithms: NLSAR (a), NLInSAR (b), HT (d), SelfW (e). The central
image indicates the true interferometric phase (c).
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5.5 Experimental results on simulated data

(a) (b)

(c)

(d) (e)

Figure 5.17: Error map for Peppers relative to the algorithms: NL-
SAR (a), NLInSAR (b), HT (d), SelfW (e). The central image
indicates the true interferometric phase (c).
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

5.6 Experimental results on real data

For the assessment of the performances on a real-world SAR image, a
dataset of 4 Tandem-X pairs has been considered. The NLInSAR is
compared with the InSAR-BM3D HT algorithm and a 3 × 3 boxcar
filtering is taken as a reference of the true underlying signal.

By comparing the InSAR-BM3D with the reference boxcar filter, the
algorithm shows to preserve more details with respect to the NLIn-
SAR algorithm that, instead, tends to smooth the signal and create
large flat areas, as it can be noticed from the crop in Fig. 5.22. On
the other hand the InSAR-BM3D tends to filter less the areas where
the SLC’s amplitude is very large. This behavior is due to the fact
that few large amplitude values in the group average may push the
coherence towards 1, and this results in a underestimation of the noise
variance with a consequent underfiltering. An example of this behav-
ior is shown in the crop of Fig. 5.23. Given that the SAR amplitude
has a wide dynamic range it is very likely to find this behavior in the
filterd interferogram and hence it should be corrected by compensat-
ing the noise variance estimation with corrective terms. This problem
is similar to the underfiltering that happen for the NLInSAR and NL-
SAR in the case of rare patches and that is resolved by fixing a desired
minimum amount of looks.
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5.6 Experimental results on real data

(a) (b)

(c) (d)

Figure 5.18: Tandem-X data relative to the city of Euskirchen. Noisy
(a), Boxcar 3× 3 (b), NLInSAR (c) and InSAR-BM3D HT (d)
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c) (d)

Figure 5.19: Tandem-X data relative to the city of Java Surabaya.
Noisy (a), Boxcar 3 × 3 (b), NLInSAR (c) and InSAR-BM3D HT
(d)
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5.6 Experimental results on real data

(a) (b)

(c) (d)

Figure 5.20: Tandem-X data relative to the city of Marseille. Noisy
(a), Boxcar 3× 3 (b), NLInSAR (c) and InSAR-BM3D HT (d)
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Chapter 5 Non-Local LLMMSE estimation for single-pair InSAR

(a) (b)

(c) (d)

Figure 5.21: Tandem-X data relative to the city of Weihai. Noisy
(a), Boxcar 3× 3 (b), NLInSAR (c) and InSAR-BM3D HT (d)
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5.6 Experimental results on real data

(a) (b)

(c) (d)

Figure 5.22: Crop from the Euskirchen data. Noisy (a), Boxcar 3×3
(b), NLInSAR (c) and InSAR-BM3D HT (d).

(a) (b) (c)

Figure 5.23: Crop from the Weihai data. Boxcar 3× 3 (a), InSAR-
BM3D HT (b) and threshold on amplitude values (c).
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6 Conclusion

The thesis work has investigated the use of nonlocal approaches for
InSAR parameter estimation in single-pass and multi-pass Interfer-
ometry. Thanks to modern SAR imaging systems, multitemporal
applications are today possible over a long time span and at very-
high resolution. The classical approach to multipass processing is a
low-resolution analysis in which all generated interferogram are mul-
tilooked and subsampled in order to extract a reliable low-resolution
information on the area of interest. This is the case, for example,
of Differential Interferometry used to manage emergency situations,
where data resolution is often traded off with processing time in or-
der to make results quickly available. When high-resolution analysis
is required, however, temporal information can be exploited through
nonlocal processing tools in order to improve InSAR parameter esti-
mation with no loss of resolution. In the present thesis work, Adap-
tive Multilooking has been investigated in the framework of the Small
BAseline Subset (SBAS) processing chain. Two similarity measures
have been compared, as well as various pre-filtering procedures, in
order to improve the pixel similarity computation. The results have
been first evaluated on simulated data and then on low- and high-
resolution real data: ENVISAT and COSMO-SkyMED. The work has
shown that the temporal information can be successfully exploited at
this aim, and that a similarity measure specifically designed on speckle
statistic can further improve the estimation.
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Chapter 6 Conclusion

In single-pass applications, aiming at interferometric phase estima-
tion, one can rely on the interferogram spatial information as already
shown in [20, 22]. In this thesis work, it has been shown that com-
bining the nonlocal criteria with more complex filtering methods, as
transform-domain shrinkage, further improvements can be obtained
in InSAR phase estimation. The nonlocal approach suits well the
characteristic of the interferometric signal given its redundancy and
self-similarity. By exploiting this property, large groups of similar
blocks can be created in order to achieve a sparser representation of
the signal in the transformed domain. An interferometric phase filter,
called InSARBM3D, is proposed and multiple solutions for transform
domain filtering are investigated. The algorithm is tested on simulated
and on TANDEM-X real data.

In the nonlocal context a filtering criterion based on the relative-
topography content of the interferometric phase is developed in order
to further improve the phase estimation. The criterion starts from
noticing that two interferogram blocks can bring the same informa-
tion on the topography while having a phase offset. By looking for
topographic similarity, rather than phase similarity, the filtering can
be further improved since more similar and less noisy blocks can be
found in the search window. The validity of this approach is first in-
vestigated in the simplified context of the Non-Local-Means algorithm
to show its basic behavior and then it is merged in the proposed In-
SARBM3D algorithm. It is shown experimentally that the proposed
method can improve results significantly.
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