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Abstract

Knowledge is information that has been contextealizn a certain
domain, where it can be used and applied. Naturalguage provides a most
direct way to transfer knowledge at different leveff conceptual density.
The opportunity provided by the evolution of thehrologies of Natural
Language Processing is thus of making more fluid @miversal the process
of knowledge transfer. Indeed, unfolding domain Wlexlge is one way to
bring to larger audiences contents that would beemtise restricted to
specialists. This has been done so far in a totabyual way through the
skills of divulgators and popular science writéfechnology provides now a
way to make this transfer both less expensive amemwidespread.
Extracting knowledge and then generating from itaflly communicable
text in natural language are the two related siistéisat need be fulfilled in
order to attain the general goal. To this aim, tiedds from information
technology have achieved the needed maturity ana tteerefore be
effectively combined. In fact, on the one hand tniation Extraction and
Retrieval (IER) can extract knowledge from textsl anap it into a neutral,
abstract form, hence liberating it from the stytistonstraints into which it
was originated. From there, Natural Language Gdimgraan take charge,
by regenerating automatically, or semi-automatycallthe extracted
knowledge into texts targeting new communities.

This doctoral thesis provides a contribution to mgksubstantial this
combination through the definition and implemerdati of a novel
multidimensional model for the representation oh@eptual knowledge and
of a workflow that can produce strongly customitextual descriptions.

By exploiting techniques for the generation of pdwmases and by
profiling target users, applications and domaingarget-driven approach is
proposed to automatically generate multiple texdsnfthe same information
core. An extended case study is described to detmadtesthe effectiveness
of the proposed model and approach in the Cultbialitage application
domain, so as to compare and position this contiobuwithin the current
state of the art and to outline future directions.
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Chapter 1

| ntroduction

Knowledge is not a simple concept to define, anthaalgh many
definitions have been given of it, only a few déserthe concept with
enough detail to grasp it in practical terms. Knedge is information that
has been contextualised in a certain domain, tauded or applied. Any
piece of knowledge is related with more knowledgeai particular and
different way in each individual. Knowledge can bamwany facets (Ramires,
2012), but it is basically constituted by statiengmonents, called concepts or
facts, and dynamic components, called skills, aabdi procedures, actions,
etc., which together allow general cognition, imthg all different
processes typically associated to it, such as pencg distinguishing,
abstracting, modelling, storing, recalling, remenwbg, etc., which are part
of three primary cognitive processes: learning,arathnding and reasoning.
No one of those processes can live isolated or lmarcarried out alone,
actually it can be said that those processes aré @athe dynamic
knowledge, and dynamic knowledge typically requikds conceptual or
factual knowledge to be used.

Knowledge represents the basic core of our Cultdexitage and Natural
Language provides us with prime versatile meansoofstruing experience
at multiple levels of organization, storing and leaceging knowledge and
information encoded as linguistic meaning. By meaifsits internal
structure and organization, natural language allowdo pass on what we
learn about the world from one individual to thehert and from one
generation to the next.

We can thus observe in scientific texts the comdtrof domain
knowledge by means of enfolding taxonomic relatiaidaining between
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lexical items; we can likewise observe the relagioarganisation of a text
by which parts of a text make reference to one fammtwhich can be
described in terms of conjunctive relations and,aomore abstract scale,
rhetorical structure.

Nowadays, the task of generating easily understaediamformation for
people using natural language is being addressedwoy fields which,
independently until now, have researched the psashis task involves
from different perspectives: the natural languageegation (NLG) field and
the knowledge and information extraction and retale(IER) field. The
natural language generation field consists in theatton of texts which
provide information contained in other kind of soes (numerical data,
graphics, taxonomies and ontologies or even oteets), with the aim of
making such texts indistinguishable, as far asipbtssfrom those created by
humans. On the other hand, the knowledge extrachasing on text mining
and text analysis tasks, as examples of the mapjicafions born from
computational linguistic, provides summarizatiorgtegorization, topics
extractions from textual resources using linguisbocepts, which deal with
the imprecision and ambiguity of human language.

Although nowadays in the scientific community thei® generally
agreement that knowledge about how the world wodtscommon-sense
knowledge is vital for natural language understagdithere is, however,
much less agreement or understanding about howefioedcommon-sense
knowledge (LoBue, 2012), and what its components (&eldman, 2002).
Likewise, most knowledge extraction systems focus extracting one
specific kind of knowledge from text, often factualationships, although
other specialized extraction techniques exist dt we

Text mining or knowledge discovery is that sub g% of data mining,
which is widely being used to discover hidden pateand significant
information from the huge amount of unstructuredtt@n material. The
proliferation of clouds, research and technologaes responsible for the
creation of vast volumes of data. This kind of desmnot be used until or
unless specific information or pattern is discoder€or this text mining
uses techniques of different fields like machingrheng, visualization, case-
based reasoning, text analysis, database techndtaistics, knowledge
management, natural language processing and infmmaetrieval. Text
mining is largely growing field of computer sciensignultaneously to big
data and artificial intelligence. There are sevdemhnology premises for
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mining the text. Some of them are represented bynnsarization,

information extraction, Categorization, visualizatj clustering, topic
tracking, question answering, sentiment and opimmnmig. Text mining is a
field towards which scientific community interestosved, in the last 10
years, incredibly increased: it became one of thestndeeply explored
fields, as evidenced by the increasing number mngidic contributions and
conferences born in the few years. (Kaushik, 2@ik6yides a review of text
mining techniques, tools and various applicati@s;urrent date.

On the other hand, if compared to scientific cdnitions in text mining
and knowledge extraction approaches and technidtes, stochastic-static
methods (machine learning based) to rule basedoappes, typical for
Artificial Intelligence, the linguistic verbalizatn of segmented data, also
known as text generation, is a young field stilitearly stages.

It has a solid formal base and but its real po&ns still waiting to be
uncovered. As reported in (Ramos, 2016), althouglaudays there are
relevant research results in this domain, most h&m (theoretical ones
aside) present simple use cases whose applicatioeal problems seems
somehow limited, since the complexity of descripdor real problems in
terms of natural language is in general higher twhat quantified sentences
and the most complex linguistic descriptions cutiseprovide.

Another challing issue, object of recent interestd aincreasing
investigation is Textual Entailment Recognition (T RTE is defined as
the capability of a system to recognize that themieg of a portion of text
(usually one or few sentences) entails the meaoiranother portion of text.
Subsequently, the task has also been extendedognizing specific cases
of non-entailment, as when the meaning of the fiestt contradicts the
meaning of the second text. Although the studyrdaigment phenomena in
natural language was addressedmuch earlier, thesltyowf the RTE
evaluation was to propose a simple text-to-texk t@scompare human and
system judgments, making it possible to build dsgts and to experiment
with a variety of approaches. Two main reasonslyikentributed to the
success of the initiative: First, the possibility dddress, for the first time,
the complexity of entailment phenomena under a-daten perspective;
second, the text-to-text approach allows one talyeascorporate a textual
entailment engine into applications (e.g., questioanswering,
summarization, information extraction) as a coiferiential component.



Recognizing textual entailment (RTE) has been psepoas a task in
computational linguistics under a successful senésannual evaluation
campaigns started in 2005, as evidenced in (Fe20d,6; Dagan, 2015;
Androutsopoulos, 2010). Another task of increasiimgerest for LNG
community is Paraphrasing task. Paraphrasing casebe as bidirectional
textual entailment and methods from the two areasoften very similar.
Both kinds of methods are useful, at least in pples in a wide range of
natural language processing applications, includugestion answering,
summarization, text generation, and machine traiosia(Malakasiotis,
2011).

The problem of automatic production of natural laage texts becomes
more and more salient with the constantly incregsiamand for production
of technical documents in multiple languages; iigeht help and tutoring
systems which are sensitive to the user's knowledgd hypertext which
adapts according to the user's goals, interestspand knowledge, as well
as to the presentation context. This section willine the problems, stages
and knowledge resources in natural language geoerat

Natural Language Generation (NLG) systems prodaceyuage output
(ranging from a single sentence to an entire doecuwm&om computer-
accessible data usually encoded in a knowledgatar lblase. Often the input
to a generator is a high-level communicative gaalbe achieved by the
system (which acts as a speaker or writer). Duth®g generation process,
this high-level goal is refined into more concrgtmls which give rise to the
generated utterance. Consequently, language génecan be regarded as a
goal-driven process which aims at adequate commatioit with the
reader/hearer, rather than as a process aimecelgnét the production of
linguistically well-formed output. In order to stiwre the generation task,
most existing systems divide it into three maingst which are often
organised in a pipeline architecture: Content Duteation, Text Planning,
Surface Realization (EAGLES96, 1996). The first amsdcond stages
involves, respectively, decisions regarding theinfation which should be
conveyed to the user (content determination) amrdwhy this information
should be rhetorically structured (text planning)any systems perform
these tasks simultaneously because often rhetogimalls determine what is
relevant. Most text planners have hierarchicallgamised plans and apply
decomposition in a top-down fashion following Alaphing techniques.
However, some planning approaches rely on prewossslected content - an
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assumption which has proved to be inadequate fomestasks (e.g., a
flexible explanation facility). Surface realizatiomvolves generation of the
individual sentences in a grammatically correct nme&n e.g., agreement,
reflexives, morphology.

In (Androutsopoulos, 2001; Androutsopoulos, 2018),sophisticated
NLG system, for generating multilingual personatizelescriptions of
museum exhibits is presented. This Natural OWLeysterbalizes an OWL
domain ontology, exploiting a precompiled lexicasr English and Greek
languages, and a flexible grammatics, whose refgrexpressions can be
customized by system users, through a graphical ingserface, provided to
them. Furthermore, a user-model can be expressedder to customize the
textual output produced, by selecting the factssatered of interest for the
target user and in the same way some preferrederefang expressions.
After deeply researching and studying the pastmodt recent literature in
the aforementioned fields, we can conclude thatfiblel concerning text
analysis and mining, that is the processing ofualkinformation supporting
knowledge extraction is much more investigated, |\astessed and
developed, thus providing a wide variety of apptwscand solutions, even
if many issues are still opened, as the RTE probksran example.

Going into the opposite direction, instead, composiof knowledge in
structured and well-formed text, it much less inigeged and is worth
mentioning that there is no agreement in the NL@&mmanity on the exact
problems addressed in each one of the identifiedssof a NLG process,
heavily varying among different approaches andesyst

One of the identified bottleneck of these kind gétems and exploited
approaches is the lack of a control stategy abler¢bestrate and coordinate
interventions of available knowledge resources thisteps of processes.

A further aspect not yet included into these typke systems and
approaches to NLG is the heavy exploitation of thege amount of
information provided directly by users during theweb activities. An
effective customization for automatically generatiests can be achived
only by a massive and effective semantic annotatioknowledge resources
exploited into the generation process. Becausetating resources is a time
consuming task, requiring not trivial human effowigb users annotated
resources, such as folksonomies (Semeraro, 20Db2jd doe exploited to
retieve more easily, terms which have been direadgd and chosen by
users, for categorizing resources. Folksonomies ather types of User
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Generated Contents, could be exploited to retriewere refined

characterization of users’s way of expressing, Whoould be reused to
generate more customized and users’profiled texdeatriptions. In such a
perspective, a model of knowledge attempting tdyuttie all the available

knowledge resources, could be very useful in ondewell address their
exploitation in a text generation workflow. It cdube enable the adoption of
a strongly target user-profiling and applicationivdn approach, not yet
investigated in the typical approaches for automdaitiguistic resources
treatment.

1.1 ThesisContribution

To face with these issues, this doctoral thesisvshihe research activity
conducted with the aim of exploring and scientiigalescribing knowledge
structure and organisation in natural language, tagtording to different
linguistic and semiotic paradigms. It focuses oa ithhportance of linguistic
knowledge representation from two perspectives: reggntation of
knowledge by means of natural language as well xgdoeations and
representations of knowledge and information stanedlatural language text
by means of other formal representations such aslamies, taxonomies,
rhetorical structure etc.

In addition to a thorough investigation of approeshconcerned with
aspects of knowledge representation, structureoaganization, this work is
concerned with computational aspects of naturalguage processing,
focusing on computer science and language engimgedpproaches
supporting natural language analysis and generation

As white light passing through a prism and beintt gyp into the colours
of the spectrum, knowledge is composed of multglersified dimensions
and facets, each exploitable in advanced and machssisted treatments.
Therefore, a novel multidimensional model for thepnesentation of
conceptual knowledge, driving a processing workfldar automatic
generation of natural language textual resourcepresented. The proposed
multidimensional model enhances natural languagegion processes, by
strongly focusing on diversificate textual geneyati, based on the same
information sources. By exploiting paraphrases gaien techniques, a
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target-driven approach is proposed and adopted.‘tEinget” term is used in
this context to mean target language, target dontanget users and target
application exploiting and enjoying textual repnasgions.

In addition, an information system prototype, cltéeazed for Cultural
Heritage domain and implementing the aforementiowearkflow and
approach, is presented. A very extended case siadylescribed to
demonstrate the effectiveness of the proposed mantklapproach. A set of
diversificate experiments covering and processingwdedge sources from
Cultural Heritage domain, were performed to estemiie obtained results,
thus providing the means for comparing and positigrthis contribution
with current state and future directions.

1.2 Manuscript Reminder

This doctoral thesis is structured as follows:

 Chapter 2 gives an extensive review of basic cotscéhind
Knowledge Representation and types of knowledgengydrom
traditional theories such as RTM to modern oneshhsag LOTH
and showing not only how each discipline or scienoeluding
Philosophy, Psychology, Cognitive Science, BraineBce and
Computer Science, has its own approach and lironati

* Chapter 3 provides a survey on NLG techniques, doguon an
extensive overview on current approaches and opgsoes. It
underlines current state of art, thus introducihg main aim and
the problem addressed in this doctoral thesis:idbatification of
a multidimensional model for knowledge representati
supporting text analysis and natural language geitar
processes, by adopting a users’ profiling and taegmlications
driven approach;

» Chapter 4 describes the characteristics of the qeeg solution,
describing the constituting elements of the muftidnsional
model for knowledge representation and how it ik db support
NLG processes;



Chapter 5 presents the case study by detailingnipéementation
of an authoring platform, developed for supportingT

applications in the Cultural Heritage domain, thexsidencing
obtained results when compared to those ones aatamploying
other NLG system, available fron scientific reséacommunity in
this field. Obtained results are provided in orderverify the
feasibility and the effectiveness of the proposeddel and the

related approach;

Chapter 6 concludes this doctoral thesis.



Chapter 2

Knowledge Representation Basic
Conceptsand Models

In this chapter, a review of the basic conceptsirnmkehknowledge
representation and the main types of knowledgeessprtation models is
presented. Knowledge is not a simple concept tndefind although many
definitions have been given of it, only a few déserthe concept with
enough detail to understand it in practical terrdsowledge has to be
constructed; its construction involves the use mdvpus knowledge and
different cognitive processes, which play an imemed function to facilitate
the development of association between the neweqmisdo be acquired and
previously acquired concepts. Knowledge is abotdrmation that can be
used or applied, that is, it is information thasHaeen contextualised in a
certain domain, and therefore, any piece of knog#es related with more
knowledge in a particular and different way in eactlividual. Knowledge
can have many facets, but it is basically constduby static componenis
called concepts or facts, amtynamic componentsalled skills, abilities,
procedures, actions, which together allow geneogndion, including all
different processes typically associated to it, hsuas perceiving,
distinguishing, abstracting, modelling, storingcalting, remembering, etc.,
which are part of three primary cognitive process$esrning, understanding
and reasoning. Actually it can be said that thosmgsses are part of the
dynamic knowledge, which typically requires of ceptual or factual
knowledge to be used.



2.1 Knowledge: multiple definitions from different sciences

A unified definition for the concept of knowledgs difficult to grasp,
diverse definitions from different backgrounds gmerspectives have been
proposed since the old times; some definitions dempnt each other and
some prove more useful in practical terms. The @it and one of the
most accepted definition of knowledge, occurredpimlosophy, by Sir
Thomas Hobbes in 1651. In his work “Leviathan” (lHeb, 1651), he stated
that knowledge is the evidence of truth, which mave four properties
(Hobbes, 1969):

(1) knowledge must be integrated by concepts;
(2) each concept can be identified by a name,;

(3) names can be used to create propositions;

(4) such propositions must be concluding.

Hobbes’ definition of knowledge was based on tlaglitional Aristotelian
view of ideas, known as the Representational The&drthe Mind (RTM).
Till today, most works in Cognitive Science uses MRTstating that
knowledge is defined as the evidence of truth cosedo by
conceptualisations product of the imaginative poveérthe mind, i.e.,
cognitive capabilities; ideas here are pictured adgects with mental
properties, which is the way most people pictur@cepts and ideas as
abstract objects. In the 70’s, Jerry Fodors propaseomplement for RTM
at a higher cognitive level by the Language of TgltuHypothesis (LOTH)
(Fodors, 1975). LOTH states that thoughts are sspreed in a language
supported by the principles adymbolic logic and computability. This
language is different form the one we to use toakpdt is a separate in
which we can write our thoughts and we can validhtam using symbolic
logic.

This definition is much more useful for computeriesce including
Artificial Intelligence and Cognitive Informaticssince it implies that
reasoning can be formalised into symbols; hence thought can be described
and mechanised, and therefore, theoretically a macthould be able to, at
least, emulate thought. More recent than Phylosophy still directly
relevant to knowledge are the branches of Psyclydlogt study the learning
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process. In Psychology through more empirical mésh@ vast number of
theories to understand and interpret human behaviau relation to
knowledge have been developed. Associative theaiss referred to as
connectionist theories, cognitive theories and tomesvist theories
(Chomsky, 1967) are among the most relevant theofeeg knowledge
representation systems. Connectionist theorie® $tett knowledge can be
described as a number of interconnected conceg@th, @ncept is connected
through associations, these are the roots of seocsards means for
knowledge representation (Vygotsky, 1986), i.e.,atvive know today as
semantic knowledge representation. Semantic knayeledpresentation has
been proven to be the main driver along with sintyabehind reasoning for
unstructured knowledgéCrisp-Bright, 2010). Constructivist theories oreth
other hand do contemplate more complex reasoningemyr such as
causality, probability and context. Most construisti theories therefore
complement connectionist approaches by stating thath group of
associations integrate different layers of thougttiere the difference
between in each level is the strength of the assiotis. As a result, the
highest layer is the concept, i.e., an organised atable structure of
knowledge and the lowest layer are loosely couphehps of ideas
(Vygotsky, 1986). This layered structure for knotdge and the way it is
built is the reason why constructivism is so rel@vim semantic knowledge,
because it presents mechanisms complex enougtptesent how semantic
knowledge is built to our current understanding.

Cognitive Science has focused on modelling andda#ilng previous
theories from almost every other science rangingmfrBiology and
Neuroscience to Psychology and Artificial Intellige (Eysenck, 2010);
because of this, Cognitive Science is positionethasdeal common ground
where knowledge definitions from all of the abovisciplines can meet
computer oriented sciences, this has in fact begnea by Laird in his
proposition of mental models (Laird, 1980) thougisttheory in reasoning
rather than in knowledge.

Cognitive Science is therefore a fertile field foew theories or for the
formalisation of previous ones through computer eiedMarr, 1982). It is
common for knowledge in this field to be describédough equations,
mathematical relations and computer models, fa& teason approaches like
connectionism in Psychology have been retaken tiraine modelling of
neural networks and similar works (Shastri, 19&€3%her famous approaches
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in this field include Knowledge Space Theory (Dagn& Falmagne, 1999)
which defines knowledge as a group of questionshviaire combined with
possible answers to form knowledge states. Acko{f989) distinction

between data information and knowledge is helpfupioviding a practical
definition for knowledge in real life. Data are syais without significance,
such as numbers, information is data that alsouted basic relations
between such symbols in a way that provide meanamg, knowledge is
context enriched information that can be used opliap, and serves a
purpose or goal.

We can conclude this section stating that theresakeral approaches to
describe and define knowledge, most of them confiiamn different fields.
Cognitive Science has served as a common grounadomparing similar
issues in the past. Figure 1 shows diffent apprescto Knowledge
Representation from different disciplines, as dethin (Ramirez, 2012).

~ Cognitive Science
= - el Doignon & Falmagne B B
. d e i - Gir e 0 ‘ Knowledge Space Theory o :
.~ Educationa Unstructured Knowledge Rep:es:ntational
PSICP?!??YL i Processes . y o otmid. ‘ )
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Figure 1. Multiple Approachesto K nowledge Representation from Different
Disciplines
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2.2 Knowledgein a computer model per spective

Among the multiple definitions provided over thenés and by different
disciplines, we are interested in a definition afolledge that can be
worked with and used in a computer model. For th&son, our focus is on
the elements representing a common ground for kexgd representation.
Any system or model for knowledge representatioousth consider the
following:

i. Knowledge is composed of basic units, referreds@ancepts The

approaches for representing those basic structwéds be
discussed in the following sections.

ii. Concepts have associations or relations to rotomcepts. The debate
on associations is about the representational &spexgarding to the
following issues:

a) What information should an association contain

b) What elements should be used to describe suchnmafioon i.e.,
type, directionality, name, intension, extensiomoag others.
These characteristics will be addressed in th@Whg sections

iii. Associations and concepts build dynamic stames which tend to
become stable through time. These structures ardattual or conceptual
knowledge. The representation of such structurekrafwledge is what
varies most, in section 2.1 we will explore seveliffierent approaches used
to model these structures.

From the consensus it can be assumed that these kiey points are the
core components of knowledge, other characteristexs be included to
create more complete definitions, but these willcbatext dependent. With
a basic notion of what knowledge is, more intergsjuestions can be posed
in the following sections.
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2.2.1 What typesof knowledge do exist?

There are several ways to classify knowledge; thestmcommon
distinction is closely related to human memory: themories related to
facts and the memories related to processes,faetyal and procedural.
Factual or declarative knowledge explains what ghimare e.g., the dogs
eats meat or a dog has a tailProcedural knowledge explains how things
work for example what the dog needs to do in ordeeat, e.g. if dog
hungry -2 find food then chew food, then swallow, then find more fdod i
still hungry”.

We use both types of knowledge in our everyday, iiefact it is hard to
completely separate them; however, many computedemsocan only
represent abstract ideal situations with simplifiezhtexts in which each
type of knowledge can be clearly identified, baiding off completeness for
simplification. The three characteristics of knodde, discussed in section
2.2, hold true for both types of knowledge, althloutipey are easier to
observe in declarative knowledge because on praoakdknowledge
concepts are integrated into processes, usuallgrreef to as skills and
competences, and the relations between them angeithin rule sets.

Another important distinction is between structuredd unstructured
knowledge, since this has a strong implication on @asoning processes.
Structured knowledge relies strongly on organisatiand analysis of
information using higher cognitive processes, wdtired knowledge relies
in lower cognitive processes such as associativevletge and similarity.

In order for unstructured knowledge to become stmed there needs to
be a higher cognitive process involved in its asgign and ordering
knowledge such as taxonomy knowledge, domain kndgée direction of
causality, and description of the type of assocmtiamong others. Though
some computer systems already do this in their kedge representation
such as semantic networks and Bayesian causalityonies, they do so
mainly on intuitive bases (Crisp-Bright A. K., 201@vhere the particular
reasoning process used is imbued in the heuristadgorithm employed for
information extraction and processing.

Both of these distinctions are important becausey tlisan strongly
influence the way in which knowledge is representgtier common types
of knowledge include domain specific knowledge whean be regarded as
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a categorisation of knowledge by subject, such aa®rtomic knowledge
domain, ecological knowledge domain and causalipvwedge domain,
among others (Crisp-Bright A.K., 2010).

2.3 What are knowledge representation models?

The purpose of understanding what knowledge is, whdt types of
knowledge exist, is to allow us to use it in adidl systems. This long
standing ambition has been fuelled by the desiredewelop intelligent
technologies that allow computers to perform compbesks, be it to assist
humans or because humans cannot perform them.idrséction it will be
explained how knowledge can be used in computeesys by representing
it through different knowledge representation medelKnowledge
representation is deeply linked to learning andoeang processes. In other
words, in order to have any higher level cognitprecess, knowledge must
be generated, represented, and stored. The workéenkll (1972, 1982,
1986, 1994) and Anderson (1990, 2004) provide -cefm@nsive
explanations for the relations between these psmgsas well as computer
frameworks to emulate them. Both Newell’s Unifideeories of Cognition
(1994) and Anderson’s Adaptive Character of Thoud®90) theory have
strongly influenced today’s knowledge representatinodels in cognitive
and computer sciences, examples include the cormered the Cognitive
Informatics Theoretical Framework (Wang, 2009). Misd are
representations of theories that allows us to rnomukations and carry out
tests that would render outputs predicted by tremityy therefore when we
speak of knowledge representation models, we degrieg to a particular
way of representing knowledge that will allow theegiction of what a
system knows and what is capable of with knowledga reasoning
mechanisms. Since most knowledge representationelmotiave been
designed to emulate the human brain and its cognipirocesses, it is
common to find knowledge representation models thatis on long term
memory (LTM), short term memory (STM) or combinethbatypes of
memory (Newell, 1982).
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Having computers that can achieve complex taskf siscdriving a car
require intelligence.

Intelligence involves cognitive processes like teag, understanding and
reasoning, and as has been said before, all ofethmecesses require
knowledge to support or guide them. As Cognitivéotmatics states if
computers with cognitive capabilities are desiratfafg, 2003), then
computerised knowledge representations are required

To understand how generic knowledge can be repredeim abstract
systems we must also understand the types of gesspresentations, it is
important to consider that these representatioadascriptions of the types
of knowledge; therefore they are usually akin tortipalar types of
knowledge. A helpful metaphor is to picture typéskmowledge as ideas and
types of representations as languages, not alukges can express the same
ideas with the same quality, there are words whiah only be roughly
translated.

2.3 Types of knowledge representation models

A distinction should be made between types of kealgke and types of
knowledge representation models. Types of knowledge described in the
previous section asdeclarative vs. procedural and structured vs.
unstructured Types of models are the different ways each tydfe
knowledge can be represented.

The types of representation models used for knogdeslystems include
distributed, symbolic, non-symbolic, declarativeplpabilistic, ruled based,
among others, each of them suited for a partictijgwe of reasoning:
inductive, deductive, analogy, abduction, etc (RUs& Norvig, 1995). The
basic ideas behind each type of knowledge reprasent model will be
described to better understand the complex appesaichcurrent knowledge
representation models. Since this is a vast fiélesearch, the focus will be
directed to monotonic non probabilistic knowledgeresentations models.

Symbolic systems are called that way because theg buman
understandable representations based on symbaole dsmsic representation
unit, each symbols means something i.e., a wordomrcept, a skill, a
procedure, an idea. Nonsymbolic systems use machimgerstandable
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representations based on the configuration of itesngh as numbers, or
nodes to represent an idea, a concept, a skillpra wnonsymbolic systems
are also known as distributed system. Symbolicesystinclude structures
such as semantic networks, rule based systems eamde$, whereas
distributed systems include different types newraprobabilistic networks,
for instance. As their names states, semantic n&svare concept networks
where concepts are represented as nodes and dgstci@re represented as
arcs, they can be defined as a graphical equivdtenpropositional logic.
This type of knowledge representation models redtesngly on similarity,
contrast and closeness for conceptual representatiointerpretation. In
semantic networks, associations have a grade wkjmtesents knowledge or
strength of the association; learning is represkbieincreasing the grade of
the association or creating new associations betweacepts.

Semantic networks are commonly used to model daiiVer knowledge
both in structured and an unstructured way, buy e flexible enough to
be used with procedural knowledge. When modellimgcsured knowledge
the associations must be directed and have infoomadf causality or
hierarchy.

Ruled based systems are symbolic representationelsoidcused in
procedural knowledge, they are usually organised Bisrary of rules in the
form of condition - action, e.g.if answer is found then stop else keep
looking Rule systems proved to be a powerful way of re@néng skills,
learning and solving problems, rule based systemdraquently used when
procedural knowledge is present. Rule systems majbb be used for
declarative knowledge generally with classificatmurposes, e.qgif it barks
then is dog else not doGheelsecomponent is not actually necessary, when
there is neelsecomponent systems do nothing or go to the next rule

A frame is a data-structure for representing aestiyped situation.
Frames can be considered as a type of semanticorletwhich mixes
declarative knowledge and structured proceduralwkedge. Frames are
different from other networks because they are bbpaof including
procedures (fragments of code) within each symibbis means that each
symbol in the network is a frame which contains racpdure, which is
called a ‘demon’, and a group of attributes for ttescription of the
situation. The idea behind the frame is to direehgulate human memory
which stores situations that mix procedural andlatative knowledge.
When we find ourselves in a situation similar teeome have lived before,
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we allude to the stereotype stored in our memoryeocan know how to
react to this new situation. This theory is an ragté at joining unifying
several other approaches proposed by psychologguiltics and Artificial
Intelligence.

Very similar and contemporary theory to theory cdnfies is theory of
scripts. Scripts are language oriented as theirenanggests they resemble a
long sentence that describes an action. Scriptpaneof the description of a
larger plan or goal, which can also be used to rhoééworks similar to
those of semantic networks. Script theory was o&tly oriented toward the
understanding of human language and focusing csodm memory.

Since scripts and frames have theories resemblawth they are both
treated as part of a same sub-group of semantveonies.

Neural networks are the most popular type of distied knowledge
representation models, instead of using a symbo¢poesent a concept they
use an activation pattern over and entire netwokk.simple way to
understand how neural networks work, is by lookitghe place from where
the idea came, i.e., the human brain. Humans haaenaber of neurons
connected in a highly complex structure, each timeperson thinks
thousands or millions of neurons in a localisedt pdrthe brain activate.
This pattern of activation can be used then totifle concept or an idea;
hence if a tiny specific part of the concept istlds does not affect the
general idea because what matters is the overdlerpa The pattern is
strengthened each time we think about it, we rédethis as training of a
network. Neural Networks emulate this cognitive qees of mental
reconstruction.

The combination of these inputs will activate amput layer and will
generate a pattern of propagation until it readheslast layer where it will
return the result of a function which could be acept. Even though neural
networks are very flexible and robust for knowledggpresentation of
certain structures, they cannot be used for vastuatnof knowledge, since
they become too complex for implementation ovemals amount of time.
The second reason why neural networks are not wsedarge scale
knowledge representation models is that they mestrained so they can
learn the patterns which will identify specific aapts; this means that
knowledge must be previously modelled as trainiets 9efore it can fed
unto the net, thus it becomes unpractical for ayerknowledge retrieval.
Also it is worth mentioning that the black box nawf the neural networks
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does not show to get to the knowledge, it only sholat some inputs will
render this and that output,i.e., its representatsonon-symbolic. The real
advantage of neural networks are their capacitgnaollate any function, this
implies that the entire network will specialize ihat particular function
therefore it cannot specialize on everything. Amahg common types of
Neural Networks the following can be found: perceps which don not
have hidden layers; Feed forward networks, backagation and resilient
propagation which are networks with the same stmectut differ in the
approach used to adjust the weights of the netwdRleslio based function
networks;

Hopfield networks, which are bidirectional assoei@t networks; and
self-organizing feature maps, which are a kind efwork that does not
require much training per se; among others (Roja86]1 Kriesel, 2011).
Neural networks indeed are of very different nasubbet in the end they are
all based on connectionist theory and are inspioedbiological neural
networks, in particular the human, brain science.

Ontologies remain a debate issue in two aspectd, ds to what is to be
considered an ontology, and second how it shoulduded in computer
science (Weller, 2007). Some authors argue thatplsimhierarchical
relations in a structure is not enough as to ¢alhiontology (Gauch & et. al
2007), while others use these simple structures argliment they are
(Weller, 2007). The most relevant insights in &tél intelligence as to how
to define ontologies in computer systems are prvithy Grubber: “An
ontology is an explicit specification of a concegltisation ... A
conceptualisation is an abstract, simplified vievihe world that we want to
represent... For Al systems, what ‘exists’ is thaichhcan be represented.”
(Gruber, 1993). Gruber also notes that “Ontologaes not about truth or
beauty, they are agreements, made in a social xipriteaccomplish some
objectives, it's important to understand those oties, and be guided by
them.” (Gruber, 2003) However this definition hazsated a new debate
since it also applies to folksonomies (Gruber, 200&specially since
ontologies and folksonomies (Medelyan & Legg 2068tame popular in
the context of semantic web through RDF and OWL @dmess &
Harmelen, 2004) specifications. Weller (2007) armailsgr (2007) present a
deeper explanation of this debate as well as tfferdnces and advantages
of each of both folksonomies and ontologies. Incpcal sense ontology are
flexible hierarchical structures that define innbsr that a computer can
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understand, the relations between its elemen@ngulage often used for this
purpose is first order logic. In reality, ontologibave been used mostly as
enhanced controlled vocabularies with associatedctionalities and
categorisation. Computational implementations oftotogies tend to
resemble taxonomies or concept networks (Helbid)32@hen 2009), i.e.,
semantic networks with formal conceptual descripgio for their
associations, and therefore can be considered dignBgstems. Some
examples of Ontology include those defined as pmdrtan interaction
communication protocol in multi agent systems (FIP®00), those built
though ontology edition tools for ontology web laage (OWL) like
protégéwhich are used to builthe semantic neand project CYC.

All representation models presented satisfy thedHhrasic characteristics
cited before.

Both symbolic and distributed systems recognisem@cept as a unit of
knowledge, the main difference between them is tim&t approach models it
as a symbol and the other as a pattern. Both appesaagree on the need
for associations between concepts and both receghet the configuration
of the associations also represents knowledgehdulsl be noted that some
symbolic models like ontologies include instances another layer for
representation of the embodiment of a concept, keweaot every models
includes them and therefor even though they willnbentioned in future
sections they will not be included within the basttaracteristics that all
knowledge representation models have in common.

With this we conclude a basic introduction of wkabwledge is and how
it is represented in computers, now we will analgaeh of the basic units
that compose knowledge: concepts, skills and agsoos.

2.4 Concepts, skillsand their acquisition

We have already explained that knowledge is dividediwo types:
factual and procedural;

Roughly speaking factual knowledge in a higher ¢tgm dimension can
represent concepts, and procedural knowledge inehnigognitive scale can
be used to represent skills. As was mentioned oti@e 1, this does not
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mean that any fact can be considered a conceptypicedure a skill, the
inter-association between each of these comporaentgell as the structures
they build must also be considered. To get a deepeterstanding of
knowledge we now review each of these componentsare depth.

2.5 Definition of concept

The definition of a concept is closely related fwe tdiscussion of
knowledge, in fact most of the theories attemptiogexplain one also
explain the other. The most traditional definitiosisconcepts are based on
Aristotelian philosophy and can be considered asi@ns and complements
previous works in the same line, Representationa¢ofy of the Mind
(Hobbes, 1651) was the first formalisation of thldlosophy and Language
of Though hypothesis (Fodor, 2004) is the latestresion added to it.

The Representational Theory of the Mind (RTM) stat®ncepts and
ideas as mental states with attributes sometimémetk as images, the
Language of Thought (LOT) hypothesis states thatigfnts are represented
in a language which is supported by the princippésymbolic logic and
computability. Reasoning can be formalised into Bgta and characters;

hence it can be described and mechanised. In aibets RTM states that
concepts exist as mental objects with attributekjlevLOT states that
concepts are not images but words in a specifiguage of the mind subject
to a unique syntax. A complete and practical d&bniof concept should be
influenced by those two aspects, and thereforesbfltows: A concept is
considered as the representation of a mental olajedta set of attributes,
expressed through a specific language of the mirdclw lets it be
represented through symbols or patterns which ampatable. Such
approach defines concepts as objects formed byt afsattributes, in the
same atomic way as the Classic Theory of Concepmirdgentation does
(Osherson & Smith, 1981), but also considers dpsud capabilities of the
role of a concept in the same as the approach afc€us as Theory
Dependent (Carey, 1985; Murphy and Medin, 1985; | K887). This
definition is useful for declarative knowledge snit can be easily included
to most existing models and remains specific enaiwghe computationally
implemented as will be shown in section 4.
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2.6 Definition of skill

Philosophic views such as (Dummet 1993, Kenny 20di@pose that
abilities and concepts are the same thing, howehese approaches have
not been very popular in computer and cognitivesces, because of studies
made in learning theories from Cognitive Sciencevjgte a more practical
and empirical approach which instead support théstételian view of
concepts. Skills are practical manifestations adcedural knowledge, the
most popular definitions of skills used today armeséd on constructivist
theories and variations of Bloom’s Taxonomy of 8kilthis comes as a
historic consequence of research in education, \skilés is a core interest
in educational psychology. Therefore, it is thert strange that the most
referenced theories for skill development are foumthis social science.

Vygotsky’s constructivist theory (Vygotsky, 1986Xptains how skills
are developed through a complex association progedsupon construction
of dynamic structures which can be traced througternal language or
speech. Bloom’s taxonomy for skills provides perhdpe most practical
classification and enumeration of cognitive, so@all physical skills. The
combination of those works establishes enough #texa insight to build
more complex models for skill representation, suamh those used in
Cognitive Informatics for the Real Time Process édga (Wang, 2002),
Newell’'s Soar cognitive architecture (Newell, 192Md Anderson’s ACT-R
cognitive architecture (Anderson, 1994).

In Thought and Language, Vygostky (1986) explaiesesal processes
used to learn and create ideas. Ideas stated asmsnand skills dynamic in
nature behave as processes incontinual developwignh go through three
evolution stages starting at the basic stage otrgyism heaps, which are
loosely coupled ideas through mental images, amutclading in formal
abstract stable ideas, which are fully developedcepts and skills that
manifest in language.

Benjamin Bloom (1956) developed a taxonomy for Iskivith a very
practical approach, in which three domains are ifpedc cognitive,
affective, and psychomotor. Each domain containd$feint layers
depending on the complexity of the particular skBloom’s taxonomy is
widely used, however, as with any other taxonomyticisms have been
raised; Spencer Kagan (2008) made the followingplzions:
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1. A given skill can have different degrees of céemjiy; hence a layer
model might not provide an adequate representation.

2. Skill integration in complexity order does néwvays keep true.

These observations imply that if there is a hidrgrm skills it must be
dynamic in nature and this characteristic mustdleen into account when
defining what a skill is. The idea of flexible stture can also be found in
Vygotsky’s theories. In the framework for Cognititeformatics, Wang
(2002) proposes an entire system for describinggsees, according to what
we now know of procedural knowledge we can use sygtem to define
skills in computational terms, thus under this nraif thought skills are
pieces of computer code located in an action buféeich processes are
composed by sub-processes and are described usaf Rme Process
Algebra (RTPA). RTPA is oriented to a structuregregach where a skill is
not as flexible as Kagan’s observations suggestfypes of data, processes,
metaprocesses and operations between skills, shbaldncluded in a
comprehensive definition

of skills.

Using constructivist theories as a basis, Bloom&xohomies for
organisation and the cognitive architectures foppiags to computational
terms, a generic definition for skills in compusststems can be stated as: A
cognitive process that interacts with one or mavacepts as well as other
skills through application and has a specific pggwhich produces internal
or external results. Skills have different degreésomplexity and may be
integrated or composed by other skills. In contragh concepts which are
factual entities by nature, skills are process ragd, they are
application/action related by nature and it is camnno describe them using
verbs.

2.7 Associations between concepts and skills

Of the three basic common characteristics of kndgdestated in section
1, perhaps the second characterigfioncepts have relations or associations
to other conceptsjs the most agreed upon. Every theory and model
reviewed so far agrees that associations are totddnowledge (Hobbes,
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1651, Fodors, 1975, Vygotsky, 1986, Bloom, 1956g#&a 2003, Newell,
1990, Anderson, 1994, Quillian, 1968, Wang, 2002]biy, 2003, among
others); the differences appear when defining thpmoperties and
implications, these are better observed in cogaitor computer models,
since more general theories tend to be vague m tbgard and detailed
specification is a requirement for computer modMarr, 1982).

Most declarative knowledge representation moddls oa propositional
logic or its graphical equivalents in network reggetations e.g., Cyc (Read
& Lenat, 2002), WordNet (Miller, 1990) , OAR (Wang006), Multinet
(Helbig, 2003) and Telos (Paquette, 1990) amongrsttithe specific type of
the network is determined by aspects such as dhredity of associations
(Helbig, 2003), the type of association (Wang, 2006 the associations
allows cycles, if they are hierarchical in natuRaquette, 1990) or mixed
and if there is a grouping or filtering scheme tltoem.

Traditional semantic networks only used presence absence of
associations; current semantic networks such asilNatlor Object Attribute
Relation OAR (Wang, 2007) provide deeper types s$oaiations and
integrate layers for knowledge composition. Exarmapté deeper type of
association can be seen in MultiNet where assaciatare defined as a third
type of node that contain procedural knowledge Isinto Minsky frames, or
OAR associations which are described as types latioes which can be
grouped into several categories: Inheritances, nSwe, Tailoring,
Substitute, Composition, Decomposition, Aggregatiand Specification.
OAR categories are in fact operations for ConcelgeAra (Wang, 2006),
i.e., a mathematical way to describe how knowledgeuctures are
integrated.

Concept algebra does not include procedural knogdedor this reason
RTPA has a different set of associations which diesca hierarchy for
composition of processes; both real time procesk amcept algebras are
integrated in a higher framework called system latggWang, 2009).

Associations are important because they createcdiméext and embody
semantic meaning for each context, some authomyr ref this as sense
(Vygostky, 1986), others discriminate between gt knowledge, i.e.,
knowledge inherent to that concept, and contextwadge i.e., knowledge
inferred from the associations and other conceptsoanding the original
concept (Helbig, 2008). Understanding these appresicwe can then
summarise that an association is a relation betvwserelements, which can
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be skills or concepts that contain a particularction and a directionality
that explains the nature of the relation.

Groups of associations are what create contexts eaxh of these
contexts may provide a uniquely different sensa woncept or skill which
should reflect upon interpretation and inferencecpss.

2.8 A model for the representation of concepts and skills In different
contexts

An important functionality for knowledge represdma models is the
capacity to represent multiple contexts in a singlgantiation, as well as
the impact that context changes have on a concepd@ning. Approaches
such as micro-theories models used in Cyc contempthis and have
successfully managed to combine multiple facts stilajective nature into a
coherent knowledge base, however, Cyc requires rstadeling of its own
native language which is based on predicate logmantics for information
modelling and for information extraction as wehlijs has proven a problem
for most users (Lenat, 2006). Simpler graphicalespntations which retain
this context flexibility and can be represented domputers present an
attractive alternative for average users, suchoasaih experts not versed in
CYC language. Graphical oriented models such astivail or OAR have
been used for natural language processing andrfowledge composition
and process specification respectively, but thecuf is not to represent
several contexts a time.

Multinet for example has specific context differatibn based on
grammar attributes such as singular or plural etgsjehowever, it does not
have differentiators for the concepts meaning wtiencontext changes. In
these models when a new context is to be creatlydaosmall fraction of the
information of concepts is reused and most of & tmbe reinstantiated for
each domain, this is a common trait of knowledgeesentation models that
have instances as part of their model. OAR presasisilar situation since
the context is defined as the relation betweenatbjand its attributes in a
given set (Wang, 2006). OAR is more flexible andeslocontemplate
multiple contexts for the instantiations of the cepts, but not for the
concepts themselves, which means that what are ndgnare not the
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concepts themselves but the objects in regardega@omtext. The implication
for this is that a concept will have several diffier instantiations depending
on the context, however this issue does not reptadte impact the context
has on the formation of a concept as was deschlgedygotsky (1986).
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Chapter 3

Natural Language Generation
Approaches and Tecniques

This chapter explores the current state of the tafsgenerating easily
understandable information from data for peoplengisnatural language,
which is currently addressed by two independendassh fields: the natural
language generation field — and, more specificalhge data-to-text sub-
field — and the linguistic descriptions of dataldieBoth approaches are
explained in a detailed description including: él)nethodological revision
of both fields including basic concepts and defoms, models and
evaluation procedures; (2) the most relevant systemse cases and real
applications described in the literature. Someetibns about the current
state and future trends of each field are also igdex; followed by several
remarks that conclude by hinting at some potemqcahts of mutual interest
and convergence between both fields.

3.1 Natural Language Generation: an Introduction

The problem of automatic production of natural laage texts becomes
more and more salient with the constantly incregsiamand for production
of technical documents in multiple languages; iigeht help and tutoring
systems which are sensitive to the user's knowledgd hypertext which
adapts according to the user's goals, interestspand knowledge, as well
as to the presentation context. This section willine the problems, stages
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and knowledge resources in natural language geaoerdtlatural Language
Generation (NLG) systems produce language oututg{ng from a single
sentence to an entire document) from computer-adudes data usually
encoded in a knowledge or data base. Often thetitgpp@a generator is a
high-level communicative goal to be achieved byshstem (which acts as a
speaker or writer). During the generation proceabg high-level goal is
refined into more concrete goals which give riséhe generated utterance.
Consequently, language generation can be regasladgaal-driven process
which aims at adequate communication with the readarer, rather than as
a process aimed entirely at the production of lisgcally well-formed
output (ILC-CNR, 1996).

Nowadays, the task of generating easily understaediaformation for
people using natural language is being addressedwoy fields which,
independently until now, have researched the psmashis task involves
from different perspectives: the natural languageegation (NLG) field and
the linguistic descriptions of data (LDD) field.

The natural language generation field consistshie ¢reation of texts
which provide information contained in other kindl sources (numerical
data, graphics or even other texts), with the aimmaking such texts
indistinguishable, as far as possible, from thosated by humans. On the
other hand, the linguistic descriptions of datddfiavhich arises as one of
the many applications born from the fuzzy sets theprovides summaries
or descriptions from data sets using linguisticaapts defined as fuzzy sets
and partitions, which deal with the imprecision aawhbiguity of human
language. The NLG field has been in developmerdesthe 1980s (although
there are systems which date from even beforepgéigod, e.g. (Swartout,
1977), when the first applications which translatita into legible texts
appeared (e.g., (Kittredge, 1986; Boyer, 1985)c§&iimen, the complexity of
the developed systems has increased notably ande thee several
techniques and methodolo-gies which guide the mglef these solutions
(Reiter, 2000; Mellish, 2006; Reiter, 2007). Eveam this research field is
still open in many respects and there is no unayue well defined approach
to address NLG problems.

The linguistic descriptions (or summaries) of daan to obtain
informative, brief and concise descriptions frommeuic datasets and cover
a group of soft computing-based techniques, suclingsistic variables or
fuzzy quan-tifiers and operators. It is a younddiezhen compared to the
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NLG domain, whose solutions provide informationtlre form of linguistic
terms. Specifically, although preliminary ideas epped early in the 1980s
(Yager, 1982; Yager, 1990), it started to develoghe second half of the
1990s, when the advances in the field of fuzzy geasnely computing with
words (Zadeh, 1996) and the computational theorypeateptions (Zadeh,
2000; Zadeh, 2001) provided new potential applaradiin the descriptive
side of data mining. Due to its short career asdatmal background, many
approaches in this field are on the theoreticaké saithough in some cases
practical examples and real life based problemgasen. More recently, the
use of hy-brid approaches which employ LDD teche&uogether with
NLG systems to provide solutions to real life perbs has emerged
(Ramos-Soto, 2015).

3.2 From Knowledgeto Text

Natural language generation (NLG) is describedBsté¢man, 2001) in as
the branch of natural language pro-cessing whicdisdeith the problem of
how texts in human natural language can be autcalbti created by a
machine. This may be seen as the inverse of thblgms addressed by
natural language understanding but, actually, th& Nield emerges from a
very different set of motives and objectives, btiboretical and practical.
In this sense, on the theoretical side it expldr@s language is grounded in
non-linguistic information and how it is producdetom a practical point of
view, NLG tries to provide solutions for text geagon problems in real life
application contexts.

The demand of natural language texts which provade kinds of
information is currently increasing. Thus, it ikdly that NLG will be a key
information technology in the future (a good indara of this is the
considerable number of NLG companies which have rgetk in recent
years). As a consequence, many NLG systems haved faupractical use,
while the demand of real life applications is hayi growing impact in the
approaches and questions contemplated in the Neld. fExamples of well
established NLG applications include the generatibweather reports from
meteorological data in several languages, the iomeadbf custom letters
which answer customers’ questions, the generatigeports about the state
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of neonatal babies from intensive care data, amdgdneration of project
management and air quality reports.

Bateman also states that, usually, it is hard foasual user to distinguish
between hand made texts, texts built using simgdariques or a complete
natural language generation using NLG technologyisTs, in fact, what
any NLG solution should achieve in order to be cdered successful. It
should be simply a perfect text production whicheallly fulfills the
necessities and the knowledge of the reader/listehleis duality directly
translates into two quite different research issuigkin NLG:

* producing texts which are humanlike,

» producing comprehensible texts to fulfill certaigenls.

The fact that auser is incapable of distinguishiegween texts however
they are produced is also a problem for the re$eard development of
NLG in the sense that it implies that the requiegibrt to build a successful
NLG system is hard to be perceived by users. Sirsegs are not frequently
aware of it until something goes wrong, there tHeliappreciation of the
possibilities and complexities of a full naturah¢page generation. In fact,
users and application developers who could seeuthigy of providing
automatically produced flexible texts in naturahgaage are not aware of
the complexity it might imply, the available rangetechnological solutions
and the effort level required to create scalablatgmns.

In this sense, the complete range of possible egipdns has not been
broadly explored. Given this potential as well s wide range of interests
involved, it should not come as a surprise that NM&3 experienced a fast
growth since the 1990s. This makes providing anaeshve revision of the
field rather complicated. Until the end of the 1980 was almost possible
for a revision to enumerate the most significateystems in NLG. This,
however, is not currently feasible: the most exiteméist of NLG systems is
[20], which currently contains near 400 systems asncegularly updated as
new systems appear.

It must also be noted that NLG can be divided iséweral sub-fields
depending on the type of communicative tasks theyopm and the kind of
input they receive (e.g., NLG in interactive syssemarrative NLG or data-
to-text NLG, among others). Although many of thencepts and ideas in
this discussion are made on a general sense, iorahiew we are focusing
mainly on data-to-text, which strongly resembles limguistic descriptions
of data field. Furthermore, data-to-text has alldwbe emergence of the
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most successful applied NLG systems and is the smwsmercially-oriented
NLG sub-field.

GOAL # TEXTPLANS ——————— SENTENCE PLANS —— SURFACE TEXT
TEXT PLANNING SENTENCE PLANNING LINGUISTIC
REALIZATION
REFERRING EXPRESSION
GENERATION
CONTENT DETERMINATION SENTENCE AGGREGATION
DISCOURSE PLANNING LEXICALIZATION

Figure2: A general schema for Natural Language Generation Process

3.3 Design of aNLG system

The design of NLG systems is an open field whebrcad consensus does
not exist. Instead, there is a diversity of arattitees and implementations
which depend on the developer and the problem fochvthe NLG system
is created. In this sense, it is hard to identimemon elements and to
provide a complete abstraction which is applicablenost NLG systems.
However, there does exist a certain agreement athv@utasks that a NLG
system usually performs. However, there does existertain agreement
about the tasks that a NLG system usually perforiReiter, 1997) argues
that, in general terms, the main task of a natiar@uage generation system
can be characterized as the conversion of somé dgia into an output text.
However, as in most computational processes, #sk tan be splitinto a
number of substages or modules which then can itteefiuspecified. In this
context they present a sequential pipeline architecfor NLG divided into
general three stages (Fig.2):

* Text planning
* Document planning

« Surface realization
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This architecture is then further decomposed imdasic activities (Fig.2):

» Content determination. It is the process of deciding which information
shall be communicated in the text. It can be peetkas the creation of
a set of messages from the system input. Thoseagessare the data
objectsused in the subsequent tasks. In genenaistethe message
creation process consists in filtering and sumnragizhe input data.
The messages are expressed in some kind of foanguége which
labels and distinguishes the entities, conceptsralations determined
by the application domain.

» Discourseplanning. It is the process by which the set of messagég to
verbalized is given an order and structure. A gsiodcturing can make
a text much easier to read. In the general ardhitectext planning
combines the tasks of content determination andodise planning.
This reflects the fact that in many real applicasgidt is hard to separate
these activities.

» Sentence aggregation. This process groups several messages together
in a sentence. This task is not always neces-smgh(message can be
expressed in a separate sentence), but in many aagmod aggregation
significantly improves the fluidity and readabilivy a text.

* Lexicalization. In this process it is decided which words and gjgec
expressions must be used to express the concegptsekationships of
the domain that appear in the messages. In mamg ¢his task can be
performed trivially, assigning a unique word or gd& to each concept
or relationship. In others, however, the fluiditanc be improved
allowing the system to vary the words used to espthe concepts and
relationships.

* Referring expression generation. This task selects words or
expressions which identify entities from the doma&ithough this task
seems similar to the previous one, in this casedfering expression
generation is charac-terized as a discriminatidiviag in which the
system needs to provide enough information to @ifféate one domain
entity from the rest. In the general architectusentence planning
combines the sentence aggregation, lexicalizationd aeferring
expression generation processes.

* Linguistic realization. This task, which directly matches the one
defined in the general architecture, applies graamtigal rules to
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produce a text which is syntactically, morpholodica and
orthographically correct.

Although, in general, these six tasks are constlaseessential in a complete
NLG system, the way in which they are structureldved many variants,

depending on the specific language generation enoband its associated
complexity. This, in fact, implies that a NLG systeloes not necessarily need
to be composed of these six modules, since in n@ses some of these
activities can merge into a single module or are meeded if the language
generation complexity is low. For instance, tengladsed NLG addresses
several of these tasks at once, although this lysgalmes at the cost of
flexibility due to the use of relatively fixed temages. An interesting discussion
about the use of standard and template-based ap@w®as given by (Van

Deemter, 2005), where the authors suggest that thero such a gap between
both approaches.

While the model provided by (Reiter, 1997) can lbasidered the de facto
standard classically, other authors have also esglcand reviewed the

complexity and variety of tasks and architecturesNLG. In this sense,

(Mellish, 2005) shows that:

i) there is a very broad variety of tasks;
i) most NLG systems adopt some of these tasks, butlinot

iii) the architectures of such systems often do nobwolthe pipeline
described in (Reiter, 1997).

In order to respond to this reality, in (Mellist§a5) the RAGS framework is
proposed; it relaxes the “architectural” requiremém a point where it is
sufficiently inclusive of actual systems to be velet, yet still sufficiently
restrictive to be useful.

In such a perspective, a characterization at aeabistract level for the data
types, functional modules and protocols for mardpng and communicating
data that most modular NLG systems seem to emhbsdyerformed. For this,

the RAGS proposal considers the following elements:

* A high-level specification of the key (linguisticlata types that NLG
systems manipulate internally. This uses abstygpet tlefinitions to give
a formal characterization independent of any paldicimplementation
strategy;

* A low-level reference implementation specifying ttietails of a data
model flexible enough to support NLG systems.
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* A precise XML specification for the data types, ypding a standard
“off-line” representation for storage and commutima of data between
components.

* A generic view of how processing modules can imeasad combine to
make a complete NLG system, using data formatsivielato their
particular programming languages which are faithtulthe high-and
low-level models and exploiting agreed instantiasiof the high-level
data types.

» Several sample implementations to show how the |dpreent of a
range of concrete architectures can be achieved.

3.4 Knowledge Sour ces

In order to make these complex choices, languagergéors need various
knowledge resources, as listed below:

« discourse history - information about what has been presented so
far. For instance, if a system maintains a list pfevious
explanations, then it can use this information twid repetitions,
refer to already presented facts or draw parallels.

+ domain knowledge - taxonomy and knowledge of the domain to
which the content of the generated utterance pestai

« user model - specification of the user's domain knowledgangl
goals, beliefs, and interests.

« grammar - a grammar of the target language which is used t
generate linguistically correct utterances. Somethed grammars
which have been used successfully in various NL§iesyis are:

o unification grammars--Functional Unification Gramma
Functional Unification Formalism,

o Phrase Structure Grammars--Referent Grammar (GPS6G w
built-in referents), Augmented Phrase Structure iGmnaar;

o systemic grammar;

o Tree-Adjoining Grammar;

o Generalised Augmented Transition Network Grammar.
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+ lexicon- a lexicon entry for each word, containing typica

information like part of speech, inflection classg.

The formalism used to represent the input semardises affects the
generator's algorithms and its output. For instasoene surface realisation
components expect a hierarchically structured inputile others use non-
hierarchical representations. The latter solventloee general task where the
message is almost free from any language commisremd the selection of
all syntactically prominent elements is made botbnf conceptual and
linguistic perspectives. Examples of different ibptormalisms are:
hierarchy of logical forms, functional representati predicate calculus,
conceptual graphs.

3.5 Text Summarization

With the proliferation of online textual resources) increasingly pressing
need has arisen to improve online access to textfarmation. This
requirement has been partly addressed through é&vela@poment of tools
aiming at the automatic selection of document fragta which are best
suited to provide a summary of the document withslde reference to the
user's interests. Text summarization has thus hapiecome a very topical
research area.

Most of the work on summarization carried out téedia geared towards the
extraction of significant text fragments from a downt and can be
classified into two broad categories:

« domain dependent approacheswhere a priori knowledge of the
discourse domain and text structure (e.g. weaftlmamcial, medical) is
exploited to achieve high quality summaries;

« domain independent approaches where a statistical (e.g. vector space
indexing models) as well as linguistic techniques) (lexical cohesion)

are employed to identify key passages and senta&fitee document.

Considerably less effort has been devoted to texidensation” treatments
where NLP approaches to text analysis and genaratie used to deliver
summary information of the basis of interpreted.tex
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3.5.1 Domain Dependent Approaches

Several domain dependent approaches to summanzatse Information
Extraction techniques, in order to identify the mamportant information
within a document. Work in this area includes atsohinques for Report
Generation and Event Summarization from specialdsgdbases.

3.5.2 Domain Independent Approaches

Most domain-independent approaches use statisteahniques often in
combination with robust/shallow language technaegito extract salient
document fragments. The statistical techniques umed similar to those
employed in Information Retrieval and include: w&cspace models, term
frequency and inverted document frequency. The uagg technologies
employed vary from lexical cohesion techniquesotaust anaphora resolution.

3.6 Roleof Lexical Semantics

In many text extraction approaches, the esserigal im abridging a text is to
select a portion of the text which is most représre in that it contains as
many of the key concepts defining the text as jesgtextual relevance). This
selection must also take into consideration the rekeg oftextual
connectivity among sentences so as to minimize daeger of producing
summaries which contain poorly linked sentencesodséexical semantic
information can help achieve better results in #ssessment of textual
relevance and connectivity. For example, compugrgal cohesion for all
pair-wise sentence combinations in a text provides effective way of
assessing textual relevance and connectivity ialighfHoe91]. A simple way
of computing lexical cohesion for a pair of sen&ncs to count non-stop (e.g.
closed class) words which occur in both the sem®n8entences which contain
a greater number of shared non-stop words are hkedg to provide a better
abridgement of the original text for two reasons:
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- the more often a word with high informational cariteccurs in a text,
the more topical and germane to the text the wofikkely to be, and

- the greater the times two sentences share a wuednbre connected
they are likely to be.

The assessment of lexical cohesion between tex$ wan be improved and
enriched by using semantic relations such as syngnityp(er)onymy as well
as semantic annotations such as subject domainaddition to simple
orthographic identity. Related areas of resear@ #&rformation Retrieval,
Information Extraction and Text Classification.

3.7 Paraphrasing and textual entailment

As widely discussed in (Malakasiotis, 2011), inemfcyears, significant effort
has been devoted to research on paraphrasing artdalteentailment
(Androutsopoulos and Malakasiotis, 2010;).

Paraphrasing methods recognize, generate, or exteag., from corpora)
paraphrases, meaning phrases, sentences, or kex¢gethat convey the same,
or almost the same information.

For example, (1.1) — (1.3) are examples of paragsa

(1.1) Leo Tolstoy wrote “War and Peace”.

(1.2) “War and Piece” was written by Leo Tolstoy.

(1.3) Leo Tolstoy is the writer of “War and Peace”.

Paraphrasing methods may also operate on temptdtesatural language
expressions, like (1.4) — (1.6), where the slotand Y can be filled in with
arbitrary phrases; e.g.,

X =*Jules Verne” and Y = “Around the World in EighDays".

(1.4) X wrote Y.
(1.5) Y was written by X
(2.6) X is the writer of Y

Textual entailment methods, on the other hand,gmize, generate, or extract
pairs <T ; H> of natural language expressions, ghah a human who reads
(and trusts) T would infer that H is most likelgaltrue.
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For example, (1.7) textually entails (1.8), but9jldoes not textually entail
(1.10).1

(1.7) The drugs that slow down Alzheimer’s diseasek best the earlier you
administer them.

(1.8) Alzheimer's disease can be slowed down udrogs.

(1.9) Drew Walker, Tayside’s public health dire¢tsaid: “It is important to
stress that this is not a confirmed case of rdbies.

(1.10) A case of rabies was confirmed.

As in paraphrasing, textual entailment methods aisy operate on templates.
The natural language expressions that paraphreainly textual entailment
methods consider are not always statements. I faahy of these methods
were developed having question answering (QA) systén mind. In QA
systems for document collections, a question maghbased differently than in
a document that contains the answer, and taking sadations into account
can improve system performance significantly. Paraging and textual
entailment methods are also useful in several athtural language processing
applications, including for example text summaiat especially multi-
document summarization, sentence compression, niafiton extraction
systems, machine translation, and natural langgageration. Among other
possible applications, paraphrasing and textuadilemtnt methods can be
employed to simplify texts, and to automaticallpgcstudent answers.
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Chapter 4

A Multidimensional
Representation Model for
Knowledge supporting

User Profiling and Domain Driven
Text Generation

Natural Language Generation (NLG) Systems, apphe@dH domain, are
investigated in (Androstopulous, 2013). They arelayed in order to build
structured textual descriptions, based on cultwhjects ontologies as
lexical vocabulary and documents plan to estabiish phrasing structures.
The authors propose Natural OWL (Galanis, 2008),efactive working
implementation of a NLG engine, able to automatjcgenerate simpler or
more complex textual descriptions in two differdahguages, English or
Greek. System feeds with a lexical ontology, a mHglan for text structure
and users’ profile information. Entities vocabuéariare fixed for all type of
users and the profiling information are used to ifyoslome text features, as
length. So, the general appearance of the textaatrgption keeps quite
unchanged but such a system represents an exarpleghmring system in
the CH domain.
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4.1 General Aimsof the proposed solution

Given a Domain of Interest (e.g. C.H.) we needdpresent the related
knowledge in a double way:
o A machine readablene (for automatic computation)
o A human readablene (for human enjoiment)

Providing the opportunity to transform one into titber, automatically:

o without information loss (from text to knowledgenslyesis)
o Taking into account the diversity of:
= target HUMAN users (user-profiling) (structuring

(verbalizing) knowledge for multiple textual pradd
descriptions generation)

= target languages (machine translation is not atone
one process (e.g., problem of linguistic blunders))

= language rapid metamorphosis (linguistic deviatjons
idiomatic sentences, neologisms, standard de flagto
not de iure in the official language)

The proposed solution aims to face the followinglpems, which can be
summarized as follows:

1. Identification and Formalization of a representationodel for
knowlege able to support user-driven and domaiwaedri
automatic text analysis and generation

= Reinforcement offextual Entailment Recogniticand
Paraphrasing GeneratioRrocesses

2. Automatic Annotation of Knowledge and Linguistic
Resources (in a User and Specific Domain Perspectdy
Textual BigData Acquisition and Processing:
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= Lexical resources;
= Domain and Linguistic Ontologies;

= Users’

folksonomies and Taxonomies of Users’

Common Linguistic Deviations (extremized in wide

spread syntax mistakes (solecisms), barbarisms
(forcing usage of foreign terms in the current

language), linguistic blunders, etc..).

4.2 NLG Tasks supported by the proposed model

The proposed model for knowledge representatios &nsupport NLG tasks
by attempting to catch some key aspects involvelNL.G subtasks. The
guestions to which this model try to answer arersanzed in the following

list:

What about INPUT Knowledge Sources Organization Seléction

Strategies?

= Desiderata for output text:

How can we represent it?

How and in which step should we introduce it in
the NLG process?

Which further resources are needed?

How and where can we retrieve them?

Which strategies to select the most compliant
sources for output desiderata satisfaction?

Document Construction Strategies? How to driveptioeess?

Many systems perform these tasks simultaneously
because often rhetorical goals determine what is
relevant.

Most text planners have hierarchically-organized
plans and apply decomposition in a top-down
fashion following a planning techniques. S

ome planning approaches rely on previously
selected content - an assumption which has
proved to be inadequate for some tasks

Multiple diversified output preserving semantic eglence
= Paraphrasis generation
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= Terms Replacement (based on Synonim and
Hypernym substitution, very basic and weak
strategy)

= Referring Expressions Selection (e.g., X wrote Y,
X is the author of Y, Y was written by X, etc..)
(more sophisticated, needs strategies for suitable
selection)

4.3The Multidimensional Knowledge Representation M odel

Many different dimensions of knowledge have to &ékeeh into account for a
text generation with established quality propert@snultidimensional model
for representing knowledge underlying text analysisl text generation is an
effort to describe and keep together Knowledgeuess needed to catch most
of the expected and desired features for a textuiplut.

The proposed model is composed by:

o

An Abstract Conceptual Level, describing Conceptsperties
and Relationships, remapped over an RDF Schemat{ago
SKOS (Simple Knowledge Organization System) Vocaiy)|

RDF/XML was adopted to express (serialize) the Rjp&ph as
an XML document.

The consitutive elements of the proposed model are:

- A set of conceptual brickSB = {HB,SB}

(o]

HardBricks HB= {Artifact (AF), Artifact Plan (AFP),
Knowledge Dimension (KD), Target Requirements I&S)};
—->SKOS <Concept>

= Main entities

SoftBricks (SB)= {res_id, res__name, res_date,aathor,
res_uri, res_tag}
= Properties and tags for HB (SKOS labels and notatio
= res_idis a mandatory and unique value property

- A set of relationships R =R1, R2, R3}: CB> CB:

(o]

Hierarchical composition (SKOS collectioR)L: HB=> HB
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= Meronym relation (part of) expressing compositién o
higher Level HBs of lower Level HBs;
o Association (SKOS related2: SB> HB
= linking properties SB to HB;
o Annotation (SKOS notatioriR3: SB> HB
= annoting HB for NLP Process

4.4TheModel Structure

Model Structure is described below:

» HB_AF: Artifact: a container element bridging Targe
Requirements Set with Knowledge Resources; it mspmsed of:

= A set of properties
= An Artifact plan
= A Target Requirements Set

» HB_AFP: Artifact Plan: a collection of Knowledgerdensions;

» HB_ TRS: Target Requirements Set: a set of requinésne
specified to customize text generation processaalagted
resources:

® |ts composition depends on the semantic annotatiocess for
knowlege resources; typical elements are:

Target language
Target domain
Target user
Target application

4.5 Six Knowledge Dimensions

HB_KD1: Domain Knowledge
« Aim - modeling specific domain entities, properties dathain
relevant relations
« Author: domain experts
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- Short Description: often referred as domain ontglagincludes
domain template and domain instances (assertiomalledge)

HB_KD2: Basic Language L exicon
- Aim -> describing general dictionaries or semantic lexscfor
reference language
- Author: language experts
« Short Description: General and Basic VocabularreSemantic Lexicon
for interest Domain)
« Addon: linguistic blunders taxonomies for internagditranslations.

HB_KD3: Grammarsfor Text Coherent Planning
- Aim - mapping domain knowledge relations to extendeerrieiy
expression, also providing annotated variationgHersame relation
« Author: language/communication experts
« Short Description: The Grammar Structures and Rumeterlying Text
Composition and Alternative Expression EvaluatiBarGphrases
Selection)

« HB_KD4: Domain Lexicon

« Aim - describing dictionaries or semantic lexicons foealist and
techical terms for considered domain

« Author: domain experts

- Short Description: Specific Vocabularies or Senw@ahéxicon for
interest Domain)

HB_KDb5: Target Audience (User) Model

- Aim - taking into account more meaningful fetaures dogét
audience characterization: age, interest or stilgtd specific domain

« Author: communication experts

« Short Description: user’s affiliation level towartte domain is crucial
for lexicon selection; age features can influeteegrammar structure
selection (referring expressions).

HB_KDG6: Target Application

« Aim - taking into account more constrained fetauresaiaget
application: lenght (for user’s enjoyment), timeation (for
TextToSpeech application), memory usage (mobileéceeapplications),
etc..

« Author: technology experts
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- Short Description: length and memory usage canfggntly impact
over the enjoyment or usefulness of text in comstchapplication
contexts.

Figure 3 and Figure 4 show an graphical view ferghoposed model.

0.1
[E] hasld :ID
0.1 r=
[E] hasName : string
0.1 iz 0.1
[[E] Artifact_Properties o [E] hasAuthor : string
) 0:1 me=
[E] hasDate : date

o.1
[E] hasuri : anyURI
0.1
[E] hasid :ID
a1
[E] hasName : string

0.1 =
[E] hasDate : date

L 0.1 g 0.1 5=
[E] KnowledgeDim1 s [E] KnowDim_Properties oif [E] hasuri : anyURI
0.1
[E] hasTypology : string
0.1
:[E] hasF t - stri
[E] Artifact ] [E] hasFormat : string

0.1 =
[E] hasTag : string

0.1 0.1
[E] ArtifactPlan o [E] KnowledgeDim2

01 o
[E] KnowledgeDim3

(B
[E] KnowledgeDim4

0.1 =
[E] KnowledgeDim5

0.1 =
[E] KnowledgeDimé
0.1 ;2
[E] TargetLanguage : language
0.1
0.1 [E] TargetDomain : string
[E] TargetRequirementsSet off o
[E] TargetAudience

0.1 ey
[E] TargetApplication

Figure 3: Multidimensional moddl 1
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Figure4: Multidimensional model: a detailed view

Chapter 5

Cultural Heritage Applications. a
Case Study

Cultural Heritage has got great importance in régears, in order to
preserve countries history and traditions and fgpsut social and economic
improvements. Typical 0T smart technologies représan effective mean
to support understanding of Cultural Heritage, bhgit capability to involve
different users and to catch their explicit and licippreferences, behaviors
and contributions.
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In this chapter we illustrate a Case of Study i @H domain, in order to
demonstrate effectiveness for the proposed muledisional model of
knowledge, illustrated in the previous chapter. Wk explain the authoring
platform FEDRO (Marulli, 2015), as part of an inigént infrastructure
developed into DATABENC District, to support culélirexhibition of
“talking” artworks, among which that one called “Bello o il Vero”,
exhibiting sculptures and held in the Southernyltah 2015. FEDRO is a
prototypal version of a software system for acaugridata from domain
experts in the form of scientific catalogue shegtscompliance with the
reference model for Fine Arts and Cultural Goodstation from Italian
Ministry (MIBACT)), and generating automatically xteal and users
profiled artworks biographies. Such biographies banemployed to feed a
smart app for guiding visitors during the exhibitimr as material for
alimenting holographic projections reproducing thenan presence with a
natural language interaction (Marulli, 2016; Valkico, 2016). A
preliminary experimentation revealed a tangible riovement in the users’
experience appreciation during the visit. Qualistimations of generated
output were also computed exploiting users’ fee#dbacollected through a
manual questionnaire, subscribed at the end of thit.

5.1 Fedro platform System Architecture

A general overview of FEDRO platform architecturalgrocessing flow
is shown in Fig. 6. Its users are mainly domainezigy enabled to to fill in
original complex artworks textual descriptions (downts corpora) by a
friendly GUI. They can select the target audiennd &nguage (currently,
English and Italian) and new profiled descripti@me provided as output.

Additional process inputs are users’ profiles tabliexical dictionaries
and domain ontologies, user generated terms taxmsoifiolksonomies),
sentences taxonomies (containing the phrasal sirestand language rules
needed during the customized text generation step).

At a glance, the processing flow is composed offthlewing four steps:

1. Text analysis: typical text analysis and summarization techngjaee
applied to input documents corpora; terms and seige are
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extracted and disambiguated by the support of &xand domain
ontologies The output is represented by lists déuant terms and
sentences.

2. Semantic enhancement: lists of terms and sentences are
semantically enriched and expanded. Terms are atettby a
detailed description and a list of synonymous, ead provided with
a label indicating the most appropriate lexicalrisrfor each type of
user. Domain ontologies (for specialist terms),Keid Open Resource
Archives and sentencies taxonomies are employedetect new
simplified sentences, according to semantic sintylariteria.

3. User Profile Based Elements Tailoring: Annotated terms and
sentences are tailored according to users’ profil¥ben a user’s
profile is selected, terms and annotations matchireglabel profile
are selected. Prebuilt users’ folksonomies, whemilable, are
consulted to refine terms and sentences with tlhogs more familiar
to user’s class.

4. Natural Language Text Generation: The filtered list of terms
(user’s vocabulary) and sentences (micro-plan wxticture) are
provided as ontologies to the NLG engine, finallspogucing the
expected textual description, in the selected laggu

5.2 Fedro platform System Architecture

FEDRO platform was basically implemented in Javahtwlogy,
according to a MVC architectural pattern. It is werized by a layered
and multi-tier structure. The View Layer is repneisel by a friendly web
user interface for filling in complex descriptiormd desired target text
features. The Control layer is a collection of Jaeavlets, involved in the
dispatching and coordination phases of requestsgrivindel modules. The
Model layer, is the core of the authoring systemmsisting in a set of
services, responsible for workflow orchestrationdata source interactions
and processing tasks. Text analysis is performedabf?ython module
implemented by the Natural Language Toolkit (NLTRQ15) framework
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and integrated with Java components by Jython AFIT( 2015). As large
lexical databases, WordNet (WDNET, 2015) and MutindNet (MWN,
2015) were employed for English and Italian langsgespectively. The
Getty Vocabularies (AAT, 2015), available as LODere integrated as
specific art domain ontology. Users folksonomiesraventegrated in the
aspect of profiled users’ lexical ontologies. Onties were managed by
using API Jena (Jena, 2015). To generate new tedastriptions in natural
language, the Natural OWL (Androutsopoulos, 2013ala@is, 2008)
framework was employed. This system offers a naswpport for English
and Greek languages. So, it was extended to sujipban language.
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53 Case Study and Preliminary Results: |l Bello o il Vero
Exhibition

In Table 1, left and right columns show, respedtivehe original
complex text, provided by domain expert and thefpten generated fable
description.

Table 1: A comparison between input text and ouspuplified textual

descriptions.

Input: Technical description
(Domain Expert)

Output: Simplified fable description
(Schoolchildren)

Carlotta D'Asburgo A Miramare is a
model in gypsum and it was realized
around 1914 by the sculptor Francesco
Jerace. He was born in Polistena in 1853
and he died in Napoli in 1937. It comes
from the collezione privata. The plaster
model by Francesco Jerace represents
The Empress of Mexico Charlotte of
Habsburg in Miramare, where the
marble was exhibited for the first time
in 1999 at the Museo Civico di
Castelnuovo. Charlotte is shown seated
in front of the castle of Miramare in
Trieste, with an eye toward the sea in
expectation of the return of melancholy

Once upon a time, in a country named Italy,
there was a man, whose name was Francesco
Jerace. This man worked as a sculptor. A
sculptor is an artist who is very able in working
stones in beautiful shapes. What you are now
looking at is named "Carlotta D'Asburgo A
Miramare"” Empress of Mexico, portraited when
she looked out the balcony of her castle of
Miramare, in Trieste, waiting for the return of
her husband. This sculpture was made in 1914,
in white gypsum and it is stored in another
famous Castle, in Naples, in the Southern Italy.
This castle is used as a museum. Its name is
"Civic Museum of Castelnuovo", built in 1266.
Local people call it as Maschio Angioino, from

consort Maximilian of Hapsburg.
Daughter of Leopold of Belgium,
becomes, after the shooting of her
husband, the heroine of a nineteenth-
century romantic tradition of the last
chapter.

the name of French King Carlo d'Angio,
dominating Southern Italy about in XIII century.

Over than 200 sculptures were exhibited for abouhadhths; different
schoolchildren visits were scheduled in 15 différdays, and each day a
different group of 10 artworks fables was propobgdexploiting a mobile
app. An appreciation questionnaire was submittethatend of the visits,
asking to assign a quality score in the range 1(vedy much, enough, low,
absolutely not) to specify the appreciation levelthe visiting experience.
Some of measured features were the comprehenstbneanrding level, the
clarity and the pleasantness of the proposed nmansat An overall
improvement in the comprehension and appreciatwellin the exhibition
experience was recorded, but more robust and uedbisssts and metrics
have to be performed to assess and improve thecte@ess of the
proposed approach.
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Figure 6: Fedro underlying knowledge resour ces pre processing

54  Textual generation using Natural OWL

In the following Figures (7, 8, 9) are showed three resuwltdained by

processing the same set of input information inioedl in Fedro. In this case,
the Natural Owl tool (Androustopulous, 2013) was ptoyed, after a

customization process to extend the system for @tipg lexicon and

grammatic for Italian language textual generation.

It was extended for supporting Italian Languéggtive support for English and
Greek);

* Inputs and Knowledge Resources employed:
o A domain ontology populated, first manually andrthe
automatically, by CH experts
0 A lexicon for italian language, manually definenhige lexicon)
0 A grammar for text structure, as suggested by #twatool,
filled in by human operators
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o Preferences for user profiling (manual selectiotheffacts to be

included, their priority and sequence order, &l#election for

referencing expression (just reversing roles fdities (from

active form to passive one ).

o0 Three types of target users:

CH expert, generic user (tourist), schoolchild

No semantic annotations for lexicon or grammar

More than 500 artworks and cultural sites desaiptiwere

automatically produced for a real sculpture exiohit“ll Bello o il

Vero” (http://www.ilbellooilvero.it), supported byatabenc District

(http://www.databenc.it).
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Figure7:

[«

Giosue Carducci & una testa in marmo, rappresenta il noto letterato italiano ed ¢ stato realizato nel
1903 ca. da Francesco Jerace. Egli nasce a Polistena nel 1853 e muore a Napoli nel 1937. Appartiene
alla Collezione del Comune di Napoli, esso si trova a Napoli, in Italia, nel Museo Civico di Castel Nuove ed
& alto 50 cm. Proviene dalla raccolta personale del maestro Francesco Jerace. L'opera passata dalla
famiglia diretta ai discendenti di Torino, & stata donata al Comune di Napoli nel 1990 . E stato esposto
nel 1999, a Napoli, nel Museo Civico, di Castel Nuovo nella Sala Carlo V. [l ritratto di Giosue Carducci fu
presumibilmente realizzato da Jerace all'inizio del Novecento, eseguito sicuramente dal vero, in quanto
abbiamo una testimonianza del rapporto d'amicizia che legava lo scultore al poeta. Esiste, inoltre, una
sostanziale affinit stilitica fra Jerace e Carducci. Entrambi usano I'ideale classico per generare un
nuovo modello di sintesi fra il bello ed il vero. Il viso di Carducci, dallo sguardo intenso, & trattato nel
marmo secondo la cifra linguistica moderna; la gradina asseconda I'andamento dei capelli, delle pieghe
della pelle, secondo un'idea di non-finito michelangiolesco. Tutto ¢io fa dell'opera uno straordinario
ritratto di grande intensita e potenza. E stato restaurato nel 1999, dalla CORART con un intervento di
consolidamento e pulitura ed & conservato in ottimo stato.

An example of text generation in Natural OWL (1)
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[Forms | Lexicon | ™ Micro-plans & Ordering | ™8 TextPreviews | B8 User Modelling | Ontoviz |

T EVIEW

For Language User Type Maximum Craph Distance In Content Selection
For Resource @ Carducci

|:_'Fireviéw-‘" Reset interaction histary |

["] Generate Comparisons || Show Semantic and Syntactic Annotations

Giosue Carducci & una testa in marmo, rappresenta il noto letterato italiano ed & stato realizzato nel 1903 c.a. da
Francesco Jerace. Egli nasce a Polistena nel 1853 e muore a Napoli nel 1937. E alto 50 em. Ricordate i versi della
poesia " La nebbia agli irti colli piovigginando sale sotto il maestrale urla e biancheggia il mar? " Sono del poeta
qui ritratto: Giosue Carducci. Nato in Versilia nel 1835 e morto a Bologna nel 1907, poco dopo aver ricevuto il
Nobel, Carducci dedicd la poesia " Alla regina d Italia " la famosa Margherita che diede anche il nome alla nostra
pizza. Quest'opera & realizzata dal "vero”. Jerace molto amico di Carducci, gli fece un ritratto in un pomeriggio
d'autunno mentre passeggiavano insieme in un parco.

Figure8: : An example of text generation in Natural OWL (2)

Forms | B8 Lexicon | S8 Micro-plans & Ordering | =8 TextPreviews | 88 User Modelling | Ontoviz |
TEXT PREVIEW

For Language EI:.'uiin = User Type ‘utenteMedlo v Maximum Graph Distance In Content Selection 12 =
For Resource @ Carducci B - — —

| Pre_\rlzw_.” Reset interaction history |

[_] Generate Comparisons [_| Show Semantic and Syntactic Annotations

Giosue Carducci @ una testa in marmo, rappresenta il noto letterato italiano ed & stato realizzato nel 1903 c.a. da Francesco Jerace.
Egli nasce a Polistena nel 1853 e muore a Napoli nel 1937. Appartiene alla Collezione del Comune di Napoli, esso si trova a Napoli,
Italia, nel Museo Civico di Castel Nuovo ed € alto 50 cm, L'opera passata dalla famiglia diretta ai discendenti di Torino, & stata donata
al Comune di Napoli nel 1990 . E stato esposto nel 1999, a Napoli, nel Museo Civico, di Castel Nuovo nella Sala Carlo V. 1l ritratto di
Giosue Carducei fu presumibilmente realizzato da Jerace all'inizio del Novecento, eseguito sicuramente dal vero, in quantoe abbiamo
una testimonianza del rapporto d'amicizia che legava lo scultore al poeta. Infatti, una bella fotografia, in archivio privato, li ritrae
insieme a passeggio. Il viso di Carducci, dallo sguardo intenso, & trattato nel marmo secondo la cifra linguistica moderna;
I'andamento dei capelli e delle pieghe della pelle rispetta l'idea di non-finito michelangiolesco. Tutto cié fa dell'opera uno
straordinario ritratto di grande intensita e potenza,

Figure 9: : An example of text generation in Natural OWL (3)

55 Comparison between Fedro and Natural Owl Textual
generation

Analyzing the obtained results, we can observeftilewing if comparing
Fedro platform with the Natural OWL system:

* Fedro provides an NLG Process Enhanceniignexploiting domain and
user profiled Knowledge Resources;

» Its working Conditions are represented by a seKmdéwledge Resources
semantically annotated;

» It leverages authors and communication experts fragerting manually
grammars, user profiling rules and domain inforomatifor every new entry
* It exploits:
o0 User Contents Generation (UCG) mechanisms to auicaiig
annotate Knowledge Resources
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o Social Network Activities Monitoring, Extraction, eXtual
Features Analysis (Twitter, Facebook, Blogs, etc..)
o Folksonomies Exploration and Exploitation

» Authoritative Specialist Domain Knowledge (Domaiaxicons, e.g. Getty
Art & Architecture Thesaurus (AAT))

» It relies on Paraphrasing Generation strategies

5.6 ResultsAnalysis

Because of the lack of a standard ideal model dpwu initially, the
similarity between segments of text was measuredapplying lexical
matching techniques, good for finding semanticaitientical matches.
Basing on experience, a semantic compliance thidshas set to a value of
85%. A test plan, performed on a 150 generatedstsatmple, produced a
recall value of ~ 70%. Interesting but less unhiagedications about the
effectiveness of the proposed approach, were peavity users’ feedback at
the end of their visit in the “Il Bello o il Vero(http://www.ilbellooilvero.it)
exhibition. An appreciation questionnaire was subedi at the end of the
visits, asking to assign a quality score in thegerl — 4 (very much,
enough, low, absolutely not) to specify the appmBon level in the visiting
experience. Some of measured features were the retpsion and
recording level, the clarity and the pleasantndsthe proposed narrations.
An overall improvement in the comprehension andragpigtion level in the
exhibition experience was recorded, but more rolanst unbiased tests and
metrics have to be performed to assess and impteeffectiveness of the
proposed approach.

5.70uput Evaluation Metrics: Usability, Enjoyment and Naturalness
Estimation

A number of trials have been performed to assess the behaviour, the users’
enjoyment and, consequently, the usability and the utility of the proposed
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application. A sample of about 100 visitors were logged during one of the
events organized for celebrating the return to its original location for the Il
Bello o il Vero exhibition. These participants were engaged at the entrance
of the exhibition, before starting the visit and were given a 10-minute
presentation about the infrastructure. According to the usability
dimensions for a mobile application, as proposed by the literature in
(Baharuddin, 2013), we investigated three of these dimensions to have an
overall estimation for the proposed approach. We considered the following
dimensions: simplicity (SIM), usefulness (USN) and enjoyment
(satisfaction) (ENJ). For a better investigation, we added a further
dimension, the naturalness of interaction (NAT).

Participants were asked to fill in a post-visit questionnaire. These
questionnaires stimulated users to express their level of agreement with a
set of statements, using a 10-point Likert scale, or to make choices between
proposed options.

Table 2 summarizes results extracted from the users’ answers, showing the
most relevant questions related to the four dimensions of the usability
considered and their average ratings.

The overall degree of satisfaction manifested by participants towards the
proposed infrastructure was positive with an average rating of 8.86
(ENJ08).

Furthermore, the overall degree of perceived naturalness in the proposed
interaction modality (NAT04) and the expected waiting time in the
performing interaction (NATO03) were positive with an average rating of
7.89 (NATO03) and 8.45 (NATO04), respectively.

Multimedia features such as image-galleries (ENJ03), texts (ENJ04) and the
quality for audio responses (ENJ05), were rated 7.44, 7.06 and 7.52,
respectively. As for the usefulness dimension, users agreed that the
application was useful overall (USNO1, 7.83), facilitating to a certain degree
the acquisition of a better knowledge (USNO02, 7.66) and a deeper insight
(USNO03, 7.89) on the artwork on display.

Additionally, the analysis of the ease of use dimension pointed out that
participants found the information access about the artworks quite easy
(SIMO01, 8.56) as well as the multimedia content browsing (SIM02, 7.81).
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ID

Description

Value

SIMO01

It was easy to interact
with the exhibit
artworks.

8.56

SIM02

It was easy to obtain
useful multimedia
contents.

7.81

SIM03

It was easy to
navigate among the
mobile App
functionalities.

8.02

USNO1

The infrastructure
was overall useful
during the visit.

7.83

USNO2

Using the
infrastructure was
useful to gain
knowledge about the
exhibit artworks.

7.66

USNO3

Using the
infrastructure was
useful to get a deeper
insight on the
museum themes.

7.89

ENJO1

[ appreciate the
mobile Assistant App
GUI.

8.32

ENJ02

[ appreciate the
artworks detection
metaphor.

8.45

ENJO3

[ appreciate the image
galleries.

7.44

ENJ04

[ appreciate reading
cultural information
about exhibit
artworks.

7.06

ENJO5

The quality of the
sound was high.

7.52

ENJ06

Using the
infrastructure
contributed to
increase my will to
visit other art
exhibitions.

8.09

ENJ07

Using the
infrastructure
positively contributed
to the enjoyment of
my visit.

8.87

ENJO8

I overall appreciated
the infrastructure and
the proposed
approach.

8.86

NATO1

[ appreciate listening
cultural information
about exhibit
artworks.

8.98
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NATO2 | I appreciate the 8.32
clearness of the
spoken dialogue.
NATO03 | The waiting time in 7.89
the performing
interaction attended
my expectations.
NATO04 | I appreciate the 8.45
naturalness of the
interaction with the
environment

Table 2: Scoring Resultsfrom appreciation interview
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Chapter 6

Conclusions and Future
Directions

The NLP and NLG referring community as a whole nsalved in a
distributed effort to design and build resources fieveloping and
evaluating solutions to new and existing NLP and3a\tasks.

Knowledge represents the basic core of our Cultdexitage and Natural
Language provides us with prime versatile meansoofstruing experience
at multiple levels of organization, storing and leaceging knowledge and
information encoded as linguistic meaning.

Nowadays, the task of generating easily understaedaformation for
people using natural language is being addressedwoy fields which,
independently until now, have researched the psm=shis task involves
from different perspectives: the natural languageegation (NLG) field and
the knowledge and information extraction and retale(IER) field. The
natural language generation field consists in theatton of texts which
provide information contained in other kind of soes (numerical data,
graphics, taxonomies and ontologies or even otbets), with the aim of
making such texts indistinguishable, as far asipbtssfrom those created by
humans. The linguistic verbalization of segmentathds a young field still
in its early stages, which has a solid formal baiseé whose real potential is
still waiting to be uncovered. However, althoughwaolays there are
relevant research results in this domain, mosth&m (theoretical ones
aside) present simple use cases whose applicatioral problems seems
somehow limited, since the complexity of descripsdor real problems in
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terms of natural language is in general higher twhat quantified sentences
and the most complex linguistic descriptions cutiseprovide.

To face with these issues, this doctoral thesisvshihhe research activity
conducted with the aim of exploring and scientifiigalescribing knowledge
structure and organization involved in textual reses generation. Thus, a
novel multidimensional model for the representatiaf conceptual
knowledge, is proposed, in order to support andedn effective and
feasible processing workflow, producing strongly simmized textual
descriptions.

By exploiting paraphrases generation techniques target users’,
applications and domains characterizations, a taigeen approach is
proposed to generate automatically multiple instégandor a textual
description, sharing the same information coredifierencing in the lexical
and expressive form. A very extended case studyhenCultural Heritage
domain, is described to demonstrate the effectisgerand the feasibility of
the proposed model and approach, thus providingrteans for comparing
and positioning this contribution with current stand future directions.

As further contribution of this work, an authoripgatform supporting
loT smart applications in the CH domain was introgllt Most valuable
contribution of this work should be identified irhet novel proposed
approach, mashing up top level information retrieaad text analysis
strategies, with semantic processes, involvingcigixand domain ontologies
and users generated contents (by UGC systems).

The final aim is to automatically generate custadiz artworks
descriptions (artworks descriptions in the casel\stforovided) for different
type of users and different type of target applas, feeding smart IoT
cultural applications. Approaching people in a tigind customized way
could significantly enhance people’s awareness tabimi effective value of
their resources, thus creating social and econapportunities for wellfare.
In this perspective, from current literature, ndhet contributions are
strongly focused on this issue or implement simédpproaches for the same
aim. A further novelty aspect is the communicatgirategy, based on the
choice to generate simplified descriptions in thape of fables, in order to
make culture and art environment more charmingdaoitdren audiences.
Current version of the platform prototype is abdegenerate two different
types of profiled textual artworks biographies (geai descriptions and short
fables). The adopted approach in the platform deprgmises to be scalable
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and flexible enough to support extensions for otlgpes of users. New and
different lexical ontologies can be built and easiltegrated in the system.

As future work, an interesting possibility is tegploitation of different
top level text analysis and semantic based strasegnd interactive users’
experiences and evaluations, to improve the qualftygenerated textual
descriptions. Finally, a related open issue, obgéduture investigations, is
the absence of a standard human or automatic di@uaetrics to establish
a text quality baseline.

At current time two basic metrics were adopted targify, at an early
stage, results and improvements obtained by adpptins target driven
approach against a flat generation approach. Tisée dne was based on the
evalution of the subjective pleasantness and thheyerent degree recorded
by users during a cultural exhibit visit, assisteg smart technologies
provided by IoT service infrastructures. During thisit, users can enjoy
descriptions of artworks by the means of a smaptieation and expressing,
at the end of their tour, a feedback, by esplicsttpring the provided textual
resources, in terms of expressive clearness andplemmee with their
expectations. As a more objective metric, a revgmeeess was applied to
automatically generated textual descriptions. Isvaamed to to verify and
assess a correct categorization and user profiéwgrse extraction and the
tracebility and coverance levels against the spetifisers’ desiderata.

As conclusive observations, we can state that éurtbfinements can be
projected and applied to the proposed knowledge ehatid the related
target-driven generation workflow. A more refinedstyn, supporting Big
Data and Business Intelligence processing systeouldc enhance the
opportunity for a better exploitation of User Geated Contents, such
providing a more precise semantic annotation fawedge resources and a
wide range of source resources to be exploitedhm text construction
processes. Reducing the gap between producers amslimmers of textual
resources, could only bring benefits in all teclogatal solutions,
supporting a more effective and natural interadibetween human beings
and machines. Finally, far from the pretension ¢oam exhaustive solution
for the complex problem of a high quality custontizext generation, this
contribution has the value to pave the way for tayed explored approach in
facing these research area, thus underlining th@oitance of considering
the various facet of knowledge influencing a go@dnmunication product,
just like a text, as a whole and not as a fragnteotntribution. The results
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of a pilot generation study showed this model iasfble and the results
immediately useful.
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