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Abstract

The non-linear rheology of ordinary linear polymers and linear polymers with asso-

ciable end-group has been examined by means of modeling. This work is motivated by

discrepancies between experiments and existing theoretical expectations in the non-linear

regime. In the case of associating polymers, we aim at understanding the break-down of

Cox-Merz rule, shear thickening, and strain hardening of shear startup, while for con-

ventional linear polymers we focus on the discrepancies typically encountered in the fast

uniaxial extensional flows. It is appropriate to mention that most efforts are related to

developing a stochastic simulation of associating telechelic polymers (part 1) while the

studies of linear polymers in the fast flows (part 2) is rather limited in the persepectives

of nematic interactions of oligomer-type solvent.

For reference sample of associating telechelic polymers, the hydrophobically modi-

fied ethoxylated urethane (HEUR) is selected because of plenty of experimental data

have been reported in the past. This information is collected into chapter 1 considering

both morphology and dynamical aspects. HEUR is made up by poly(ethylene oxide)

(PEO) end-capped with short hydrophobic groups. Above the so-called critical micelle

concentration, HEUR in aqueous solutions forms flower-like micelles where the core is

composed of aggregated hydrophobic end-groups. Since the aggregation is physically

reversible, chain ends can detach from the core, and attach to neighboring micelles (thus

forming bridges). The probability of bridge formation increases with increasing HEUR

concentration, and a transient network eventually builds up. The linear viscoelastic be-

havior of HEUR systems is somehow simple since they exhibit a single-mode Maxwell-like

response with a dominant relaxation time (related to the association/dissociation dy-

namics), exhibiting a power-law dependence on HEUR concentration and molar mass.

On the contrary, HEUR solutions exhibit a complex nonlinear rheological behavior. The

Cox-Merz rule is often violated since the steady shear viscosity can reveal shear thick-

ening while the dynamic viscosity only shows shear thinning. In the shear rate range

of the viscosity thickening, the first normal stress coefficient remains at its LVE value.



vi

As regards the shear startup response at high shear rates, strain hardening is often ob-

served both for the viscosity and for the first normal stress coefficient. Remarkably, the

overshoot of stress growth function is well beyond linear viscoelastic envelope. Moti-

vated by these experimental observations, new stochastic simulation is proposed where

its coarse-graining level is the consequence of trade off between computation time (within

few days for non-equilibrium simulation) and availability to capture detailed mechanism

behind rheological observations, especially for number of elastically active chains. This

newly developed stochastic simulation is based on Langevin dynamics coupled with an

additional stochastic step for topological renewal. Parameters of the simulations are

size of micelles and chains, stiffness of micelle structure, micelle aggregation number,

length being related to micelle core, and time ratio between micelle diffusion time and

loop-dissociation time. After detailing the algorithm in chapter 2, chapter 3 explores the

effect of various parameters on static and dynamical observables. Selected samples are

examined in chapter 4 both under equilibrium and non-equilibrium conditions. Results

show scaling exponents consistent with experimental data, understanding strain hard-

ening of shear startup in the way of finite extensibility of chains, confirm break-down

of Cox-Merz rule due to persistence of bridges, and capture shear-thickening. Details of

simulations are reported in the appendix together with the theoretical background and

strategy of code development.

In part 2, we examined entangled linear polymers in the extensional flows at flow rates

higher than the reciprocal Rouse time. In the classical molecular models, the steady-state

extensional viscosity is characterized by four regimes: (i) the linear regime with Trouton

ratio equal to 3, (ii) viscosity thinning with exponent -1, (iii) upturn due to chain stretch,

and (iv) approach to an asymptotic value due to finite extensibility. The advent of data

from extensional rheology, however, reveals that the theoretical expectation is not strictly

true, and the tendency depends on the details of chemistry. To be specific, polystyrene

(PS) melt shows the spontaneous decrease even beyond the reciprocal Rouse time with

an exponent of -1/2, while polyisoprene (PI) and poly(n-butyl acrylate) (PnBA) shows

the upturn around reciprocal Rouse time. These differences are believed to be due



to the sensitivity of the monomeric friction coefficient to alignment in the statistical

segments of polymer chain when the flow rate is larger than reciprocal Rouse time. This is

confirmed by measuring components for friction tensor and order parameter of oligomer-

type molecular simulations in the simple shear where shear rate is higher than reciprocal

self-diffusion time (chapter 6). In this context, we also analyze PS solutions in its

oligomeric solvents, all having the same linear-viscoelasticity (chapter 7). The suggested

model uses the frictional change due to the change of order parameter that accounts for

the nematic interactions. The results quantitatively predict the experimental data from

extensional flow.
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A Stochastic Simulation of

Telechelic Associating Polymers





Chapter 1

Associating Telechelic Polymers

1.1 Introduction

Associating telechelic polymers are made up with a long linear chain where the both

chain ends produce association point with other chain ends. One of the representa-

tive samples of associating telechelic polymer is hydrophobically ethoxylated urethane

(HEUR) in aqueous solution. The main chain of HEUR is Poly(Ethylene Oxide) (PEO),

and the both of the chain ends are capped with small hydrophobic groups. When poly-

mer concentration higher than the critical micelle concentration (CMC), the morphology

of this system is believed by flower-like micelle where the core is aggregation between

hydrophobic chain ends surrounded by PEO chains with solvent (François et al. 1996;

Winnik and Yekta 1997; Xu et al. 1996; Yekta et al. 1995).

When the distance between micelle is comparable with single chain size, the chain

ends are allowed to from bridge. With the increasing concentration, the system becomes

a network-like structure, but the strand between network junction is temporal, called

transient network. There are many interesting phenomena happens on this transient net-

work in both of linear and non-linear viscoelasticity. First of all, the linear viscoelasticity

(LVE) shows that the system is an approximately single-Maxwellian behavior where the

time scale is following Arrhenius type time-temperature superposition (TTS). The ac-

tivation energy is related to dissociate a chain end from its core (Annable et al. 1993;

3
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Tanaka and Edwards 1992b). It is evidently shown by Annable et al. (1993) where the

viscosity and relaxation time directly proportional to the length of end-groups. Unlike

the simple LVE, the steady-state viscosity in simple shear flow deviates from the com-

plex viscosity, unlike the conventional polymers. The details to deviate from Cox-Merz

rule depend on the concentration. It is already shown in Xu et al. (1996), but more

clearly reported in Suzuki et al. (2013), where the onset shear rate for shear thinning

will decreases in steady-state viscosity due to concentration while the relation between

the complex viscosity and concentration is relatively minor. In addition, the lower con-

centration of HEUR polymer (1wt%) exhibit shear thickening before thinning about a

factor of 1.4 while the higher concentration (above 4wt%) does not show such a thick-

ening. The detailed mechanism of shear thickening is still in controversial, but the main

postulates are listed as finite extensibility (Marrucci et al. 1993; Yekta et al. 1995),

shear-induced bridge formation (Tam et al. 1998), and the repulsive micelle interaction

(Ianniruberto and Marrucci 2015).

There are many simulation methods to analysis the non-linear response of the sub-

jected system (Hernández Cifre et al. 2003, 2007; Koga and Tanaka 2005; Sprakel et

al. 2009; Van den Brule and Hoogerbrugge 1995). The classical one is Van den Brule

and Hoogerbrugge (1995) to use Brownian motion, but the topological update is not

rigorous enough for the research objectives of this study. Hernández Cifre et al. (2003)

accounts for details of individual parameters while the simulation is based on dumbbell

model. Hernández Cifre et al. (2007) suggest the bead-and-spring chain model based

on Hernández Cifre et al. (2003) and Van den Brule and Hoogerbrugge (1995), but the

topological information is not enough to account network information. One of the most

satisfactory method for this study is Sprakel et al. (2009) where the both of the position

of micelles and bridge formation are evolved as realization. However, the realization

of network rearrangement is through pre-determined bridge distribution function which

means the aggregation number (or number of chain ends in the system) cannot be control

variable. Hence, the newly developed stochastic simulation in this study takes account

both of time evolution for the position of micelle and dissociation/association kinetics
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individually.

1.2 Network Theories

1.2.1 Ideal Networks

Starting with theories for ideal networks, the constitutive models on here is assumed

materials as hyperelastic body. It means the strain energy function is a scalar function

on an appropriate strain measures (details are described in sections 7.1.2 and 7.1.3).

The original theories especially for rubber elasticity are based on the assumption (and

observation) of internal energy changes during deformation is negligible (Anthony et al.

1942):

f =

(
∂E

∂L

)
T

− T
(
∂S

∂L

)
T

≈ −T
(
∂S

∂L

)
T

, (1.1)

where f is the force exerted in the specimen at a fixed temperature, E is the internal

energy, S is the entropy, T is the temperature, and L is the length of the specimen.

Therefore, the only entropic part become important to understand stress-strain relation.

Affine Gaussian Network Theory

The detail construction of constitutive equations for ideal networks are described in

section 7.1, but here we describe some sequence of derivation of affine Gaussian network

theory that will be used for transient network as well. With the formalism of Eq. (7.19),

it is of importance to define strain energy function, W , using free energy of the system,

F .

Let start with Gaussian network theory. The probability for Gaussian end-to-end

vector, r, is given by

PG(r) =

(
3

2πR2
c

)3/2

exp

(
− 3

2R2
c

r · r
)
, (1.2)

where R2
c = 〈r · r〉. Using Boltzmann entropy theory, we have individual chain entropy

as

s = kB logPG(r) + s(0), (1.3)
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where s is the entropy of a single chain and s(0) is the term independent of r. For

generalization of chain statistics, the single chain entropy can be expressed as

sk = −kBtr
(
F · ξk · FT

)
+ s

(0)
k , (1.4)

where ξk = ξ2
krkrk indicate a tensoral representation of unstrained state of k-chain

(ξ2
k = 3

2R2
c
. If the chain statistics are independent of another chain, the system entropy

is the sum of all the individual chain entropy:

S

Vs
=

1

Vs

N∑
k=1

sk = −kB
Vs

N∑
k=1

tr
(
F · ξk · FT

)
+ S(0)/Vs (1.5)

= −kBνtr
(
F · ξ̄ · FT

)
+ S(0)/Vs with ν =

N

Vs
, (1.6)

where ξ̄ is number average of ξk:

ξ̄ =
1

N

N∑
k=1

ξk, (1.7)

which leads ξ̄ = 1
2I for isotropic Gaussian chain.

Finally, the strain energy function is given by free energy per unit volume:

W =
F

Vs
=
ν

2
kBTtrB, (1.8)

where B is called left Cauchy-Green tensor (section 7.1.2). It deduce the stress tensor

as

τ = νkBTB + pI, (1.9)

and the hydrostatic pressure, p, is easily determined for incompressible body.

Note that the final form is fully consist with constitutive equation for isotropic in-

compressible hyperelastic body (section 7.1.4). There are many advanced models from

molecular to phenomenological ones (Treloar 1975) based on hyperelasticity.

1.2.2 Transient Networks

Green-Tobolsky’s transient network theory

So far, the network theory for the permernent Gaussian network has been addressed.

For the transient networks, however, this is not the same since the stress of material
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depends on the history of deformation and rate of deformation. Once all the chains dot

not have the same statistics before deformation, the collected unstrained chain property

tensor is similar to Eq. described as its original form:

ξ̄ =
1

3N

∑
l

Nlξ
2
l r

2
l I, (1.10)

which is the number average for categorized chain property. Unlike rubber elasticity,

however, here the numbers of strains are related with elastically active chains, which

is non-constant due to the time. Green and Tobolsky (1946) detour this problem by

using the same formula as network theory described in above but using ξ as described

in (1.10). The static strain energy function without dependency of deformation history

becomes

W =
ν̄

2
kBTtrB +W (0) with ν̄ =

1

3

∑
l

νlξ
2
l r

2
l , (1.11)

where the prefactor ν̄ is differ from ν in the theory for ideal network.

Green and Tobolsky (1946) assumed that for given time step, δt, chains are instanta-

neously deformed with the given deforation fields, then the reforming chains will follows

istoropic state. The deformation field following the time t from its unstrained state, but

the chain will deformed after forming bridge tT ′. The relative deformation field for the

chain can be determined through the multiplicative decomposition:

F(t) = F(r)(t, t
′) · F(h)(t

′) ⇒ F(r)(t, t
′) = F(t) · F−1

(h)(t
′), (1.12)

where subscript (h) indicate its historical part and (r) indicate relative part for the

subject chain. The strain energy function is given by relative part:

W =
ν̄

2
kBTtr

(
N∑
i=1

F(p),i · FT
(p),i

)
(1.13)

=
ν̄

2
kBTtr

(
F · φ · FT

)
, (1.14)

where the elastic deformation tensor due to the elastically active chains are given by

φ =

N∑
i=1

φi =

N∑
i=1

F−1
(el),i ·

(
F−1

(el),i

)T
, (1.15)
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where N is the number of the elastically active chain at initial stage. Unlike the indi-

vidual strain measures, the number of elastically active chain depends on the history of

deformation. One of the simplest way to describe the rate of break chain is using the

first order kinetic equation:
1

N

dN

dt
= −β, (1.16)

where β is a rate of breaking bonds, and N can be replaced by the density of elastically

active chain, νC , because of incompressibility. It implies the historical dependence to φ

as

φ(t) = exp(−βt)φ(0) +

∫ t

0
exp

(
−β(t− t′)

)
F−1

(el)(t
′) ·
(
F−1

(el)(t
′)
)T

βdt′, (1.17)

where the first term in RHS is destroy of chains from its initial time and the second term

in RHS is contribution of elastically activated chains during the time between 0 and t.

In this context, the strain energy function and stress-strain relation hold the forms with

the ideal network:

W = ν̄kBTtrF · φ · FT +W (0); (1.18)

τ = ν̄kBTF · φ · FT + pI, (1.19)

but the details form of φ must be solved with further approximation of increment of

strain energy function, δW . Following this suggestion, the stress-strain relation for

shear is given by Green and Tobolsky (1946):

dγ̇

dt
=

1

G

dσ

dt
+
β

G
σ, (1.20)

with the shear modulus

G = ν̄kBT =
kBT

3

∑
l

νlξ
2
l r

2
l . (1.21)

The final remakrs are related to the averaged unstrained chain property tensor, ξ̄. If

we assumed that the individual statistics for chains are the same to each other, ξl = ξ,

the isotropic assumptions work as ν̄ ≈ ν+
C , where ν+

C is number density for elastically

active bridges. With the suggesting model, Eq. (1.20), the plateau modulus follows

G◦ = G = ν̄kBT ≈ ν+
C kBT. (1.22)
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Tanaka-Edwards’ Detachment Frequency

The main approach of Green-Tobolsky is to adapt the theory of rubber elasticity into

the viscoelastic material using multiplicative decomposition and the first order kinetics

of elastically active chains. The important conclusions are described on Eq. (1.22). The

details of kinetics are omitted and described the simplified historical influence into the

constitutive equation, and derive Maxwell-like stress-strain relation. Since the material

considered on here is physically associable networks, the details on kinetics are of im-

portance. One of the popular approaches is Tanaka and Edwards (1992a,b) where the

model address non-entangled regime where the morphology is described in figure 1.1

that account for a well-formed network with an existence of dangling chains. Tanaka

and Edwards (1992a) simplify the time evolution for number density of elastically active

chain by linearization with memory function, µ(t; t′):

ν+(t) = νin(t) + p

∫ t

0
µ(t; t′)ν†(t′)dt′ with ν†(t′) =

[
n− ν(t′)

]
, (1.23)

where ν†(t′) represent number density of dangling chains. The memory function is

connected with the detachment frequency through the form of so-called chain survival

probability, Θ(r, t; r′, t′):

µ(t; t′) =

∫
Θ(r, t; r′, t′)PG(r′)dr′, (1.24)

which in principle the form of averaging the chain survival probabilty gave us the time-

correlated memory function. Note that t−t′ → 0 indicate the suggesting time-correlated

memory function becomes the probability of an elementary configurations.

Tanaka and Edwards (1992b) uses detachment frequency as the similar form with

Bell (1978) and Evans and Ritchie (1997) based on the transition-state-theory:

β(r) = Ω exp

(
− 1

kBT
(W − fl∗)

)
≡ β0 exp

(
fl∗

kBT

)
, (1.25)

where f is the force exerted on the subjected group (here is the end groups), Ω is thermal

frequency acting on the subject group, W is energy wall to overcome the reaction, and

l∗ is the landscape to free from interaction. Note that Tanaka and Edwards (1992b)
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uses l∗ as a statistical length scale while the later studies uses it as size being related

with the aggregates (Ianniruberto and Marrucci 2015; Tripathi et al. 2006). The bond

lifetime for the subjected group is its reciprocal value:

τ(r) ≡ β(r)−1 = τ0 exp

(
− fl∗

kBT

)
. (1.26)

With the suggested detachment frequency, the memory function becomes simpler

forms as

Θ(r, t; r′, t′) = exp

(
−
∫ t′′

t′
β(rt′′,t′)dt

′′

)
. (1.27)

For solution of stationary state, it is appropriate to show

lim
t→∞

ν =
npµ̃(0)

1 + pµ̃(0)
, (1.28)

where tilde indicate its Laplace transform.

Tanaka and Edwards (1992c) shows that the breakdown of the Cox-Merz rule. As

remarked in Annable et al. (1993), the non-linear response sensitively depends on the

function of the detachment frequency where TE model uses a quadratic form for ana-

lytical treatment.

1.3 Morphology of the System

In this study, The experimental data mainly refers to Annable et al. (1993), Suzuki

et al. (2012), Uneyama et al. (2012), and Xu et al. (1996) where the samples have the

similar molecular structure and rheological properties. The exact molecular structure

slightly different between the system with different molecular weight is from 10k to 50k.

Despite the different molecular information, the system consistently shows the single-

Maxwellian behavior about cross-over frequency of dynamic moduli, then start to deviate

after cross-over frequency Suzuki et al. (2012). This cross-over time is about second order

although the details will depend on the concentration of polymers and molecular weight

(Annable et al. 1993).
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1.3.1 Describing Sample System

In the 1990s, many publications report about the possible the structure of HEUR

in an aqueous solution about rheological properties Annable et al. (1993), Tam et al.

(1998), and Xu et al. (1996) morphological using fluorescence and scattering studies

Alami et al. (1996), François et al. (1996), and Yekta et al. (1995), and theoretical

development to understand micelle interactions Semenov et al. (1995). The morphology

will change with HEUR concentration, but the topic on here is especially focused on

the concentration where the system strongly deviates from Cox-Merz rule, and shear

thickening is observed before thinning. Tripathi et al. (2006) categorized the different

sample system used in various papers into dilute, semi-dilute, semi-dilute entangled,

and concentrated entangled system using the approach on Graessley (1980). It is of

importance to aware that the reference sample in Annable et al. (1993) that shows strong

deviation from Cox-Merz rule account dilute regime, and the concentration is about five

times small from the semi-dilute regime. In this regards, the study in this thesis is

mainly focused on the dilute regime but still higher than critical micelle concentration,

c∗, where the micelle structure are represented as 1.1 (down).

1.3.2 Structure of Micelle

Aggregation Number

The core of micelle is composed of the physically aggregated part where the core size is

around 2nm (Yekta et al. 1995). The aggregation number p is an expected value of chain

ends per micelle where the chain ends belong to loop or bridge is not distinguishable. Xu

et al. (1996) expected about 22 ± 2 where the concentration is range of 1 - 10 g/L. Elliott

et al. (2003) measures the dependence of p to the molecular weight and concentration.

For 25k in Mn and almost 100% of chain ends are capped material, p is range between 5

and 10. According to the Elliott et al. (2003), p depends both of molecular weight and

concentration of HEUR, reproduced figure 1.2. In the figure, the number of units in the

main chain adjusted from 190 to 670, and the slope of p with concentration becomes
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dangling

junction

[a]

R0=20~60	nm

1~2	nm

loop

[b]

Figure 1.1: Schematic diagram for network-like structure depicted in Tanaka and Ed-

wards (1992a) [a] and expected micelle structure in dilute and semi-dilute without en-

tanglement regime [b].
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Figure 1.2: Expected aggregation numbers at each concentration of HEUR. Data is

reproduced from Elliott et al. (2003).

smaller. In consequence, the 670 ethylene oxide (EO) shows between 5 and 10 in p. Note

that the material used in Suzuki et al. (2012) have 430 EO units, which make reasonable

about 10 aggregations per micelle. The number of aggregation also affects the size of the

core through the exponent of 1/3 that consist with the dimensionality of volume (Meng

and Russel 2005):

Rcore =

(
3pNKp

2π

)1/3

lK , (1.29)

where NKp is length of statistical segment for hydrophobe. With this interpretation,

change of p from 10 to 20 will increases 26% of the core size.
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Hydrodynamic Radius and Excluded Volume of Micelle

Li and Witten (1994) derive the exclusion of polymer grafted in sphere using the free

energy form of

F =
∑
i

∫ N

0
dt

1

2a2

(
dri(t)

dt

)2

+
ν

2

∫
drn2(r), (1.30)

where the N is the total number of monomers per chain, a is a microscopic length,

ν is excluded-volume parameter, and n(r) is a monomer number density given by

n(r) =
∑

i

∫
dt δ(r − ri(t)) where δ is Dirac-delta function. The basic idea on here

is to decompose the elastic energy of stretched chains (the first term in RHS) and the

excluded volume interaction part (the second term in RHS) where the monomer density

is used as typical Dirac-delta form (Doi and Edwards 1988). This application is used

for flower-like micelle where the grafted arms are regarded as half-chain (Semenov et al.

1995) under the assumption of sufficiently large number of arms per micelle, aggregation

number p. It is fair to note that the expected p is not that large unlike the previous

approach, which allows using similar form especially only accounts the second term in

the RHS of Eq. (1.30). The description on here mainly refers to Meng and Russel

(2005) where the paper mainly account the size and micelle. The hydrodynamic radius

of micelle will depend on p, length and number of statistical segments of chain, ls and

Ns, respectively, excluded-volume parameter ν, through the form of

RM = 0.914
(
2pN3

s ν
)1/5

ls, (1.31)

where the exclusion size of the micelle is expected by

rc = 0.938R (1.32)

based on the theory of grafted polymer on convex surface (Li and Witten 1994). Note

that the assumption on the stretched chain used in Li and Witten (1994) and Meng and

Russel (2005) valids on higher aggregation numbers which derived two different isotropic

segment fraction profiles:

n(r) =

 0.198(2p)2/5N−4/5v−3/5(r/rc)
−4/3 r < rc

1.98N−2v−1l−2
(
R2
M − r2

)
rc < r < RM

, (1.33)
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where the first stiff exclusion correspondence the stretched chain described in above and

the second part is typical form of excluded volume effect.

Yekta et al. (1995) expected the hydrodynamic radius of the micelle for 34k Mn is

about 20nm by intrinsic viscosity with hard-sphere model which is not far from 25nm

from dynamic light scattering in the concentration of 1 g/L. With exponent 1/5 in

(1.31), the hydrodynamic radius of the micelle is not significantly changed from 20 -

25nm. Collected information about hydrodynamic radius is reported in Meng and Russel

(2005), where the radius of the micelle is expected from 10 to 20 which will depend on

the molecular weight of polymer and concentration through p. Recall Eq. (1.29), the

size ratio between core and micelle with respect to aggregation number becomes

RM
Rcore

∝ p−2/15, (1.34)

which suggest that the size change is less than 10% when aggregation number changes

factor of 2.

Single Chain Properties

From reported data in Oesterhelt et al. (1999), the Kuhn segment length, lK , for

PEO is about 0.7nm where each segment have 1.96 monomers. For the sample used

in Suzuki et al. (2012), the expected Kuhn segment number, NK , is 395, which implies

about 14nm in the end-to-end distance of chain. This length scale is somehow similar

with micelle radius.

1.3.3 Expected System Concentration

Number Density of Micelle and Chains

There are no direct way to measure number density of micelle, νm, but the fluoresence

studies suggesting expectated value for aggregation number, p, which leads νm indirectly

(Xu et al. 1996). Note that the p is not accurate and also it is reported only for selected

samples. For instance, the sample used in Suzuki et al. (2012) suggest very clean and

rich rheological data that will be reported the following sections, without details about
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aggregation number. Applying expectated range, the number density of the sample can

expected as following way. The number density of chains, νc, reported in Suzuki et al.

(2012) is 1.8 × 1023/m3. Using previously expected micelle diameter, 20 - 40nm, the

expected number density of micelle becomes

νm =
νc
p

=
1

p

1.8× 10−4

nm−3
=

1.44

p
(20nm)−3 =

11.52

p
(40nm)−3. (1.35)

With expected value of p from 5 to 20, the processing window for νm is between 0.1 and

2.0 per cubic of micelle diameter at the concentration of 1wt% reported in Suzuki et al.

(2012).

1.4 Rheological Observations

1.4.1 Linear Viscoelasticity

Dynamic Moduli

It is well-known that the HEUR solution exhibit single-Maxwellian behavior (Annable

et al. 1993; Suzuki et al. 2012; Xu et al. 1996) especially when the concentration of HEUR

in the solution is dilute regime. From the data of Annable et al. (1993), the dynamic

moduli is well fitted with single-Maxwell model:

G(t) = G0 exp

(
− t
τ

)
, (1.36)

whereG0 is the initial and plateau modulus of the model and τ is the dominant relaxation

time of the system. More importantly, the time-temperature superposition (TTS) follows

Arrhenius type which is one of the sign that the time is kinetically controlled. In detail

studies about concentration effect, the accuracy of single Maxwell model is decreased

due to concentration Uneyama et al. (2012) and Xu et al. (1996).

Figure 1.3 is dynamic moduli data reproduced from Uneyama et al. (2012) about

40k HEUR polymer in difference concentration where the reference temperature is set

with 25C◦. There are fast mode in all the concentration which is believed by chain seg-

ment relaxation according to the Uneyama et al. (2012). The measured relaxation time
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spectrum (RTS) from the given dynamic moduli, figure 1.3, shows details of time scale

contribution into LVE. The dilution of fast relaxation time has been observed especially

for the higher concentrations, 5wt% and 10wt%. Note that the RTS is quite sensitive

with the given dynamic moduli, for instance, the 2wt% has good separability between

fast and slow modes compared with 1wt%. This is due to the dynamic moduli data

follows better single-Maxwellian behavior around cross-over frequency. The dominant

and slow relaxation time is also diluted due to concentration, but minor.

Uneyama et al. (2012) reports the dependency of platea modulus with respect to

polymer concentration:

G◦ ∝ cq (1.37)

where the scaling exponents, q, is about 2.3 in a sparse network where the system exhibit

shear thickening, and about 1.8 in higher concentration. This indicates that there are

different ways to increasing plateau modulus by added polymer concentration which

indirectly suggesting the network structure might be changed.

Time Scales

In the dynamic moduli reported in Suzuki et al. (2012), the frequency higher than

cross-over frequency is started to deviate from the single-Maxwellian model. Figure

1.3 (down) is the measured relaxation time spectrum using dynamic moduli data in

Uneyama et al. (2012). If the system deserves the only one relaxation time, the spectrum

is following Dirac-Delta peak, which is not the case and there are distinguishable two

major peaks and the second peak in longer time scale corresponds reciprocal cross-

over frequency. The cross-over time peak is following Arrhenius-type time-temperature

superposition where the reference temperature set with 25 degree Celsius. In the case

of short time scale, however, at least the activation energy has been changed which in

consequence three different range of the first peak for 1wt%.

Regarding time scaling exponents reported in Uneyama et al. (2012):

τx ∝ cs, (1.38)
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Figure 1.3: Dynamic moduli of HEUR in aqeuous solution reproduced from Uneyama et

al. (2012) (up) and calculated relaxation time spectrum (RTS) from dynamic moduli in

Uneyama et al. (2012) using fixed-point iteration method Cho and Park (2013) (down).
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Figure 1.4: The concentration (weight % polymer in D2O) dependence of the self-

diffusion for two different molecular weights. The data is reproduced from Persson

et al. (1992).

where s is about 0.63 for sparse network and 0.32 in dense network.

It might be useful to look the different time scales in terms of chain diffusions. Persson

et al. (1992) reports self-diffusion coefficient of HEUR molecules using nuclear magnetic

resonance (NMR) studies, which is reproduced in figure 1.4. The molecular weight is

about 2 × 104 (red) and 3.1 × 104 (blue) which are smaller than the other reference

samples (figure 1.5). It is of important to aware that such a diffusion coefficient is

molecular point of view, not for center-of-mass diffusion of micelle.

Zero Shear Viscosity

Figure 1.5 reports zero-shear viscosity with the different samples in dilute regime.

The polymer structure slightly varied but molecular weight is in similar range except

Xu et al. (1996). Note that the sample in Xu et al. (1996) is not perfectly end-capped,

and it is about 30% of chains have only one end-capping. Combined with expectation of

Uneyama et al. (2012) for G◦ and τx, if the system is not far from single Maxwell, the
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zero-shear viscosity have following scaling exponents:

η0 ∝ cm, (1.39)

where the exponents, m = s+ q, depends on the concentration and samples, but range

around 2.9. It is noteworthy that the all three samples show the similar exponents when

νC is less than 1mol/m3. The details of the change of exponents are reported in Uneyama

et al. (2012) where the mechanism is postulated from sparse to a dense network. It is

noteworthy that the νC ≈ 0.03 case, the approximately 2% of chains are active according

to the Suzuki et al. (2012). Xu et al. (1996) also reported expected fraction of elastically

active bridge is from 1% to 5% in all the range of concentration reported in the figure

1.5. Those expectation is based on the approxiated network theory, Eq. (1.22), which

however, is based on the expectation of prefactor as unity with unpublished reference

Xu et al. (1996).

1.4.2 Non-Linear Viscoelasticity

Steady-State in Simple Shear

Let x and y be shear and shear gradient directions, and let τxy be steady-state shear

stress. The steady-state viscosity, η(γ̇) in simple shear, and complex viscosity, η∗(ω), in

LVE are given by

η(γ̇) =
τxy
γ̇

(1.40)

η∗(ω) =
1

iω
G∗(ω), (1.41)

where τxy and γ̇ are steady-state stress and strain rate in simple shear, and G∗(ω) is the

complex modulus in the given frequency, ω. For typical polymers, it is well known that

those viscosities are very similar to each other:

η(γ̇ = ω) ≈ |η∗(ω)|, (1.42)

in the unit of ω in [rad s−1] and γ̇ in [s−1], called Cox-Merz rule (Cox and Merz 1958)
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Figure 1.5: Comparison of measured zero-shear viscosity in different samples with Mn ≈

5.1 × 104 (Xu et al. 1996) and Mn ≈ 3.4 × 104 (Tripathi et al. 2006; Uneyama et al.

2012). The reference temperature for samples is 25◦C except Xu et al. (1996) in 20◦.

The inefficiency of end-capping of Xu et al. (1996) is about 0.3.
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Interestingly, this is not the case for HEUR solution with the following way. 1.6 is

reproduced figure from Xu et al. (1996) where the complex viscosity is calculated by

the reported dynamic moduli. First of all, the Cox-Merz rule is not obeyed in the way

that an onset of shear thinning is different between viscosity from linear and non-linear

responses. Secondly, the shear rate gap of the onset is gradually decreasing with in-

creasing concentration. The dominant relaxation time in LVE has minor dependence

with concentration, which is reproduced in the figure with cross-over frequency. The

onset of shear thinning in non-linear response and it is not just due to the final slope

chain since even the maximum peak shear rate is decreased. Thirdly, the slope of shear

thinning is stiffer than -1 in higher concentration regime. The slope in lower concentra-

tion is around -1 which is quite stable and the same with the complex viscosity in LVE.

Last but not least, the amount of thickening in non-linear response will decrease with

concentration. According to the Suzuki et al. (2013), with increasing concentration, the

thickening will be disappeared or negligible and eventually the gap between linear and

non-linear viscosity becomes minor.

Normal stress difference is also useful to identify anisotropy of stress with the given

flow, especially for the first normal stress difference, N1 = τxx− τyy, is useful to account

the difference of normal stress in the shear and the shear gradient directions. Because

the normal stress differences commonly depend on the shear rate in a quadratic rule in

low shear rate region, the normal stress difference coefficients are frequently used (Larson

1999):

Ψ1(γ̇) =
N1(γ̇)

γ̇2
, Ψ2(γ̇) =

N2(γ̇)

γ̇2
. (1.43)

Measuring of the Ψ1(γ̇) is quite sensitive depends on the system, but Suzuki et al. (2012)

successfully shows with two different apparatus. Unlike the shear thickening in η(γ̇), the

Ψ1 is quite linear up to onset of shear thinning and this onset shear rate is similar to

that of η(γ̇). Compiling this results with cessation flow (will cover later), the authors

argues about the finite extensible non-lienar elasticity (FENE) might not be the main

reason of shear thickening on η(γ̇).
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Figure 1.6: Comparison between steady-state viscosity in simple shear and complex

viscosity in LVE. Data is reproduced from Xu et al. (1996).
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Transient Response

The other interesting phenomena is the strain hardening behaviour observed in tran-

sient response in stress growth function, η+(t; γ̇), and the first normal stress growth

function, Ψ+
1 (t; γ̇):

η+(t; γ̇) =
1

γ̇
τ+
xy(t; γ̇); (1.44)

Ψ+
1 (t; γ̇) =

1

γ̇2
N+

1 (t; γ̇), (1.45)

where the superscript + represent shear rate is increased from time zero, and γ̇ is the

steady-state shear rate. On the same way, we can define stress and normal stress decay

functions for cessation of flow as η−(t; γ̇) and Ψ−1 (t; γ̇).

Suzuki et al. (2012) report a rich information about the transient response both of

the start-up and after cessation of shear on the different shear rate. The important

message on here is that (i) γ̇ in the linear response regime is following LVE enveloped,

and (ii) γ̇ in the shear thickening regime is following something different LVE envelope

with higher η(γ̇) value. Then, (iii) the response starts to experience over-shoot beyond

LVE envelope before relax to steady-state when γ̇ is higher than the onset of shear

thinning. The Ψ+
1 (t; γ̇) only shows the regime (i) and (iii) since Ψ1(γ̇) does not show

any thickening. It is noteworthy that the stress decay function on the regime (ii) is not

distinguishable with the regime (i) except the initial level, η(γ̇). It is questionable why

the fast relaxation in the stress decay is not observed if the shear thickening is due to the

single-chain stretching. Such a fast relaxation observed in the shear rate in the regime

(iii), which is the sign that chain stretching plays a role.



Chapter 2

Methodology

2.1 Model for Simulation

2.1.1 Coarse Grained Micelles and Transient Networks

First of all, the target system is related to lower concentrations in Annable et al.

(1993), Suzuki et al. (2012), and Xu et al. (1996) which is classified dilute and (unentan-

gled) semi-dilute regimes (Tripathi et al. 2006). Expected fraction of elastically active

bridges are about 2% using Green-Tobolsky theory, Eq. (1.22). Initial scratch for such

a system can be started with coarse graining micelles into spherical beads as reported

in figure 2.1 where the micelles and core sizes are based on Meng and Russel (2005)

and Xu et al. (1996) (see section 1.3). The system in our imagination is schematically

reported in figure 2.2 that briefly shows the interactions between micelles in terms of re-

pulsive (using excluded volume effect) and bridge interactions. We decompose evolution

equation into micelle diffusion and topological rearrangement, which will be described

in later.

25
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𝐷"=20~60	nm

1~4	nm[a-1] [a-2] [a-3]

[b-1] With	Repulsion	(|𝐫| < 𝐷𝑚)Without	repulsion	( 𝐫 > 𝐷𝑚) [b-2]

Figure 2.1: Schematic diagram of coarse grained micelle [a] and its repulsive interaction

between micelles [b]. Red dots represent a center-of-mass of the given micelle. The

simplified micelle version is shown in [a-1] where hydrophobic chain ends are represented

by yellow spheres and blue lines for PEO chains. The basic coarse grained micelle used

in this simulation is represented in [a-2] using spherical shape for both micelle and its

core with diameter of R0 and lcap, respectively. Note that center-of-mass for micelle (red

dot) and that of core are the same. Further simplified micelle is shown in [a-3] with

schematic monomer density profile as color gradient.
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Repulsive Interaction
Bridge Interaction

Figure 2.2: Schematic diagram of expected morphology using coarse-grained micelles

figure 1.1[b]. The individual micelles are represented in the similar way with figure

2.1[a-2]. Blue and green lines are schematic representation for loop and bridge chains,

respectively. Red arrows represent the repulsive interactions, and green arrows represent

the bridge interactions.
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2.1.2 Time Evolution of Micelle Positions

Brownian Motion

Neglecting interntial effects for Brownian particles, the evolution equation is working

on the configurational space:
∂rk
∂t

=
1

ζk
F(ran), (2.1)

where ζk is friction coefficient for k-th particle and F(ran) is the random force contribution

from medium. This stochastic differential equation can be expressed in the way similar

with Euler integrator (Greiner et al. 1988), where the time evolutation takes a form of

1

ζ

∫ t+dt

t
F(ran)(t′)dt′ ≡ C(t) (W(t+ dt)−W(t)) ≡ C(t)∆W(dt), (2.2)

where W(t) denote Wiener process. With Euler-type integrator, each component of the

increment for Wiener process follows (Greiner et al. 1988)

∆Wk(dt) = (12dt)1/2 (R− 0.5) , (2.3)

where R is random numbers uniformly distributed on the interval (0, 1) and h is the

prefactor. Note that the prefactor
√

12 is correction term for variance of R because

of σ2(R) = 12. The coefficient C(t) is determine through the fluctuation-dissipation

theorem (Ermak and McCammon 1978):

〈C(tp)∆Wi(dt)C(tq)∆Wj(dt)〉 = δi,jδ(tp − tq)2
kBT

ζ
dt, (2.4)

where δi,j is Kroneker-delta and δ(tp − tq) is Dirac-delta functions. Therefore, the coef-

ficient factor becomes constant as

C(ran) ≡ C(t) =

√
2
kBT

ζ
. (2.5)

In consequence, the Euler-type integrator leads

r(t+ dt)− r(t) =

√
2kBT

ζ
∆W(dt), (2.6)

where ∆W = (∆W1,∆W2,∆W3).



2.1. Model for Simulation 29

Configurational Langevin Dynamics

As described in simple Brownian motion, we are neglecting inertial affect which

leads the form of configurational Langevin equation. The moment relaxation is much

faster than the configurational one while our considerable time scale is even slower than

the configurational relaxation time, which makes valid this assumption. Following the

suggestion of Ermak and McCammon (1978), we use time step sufficiently small to

assume that the configuration of the system does not change during time integration.

Note again that we will develop individual stochastic evolution for a topology where the

time scale for the topological renewal is at least 10 times larger than the time scale for

repulsive Brownian motion. The configurational time evolution given by

∂ri(t)

∂t
=
∑
j

Dij

kBT
· Fnh

j (t) +
∑
j

Cij ·Rj , (2.7)

where subscript i denote index of micelle where total number of micelles Np is given

by the number density of particles (νm = Np/(LDR0)3 for given box dimension LDR0),

superscript nh means the force only account for non-hydrodynamic interaction part, Dij

is diffusion tensor, and Ri is random vector that hold the autocorrelation as identity

tensor:

〈Ri(t)Rj(t
′)〉 = δijδ(t− t′)I. (2.8)

Here, the coefficient tensor, Cj satisfactory

Dij =

N∑
p=1

Cip({r}) ·CT
jq({r}), (2.9)

which can be computed by Cholesky decomposition or iterative way through Chebyshev

polynominal approximation (Fixman 1986). Note that Eq. (2.7) valid without hydro-

dynamic interactions and with hydrodynamic interactions that approximatedly Oseen

tensor. The general derivation and details are described in Öttinger (1996).
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Diffusion Tensor without Hydrodynamic Interactions

Without hydrodynamic interactions, the suggested configurational Langevin equa-

tion have much simpler form because

Dij = D0I⇒ Cij = C(ran)I, (2.10)

whereD0 is self-diffusion coefficient and replaced by kBT/ζ through Stokes-Einstein limit

and C(ran) is the random coefficient described in Eq. (2.5). With these assumptions,

the time evolution of position of micelle is described as

∂rk
∂t

=
1

ζk

∑
i∈Ck

F(el)(ri, rk) +
∑
i

F(rep)(ri, rk) + F(ran)(rk)

 , (2.11)

where ζk is friction coefficient for k-th micelle, F(el) is force exerted on the chains where

the topological information for k-th micelle is given by Ck which is fixed iduring Langevin

time evolution, and F(rep) is a repulsive force due to micelle exclusion, and F(ran) is.

The frictionc coefficient, ζk, will depends on the details of micelle. However, with the

assumptions of this studies that will be described in following sections, the individual

changes will be ignored with pre-averaged values, and will be replaced by single friction

coefficient, ζ, for every micelles.

Throughout this study, the hydrodynamic interaction (HI) is ignored. There are

several approximations to implement HI effect in the Langevin equation through the

form of Eq. (2.7), and Oseen tensor (Ermak and McCammon 1978) is one of them. The

definition and expected effect for a simplified case are accounted in section .

Repulsive Contribution

The repulsive potential on here is not accounted the different exclusion radius re-

ported in Eq. (1.32) based on the segment fraction profile (1.33), where the original

theory is derived with the assumption of the highly stretched chain due to higher aggre-

gation number. However, on this study, the only soft-repulsion part is accounted because
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of the aggregation number is not that high (from 10 to 20) and because of computational

since this part only related with fast dynamics on the system.

Here the construction of repulsive potential rather simplified with the form of:

U (rep)(ri, rk) = kBT
Crep

3

(
1− rik

R0

)2(
2 +

rik
R0

)
(2.12)

F(rep)(ri, rk) = −Crep
kBT

R0

(
1−

r2
ik

R2
0

)
r̂ik when rik < R0, (2.13)

where Crep = 〈Crep(rk)〉k is pre-averaged repulsive coefficient and R0 is diameter of

micelle because the hydrodynamic radius and exclusion size are almost same as (1.32).

It must be note that the Crep depends on the p:

Crep = C0p
k, (2.14)

where C0 is molecular parameters related with chain statistics and the exponent k de-

pends on the interpretation of deformation mechanism. The C0 depends on the single

chain statistics with exponents of 1/5 (Ianniruberto and Marrucci 2015; Meng and Russel

2005), the changes of C0 due to chains and structure of micelle is ignored throughout the

study. In the case of exponent, k, however, there are many suggestion depending on the

way of define deformation free energy. Ianniruberto and Marrucci (2015) uses p2 with

simplified uniform monomer density in interaction volume, Sprakel et al. (2009) used

p3/2 which is related to the free energy of highly deformed case of highly stretched chain

(Semenov et al. 1995). In the moderate range, the deformation free energy reported in

Semenov et al. (1995) is 1/2− ν/3 where ν is Flory exponents.

Elastic Contribution

The elastic contribution from bridge chains is described by either Gaussian or FENE

connector. The Gaussian potential is following the typical forms:

UG(ri, rk) =
3

2
kBT

(
rik
Rc

)
, (2.15)

FG(ri, rk) = 3kBT
rik
R2
c

. (2.16)
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The original form of FENE using inverse Langevin function as

f =
kBT

b
L −1

(
rik
Rmax

)
(2.17)

where Rmax is maximally extendable chain length and the Langevin function is given by

L (x) = coth(x)− 1

x
. (2.18)

This original form indicate more complicate potential as well (Treloar 1975):

UFENE(ri, rk) = −kBTNK

{
log

[
4π sinh

(
fb

kBT

)]
− log

(
fb

kBT

)}
. (2.19)

Instead of the inverse Langevin function, Warner’s approximation is widely used (Warner

Jr 1972) which indicates that

UW (ri, rk) = −3

2
log

(
1−

r2
ik

R2
max

)
(2.20)

FW (ri, rk) =

(
1−

r2
ik

R2
max

)−1

FG(ri, rk). (2.21)

Dimensionality: Micelle Dynamics

The characteristic length scale is set with micelle diameter, R0. Because of the stiffest

potential is repulsive one, the characteristic time scale is set with

τR =
τB
Crep

=
ζR2

0

kBTCrep
, (2.22)

where τR and τB indicate repulsive and Brownian time scales. With this approaches,

the Euler-type integrator for time evolution becomes

r̃k(t̃+ dt̃) = r̃k(t̃) +
dt̃

Crep

∑
i∈Ck

F̃ (el)(ri, rk) +
dt̃

Crep

∑
i

F̃(rep)(ri, rk) +

√
2dt

Crep
∆W(dt̃),

(2.23)

where t = τRt̃ and F = kBT
R0

F̃. It is noteworthy that there are three important length

scales: micelle diameter, R0, to define the effective radius for repulsive potential, chain

end-to-end distance, Rc, to define the effect of elasticity due to chain stretching in real

unit, and maximally extendable chain length, Rmax, for FENE connector. Because
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repulsive time scale, τR, is set with characteristic time, it is natural to set R0 as the

characteristic length. In this sense, the length scales in the system described through

the dimensionless (or size ratio) value as

Rc = R0R̃c (2.24)

Rmax = R0R̃max. (2.25)

Because of R̃c is one of the key parameter for the simulation (details will be discussed in

chapter 3) for both of micelle dynamics and topological rearrangement. In this regards,

here we define new size ratio parameter

α =
R0

Rc
(= R̃−1

c ), (2.26)

where its meaning is simple: the ratio between micelle diameter and chain end-to-end

distance. Throughout this study, α, will be used instead of R̃−1
c .

2.1.3 Topological Rearrangement

Probability for Dissociation

Let define the detachment frequency for the chain that attached between i- and j-th

micelles:

βij = β(rij) ≡ β0 exp

(
F (rij)lcap
kBT

)
, (2.27)

where β0 is detachment frequency for loop chain: Ω exp(−E/kBT ). For the given aggre-

gation number, p, the system have number of chains

Ntot =
p

2
Np

(
≡ p

2
νm (LDR0)3

)
, (2.28)

where Np is a number of micelles in the system. Let the system has Ntot chains. For

given topological update time step, δt, the expected value for number of detachment

becomes

N † = Ntotβ̄δt, (2.29)
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Figure 2.3: Force contributions from repulsive (dashed line) and bridge interactions

(symbols) with Gaussian (circle), FENE of Rmax = 8Rc (square), and FENE of Rmax =

6Rc (triangle) in the case of α=2.
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where β̄ is number average for the detachment frequency:

β̄ =
1

Ntot

Ntot∑
i=1

βi. (2.30)

Because of N † ≤ Ntot, we have inequality

β̄δt ≤ 1. (2.31)

Hence, it is appropriate criterion for time increment for topological update by

δt < β−1
max, (2.32)

where βmax is the maximum detachment frequency. If we have cut-off radius for associa-

tion, rc, however, the βmax can be given by β(rc). Therefore, we have time step criterion

dt ≤ δt < β−1
max ≤ τD. (2.33)

On each δt, we select random chain ends in Ntot times. The dissociation probability

for the selected chain end is given by

P dissocij =
N †

Ntot

βij

β̄
= βijδt, (2.34)

Dissociation Time and Brownian Time

The different between time scale for Langevin dynamic, τR, and topological renewal,

τD, is not clear. Therefore, the two time different is left for aritificial value. One

important aspect is with the working hypothesis of simplified Langevin equation and

also rheological observations, we interprete τD is larger than τB, and the gap is at least

about 1 decade:

τD = RtτB = RtCrepτR, (2.35)

where the time ratio parameter, RtCrep, is larger than 1.
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Dimensionality: Kinetics

Here, we define additional time scale called loop dissociation time:

τD = β−1
0 = Ω−1 exp

(
E

kBT

)
, (2.36)

which implies

β =
1

τD
exp(F̃ l̃cap) ≡

1

τD
β̃. (2.37)

Therefore, we have

P dissocij = βijδt = β̃ijδt̃
τR
τD
. (2.38)

The criterion for increment of dimensionless time still hold in dimensionless way:

dt̃ ≤ δt̃ ≤ δt̃c ≡ min
{

1, β̃(r̃c)
−1
}
. (2.39)

Note that the minimum time step is given by time step for Langevin equation while the

maximum time step is given by topological time or maximum criterion.

Probability map for Association

Once the subjected chain end is detached, it immediately attaches to another micelle.

Let say the other chain end is attached to j-th particle, the attachment probability for

a micelle is based on the Boltzmann distribution:

PBij = exp

(
− Uij
kBT

)
, (2.40)

where index i denote possible target of micelle that originated from j-th particle. Let

cumulative Boltzmann distribution as

F ′j(n) =
n∑
i=1

PBij , (2.41)

where n is up to number of particles, Np. Obviously, the F ′j(Np) is sum of all the prob-

ability that possibly connect with j-th particle. Then, we have normalized cumulative

Boltzmann distribution:

Fj(n) =
F ′j(n)

F ′j(Np)
. (2.42)
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Figure 2.4: Dissociation probability, P dissoc(r), in comparison with the different elastic

forces where lcap = 0.03 (open symbols) and lcap = 0.01 (closed symbols). The other

parameters are the same with figure 2.3.

For a given random number, p ∈ [0, 1), the index function, I , is defined

I (p) =



1 if p < Fj(1)

2 if Fj(1) ≤ p < Fj(2)
...

...

Np if Fj(Np − 1) ≤ p.

(2.43)

Therefore, for given random number, p, the index of target micelle is given by I (p). For

performance, the cumulating order is sorted by the probability. In addition, the cut-off

scheme will be implemented through cell-list method, which will be described on section

8.3.4.



38 2. Methodology

2.2 Technological Report for Simulation

2.2.1 Periodic Boundary Condition

The core of package mainly related with the previously reported information: micel-

lar and topological information. All the individual core package are well separated and

verified step-by-step. Section 8 will cover important message for the source code where

the whole package becomes larger with its ability to handle SCoPE GRID server, intran-

ode parallelism, multi-layer architecture, input condition parsing system, and supporting

sustainability of coding style combined with version control system. The context on here

only notes about the practical connection to simulate the suggested time evolutions, so

it will lead better understanding for following non-equilibrium simulation section.

The periodic boundary condition (PBC) is popular in the field of simulation when the

specific geometrical constraint is not necessary. The PBC keeps the number of particles

as its initial values. Basic idea is that the subject box is surrounded by its imaginary

boxes, where all the particles in the subjected box are addressed its imaginary box

as well. Each time steps, particles travel beyond a boundary of the PBC box will be

replaced by its imaginary particle into the main box, called minimum image convention.

Minimum Image Convention

Before going further, it is better to mention that the minimum distance between

particles in periodic boundary condition (PBC) is using component-wise minimization:

r
(m)
k (ri, rj) = min {xk(rj)− (LDS + xk(ri))} , (2.44)

where k denote the k-th spatial dimension and LD is box dimension and the shift set is

given by S = {−1, 0,+1}, which implies the relative vector of minimum distance from

rj to ri is

Crdε

(
r(m)(ri, rj)

)
= [r1(ri, rj), · · · , rND

(ri, rj)]
T , (2.45)

where ε is given basis set. Minimum distance is simply given by Euclidean norm of this

relative vector of minimum distance.
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Figure 2.5: Schematic diagram for component-wise minimum distance of relative vector.

Let assume that we have 3 particles and the subject particle is labeled as zero, which

depicted in figure 2.5. If we started with 0th particle and try to find its the minimum

distance with 2nd particle, we have to count its the images of 2nd particle which can be

in left or right side. The meaning of real left and right is not important because the axis

independence. This is exactly the same meaning with equation 2.44 since

d
(m)
ij =

∣∣∣r(m)(ri, rj)
∣∣∣
2

=

√√√√ Nd∑
k=1

(r
(m)
k (ri, rj))2 (2.46)

becomes minimum when each r
(m)
k is minimum. Notice that this happens because of the

orthonormal basis. For general basis set, it is of importance that we have to measure

component based on reciprocal base vector, which will not be addressed here since both

of equilibrium and non-equilibrium preserve the main box with orthogonality. It is

noteworthy that this brute-force algorithm to measure minimum distance is too time

consumming that is replaced by RBDIST information where the class definition following

in section 8.4.5.

2.2.2 Cell List in Equilibrium Simulation

Cell list is one of popular trick to implement neighbor list with appropriate cut-off

distance for a certain interactions between particles. The idea is simple: to divide the

PBC box into cells where the size of cells are restricted by effective cut-off length for a

given interactions of the system as reported in figure 2.6. It is noteworthy that both of

repulsive and bridge interactions are pair-wise potential, Eqs. (2.12) and (2.20), which

means the potentials account for relative vectors between micelles. In this sense, we

need to compute relative vectors for all the possible pairs of the system which leads

the time complexity for Langevin equation, Eq. (2.23), follow O(N2
p ). With cell-list,
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however, the number of necessary pairs for relative vectors are reduced because all the

neighbor-cells are counted for measuring, which is represented by blue area in figure

2.6. To be specific, when a micelle is selected for any reason, and need to check relative

vector from the selected micelle, we search all the micelles belong to the same cell as

the selected micelle (yellow filled cell) and its neighbor cells (blue filled cells), which

suggested smaller number of target index compare with whole PBC box. If particles are

homogeneously distributed in the all the cell-list, which is true because the size of cells

are given by effective cut-off distance of interactions, the time complexit follows O(N2
pc)

where Npc indicates average number of particles inside cells. In this case, the efficiency

factor is related to how many cell-division in the system:

εC =

(
Nsf

Ndiv

)Ndim

, (2.47)

where Nsf is shift factor to find neighbor cell, 3 in this case, and Ndiv is number of cells

in one axis. Because we are applying symmetric orthogonal PBC box, simple power

of Ndim suggest us the efficiency factor. One of simplest case is to use effective cut-off

distance as 2R0 while box dimension is given by 10R0 for each direction that leads the

efficiency factor as

εC =

(
3

5

)3

= 0.216, (2.48)

i.e., the computation time becomes 0.216 times of its full computation, roughly.

Figure 2.7 reports about the changes of time efficiency for the different dynamical

systems with and without cell-list. The slope of figure 2.7 (in double log plot) indicate

the time complexity of the real computational cases. It is easily understood that the

repulsive Brownian dynamics (RBD) using Langevin equation without any topological

rearrangement. In this sense, the time complexity for RBD without cell-list shows 1.98

which is the same with the asymptotic expectation, O(N2
p ). Once the cell-list is applied,

the exponents changes to 1.08 from 1.98 which is quite dramatic and very ideal examples

since RBD uses cutoff distance as R0 because of repulsive interaction reaches up to R0,

Eq. (2.13). In the case of ATP, however, the slope without cell-list is 1.7 which is even

smaller than RBD case. It does not indicate speed of computation, but it indicate the
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sensitivity of computation time with respect to Np. Because topological rearrangement,

time complexity of ATP differ from that of RBD. Langevin equation has time complexity

of 2, but the topological rearrangement has time complexity of 1 for total number of

chains in the PBC box Ntot, Eq. (2.28). Since the aggregation number p is set with

5 for in figure 2.7, the topological time complexity only depends on Np which makes

unity. In this sense, the time complexity of 1.7 in figure 2.7 roughly shows that 70%

of computational time is used solving Langevin equation. The time analysis record

in the code shows that 35% of computational time have been spend for topological

rearrangement for the given example, which is consistent with the measured exponent.

In this context, about 65% of computational time is affected by cell-list. In this sense,

the time complex for ATP with cell-list is 1.46 which is smaller than 1.70 (ATP without

cell-list), but much larger than 1.08 (RBD with cell-list).

2.2.3 Simple Shear Flow

So far, the only equilibrium simulation have been addressed. In order to study

non-linear response in terms of viscosity and normal stresses, we have to perform non-

equilibrium simulation which apply mechanical perturbation of the system, especially for

the simple shear. In this study, Lee-Edwards boundary condition has been used Evans

and Morriss (2008).

Mechanical Perturbation for Langevin Equation

Consider PBC box as the whole geometry for simplification. The coordination func-

tion through deformation of geometry can be described by

x′(x, t) = x + u(x, t), (2.49)

where u is called displacement vector. For shear flow, the displacement vector becomes

u(x, t) = γ(t)yx̂ where γ = ∂ux
∂y , which means the shear direction is x-axis while the

gradient direction is y-axis. For simple shear flow, we have

γ(t) = γ̇0t, (2.50)
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Figure 2.6: Schematic diagram for cell list projected into 2-dimensional plane. LD rep-

resent length of PBC box in one-side (here we use the same length for all the directions)

and LC is length of cells. l∗ is the effective distance of the system where it is affected

by type of interactions and its parameters. For visualization, yellow cell is the selected

cell, and the blue cells are its 2-dimensional neighbor cells.
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Figure 2.7: Computation time up to 104 time steps Nt vs. number of micelles in PBC

box. Open and closed symbols are with and without cell-list (CLIST), respectively. Blue

color represent associating telechelic polymers (ATP) and red color represent repulsive

Brownian dynamics (RBD). Note that the number density of micelle νm is given by 0.4

in the unit volume (R3
0). Number of threads keeps a constant as 4.
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where γ̇0 is given shear rate. Therefore the velocity gradient tensor becomes,

κ = ∇v(x, t) = ∇∂u(x, t)

∂t
= ∇γ̇0yx̂ = γ̇0x̂ŷ. (2.51)

Note that rate of strain tensor and rigid body rotation tensor are symmetric and anti-

symmetric parts for the velocity gradient tensor, respectively:

κ = L + Ω =
1

2
γ̇0(x̂ŷ + ŷx̂) +

1

2
γ̇0(x̂ŷ − ŷx̂). (2.52)

With the given κ, the contribution to the time evolution equation is through

dtκ · r = dtγ̇0y[rk]x̂ = dt̃τRγ̇0y[rk]x̂, (2.53)

which leads the non-dimensional form of time evolution equation as

r̃k(t̃+ dt̃) = r̃k(t̃) + dt̃WiR y[rk]x̂ +

√
2dt

Crep
∆W(dt̃) (2.54)

+
dt̃

Crep

∑
i∈Ck

F̃ (el)(ri, rk) +
dt̃

Crep

∑
i

F̃(rep)(ri, rk), (2.55)

with Wiessenberg number based on τR: WiR = γ̇0τR.

2.2.4 Lee-Edwards Boundary Condition

Lee-Edwards sliding bricks representation is one of popular implementation of shear

flow into the PBC box (Evans and Morriss 2008).

Coordination Shift through Sliding Bricks Representation

Because of sliding bricks representation, the PBC boundary condition have been

changed from directly superposed by r = r mod LD, where LD is box dimension, to

r′ = r + γ̇0yx̂t mod LD, (2.56)

where plus and minus sign is related with left and right wing on the direction of gradient

direction. In dimensionless mannaer, we have

r̃′ = r̃ + γ̇0τRỹt̃x̂ mod L̃D = r̃ +
Wi

CRt
ỹt̃x̂

(
≡ r̃ +WiRỹt̃x̂

)
mod L̃D. (2.57)



2.2. Technological Report for Simulation 45

Figure 2.8: Deforming PBC box due to the applied shear flow (top), Remapping to make

bricks (middle), and Lee-Edwards sliding bricks representation (bottom).

For simplification, let WiR = τRγ̇0 = Wi
CRt

for further approaches. This coordination shift

is related with re-mapping from deformed box into bricks (figure 2). In consequence, the

overall PBC box with its boundary follows the Lee-Edward sliding bricks representation

as figure 3.

Coordination Shift beyond PBC Box

Note that the box shift through the boundary condition (images of PBC box) is given

by

r̃±′ = r̃′ ±WiRL̃D t̃x̂, (2.58)

where the sign ± denote the left and right through the direction for gradient of shear.

Here, we have to think about the case for shifted factor zero (center). It is of importance
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to aware how many PBC box are inter-connected. In the original PBC box scheme, we

are using left-right PBC box for each axis, which in consequence, 3ND , ND is spatical

dimensionality, PBC boxes are subjected to take minimum image convention. With

sliding bricks, it still hold since box dimension larger than effective cut-off distance

between pair of micelle. Note that the default box dimension is 10 in dimensionless

distance while the effective cut-off with α = 1.5 is around 2. In consequence, we do not

have to adjust shift factor scheme for left-right boxes. The only matter to define the

re-mapped box sliding length, WiRL̃D t̃ mod L̃D, is one of the shift factor {−1, 0,+1}.

For instance, if the sliding factor is 2100 while box dimension is 1000, we get re-mapped

starting coordinate as 100 (2100%1000), but we cannot assure this starting coordinate is

the center of shift factor, 0, because if it beyond half length of box, 500, the appropriate

count for shift factor should be +1 instead of 0, so we have replace one right PBC box to

one left PBC box. The starting coordination map without consideration of shift factor

becomes

S̃±0 = ±WiRL̃D t̃ mod L̃D. (2.59)

Let Z be integer mapping from real number, we can define central mapping function

from slide zero to PBC zero:

M±
0 = S̃±0 + L̃D Z

(
2S̃±0
L̃D

)
. (2.60)

Therefore, we have mapping function from slide image to central image:

r̃± = r̃′ + M±
0 x̂ ≡ r′ +

(
S̃±0 + L̃D Z

(
2S̃±0
L̃D

))
x̂. (2.61)

Minimum Distance between a Pair of Micelles

Underline this aspect, recall the definition for minimum distance in PBC box from

the documentation:

d
(m)
ij =

∣∣∣r(m)(ri, rj)
∣∣∣
2

=

√√√√ Nd∑
k=1

(r
(m)
k (ri, rj))2 (2.62)



2.2. Technological Report for Simulation 47

with

rk(ri, rj) = min {xk(rj)− (LDS + xk(ri))} . (2.63)

We can directly replace from old one to one as

d
(m)
ij = |r(m)(r±i , rj)|2 (2.64)

which is just replace the subjected position vector to shifted image of PBC box.

Constraints by Topological Interactions in Simple Shear Flow

Cell list is powerful to reduce the computation time as described in section 8.3.4.

For general cases where potentials are given by secondary interactions without direct

connection, cell list can be easily implemented into simple shear flow using increased

cell-diameter that account for change of effective distance due to shear flow or using

dynamic-offset that allow further index travels of neighbor cells in the PBC boundary

(Dobson et al. 2016). In this simulation, however, the bridge chains can be stretched

easily and it can be even reach more than half dimension of PBC box (details about

chain stretching with respect to applied shear will be reported in later chapters). Since

the index sets between micelles (with and without cell list) are used both of neighbor-

list identification and relative vector (or distance) information to reduce time and space

complexity, such a highly stretched chains increases the effective distance dramatically.

For this reason, the cell list functionality is turned off for non-equilibrium simulation,

which will be soon updated using decoupled and hierarchical approaches for cell list

with index information for interactions and the current connectivity information. Here,

the term decouple means the index set are separately defined for adjacency list, append

8.1.2, that produce connectivity of the system, which is a key to implement cell list

in non-equilibrium simulation. The term hierarchical approach means that to decouple

two neighbor cells between repulsive potential (the cutoff is naturally given by R0) and

association map (the effective cutoff for α=1.5 case is about 2R0), so we have additional

efficiency to boost up simulations. In principle, such a hierarchical approach is not

related to implement cell list in simple shear, but it will produce additional functionality
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Figure 2.9: Pair-correlation function in the case of pure Brownian dynamics (BD), re-

pulsive Brownian dynamics (RBD), and associating telechelic polymers (ATP). Both

RBD and ATP use Crep = 25 and νmR
3
0 = 1. ATP also uses p=10, τD=τB, and FENE

connectors with Rc = 2/3R0 and Rmax = 4.5Rc.

when we implement dynamic-offset (Dobson et al. 2016) that will increase efficiency

factor.

2.3 Effect of Interactions to Static and Dynamical Observ-

ables

2.3.1 Micelle Distribution

For quantitative understand of micelle distribution, isotropic pair-correlation func-

tion, g(r), is used which is frequently called radial distribution function. Figure 2.9

reports g(r) for the system without any interaction (pure Brownian dynamics; BD), the

system with soft repulsion only (repulsive Brownian dynamics; RBD) with Crep = 25

and a dimensionless micelle number density ν̃m = 1, and the system with both repulsive
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and bridge interactions (associating telechelic polymers; ATP) with the other parameters

set to Rc = 2/3R0, lcap = 0.01R0, Rmax = 4.5Rc, and τD = τB.

The pair-correlation function in the pure BD case is uniform and equal to unity

because all the micelles are spatially uncorrelated. In the RBD case, repulsive interac-

tions lower the spatial correlation in the micelle overlap region. At this concentration

(comparable to the overlap concentration), the first peak of g(r) is located at distances

comparable to the micelle size. In the case of the ATP system, bridge chains introduce a

short-range attractive interaction that decreases both the distance and the intensity of

the first peak. Since both the repulsive and the bridge-induced elastic interactions acts

on distances of the order of the micelle size (in the case of bridges of length comparable

to the micelle size), the micelles become spatially uncorrelated at distances larger than

a few micelle sizes. This is the reason why the RBD and ATP pair correlation functions

in figure 2.9 approach unity at distance less than 2R0.

It is noteworthy when we increasing τD from τB, g(r) is the same as figure 2.9 (no data

shown). This indicate that there are no static changes in terms of micelle distribution

when τD ≥ τB.

2.3.2 Diffusivity

Diffusion coefficient can be measured using averaged mean-square-displacement (MSD)

of center-of-mass of micelles as

lim
t→∞
〈(rk(t)− r(0)2〉k = 2NDDt, (2.65)

where ND is spatial dimensionality (3 in this case).

Figure 2.10 report MSD (divided by time) for BD, RBD, and ATP systems. In

the purely BD case, diffusion is Fickian at all times, with a dimensionless self-diffusion

coefficient equal to unity, as expected. In both the RBD and ATP systems, the curves

have a sigmoidal shape, with a purely Brownian behavior at short time (t � τrep). In

the RBD case, there is a sub-diffusive behavior in the range of τrep < t < τB, and then
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Figure 2.10: Mean-square-displacement of micelles divided by 6t in the case of pure Brow-

nian dynamics (BD), repulsive Brownian dynamics (RBD), and associating telechelic

polymers (ATP). For ATP, τD are set with τB or 10τB. All the other parameters are the

same with figure 2.9.
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a slower, Fickian diffusion at t > τB. Note that

τB =
ζR2

0

kBT
=
R2

0

D
, (2.66)

where R0 is characteristic length scale of the system.

Such a slowing down with respect to the pure BD case is due to the repulsive inter-

actions hindering the displacement of the micelle in the direction where other micelles

are already positioned. Note that the slowing down is isotropic since the micelles are

homogeneously distributed in space, and it is expected to be stronger with increasing

νm. In the case of ATP, the bridge-induced attractive interaction introduces additional

constraints to the micelle dynamics, thus inducing a further slowing down of the micelle

diffusion. The latter phenomenon obviously depends on the strength of the associating

interactions. There are two caes of τD is given: τB and 10τB. Unlike static properties,

the dynamics is affected by loop-dissociation time. The diffusion coefficient becomes half

when τD becomes 10 times larger, which inversely, the time scale of micelle diffusion for

τD = 10τB is twice larger than that of τD = τB case.

2.3.3 Stress Tensor

The stress on the simulation is defined in the way of virial stress where the original

derivation following some thermodynamic treatment in the section. There are contro-

versial aspect about the definition for virial stress (Zhou 2003), but here we only account

for the configurational space, which makes simple as the following form:

τ =
1

V

∑
i

∑
j>i

RijFij , (2.67)

where the i and j indicate the index for micelles. Indeed, the virial stress itself is

collected variable, so it is computed during simulation time rather than post-processing.

Note that such a virial stress tensor is identical Kramer expression of polymer solution

(Bird et al. 1987) where the solvent contribution is simply described by random force

contributions.
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2.3.4 Relaxation Modulus

Green-Kubo Relation and Viscosity

With Green-Kubo relation, the relaxation modulus and zero-shear viscosity are given

by

G(t) =
V

kBT
〈τxy(t)τxy(0)〉; (2.68)

η0 = lim
t→∞

∫ t

0
G(t)dt, (2.69)

where τxy is shear components of virial stress tensor, τ . Note that there are no preferable

direction in the equilibrium simulation, which makes all the pair xy, xz, and yz valids

for the definition of shear stress.

Calculation of relaxation modulus from equilibrium simulation, however, is not an

easy task because of time complexity and system noisy. Hence, we apply following

sequences to solve the problems.First of all, Fast Fourier-Transform (FFT) is used in

order to archive time complexity O(Nt) (section 9.1.1). Note that the time complexity

of calculating cross-correlation in direct way is O(N2
t ) where Nt is number of time series

in record. Second, we take not only directional average (say xy, xz, and yz components

for stress tensor), but also autocorrelation of normal stress differences (section 9.1.2)

following the properties of isotropic fluid (Daivis and Evans 1994). Third, we take time

average underline ergodic hypothesis (the effective way to averaging blocks is described

in section 9.1.3). Last, we runs multiple samples in the same condition using different

random numbers (section 9.1.3). Basically, it is the same procedure of time average, but

the GRID server allows to reduce computational time in this way. Details are described

in section 9.1.

Through this technical approach, we can improve statistics of stress autocorrelation

which makes a lot of advantages to measure rheological observable, especially for zero-

shear viscosity, η0. The reduced noisy still affect when normalized relaxation modulus

G(t)/G(0) is about 10−2. Hence, we are using viscosity function

η(t) =

∫ t

0
G(t′)dt′, , (2.70)
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which is identical to η0 when t → ∞. We decide cut-off time scale based on change of

variables as reported in section 9.1.4, then ignore the noisy G(t) when time is beyond it.

Once G(t) is determined, the complex modulus and viscosity are given by:

G∗(ω) = iω

∫ ∞
0

G(t) exp(−iωt)dt (2.71)

η∗(ω) =
G∗(ω)

iω
. (2.72)

The direction conversion through Fourier transform, however, suffers from the noise

of relaxation modulus. Note again that the used G(t) must be cut-out in noisy part;

otherwise, linear regime will drift up due to the noisy.

Dimensions

Using the basic length scale in section 7.2.2, the virial stress can be non-dimensionalized

thorugh the form of

τ =
kBT

R3
0

1

Ṽ
R̃F̃ . (2.73)

Combined with Eq. (2.68), the dimensionality of τ implies

G(t) =
kBT

R3
0

〈τ̃xy(t)τ̃xy(0)〉t ≡
kBT

R3
0

G̃(0), (2.74)

where the dimensional factor strongly depends on the diameter of micelle, R0. In this

context, the dimensionality for the viscosity function, Eq. (2.70) becomes

η(t) =
kBT

R3
0

τR

∫ t

0
G̃(t̃)dt̃, (2.75)

where t = τRt̃.

Contribution of Random Force

The shear stress can be decoupled into each force contributions, but the correlation

with random shear stress is always uncorrelated because of the definition of random:

Corr[τ (ran)
xy , τ (∗)

xy ](t) = Corr[τ (∗)
xy , τ

(ran)
xy ](t) = 0, (2.76)

which suggesting that the random contribution can be ignored for relxation modulus.
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Contributions of Repulsive and Bridge Interactions

If the system have more than two force contributions betweem particles, the stress

autocorrelation suggests the components-wise cross-correlations. Let think about the

suggested model for associating telechelic polymers, the repulsive and elastic potential

acts individually:

Corr[τxy, τxy](t) = Corr[τ (rep)
xy , τ (rep)

xy ](t) + Corr[τ (rep)
xy , τ (el)

xy ](t) (2.77)

+ Corr[τ (el)
xy , τ

(el)
xy ](t) + Corr[τ (el)

xy , τ
(rep)
xy ](t), (2.78)

simply

Corr[τxy, τxy](t) = Corr[τ (rep)
xy , τxy](t) + Corr[τ (el)

xy , τxy](t) (2.79)

= Corr[τxy, τ
(rep)
xy ](t) + Corr[τxy, τ

(el)
xy ](t). (2.80)

Unlike convolution, the correlation is not commutative in general (Borsellino and Poggio

1973):

Corr[A,B] 6= Corr[B,A], (2.81)

except A and B are Hermitan (even function for real valued function). Without lose of

generality, we can define the repulsive and elastic contribution as its parts:

G(el)(t) =
V

kB
Corr[τ (el)

xy , τxy](t) (2.82)

G(rep)(t) =
V

kB
Corr[τ (rep)

xy , τxy](t), (2.83)

which leads the zero-shear viscosity into the component-wise contributions:

η0 =

∫ ∞
0

G(t)dt =

∫ ∞
0

G(el)(t) +G(rep) dt = η
(el)
0 + η

(rep)
0 . (2.84)

Dummbell Model

Before going further, it will be useful to report a simulation results for dumbbell.

Dumbbell model accounts the permanent connector between a pair of micelles, where all

the micelles have one such a connector.Typical description for Dumbbell model is based
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Figure 2.11: Normalized relaxation modulus [a] and normalized complex viscosity [b] in

comparison with theoretical expectation of dumbbell model.



56 2. Methodology

on the stochastic time evolution for connector vector where the detailed for positions of

micelle is not necessary to specify through the form of

dQ = 〈κ ·Q〉 dt− 2

ζ
F (Q)dt+

√
4kBT

ζ
∆W(dt), (2.85)

where Q is connector vector and the F is connector force. The remains are identical for

the Langevin equation described in Eq. (2.23). The minus sign on the force contribution

is due to the fact that the direction of force exerted on dumbbell is opposite to the

relative vector, Q. Note that the given stochastic equation is collected variable, so the

results are given by distribution function. Hence, it is appropriate to decouple individual

contribution from the particle where each particle have one connector with other particle.

Let Qij = rj − ri, the individual time evolutions can easily described as following:

dri = κ · ridt+
1

ζ
F (ri) +

√
2kBT

ζ
∆Wi(dt). (2.86)

Therefore, the evolution equation for connector vector becomes

dQij = drj − dri. (2.87)

Note that

∆Wj(dt)−∆Wi(dt) =
√

12dtR′ij =
√

2× 12dt (Rij − 0.5) , (2.88)

where R′ij is uniform distribution from -1 to 1, which indicate the prefactor
√

2 of the

same uniform distribution used in Eq. (2.23), R, from -0.5 to 0.5. Because force can be

expressed by

F(rj)− F(ri) = Fj r̂j − Fir̂i = (Fj + Fi) (r̂j − r̂i) = 2FijQ̂ij , (2.89)

the final form is exactly the same with the time evolution equation for connector vector,

Eq. (2.85). In this approach, it is easily understood the characteristic time of the system

is given by

τDB =
τB

12α2
, (2.90)

where 3α2 is a spring constant (α = 1.5 for this test).
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Figure 2.11 (top) shows that the normalized relaxation modulus with its theoreti-

cal expectation. Because dumbbell model follows single element Maxwell, the plateau

modulus, G◦, which is the same with G(0) in this case, is directly related to the num-

ber density of dumbbell. The measured characteristic time is the same with theoretical

expectation, Eq. (2.90), which leads the possible connection with complex viscosity re-

ported in figure 2.11 (down). In dumbbell model, the zero-shear viscosity is analytically

expressed as η0 = νDBτDB and the complex modulus is easily given by

G∗(ω) = νDB
iωτDB

1 + iωτDB
, (2.91)

which directly gave us the complex viscosity. The simulation results are very consistent

with the theoretical expectation, but the noise is observed when G(t)/G(0) is lesser than

0.01 even though the relaxation modulus is in result of average over 100 time blocks.

Repulsive Brownian Motion

The relaxation modulus of repulsive brownian follows stretched exponent:

G(t) = G0 exp
(
− (t/τ)β

)
, (2.92)

where τ is characteristic time and β is related to the dilution exponents from unity.

Figure 2.12 shows that G(t) of RBD is well fitted with stretched-exponential form where

τ ≈ 0.3τrep and β ≈ 0.8.

Associating Telechelic Polymers

Finally, we are accounting for both of repulsive and bridge interactions with indi-

vidual topological rearrangement. In figure 2.12, ATP systems do not show neither a

single-mode relaxation (DUB) nor stretched-exponential (RBD), mostly because of the

competition among dynamics of repulsion, connectors, and topological rearrangement.

The relaxation occurs more slowly due to the association dynamics, the more so the

larger is τD.
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Figure 2.12: Normalized relaxation modulus G(t)/G(0) in the case of dumbbell (DUB),

repulsive Brownian dynamics (RBD), and associating telechelic polymers (ATP). For

DUB, α is set with 1.5 (Eq. (2.90)) to make consistent with spring constant of ATP. For

ATP, τD are set with τB or 10τB. All the other parameters are the same with figure 2.9.



Chapter 3

Understanding Parameter Space

and Morphology

This chapter gives the effort of understanding parameter space that compatible with

reality. The main parameters will remark on the following sections. Also, the equilibrium

and non-equilibrium simulation for reference systems will be addressed. The details

about scaling exponents on the variety of parameters will be traveled to select the system

that will be used for the main results.

3.1 Remarks on the Parameter Space

In this section, the meaning and simulation range of parameters will be examined.

The key parameters for the simulation are summarized in table 3.1 with the cross-

reference of related equations in the simulation.

3.1.1 Chain and Micelle Dimension

It is already described in Eq. (2.26) where the size ratio parameter, α dominantly

use on here. If the chain dimension is increased (so the α is decreased), the associable

range becomes larger, then the system produces more active bridges. The expected α

is in the range between 1.0 to 2.5, depends on the molecular weight of polymers. In the

59
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Table 3.1: Summary of key parameters and its base unit variables with definition and

related equations.

symbols unit variable definition

α - Rc/R0, Eq. (2.26)

Crep - repulsion coefficient, Eqs. (2.12) (2.13)

p - aggregation number, Eq. (2.28)

lcap R0 (m) length related to core, Eq. (2.27)

τD τB (sec) loop-dissociation time, Eq. (2.36)

Rmax R0 (m) maximally extendable chain length, Eqs. (2.20) (2.21)

νm R−3
0 (m−3) number density of micelles, Eq. (2.28)

case of FENE connector, the Rmax can be given by the statistical segment that is around

10 times of Rc (Ianniruberto and Marrucci 2015). In this study, however, the Rmax is

left as an adjustable parameter in the way to have the same equilibrium statistics since

the effective cutoff-radius for Gaussian chain is around 4Rc. When Rmax ≥ 6Rc, no

changes happened in the equilibrium both of static and dynamical quantities. However,

in this study, this length scale is left for arbitrary value to make reasonable box scale

because of the FENE connector have a minor role (when it is sufficiently larger than R0)

for both of statistics and relaxation modulus.

3.1.2 Finite Extensibility of Chains

So far, the only Gaussian chain has been addressed. The main reason is that there

are no real changes in the equilibrium simulation when the maximally extendable chain

length, Rmax, is sufficiently larger, say Rmax ≥ 6Rc. The individual force contribu-

tion to the Langevin integrator is already reported in the figure 2.3 with Rmax = 6Rc

and Rmax = 8Rc. The distinguishable force contribution is almost started with R0;

then the FENE effect is significant after 2R0. However, it is worth to mention that

the bridge chain distribution is typically concentration around the distance R0 because
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the long-time persist the connector make closer between the pair of micelle that leads

to equilibrium distance to balancing between elastic and repulsive forces. Since the re-

pulsion only works when the distance is shorter than R0, the balanced distance slightly

smaller than R0. In conclusion, FENE does not change the equilibrium structure.

3.1.3 Repulsive Coefficient

Because of repulsion is fast dynamics, the increasing repulsive coefficient reduced

the time scale for τR. Repulsion has restricted with the distance of R0, which means

the effect of repulsion varies on the average distance between micelle, especially for

the bridge distance profile. If average bridge distance is much smaller than R0, the

repulsion makes a significant role in controlling for overall statistics including elastically

active bridges. The decision of Crep is not straight-forward, but the prefactor for the

Eq. (2.14) is not clear for most of the case. In this context, the choice of Crep is

arbitrary but mainly considered two factors. First of all, the repulsive potential is

enough to prevent amplifying-multiplicity between bridge formed micelles that leads

the aggregation pattern. Once the first bridge formed between a pair of micelles, it

introduces long-time correlation the pair with slightly shorter distance than the mean

distance with other micelles. If the repulsive potential is soft compare with its counter

part, bridge interaction in this case, the perturbed distance is much shorter than others,

lead higher probability to make an association. Because we use pre-averaged Crep, which

means the internal variable does not affect to the micelle repulsion, this phenomenon

leads long-time aggregation patterns. The second consideration is the repulsion should

not overwhelm the elastic contribution in the concentration to reach semi-dilute regime.

It means, the repulsive contribution is too high to produce the network properties and

the system hard to capture the physically meaning status. In this sense, we found that

C0 = 0.25 is reasonable choice in Eq (2.14). Note that we are not strictly using C0

throughout the study the selection procedure includes an artificial point that makes a

broad range of selection. In this sense with exponent 2 (or 1.5), the basic structural

information report in the later section especially for figures 3.1 and 3.2.
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3.1.4 Number density of Micelles and Chains

Because of the range of R0, however, the dimensionless number density becomes

νC =
NC

V
=

NC

Ṽ R3
0

=
1

R3
0

ν̃m, (3.1)

which make difficult to predict the real number density. Suzuki et al. (2012) reports the

number density of chains with the value of

νC = 1.8× 1023m−3. (3.2)

In order to simulate this specific system, we have to have number density of chains in

the range of

ν̃C ∈ [1.44, 11.5], (3.3)

which is about 1 decade different. Because of number of chains per micelle is expected

from 5 to 10, the expected number density of micelle varied in dimensionless space

ν̃m ∈ [0.144, 2.3]. (3.4)

The upper limit for the range of ν̃m also can be narrowed by the overlap concentration.

The definition of overlap concentration, φ∗, in the simulation without the detail micelle

dimension is not easy, but here we simply define the volumetric concentration, φ, is

unity:

φ∗(νm) ≡ 1

6
πν∗m = 1 ⇒ ν∗m ≈ 1.9. (3.5)

It is already well known that the random close packing and hexagonal close packing for

the hard sphere are φ=0.64 and 0.74 that consist number density of micelle as 1.22 and

1.41, respectively. As described in Vlassopoulos and Cloitre (2014), the fluidity is related

to the stiffness of repulsion, and here we use soft repulsion since the expected aggregation

number, p, is from 5 to 20. In this sense, the fluidity almost consists with the φ∗, so the

maximum of ν̃m is set with 2. Combined with the expected p, the simulation range for

ν̃c is in between 0.3 and 20. However, the detail change of p is out of the boundary of

this simulation. The comparison is mainly done with the change of ν̃m while the p is the

given constant.
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3.2 Bridge Chain Statistics

3.2.1 Elastically Active Chains

f+
C =

N+
C

NC
and f+

DC =
N+
DC

NC
, (3.6)

where NC is number of chains in the system and N+
C is number of elastically active

chains in the system, and N+
CD is number of distingushable active chains which means

it is not count the multiplicity for the same pair of micelle.

3.2.2 Equilibration

Initially, the micelles are randomly displayed in the space with the same aggregation

number without any bridges, and the equilibration of the box initially started with repul-

sive Brownian dynamics where the topological interactions are ignored. After few times

of τB, the topological renewal is allowed, and it is monitored by the potential energy,

stress components, and the fraction of active bridges, f+
C . Once the f+

C is equilibrated,

all the other observable reported above are equilibrate and isotropy. In this context, f+
C ,

is selected the main observable to identify the equilibrium. The necessary equilibration

time typically accounts the order of 10 based on τD when there is no major structure

formation, which is the slowest time scale for the system. Figures 3.1 and 3.2 shows

f+
C and its average multiplicity, w, with respect to time based on τR for α in the range

of 1 and 2. The equilibration time changes when there is structure forming, such as

aggregation that reported in below section.

3.2.3 Aggregation Patterns

The terminology aggregation or clustering in this study mainly related to the micelle

distribution. It is clear that figures 3.1[c1] and 3.2[c1] shows the micelles are collected

in one or two bulk state that suggest the system is aggregated through the bridge inter-

action. It is clear if we compare it with the system without aggregation, figures 3.4[b, c,
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Figure 3.1: Changes of fraction of elastically active chains f+
C [a] and average multiplicity

w [b] after onset of topological rearrangement at ν̃m=0.1. The structure of system are

directly visualized in the case of α=1 [c1] and α=1.5 [c2]. Other conditions are the same

with figure 2.9.
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Figure 3.2: Changes of fraction of elastically active chains f+
C [a] and average multiplicity

w [b] after onset of topological rearrangement at ν̃m=0.1. The structure of system are

directly visualized in the case of α=1 [c1] and α=1.5 [c2] in the case of p = 20 and

Crep = 100. Other conditions are the same with figure 3.1.
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d], 3.1[c2], and 3.2[c2]. Especially figure 3.4[b] suggesting the system highly connected

(say percolation) without aggregation that is also shown in the g(r) in figure 3.5.

The driving force of aggregation in this simulation mainly due to the bridge interac-

tion where the effective range for the association is much higher than effective repulsion

range (even if chain end-to-end distance is half of micelle diameter, α=2), micelle diam-

eter in this case. When one chain end ‘hook’ the other micelle in the distance, they pull

each other due to the bridge interaction. The ‘hooking’ distance can be longer when

Rc is increases, which means the lower α suggesting higher probability for the associ-

ation. Because the dissociation time is the slowest dynamic in the system, this ‘hook’

will persist enough time to start overlap where the repulsion is started to act. In this

mechanism, not only the internal balance between repulsion and bridge interaction, the

probability to make additional association play a role where the higher p means higher

suggestion probability for random selection. If this association kinetics becomes dom-

inant to compare with dissociation of the bridge, the additional bridge will forms on

the same pair of micelle: increasing multiplicity, w. The amplifying multiplicity leads

stronger bridge interactions that make dissociation time longer. If this procedure is pro-

found, the system going to aggregated direction as the results of w in figures 3.1 and

3.2. As describe above, α=1 for p=10 and p=20 are aggregating in equilibrium where

the w show the peak around equilibration time when there are no aggregation, then w

is going to decrease because many micelles are already in short distance with the sub-

jected micelle that makes distribute the higher multiplicity of one pair of micelle into

lower multiplicity of large pairs of micelle.

3.2.4 Fraction of Elastically Active Chains

The fraction of elastically active chain, f+
C , is one of key observation that show the

bridge forming of the system compared with the fraction of elastically distinguishable

active chain, f+
DC . Some points of these values are already reported in figures 3.1 and 3.2

with notation of 〈· · · 〉EQ. For convenience, the f+
C and f+

CD in equilibrium simulation are

reported without average bracket. Figure 3.3 shows the changes of f+
C and f+

DC based
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Figure 3.3: Changes of fraction of elastically active chains, f+
C , and fraction of elastically

distinguishable active chains, f+
DC with different ν̃m due to α. The aggregation numbers

are set with p=10 [a] and p=20 [b] that leads Crep=25 and 100, respectively.

on the selected ν̃m as 0.1, 0.4, 0.6, and 1.0 with respect to α. The changes of f+
C in non-

aggregating system following somehow exponential decay. This is not surprising since

association distribution given by Boltzmann distribution, Eq. (2.40), and the average

bridge distribution is not critically changed in such a system.

3.3 Micelle Distribution of ATP System

3.3.1 Visualization of PBC Box

Direct visualization of the PBC box is of important to understand the real structural

information of the system and network properties. Figure 3.4 is one of the represen-

tative systems that shows strongly aggregated system [a], percolated network without

aggregation [b], sparse network (f+
C ≈ 2%)[c], and poorly connected system [d]. The

main considerable system in this study is a sparse network where the f+
C is around 2%.

In this range, it is hard to mention that such a system is network-like structure. Recall
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Figure 3.4: Direct visualization of PBC box including position of micelles (dots) and

bridges (lines). For visualization purpose, the size of dot are very small compare with

R0, since the average bridge length is around R0. Three representative samples are

selected to visualize aggregated system [a], percolated network without aggregation [b],

sparsely connected system [c], and poorly connected system [d].
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the experimental data in Suzuki et al. (2013) and Xu et al. (1996), the strong difference

between linear and nonlinear viscoelasticity is observed in the dilute regime where the

expected f+
C is around 2%. As Xu et al. (1996) already mention that the expected func-

tionality of such a system about 0.7, the sparse network consistence with our objectives.

Note again that this system is NOT percolated.

3.3.2 Isotropic Pair-Correlation Function

Figure 3.5 shows the changes of g(r) for ATP with the given parameters when α and

p are changed. Figure 3.5 (left) shows the different of g(r) due to the structure of the

system reported in figure 3.4. In the aggregated system shows the weird broad first shell

is observed that consist about the aggregating pattern in the PBC box. Note that the

sequence of legend in figure 3.5 is the same sequence of [a], [b], [c], and [d] in figure 3.4

where the only [a] is aggregated system.

3.4 Plateau Modulus and Initial Relaxation Modulus

3.4.1 Linearity between Plateau Modulus and Initial Relaxation Mod-

ulus

Because the simulation results do not follow single Maxwell model, the initial relax-

ation modulus, G(0), is not the same with G◦. If G(0) and G◦ are linearly depended on

each other, the measured exponents are the same for both of G(0) and G◦. Figure 3.6

reports the computed G◦ through the storage modulus converted from G(t), where the

data is broadly scattered along the plateau region. Taking an average of the scattered

data gave us the expected G◦, that shows the linearity with G(0). For this reason, G(0)

will be used instead of G◦ throughout the study. The slope, however, is a function of

the parameters where the exact relaxation is obscure on here.

In order to measure G◦, we use Fourier transform G(t) into G∗(ω), then we measure

G′(ω) in averaging over plateau regime. Let define G◦ = gG(0) where the prefactor g

indicate the deviation from single Maxwell model. Figure 3.6 show the g is not depended
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Figure 3.5: Pair-correlation function g(r) [a] and bridge length distribution [b] in the

case of associating telechelic polymers (ATP) with different α and p following legend

orders. The other parameters are the same with ATP condition in figure 2.9.
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on the number density of micelle for the given parameters. For visualization purpose,

the x-axis shifted by 0, 1, and 2 with α=1.0, 1.5, and 2.0, respectively. The increas-

ing α, means decreasing Rc, shows the g becomes larger which is not surprise because

the repulsive contribution makes different from single Maxwell model. Increasing Crep,

however, the g value will increased. Notice that there are no Crep effects for the α=1.0

case since the system has much higher elastically active bridge that makes the repulsive

contribution relatively small. Because of linearity between G◦ and G(0), the scaling

relation in below mainly used for G̃(0) since the value is easily measurable for variance

factor for stress autocorrelation in accurate while G̃◦ needs some treatment to decide.

3.4.2 Initial Relaxation Modulus and Scaling Exponent

To have systematically measurable quantities are of importance when the parame-

ter space is huge. Initial relaxation modulus, G(0), is one of the recommendable ob-

servable because it does not suffer from system noise, and possibly represented by the

components-wise manner. The changes of α and p (that leads change of Crep) can be

understood through the G(0). Many of parameter reported in section 3 is not free from

other parameters, but the study excluding the minor changes that reported in chapter

1 will be ignored. In the case of p, the difference is significant for the interesting range

of concentration while the detailed form to increase is not clear. Hence, the structural

study on here basically used two lower and larger values but not the extremum that

suggests possible range of p due to the ν̃m.

Effect of Size Ratio Parameter

The range of alpha is expected in between 1 and 2 following the description in section

3.1.1. The inaccuracy for R0 makes the range of α where the changes of Rc from PEO

to HEUR is also related to making broad range. It is of importance to aware that the

morphology of the system sensitively depends on α with an increment of 0.1. Hence, 3.7

reports how G̃(0) changes with respect to α where the connected lines represent the same

molecular parameters but different concentration. The distinguishable slopes in lower α
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Figure 3.6: Linear relation between initial relaxation modulus, G(0), and plateau modu-

lus, G◦. For visualization, G̃(0) is shifted by unity for each samples. The measured slopes

g through linear regressions in the order of {α} = {1, 1.5, 2} are {0.840, 0.767, 0.698}

for p=10 and {0.838, 0.802, 0.780} for p=20. The black diagonal line represent when

G◦ = G(0).
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conditions are related to aggregation that makes different dynamics. In the case of p=10,

the changes of G̃(el)(0) is not distinguishable from α=1.3 where all the points are merged

into the same line where the level of modulus between repulsive and elastic contributions

are changing due to the α. It consists with the physical insight since the decreasing α

means increasing the relative size of Rc that makes longer associations. Most of the

data are reported ν̃m in 0.1, 0.4, and 0.6 where that range the initial modulus follows

a certain scaling law. When p is given by 20 with Crep = 100(= 0.25p2), the modulus

level of repulsive contribution significantly higher that of p=10. The main reason is due

to the high repulsive coefficient, and also elastic contribution becomes larger due to the

higher number of chains in the system. The change of scaling exponents around ν̃m=0.6

is observed that is not sure in the p=10 case because the most of the data for p=10 is

reported up to ν̃m=0.6. The slope changes in non-aggregating range (α ≥ 1.4) becomes

larger that mostly due to the higher aggregation number.

Scaling Exponents for Initial Relaxation Modulus

From figure 3.7, we can measure scaling exponents for G̃(0). Recall Eq. (1.37), the

scaling exponent for the initial relaxation modulus q is already observed experimentally

(Uneyama et al. 2012) where it shows around 2.3 in lower concentration regime that we

are interested in and 1.8 in higher concentration regime. The comparison on here ignore

the changes of aggregation number, p, due to polymer concentration, νc. In this regards,

q values are very similar with the range between 1.8 and 2.3 as reported in 3.8. There is

tendency in the change of q on α except the aggregating system (lower α values). First of

all, the change of q(el) is increasing all the system that either p is 10 or 20 and also either

ν̃m is lower or higher than 0.6. The meaning of exponents represent the sensitivity to ν̃m

for the given parameters, and increasing of exponents means the system more sensitive

to ν̃m when α is higher. The repulsive contribution, q(el), however, the tendency highly

depends on the given parameters. The sort of plateau of q(el) in the p = 10 case means

the repulsive contribution to the modulus is not change due to α in the range between

1.3 and 2. Recall figure 3.3, it is confirm that the f+
C changes with the given ν̃m that
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Figure 3.7: Measured G̃(0) with respect to ν̃C for p=10 (top) and p=20 (bottom) where

Crep = 0.25p2. The remain conditions are identical with figure 3.1.
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consist with the elastic contribution in figure 3.8.

In the case of p=20, all of the q, q(el), and q(rep) are increasing with respect to α. The

strange tendency in its initial is due to aggregation pattern as p=10. The out of trend at

α=2 is expected that the repulsive dynamics overwhelm the overall dynamics where the

elastic contribution only have a minor role. After transition concentration, ν̃m = 0.6,

the exponents shows the smaller number compare with its lower concentration regime.

The overall exponents changes before and after transition concentration are about 0.4

that consist with Uneyama et al. (2012) although the paper is mostly focused on the

elastic contribution from a bridge. The sensitivity of q(el) in higher α reaches around 2.5

but the modulus level for elastic contribution is small in this regime, figure 3.7.

3.4.3 Effect of Elastically Active Chains into Plateau Modulus

From theory of Green-Tobolsky, Eq. (1.22), the plateau modulus proportional to the

ν̄+
C which is not the same for ν+

C . Let assumed that

G◦ = gG(0) = hν+
C , (3.7)

where g in selected samples are reported in figure 3.6. Figure 3.9 shows the G(0) and

G◦ with respect to f+
C (top) and ν+

C (bottom) for two reference cases: p=10 and 20.

The changes due to the f+
C is not clear, but all the test condition shows the linearity

between G̃(0) (or G̃◦) and ν̃+
C . The g or h are related with the α and Crep in a complicate

manner, but one important is that such a high number for Crep = 100 in α=2 case is

not favorable.

3.5 Relaxation Modulus

3.5.1 Relaxation Mechanism and Time Scales

Similar to dumbbell model, the bridge chains are relaxed through the Brownian

motion of micelles. One of the simplest cases for this time scale is dumbbell where the

one connector exist between a pair of micelle that suggests the time scale for the such
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Figure 3.8: The effect of α to the measured scaling exponents of G̃(0), q. The given

aggregation number is p=10 (top) and p=20 (bottom) and with the same condition in

figure 3.7.
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Figure 3.9: Plateau modulus, G̃◦, with respect to fraction of elastically active chain, f+
C

[a∗], and number density of elastically active chain, ν+
C [b∗]. α=1, 1.5, and 2 that referes

index [∗1], [∗2], and [∗3], respectively. The parameters are the same with figure 3.7.
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a bridging chain as Eq. (2.90). Of course, this is not the true when the system forms

well-defined network, but level of its dependency is related to network structure. Note

that the experimental results show about 2% of chains are elastically active using Green-

Tobolsky’s theory Suzuki et al. (2012) and Xu et al. (1996). If our simulation system

have the same meaning of experimentally reported

In this poorly connected system, the relaxation time is somehow the balance between

τBC and τR. Because τD � τBC ≈ τR, the relaxation mainly comes with repulsive and

elastic parts where the contribution from dissociation is a minor role. From the time

ratio factor, Rt, we have

τBC
τR

=
Crep
12α2

, (3.8)

where α=1.44 shows that two time scales are identical.

For reference purpose, the α=1 with p=6 and α=1.5 and p=10 are compared in 3.10.

The only τD = τR case is closer to the single relaxation time and the measured time scale

is about half of τD. The structure of system for p=6 is already reported in figures 3.4[b]

and 3.5 that represent the well percolated system. It is significant that the relaxation

time is controlled by the loop-dissociation time, τD, where the values of τD are arbitrary

selected. In the case of a poorly connected system, however, the relaxation time is in

between τR and τD and higher τD is not change for the dominant relaxation time. The

tails, however, exist when τD = 250τR which suggest that the topological relaxation is

minor compared with repulsive dynamics of the system.

Figure 3.10 [b] and [c] are the selected case that has been tested in previous figures.

It is noteworthy that all the system are well distributed in spatially, i.e., non-aggregating

system. For comparison between time scale, the ν̃m=0.6 is used, and the α=1.5 and 2

has been compared. The effect of τD is in α=1.5 but not in the case for α=2. Note

that the base unit for time is τR where τB = CrepτR that suggest the longest time scales

between p=10 and 20 cases with α=1.5 are around τD.
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Figure 3.10: Changes of relaxation modulus with changes of τD. More network-like

structure α=1 and p=6 (top) and sparsely connected case α=1.5 and p=10 (bottom).



80 3. Understanding Parameter Space and Morphology

3.5.2 Repulsive and Elastic Contributions to the Relaxation Modulus

The components-wise relaxation modulus follows the definition in Eqs. (2.82) and

(2.83) where the shape of elastic contribution is similar with single-Maxwell model while

its shape of repulsive part depends on the system. Figure 3.13 is results of specially

selected parameter to show the single-Maxwell type for each of components where τD

is set with τR. It leads the overall relaxation modulus is given by two-element Maxwell

model. With this special case, the complex viscosity is analytically expressed as dashed

line. The direct Fourier version for G∗(ω) is quite scattered but well fitted with two-

components Maxwell model. In the case of steady-state viscosity in simple shear, the

viscosity level in linear regime is almost same with its expectated value of η(el), η(rep),

and components-wise η∗(ω). This indicate that the non-equilibrium simulation well

fitted with the suggested decoupling scheme in Eq. (2.84). The onset of shear-thinning,

one of our main objective, is slightly different between η∗(ω) and η(γ̇), but minor in this

pilot test.

Unfortunately, the system, in general, is not following component-wise single Maxwell

element, because of the way of interactions are coupled to each other that makes a

complicated signal in minor contributions. It makes the real difficulty in predicting the

components-wise contribution to the η0 because of the integration domain for viscosity

function is related to tG(t) where the increment of time is given by log t. The small

deviation of minor components in a long time makes much sensitivity to measure zero-

shear viscosity, η0, and the relatively stable way to select the integration domain through

Eq. (2.70): will be discussed in later sections.

η0 =

∫ ∞
0

G(t)dt =

∫ ∞
−∞

tG(t)d log t. (3.9)

The spectrum have advantage to measure η̃0 where the effect of noise into the η̃0 is easily

visualized that suggest the effective range of time to integrate. This negative contribution

globally observed when the dynamics are controlled by elastically active chains even if

α=2. This is mainly due to the effective association is larger than effective repulsion as

described in section 3.2.3. Because of τD � τR, the bridges are almost permanent for
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the time scale about τR. In this range, once a pair of micelles is connected by a chain,

the distance gradually decreases after time being, that shows a higher probability for

repulsion. If we observe virial stress, such a case closer between two interaction sets for

k-th particle, Ck and Pk:

∑
i∈Ck

rikF
(el)
ik +

∑
i∈Pk

rikF
(rep)
ik ≈

∑
i∈Ck(≈Pk)

rik

(
F

(el)
ik + F

(rep)
ik

)
. (3.10)

Since the sign between repulsion and elastic is opposite and elastic potential is dominant

in the system, the repulsion have mainly opposite sign. This is generally not the case

since Ck 6= Pk. In this sense, the forms for virial stress must keep individual stress forms

and the each force contributions have the different role. One of the simplest example

is when τD = τR, so the relaxation dynamic is controlled by dissociation. In this sense,

the correlation between repulsion and elastic potentials becomes smaller. Note that

if the exerted force is isotropic and there are no strong correlation with other force

contribution, the response is positive. This is already reported in the figure 3.11. In

this context, the profound negative η
(rep)
0 is believed the results of the strong correlation

between elastic and repulsive contributions where the repulsion is in minor contribution.

3.6 Zero-Shear Viscosity

Measuring zero-shear viscosity from equilibrium simulation should overcome the noise

especially the ν̃+
C is in lower values. Figure 3.12 is reference system to show the zero-

shear viscosity on the number density of chain, ν̃C where the α is set with 1.5 (top)

and 1.2 (bottom). The measured exponents, m, is from 2 to 3 and gradual exponent

change is observed in the reported area, that consist with the experimental observations

described in section 1.4.1. The test conditions are α=1.5 with lcap=0.06 and α=2 with

lcap=0 and 0.06. The p will change from 10 to 20 gradually, but the internal change is

not clear. What one can understand is that with increasing of ν̃c, some of the chains

will increase p while others will affect ν̃m. It means the real exponent in higher ν̃c can

be reduced when we account this aspect.
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Figure 3.11: Examples for measured relaxation modulus in equilibrium simulation The

test condition is here: νm=0.6, p=6, Crep=25, α=1, lcap=0.06, and Rt=0.04.
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In the case for component-wise contributions to the η̃0, the repulsive one is minor

in all the test conditions. The main reason is that the effective association range is

larger than that of repulsion, so the repulsive contribution acted as a response to elastic

potential introduced by bridges. The positive repulsive contribution happens in the

lowest concentration and lowest chain dimension, α=2. In this regime, the repulsive one

individually acts, and the viscosity level is comparable with that of elastic contribution.

With increasing concentration, elasticity plays an important role in the system, that

makes the change of sign about repulsive contribution.

3.7 End-Group Length

For the given detachment frequency, the end-group length is a key parameter to

dissociate the stretched chains. In this simulation, lcap mainly selected as 0.01 while

the theoretical expectation is about 0.02 in the dimensionless unit. The changes of lcap

due to other parameters, especially for p, are ignored with the background knowledge

reported in section 1.3. It is noteworthy that change of lcap also affects the energy barrier,

W in Eq. (1.25), which, however, ignored throughout the study. The main reason is

that change of β0 will automatically account for τD, but the dynamics of the system do

not sensitively depend on τD when the system is non-percolating. In consequence, the

increasing lcap with the same Rt value always increasing the dissociation probability in

this simulation.

3.8 Effect of Dissociation Time

The natural time scales of this simulation are τD and τB with τD ≥ τB. Because

of repulsive and chain connector dynamics, we have additional time scales τR and τDB.

With simple shear, the steady-state stress will response with the given shear rate in the

regime based on those two time scales, which briefly to make three different sections

that shows γ̇ < τ−1
D , τ−1

D < γ̇ < τ−1
R , and γ̇ > τ−1

R . Before going further, we can start

with the case τD = τR even though such a system is physically irrelevant, but only
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Figure 3.12: Measured zero-shear viscosity in equilibrium simulation. The test conditions

are set with Crep=25, τD = 25τR, p=10 and 20, and α=1.5 with lcap=0.06 (top), α=2.0

with lcap=0.06 (center), and α=2.0 with lcap=0 (bottom).
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two distinguishable regimes for non-equilibrium simulation. FENE is applied for the

reference system, but the effect of FENE will be addressed in the other sections.

3.8.1 Dynamic Viscosity

Concerning complex viscosity from equilibrium simulation, as we already discuss the

noise about FFT method for G̃(t) with noise, the results will be scattered in the low

WiR range because the noise is amplified at longer time scales in figure 3.11. In this

specialize example can be decoupled two-elements Maxwell model where the each element

relate to the elastic and repulsive contributions. Therefore, the complex viscosity can be

shown with analytical form, that is shown as dashed line in figure 3.13 compared with

FFT method as scattered green spots. The component-wise FFT is severely scattered

to visualize, so it is not plotted. The overall contribution is well fitted between two

different methods.

In the case for steady-state viscosity in the simple shear, each component is linear

up to WiR becomes unity because of τD = τR in this case. Then, the shear thinning

is observed around WiR = 1 that is similar to the equilibrium results. Because of the

computational performance, the WiR > 101 is used the same time step, so the unstable

peak is observed, which is artificial due to the time step effects. Compare with complex

viscosity, the system slightly deviates from Cox-Merz rule, but almost identical. We

are not addressing this pilot test system for main objectives since the given parameters

are physically irrelevant, but useful to identify different regimes as single time scale is

applied.

The effect for time scale is significant for those two systems. As described in section

3.5.2, the components-wise contribution to the η̃0 is negative when τD = 25τR. The

detailed mechanism is already described, and it is confirmed by the η̃(γ̇) that shows

the negative contribution where the viscosity level is about 1.7 times different. This is

due to the measured η̃
(rep)
0 is not accurate because of it is the minor contribution and

largely suffers from system noise. Once τD 6= τR, the WiR regime can be identified as (i)

γ̇ < τ−1
D (< τ−1

R ), (ii) τ−1
D < γ̇ < τ−1

R , and (iii) (τ−1
D <)τ−1

R < γ̇. The components-wise
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contribution is highly sensitive for the regimes. Both of elastic and repulsive contribu-

tions are linear in the regime (i), the start to shear thinning for the elastic contribution

in the regime (ii). Note that the repulsive contribution changes due to the response of

the decreasing elastic contribution which leads the increasing (towards positive sign) for

the elastic contribution. In the beginning of regime (iii), the shear thinning for repulsive

contribution is observed after maximum peak as positiveness. It seems to be repulsive

contribution is minor role such a system, but this is because of the chains in the reference

system largely active to forms bridges. Therefore, η(el) becomes higher.

3.8.2 First Normal Stress Difference Coefficient

These distinguishable regimes also effect to the first normal difference coefficient

(middle), Ψ̃1, in the limited range for the WiR because the noise on Ψ̃1 is higher than

that of η̃1. The amplified noise due to the fact of denominator since Ψ̃1 is given by Eq.

(1.43). The regimes are also captured in the same way, but it is importance to aware

that the value of Ψ̃1,0 = limγ̇→0 Ψ̃1(γ̇) becomes higher in τD = 25τR case that suggests

system hash higher anisotropy with implemented shear flow. It is easily understood

as already described by Green and Tobolsky (1946) that the reforming of bridges is

the way of isotropic. When a rate of dissociation/association is sufficiently fast, the

chains will reform as the isotropic way, which is captured in the Ψ̃1 for τD = τR case.

The two different time scale shows the changes for Ψ̃1,0 is about 2 decade although the

exact values on here are not clear. The bridge length distribution (bottom) shows the

significantly shows such a tendency where the yellow is the WiR = 1 that is Wi0 = 1

for τD = τR case and Wi0 = 25 for τD = 25τR case.

3.9 Conclusions

In chapter 3, the sample conditions are selected to understand the role of the in-

dividual parameters, in particular for the equilibrium simulation. Because of the huge

parameter space, we try to reduce the parameter space in a doable range (around 4000
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Figure 3.13: Comparison between dynamic viscosity from simple shear and complex

viscosity [a∗], first normal stress difference coefficient, Ψ̃1(γ̇) [b∗], and bridge length

distribution with respect to WiR [c∗]. The τD are given by τR [∗1] and 25τR [∗2]. The

rest of test conditions are νm=0.6, p=6, Crep=25, α=1, and lcap=0.06.
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samples) in the equilibrium. For the given size ratio parameter, α = R0/Rc, the network-

structure of the system can range from poorly connected, sparsely percolated, densely

percolated, and aggregated cases, figure 3.4. It is noteworthy that the network connec-

tivity for the given number density of micelle can be controlled by aggregation number,

figure 3.3. The relaxation modulus, G̃(t), is changed due to the network connectivity.

The scaling exponents for G̃(0) is an increasing function on α, where the transition of

the scaling exponents due to the concentration is also observed as Uneyama et al. (2012),

figure 3.8. Relaxation modulus is insensitive to the number density of micelle when the

system is poorly connected, while the sensitivity changes due to connectivity, figure 4.5.

The effect of topological time scale also depends on the network structure where the

insensitivity of τD is observed in poorly connected case, which is not the case for the

well-connected system, figure 3.10. The scaling exponents for zero-shear viscosity are in

the range between 2 and 3, that is consistent with the experimental data (Uneyama et al.

2012), but the details of the scaling exponents depend on initial relaxation modulus and

average relaxation time where both of the observables depend on the connectivity.



Chapter 4

Simulation Results of Selected

Samples

4.1 Equilibrium Structures in the Selected Samples

4.1.1 Test Conditions

Parameters

In this chapter, we select few sample systems to understand our main reasearch ob-

jectives: (i) strain-hardening in shear startup, (ii) break-down of Cox-Merz rule, and (iii)

shear thickening. Briefly, we performs more than 4000 equilibrium simulations tuning

the parameters that summarized in table 4.1. From this result, we select representative

samples to show reasonable scaling exponent in LVE: α=1.5 or 2.0, Crep=25, p=10 or

14 (section 4.1.2), τD/τB=1. The choice of α is already discussed in conjunction with

figure 3.3. The selection of p is suggested by studies on aggregation number in HEUR

solutions, section 1.3.2, while Crep is chosen so as to obtain that both repulsive and

attractive (bridge) interactions contribute to the overall relaxation modulus. Indeed,

if Crep is too large, the repulsive contribution fully controls the dynamics whereas if

Crep is too small, micelle aggregation dominates. As regards τD, values larger than τm

slow down relaxation, figure 2.10, thus making the code progressively more costly. The

89
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Table 4.1: Summary of examined (dimensionless) parameters in equilibrium simulations

and sample code name.

parameters test conditions S1 S2 S3

α 1.0, 1.1, · · · , 1.9, 2.0 1.5 2.0 1.5

Crep 10, 25, 50, 100 25 25 25

p 6, 10, 14, 20 10 10 14

lcap/R0 0, 0.01, 0.03, 0.06, 0.12 0.01 0.01 0.01

τD/τB 1/Crep, 1, 10 1 1 1

Rmax/R0 Gaussian, 4, 3 3 4 3

choice of lcap is dictated by the fact that larger values make shear thinning excessive,

thus inducing instabilities that fall beyond the scope of the present paper. Such a se-

lected samples are examined by non-equilibrium simulation in terms of η̃(γ̇) compare

with η̃∗(ω), then we decide lcap/R0=0.01. Finally, Rmax/R0 is set with half dimension

for the PBC box at the highest concentration (section 4.1.1). For simplification, the

basic sample conditions are also represented in table 4.2 where the sample codes are

defined as S1, S2, and S3.

Maximally Extendable Chain Length and Size of PBC Box

As mentioned in section 2.2.4, cell-list is not applied for non-equilibrium simulation.

The box dimension of PBC is restricted by number of micelles in the PBC box because

of simulation time. To reach reasonable simulation time, we keep number of micelles in

the PBC box no more than 600, which leads the computation time of non-equilibrium

simulation within a single day scale. Note that, however, number of micelle in the PBC

box smaller than 300 shows statistical poor both of repulsive and bridge interactions.

Table 4.2 summerize dimensionless number density of micelles and its box dimension

of PBC. In the current simulation code, however, the chain can be stretched no more

than half of box dimension for each axis because of definition of minimum distance, Eq.
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Table 4.2: The number of particles and box dimension at each number density of micelles.

The bridge statistics of S1 at the given number density are reported.

ν̃m Np LD/R0 f+
C (%) f+

DC (%) f

0.1 407 16 3.58 2.56 0.26

0.4 400 10 11.24 8.15 0.82

0.6 600 10 15.92 11.46 1.1

1.0 512 8 24.82 18.03 1.8

1.5 324 6 35.84 26.12 2.6

2.0 432 6 46.14 33.64 3.4

3.0 375 5 - - -

(2.64). If we perform non-equilibrium simulation in high shear rate, the bridges are

extremly stretched, which introduce additional difficulties to simulate Gaussian chain or

FENE chain with higher Rmax values. Therefore, Rmax is strictly bounded by the box

dimension. For this reason, the effects of Rmax has been examined in relatively lower

concentrations. In these tests, no significant changes are observed between Gaussian,

FENE with Rmax = 6R0, and FENE with Rmax = 3R0 in terms of stress or viscos-

ity. Note that, f+
C is decreasing with decreasing Rmax, but the stress level becomes

similar range. In this context, we used Rmax based on the half-box dimension of all

concentration, which is 3R0 (4.5Rc when α = 1.5).

4.1.2 Distribution of Micelles and Bridge Statistics

For the sample with α=1.5 and p=10, g(r) is already reported in figure 2.9 (ν̃m = 1

in the case of ATP). The first peak experience minor changes due to concentrations (no

data shown). Figure 4.1[a] shows g(r) and bridge length distribution of α=2 due to ν̃m.

In the case of ν̃m = 0.1, no first peak is observed in g(r), but smoothly reaches unity.

It is noteworthy that g(r) of RBD shows the significant first peak, figure 2.9. This first

peak appears when ν̃m is larger because it introduce additional bridges. Obviously, the
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Figure 4.1: Radial distribution function for micelles [a] and bridge length distribution [b]

where parameters are given by α=2, Crep=25, p=10 (solid lines) and 20 (dashed lines),

lcap/R0 = 0, τD = τB, and Gaussian chains. In panel [a], ν̃m=0.1, 0.4, 0.6, and 1.0. In

panel [b], the only ν̃m = 1 case for p=10 and 20 are reported

dynamics of α=2 case are highly influenced by repulsive interaction compare with α=1.5

because of fraction of elastically active chains in the system, figure 3.3. Distributions of

micelles for p=10 are homogeneous both of α=1.5 and α=2, but when p is increased,

the situation is changed. In figure 4.1[a], p=20 case show two-peaks in the beginning

unlike other conditions, which is also confirmed in 4.1[b] where p=10 (blue spectrum) is

a single peak while p=20 (red spectrum) is two distingushable peaks in terms of bridge

length distribution. Even if statistics are difference, PBC box itself is quite homogeneity

by looking it directly, figure 4.2. For this reason, we choose p as 10 or 14 avoiding the

initial peak in short-distance range before the major first peak in g(r).

4.1.3 Network Connectivity and Relaxation Time

Network connectivity of sample systems are already reported in figure 3.3. The effect

of micelle concentration on the relaxation modulus is reported in figure 4.3. In order

to reduce noise, the procedure described in section 2.3.4 is applied with 5 realizations.

The initial value G(0) of the modulus scales with ν̃2
m, in reasonable agreement with

experimental data (Uneyama et al. 2012). Figure 4.3 also shows that relaxation slow
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Figure 4.2: Direct visualization of PBC box for p = 10 (left) and p = 20 (right). The

micelle distributions and bridge length distributions are reported in figure 4.1.
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Figure 4.3: Relaxation modulus with different ν̃m of S1. ν̃m are given by 0.1, 0.4, 0.6,

1.0, 1.5, and 2.0 from bottom to top with different symbols described in legend.
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down with increasing concentration. This is quantitatively confirmed in figure 4.4 where

we report the mean relaxation time,

τ̄ = η−1
0

∫ ∞
0

tG(t)dt, (4.1)

and the longest relaxation time τl, i.e., the reciprocal ultimate slope in a linear-log plot

of G(t). Figure 4.4[a] shows those relaxation times both for p = 10 and p = 14. Note

that it should obviously be τl ≥ τ̄ . At high concentrations, both τ̄ and τl scale with ν̃m

with an exponent ranging between 0.8 and 0.9, which is somewhat larger than the value

0.68 reported by Uneyama et al. (2012). It is noteworthy that this scaling exponents

is sensitive α. By increasing α the number of bridges reduce as already reported in

figure 3.3, and relaxation eventually becomes insensitive to ν̃m, the system losing its

network-like properties.

Since the system does not follows single-mode relaxation, figure 2.12, η̃0 should be

measure through cutoff time scheme for viscosity function, Eq. (2.70) (see section 2.3.4).

In this context, figure 4.4[b] shows η̃0 with ν̃m where the initial scaling exponent is

started with 2 because of G̃(0) ∝ ν̃2
m; then, the scaling exponents is changed to 3 that is

consistent with the experimental data, figure 1.5. Uneyama et al. (2012) reports scaling

exponents as G◦ ∝ ν2.3
c and t0 ∝ ν0.68

c in shear thickening regimes. As reported in figure

1.5, the reproduced scaling exponents of η0 is about 3, which is closer to G◦t0 ∝ ν2.98
c

(experimental data is only minor differences when frequency is higher than cross-over

frequency). Even if the simulation results cannot be described single relaxation time, we

already observed G̃◦ ∝ G̃(0) in figure 3.6. In this sense, it is worth to remark the results

of scaling exponents of G̃(0) with respect to ν̃m in figure 3.8.

Before going further, it is useful to see relaxation modulus when α = 2 where the

number of elastically active chains are dramatically changed compare with α = 1.5.

Figure 4.5 reports normalized relaxation modulus with ν̃m where no significant changes

on relaxation time is observed, which is similar with RBD. The main reason of this

additional selection to show results of non-equilibrium simulation is that such a condition

sensitively capture the changes of micelle distribution to the dynamics because of its
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Figure 4.4: Mean and longest relaxation time [a] and zero-shear viscosity [b] obtained

from G(t) in figure 4.3. Symbols refer to different values of p, and lines are to guide the

eyes.
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Figure 4.5: Normalized relaxation modulus with different ν̃m of S2. ν̃m are given by 0.1,

0.4, 0.6, 1.0, 1.5, and 2.0 from bottom to top with different colors described in legend.

relatively low contributions from bridge interactions.

Figure 4.5 report normalized relaxation modulus for α = 2 that is insensitive with

respect to concentration. It means the zero shear viscosity, η0, is fully controlled by

G(0, ν̃m) where its scaling order is about 2.

4.2 Transient Response in Simple Shear

As described in the model section, we apply simple shear using Lees-Edwards sliding

brick boundary conditions. During shear startup the most relevant observable is the

shear stress growth function, Eq. (1.44). Because of large noise at small γ̇ values, we

take averages over 100 different realizations, starting from differential initial equilibrium

boxes. Figure 4.6[a] reports results for ν̃m = 1 and for the standard set of parameter

values. The dashed line represents the LVE envelope calculated by the viscosity function

in Eq. (2.70). The small deviations at short times are due to poor statistics of η̃+(t; γ̇).

When WiB ≥ 1, the LVE envelope and η̃+(t; γ̇) essentially overlap. Conversely, when
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Figure 4.6: Stress growth function during shear startup of ATP with FENE chains at

ν̃m = 1 [a] and comparison between Gaussian and FENE chains at ν̃m = 0.1 [b] for S1.
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WiB � 1, the η̃+(t; γ̇) curves exhibit strain hardening, before declining and approaching

a steady-state value (lower than η0), thus resembling the experimental data of Suzuki

et al. (2012). To better understand the origin of the strain-hardening behavior, figure

4.6[b] shows η̃+(t; γ̇) with both Gaussian and FENE chains at the smaller concentration

ν̃m = 0.1. Indeed, at lower concentrations, the same number of micelles (enough for good

statistics) is accommodated in a larger box, wherE Also Gaussian chains can be dealt

with. In view of the lower number of elastically active chains, noise is larger than for

ν̃m=1, but accuracy improves for WiB > 10. Such a comparison in figure 4.6[b] shows

that strain hardening only occurs for FENE chains while Gaussian ones go to steady

state without any hardening behavior.

4.3 Steady State in Simple Shear

4.3.1 Cox-Merz Rule

The steady-state viscosity η̃(γ̇) for the systems examined in figure 4.6 is reported in

figure 4.7[a] together with other results referring to systems at different micelle concentra-

tions. In slow flows, the viscosity exhibits the classical Newtonian plateau corresponding

to the zero-shear viscosity. With increasing values of the shear rate, the viscosity starts

thinning, and the onset of the shear thinning phenomenon shifts to lower shear rates with

increasing ν̃m. This is consistent with the fact that the mean relaxation time increases

with increasing concentration, figure 4.4. Figure 4.7[a] reports the first normal stress

difference coefficient, Ψ̃1(γ̇), that shows a thinning behavior similar to η̃(γ̇), though the

onset of the Ψ̃1(γ̇) thinning occurs at lower values of WiB. Comparison between panels

[a] and [b] also shows there is a minor shear thickening in η̃(γ̇) at the largest concentra-

tion (ν̃m=2), which is not revealed by Ψ̃1(γ̇). It should be noted that in all the ν̃m range

explored in figure 4.7, the elastic contributions η̃(el)(γ̇) and Ψ̃
(el)
1 (γ̇) to η̃(γ̇) and Ψ̃1(γ̇)

in fact coincide especially after onset of shear thinning, thus implying that the repulsive

contribution is negligible. In figure 4.7[a], we also report the complex viscosity, η̃∗(ω),

in order to check the possible validity of the Cox-Merz rule through the way of section
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Figure 4.7: Steady-state shear viscosity η(γ̇), and complex viscosity η∗(ω) from LVE [a],

and first normal stress difference coefficient Ψ1(γ̇) [b] for S1.
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Figure 4.8: Steady-state shear viscosity η(γ̇), and complex viscosity η∗(ω) from LVE [a],

and first normal stress difference coefficient Ψ1(γ̇) [b] for S2.

9.1.4. Figure 4.7[a] clearly reveals that the Cox-Merz rule is not obeyed since η̃(γ̇) shear

thins significantly beyond η̃∗(ω).

In the case of α = 2, figure 4.8 shows broad but spontaneously changes of η̃(γ̇) before

reaching a certain power-law. In this range, η̃(γ̇) and η̃∗(ω) are similar to each other;

then, deviation is occurred around the kink. Again, the Cox-Merz rule is not obeyed,

but the shape of the viscosities are different compare with figure 4.7.

4.3.2 Elastically Active Bridges

Figure 4.9[a], showing the effect of flow on the f+
C and f+

DC of S1, reveals that shear

thinning is due to flow-induced loss of bridges. However, such a loss occurs at shear

rates higher than the reciprocal relaxation time of LVE, thus explaining breakdown of

the Cox-Merz rule. Notice that f+
C systematically decreases with increasing shear rates,

at all concentrations, while, remarkably, the f+
DC shows a shear thickening phenomenon.

It is noteworthy that f+
DC directly connected with functionality f of the system with
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DC , as

a function of shear rate of S1 [a] and S2 [b].
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f+
DC and aggregation number, p, through

f = pf+
DC . (4.2)

In the case of figure 4.9[b], however, we observe increasing of f+
C that similar to the

shear-induced bridge formation reported in Tam et al. (1998). The reason to increase

f+
C will be checked in the later studies using micelle distribution.

4.3.3 Pair Correlation Function in Simple Shear

Pair Correlation Function on xy-Plane

In the simple shear flow, the PCF projected into xy-plane, g(x, y), shows anisotropic

distribution of micelles when γ̇ is sufficiently larger, where the laterial direction z remains

isotropy. It is noteworthy that Foss and Brady (2000) reports about hard-sphere in with

with projected pair-correlation and observe anisotropy for g(x, y) but isotropic g(x, z)

and g(y, z) in fast flows. As reported in the following figures 4.11 and 4.10, the blue

sphere represent sparse distribution due to the repulsion where its size is directly given

by the micelle diameter, R0. The resolution of g(x, y) depends on time average (and

size of box) where the statistics are relatively small in lower number density, ν̃m=0.1,

so the sparsness of particles decreases the average value. In the higher concentration in

lower shear rate, the blue circle is clearly observed which suggest isotropic distribution

on xy-plane.

With bridge interaction, the blue circles are started to distorted slightly when the

shear rate is faster than the reciprocal loop-dissociation time, which is the slowest dy-

namics. This small anisotropy is related with WiR = 0.4 case along all the figures, but

relatively clear in higher concentration regime, ν̃m = 1.0 in figure 4.11. It is obvious that

the effect is strong when the shear rate is higher than reciprocal repulsive time, τ−1
R . All

the data shows clear anisotropy due to the shear through the distorted blue circle. As

regarding S2, the sample relatively insensitive due to the shear rate because of lower f+
C .

In this case, the anisotropy is becomes visible when the shear rate is about τ−1
R rather

than τ−1
D .
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Figure 4.10: Pair correlation function in xy projected plane where the condition is the

same with ν̃m=0.1 and α=1.5 for S1.
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Figure 4.11: Pair correlation function in xy projected plane where the condition is the

same with ν̃m=0.1 (up) and ν̃m=1.0 (down) for S2.
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Figure 4.12: Pair correlation function, g(r), under the shear with the number density of

micelle, ν̃m, as 0.1 (left) and 1.0 (right) in α=2 for S2.

Average Over Angles: Radial Distribution Function

The changes of elastically active bridges are related to the micelle distribution in

spatially since the association map is the only function of distance, Eq. (2.40). Because

of its spherical indifference, g(r) is useful to understand the suggestion probability of the

system for kinetics, figure 4.1. Increasing γ̇ makes smaller maximum peak distance, and

also peak intensity is increased in ν̃m=0.1 while the peak intesnity is not distinguishable

in the ν̃m=1.0. This affect the association map through Eq. (2.40) where the lower dis-

tance and higher peak intensity indicate the higher probability of forming bridges. Note

that the normalization factor for the Boltzmann distribution is chosen as the cumulation

of all the possible bridge formation, Eq. (2.43).

The suggestion probability is proportional to the number at the given distance, which

can be measured through the cumulation of g(r) called coordination number, Eq. (9.30).

Figure 4.13 reports coordination number measured up to 2R0 normalized by its number

density of micelle, ν̃m, so we can compare the reduced CN(2R0) in the same range of

scales. The changes of normalized CN due to ν̃m shows that sensitivity of expected num-
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Figure 4.13: Normalized coordination number up to the dimensionless distance r = 2R0

as a function of shear rate for different micelle number densities. Parameters are the

same with figure 4.12.

ber within 2R0 is decreasing with increasing concentrations. Note that the CN(2R0)/ν̃m

with ν̃m will be the same when the system does not have any itneractions. Here 2R0 is

twice higher than the maximum distance for repulsive contribution, so the compensa-

tion of repulsion in the g(r) is already addressed. In this context, the changes between

CN(2R0, ν̃m = 1.0)/ν̃m and CN(2R0, ν̃m = 0.1)/ν̃m are due to the changes of bridge

interactions.

Note that the coordination number itself without normalization, the value indicate

the expected number of particles within the given distance, 2R0 in this case. Therefore,

the shear effects significant in the blue line (ν̃m=0.1) while it becomes minor in the red

line (ν̃m=1.0). Concerning the decision step to the association, Eq. (2.43), higher sug-

gestion number indicate reducing the loop-forming probability. Note again that distance

at the maximum peak intensity is also decreasing with WiB, which indicate even the

same coordination number, the probability of loop-forming in the decision step is re-

duced. Combining these two effects, we can expect f+
C in figure 4.9 against dissociation

of bridges due to shear. In consequence of the sensitivity dependency with the number
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Figure 4.14: Pair correlation function, g(r), under the shear with the number density of

micelle, ν̃m, as 0.1 (left) and 0.4 (right) in α=1.5 for S1.

density of micelle, the deviation on Cox-Merz rule stronger in lower concentration while

it becomes weaker in the higher concentration, section .

4.3.4 Bridge Length Distribution

So far, the only the number of elastically active chains are addressed. The bridge

length distribution {lb} is also important to the stress level. Figure 4.15 reports average

bridge length l̄b for S1 [a] and S2 [b] cases where its standard deviations are also re-

ported on the figure as vertical bar for lowest and highest concentrations. There are no

significant changes on S2 since the system has much lower connectivity for all the range

of concentrations. In the sample S1, however, the rate of chain stretching is gradually

increasing with ν̃m, which is believed by the force balance on the subjected junctions.

In higher concentrations, we have more connectivity where the connections are aligned

in shear directions. Imagine a chain stretching as figure 4.16, the retraction becomes

efficient when there are no other connectivity. If network connectivity becomes larger,

the retraction is unfavorable due to the force balance with each connected bridges, which
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Figure 4.15: Average bridge chain length l̄b/R0 with its standard deviation (vertical

bars) of the bridge length distribution (for the lowest and highest concentrations) for S1

[a] and S2 [b].
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Chain Stretching

[a] Low concentrations

[b] High concentrations

Retraction force of subjected chain

Force contributions from other connections

Figure 4.16: Schematic diagram of retraction force contribution in the way of force

balance of subjected junctions. For the same level of stretched chains, higher connectivity

makes difficulty to retract the given chain, which suggest the change of the rate of chain

stretching in S1.

makes difficult to relax for short bridge lengths.

In this context, without dissociation, the chain stretching is more effective in higher

concentration (or highly connected networks). Concerning about dissociation, such a

stretched chains are dissociated faster thorugh Eq. (2.34), but the effect is relatively

minor as reported in figure 4.7. Recall figure 1.6, the ν̃m = 2 case can be even lower

than the lowest concentration regime (10 g/L case). This interpretation suggest to travel

parameter space further in the way that increasing aggregation number p so we have

more connectivity at the same ν̃m.

4.4 Shear Thickening

We noted above that one of the shear viscosity curves in figure 4.7[a], specifically

that at ν̃m=2, appeared to exhibit a mild shear thickening. Here we show that a minor

change in one of the parameters amplifies the shear thickening effect. We move the
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Figure 4.17: Steady-state viscosity and first normal stress different coefficient vs. shear

rate [a] and shear stress growth function during startup [b] at ν̃m = 2 of S3.
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Figure 4.18: Fraction of elastically active chains, indistinguishable f+
C and distinguish-

able f+
DC , with shear rate in shear thickening sample, S3.

average number of chains per micelle from p=10 to p=14, and obtain the results shown

in figure 4.17.

Figure 4.17[a] reports for ν̃m=2 both η̃(γ̇) and Ψ1(γ̇), clearly showing a shear rate

region of viscosity shear thickening, in fact virtually absent in Ψ1(γ̇), in qualitative

agreement with the experimental data of Suzuki et al. (2013). Quantitatively, we find a

ratio max[η(γ̇)]/η0 of about 1.2, to be compared with the value of 1.4 found by Suzuki

et al. (2013) at the lowest concentration. We expect that larger shear thickening effects

could be obtained by further reducing the parameter l of the hydrophobic chain ends

because larger values of the elastic force are required to detach bridge chains, but we do

not show results for such a case. Figure 4.17[b] shows shear startup curves for several

shear rates, confirming the significance of the shear thickening phenomenon at low rates,

and the appearance of strain hardening at high ones.

Similar to section 4.3.2, figure 4.18 shows the decreasing of bridge chains while in-
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Figure 4.19: Average bridge chain length l̄b/R0 with its standard deviation (vertical

bars) of the bridge length distribution (for the lowest and highest concentrations) and

maximum length of bridge chains max[lb] for S3.

creasing of functionality (linear f+
C and f+

DC vs log γ̇τB). The mechanism is already

described in section 4.3.2, but here we emphasize that about 15% of f+
DC (or f) is

increased at highest η̃(γ̇) conditions.

Figure 4.19 shows chain stretching of S3 with γ̇ with its maximum bridge length

max[lb]. No significant changes are observed compared with figure 4.15, so the efficiency

of chain retracting scheme is still in hold as figure 4.16.

From this study, further investment or higher concentrations is necessary in order to

verify concentration effect to the shear thickening. In the tested concentration regime,

table 4.2, only the highest concentrations show shear thickening that suggest the samples

S1 and S3 are at ν̃m=2 case is one of most dilute concentration in the experimental data

(Suzuki et al. 2013). Further increasing the p to 10, shear thickening is again obtained
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with values of max[η(γ̇)]/η0 ≈1.2, 1.4, and 1.3, for ν̃m =1.0, 1.5, and 2.0, respectively,

probably indicating that the effect eventually disappears with increasing concentration,

as shown by data Suzuki et al. (2013).

4.5 Conclusions

Based on the physical insight from chapter 3, chapter 4 studies details about the

selected samples, table 4.1, where S1 exhibits more network-like conditions while S2

exhibits poorly connected system, so the repulsive Brownian dynamics is dominant. In

the comparison between complex viscosity, η̃∗(ω), and steady-state viscosity, η̃(γ̇), the

break-down of Cox-Merz rule is globally observed when lcap value is sufficiently small

(about 0.01), figures 4.7 and 4.8. One possible reason for the break down of Cox-Merz

rule can be the existence of highly stretched chain, figures 4.15, because of the lower

lcap values. In sample S2, the deviation between linear and non-linear viscosities is

decreasing with increasing the number density of micelle, figure 4.8, which is consistent

with the experimental observations (Suzuki et al. 2013; Xu et al. 1996). In the poorly

connected system, S2, the increases of elastically active chains is observed, figure 4.9[b],

especially at the lowest concentration. In the case of well-defined network-like structure,

S1, such a shear-induced bridge formation is not observed. Increasing functionality with

a certain shear rate (the steady-state viscosity becomes power-law with shear rate) is

observed in both S1 and S2. We also observed anisotropically distributed micelle in

the shear flow in pair correlation function in xy-projected plane, figures 4.11 and 4.10,

where its angular average (radial distribution function) shows that the first peak shifts

to the lower distance and also changes of its intensity, figure 4.12. The coordination

number normalized by number density of micelle suggests that the change of coordination

number is more sensitive to the lower number density of micelle than that of higher

density case. For the transient response, the overshoot before relaxing to steady-state is

observed for FENE chains while Gaussian chains follow LVE envelope before approaching

steady-state, figure 4.6. By increasing the average number of chains per micelle, a shear
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thickening phenomenon is observed, more pronounced in the shear viscosity than in the

first normal stress difference (figure 4.17) consistently with the recent data of Watanabe

and coworkers (Suzuki et al. 2012, 2013).

Finally, it is fair to say something about the assumption of the simulation. The repul-

sive coefficient, Crep is given by its pre-averaged value in the box, which means Crep does

not change due to the aggregation profile of individual micelle. The aggregation number,

p, is given by 10 and 20 as lower and higher working samples that make comparable in

the experimental range, figure 1.2. However, the effect of p into the size of the micelle is

ignored because of its minor role to the hydrodynamic radius of the micelle, Eq. (1.31).

The hydrodynamic interaction (HI) is ignored throughout the study since the research

objective is to understand rheological behavior due to the network properties, but it

is worth to implement HI effect to see the dynamical changes especially for the poorly

connected system.



Modeling of Linear Polymers in

Fast Flows





Chapter 5

Non-Equilibrium Molecular

Dynamics of Oligomeric Chains

5.1 Introduction

Polymeric liquids exhibit a very complex rheological behavior, especially in fast flows

as those encountered in processing applications. Traditional rheological models based

on macroscopic, continuum-level approaches are giving the way to molecular models,

i.e., to the so-called molecular rheology. In this context, molecular dynamics simulations

are progressively becoming a very useful tool to investigate the dynamics of polymeric

liquids, thanks to the increasing computational power of available computers. How-

ever, in order to deal with the long time scales relevant for polymer rheology, most

simulations have been performed by introducing some level of coarse graining, i.e., by

“lumping” groups of atoms into beads endowed with force fields determined in such a

way to match properties of the more detailed simulations. The lowest level of coarse-

graining is achieved in the so-called united-atom simulations where hydrogen atoms are

”merged” with larger atoms like carbon or oxygen (Frenkel and Smit 2001). At the

opposite extreme, it is worth mentioning simulations where the polymer is replaced by

a single bead, as in the so-called RAPID approach developed by Briels and cowork-
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ers (Santos de Oliveira et al. 2014). Most molecular dynamics simulations have been

performed under equilibrium conditions, but in recent times there has been an increas-

ing interest for non-equilibrium molecular dynamics (NEMD) simulations with the aim

of studying the effect of flow on polymer dynamics (Baig and Harmandaris 2010; Ian-

niruberto et al. 2012). Here, in particular, we briefly summarize our recent research

activity based on NEMD simulations aiming at investigating possible flow effects on the

monomeric friction coefficient, ζ. Indeed, all existing molecular theories for polymer

rheology are based on the assumption that, since ζ is a local monomeric property, flows

of practical interest in rheology are not fast enough to modify it. In polymers, however,

the thermal relaxation rate of the molecule can be sufficiently slow that flows can in-

duce conformation changes. In particular, when flows (or deformations) start stretching

the molecules by inducing some orientational anisotropy of the monomers, there is no

reason to assume that the friction coefficient remains unperturbed. This is particularly

true in the case of monodisperse polymer melts where all molecules behave in the same

way. In those systems, any chain is surrounded by similarly stretched chains, and this

anisotropic environment may ”act” on the test chain in a way that can be different from

equilibrium. In particular it is highly tempting to assume that flow-induced molecular

alignment determines a reduction in the monomeric friction coefficient. Since friction is

a local property, the effect of flow on it can be sensitive to the chemical structure of the

polymer. For this reason we decided to resort to detailed, united-atom molecular dy-

namics simulations. The chemistry of choice was polystyrene (PS). This was motivated

by recent data on monodisperse PS melts in fast extensional flows (Huang et al. 2013b)

revealing only moderate chain-stretch-induced strain hardening effects. This unexpect-

edly ”soft” behavior of PS melts is fully compatible with the assumption that friction

becomes less and less important because of flow-induced monomeric alignment. In order

to gain computing time, and since monomeric friction is a local property, the simula-

tions were limited to short polymers, i.e., to oligomers, the aim being that of proving

the existence of possible flow-induced friction-reduction effects. Furthermore, we have

limited so far our NEMD simulations to shear flows, which can easily be run indefinitely
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in time, thus allowing to determine flow effects on the molecular mobility in steady-state

conditions, as described in the next section.

5.2 Methods

The most natural way of measuring the friction coefficient of the oligomer consists

in performing the (numerical) experiment of pulling a single oligomer by applying an

external force, F , to its center of mass (as schematically depicted in figure 5.1), and

by then measuring the resulting drift velocity, v(Ianniruberto et al. 2012). The friction

coefficient, ζ, of the oligomer is then given by the ratio, F/v, provided that the force is

small enough not to perturb both the pulled and the surrounding molecules. In other

words, care must be taken to ensure that the experiment be performed in the Stokes

limit where v is directly proportional to F (implying F -independent ζ values). Under

equilibrium conditions, the value of the friction coefficient must also be consistent with

the Einstein relationship D = kBT/ζ, where D is the diffusion coefficient of the molecule

and kBT is the thermal energy. Under flow conditions, the Einstein relationship breaks

down, and both the friction and the diffusion coefficient become tensors. This implies

that in order to determine the whole friction (or mobility) tensor, the pulling experiments

should be independently performed along the x, y, and z directions. Needless to say,

the velocity v of the pulled molecule must be deprived of convective contributions in the

case of NEMD simulations.

5.3 Simulation Details

Molecular dynamics deals with the motion of material points (beads) due to forces

derived from potentials (Allen and Tildesley 1989). The equation of motion of the beads

is the following:

mi
d2ri
dt2

=
∂U

∂ri
(5.1)

in which ri is the spatial coordinates of the i-th beads, while U represents the sum of all

the interaction potentials among the beads. In the most detailed description, the beads
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Figure 5.1: Snapshot of the simulation box. The arrow represents the force pulling the

red molecule.



5.3. Simulation Details 121

represent single atoms while in coarser descriptions a single bead can stand for a specific

group of atoms. As mentioned above, in our case we adopted the so-called united atoms

description. This is a common choice since it is a good compromise between the required

level of detail and the computational efforts needed to obtain the desired information.

Despite the level of description, the mass of a bead is given by the sum of the masses of

the atoms accounted for by the bead itself. The potential U , here adopted for simulations

of polystyrene melts, has the following form:

U = Ubonded + Uunbonded =
∑
bonds

kbij
2

(
dij − deqij

)2
+
∑
angles

kθijk
2

(
θijk − θeqijk

)2
+ (5.2)

=
∑

dihedrals

kijkl

[
1 + cos

(
nφijkl − φeqijkl

)]
+
∑
i>j

4εij

[(
σij
dij

)12

−
(
σij
dij

)6
]

(5.3)

The first two terms on the right-hand side of equation (2) are harmonic type poten-

tials for bonds between two consecutive beads and for angles between two consecutive

bonds, respectively. The third term represents dihedral potentials accounting for tor-

sions, while the last term is the sum of the Lennard-Jones potentials related to the

non-bonded interactions. In all the simulations, we adopted the TraPPE united atoms

force field (Harmandaris et al. 2006). In order to perform simulations of NV T ensem-

bles, Berendsen thermostat with time constant of 0.1ps is then introduced. Periodic

boundary conditions with a cut-off range of 1nm are imposed. Simulations are carried

out using a leap-frog algorithm via GROMACS software package (Van Der Spoel et al.

2005) with a time step of 0.001ps. Boxes of about 100 styrene oligomers made up of

ten monomers (decamers) are initially minimized and then equilibrated through a NPT

simulation at T = 463K and P = 1atm run for a time much longer than the oligomer

relaxation time. For such purpose a Berendsen barostat with time constant of 2ps is

adopted. Compressibility is fixed at 9.5 × 10−5bar−1. Computation time on 27 proces-

sors working in parallel is 30 min/ns. This means that each simulation, typically lasting

100ns, was performed in about 2 days.



122 5. Non-Equilibrium Molecular Dynamics of Oligomeric Chains

5.4 Results

Figure 5.2 shows the typical trajectory under equilibrium conditions of a pulled

molecule in terms of its coordinates x, y, and z as a function of time. The force F

has been applied in negative x direction, and its magnitude has been chosen with the

following criterion. As mentioned above, the force should be small enough not to perturb

the conformation of the pulled molecule. This is expected to occur if the characteristic

time, τc, of the convective effect induced by F is much longer then the thermal (diffusive)

relaxation time, τd, of the molecule. The convection time is the time required for the

molecule to move over a distance equal to its size R, i.e., τc = R/v (where we recall that

v is the drift velocity), while the diffusion time is τd = R2/D. Now, since v = F/ζ and

D = kBT/ζ, the condition τc � τd is equivalent to F � kBT/R. As expected, figure

5.2 shows that the force induces a systematic drift along x, while thermal fluctuations

dominate the y and z components. The average slope of the function x(t) determines

the drift velocity v, and hence the friction coefficient ζ through the ratio ζ = F/v.

Figure 5.3 shows the effect of the external force F on the friction coefficient, always

under equilibrium conditions. The horizontal line in the same figure represents the value

of the diffusion coefficient measured from the mean square displacement of the unpulled

molecules. The diffusion coefficient extracted from pulling experiments is fully consis-

tent with the Einstein relationship, D = kBT/ζ, at low values of the force. Significant

deviations are observed with increasing values of the applied force. Figures 5.2 and 5.3

also reveal that fluctuations, and hence error bars, can be comparable to the measured

quantities, and even longer simulations would be required to reduce the statistical un-

certainty. Needless to say, we could reduce error bars in the friction coefficient values by

also performing (independent) pulling experiments on different molecules.

We now examine the effect of flow on the friction coefficient by performing non-

equilibrium molecular dynamics simulations. As mentioned above, with the software

GROMACS we can apply a continuous shear deformation to the simulation box, thus

easily reaching a non-equilibrium steady state in which we can measure several observ-
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Figure 5.2: Trajectory of a pulled molecule along the pulling direction x (black line),

and along the orthogonal directions y and z (red and green lines, respectively).
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Figure 5.3: Effect of the pulling force F on the friction at equilibrium, the hrizontal line

is the center of mass diffusion coefficient, D.

ables, including friction coefficients. In other words, GROMACS allows for simultane-

ously shearing the box and pulling molecules through external forces, as schematically

depicted in figure 5.4. The rate of shear deformation γ̇, often referred to as shear rate,

should be high enough to induce some orientational anisotropy in the oligomers. In other

words, γ̇ should be significantly larger than the thermal relaxation rate whose order of

magnitude is, as mentioned above, 1/τd = D/R2. Figure 5.5 reports the typical trajec-

tory of a pulled molecule under non-equilibrium conditions at a non-dimensional shear

rate Wi = γ̇τd, where Wi is the so-called Weissenberg number. Figure 5.5 clearly shows

that, differently from the equilibrium case in Figure 5.2, the molecule also drifts, though

slightly, along the y direction. In other words, in the non-equilibrium case, friction

becomes a tensor with non-zero off-diagonal components.

The other (and perhaps most important) message of figure 5.5 emerges when com-

paring the trajectory along the x direction with the analogous trajectory in figure 5.2.

The comparison clearly shows than under flow the pulled molecule has a significantly
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Figure 5.4: Snapshot of the simulation box under shear. The arrow represents the force

pulling the red molecule.
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Figure 5.5: Trajectory of a molecule pulled along the x direction with force F =

−10kJ/(mol · nm) under a shear flow with Wi = 100. Black line is the x coordinate;

red and green lines are y and z coordinates, respectively.
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larger drift along x, thus revealing that, when pulling along the shear direction x, the

mobility along that same direction, equal to the reciprocal of the xx component, ζxx,

of the friction tensor, significantly increases with respect to the equilibrium case. In

other words, ζxx becomes significantly smaller than its equilibrium value ζeq. It should

be recalled that the trajectories in figure 5.5 were deprived from any direct convective

contribution. It should also be mentioned that convection is in the positive x direction,

while the pulling experiments was performed in the negative x direction. Hence the

friction reduction effect is not due to convection per se, but it is due to some indirect

flow effect, as discussed below.

The upper panel of figure 5.6 reports ζxx values as a function of dimensionless shear

rate Wi, as obtained from pulling experiments analogous to those reported in figure 5.5

for the case Wi = 100. In slow flows (Wi� 1), the function ζxx(Wi) approaches a shear

rate independent plateau value, equal to ζeq, as expected. With increasing shear rate, ζxx

significantly decreases, seemingly approaching a second lower plateau, though no definite

conclusion can be drawn in very fast flows because of the statistical uncertainty. The

lower panel of figure 5.6 reports the so-called monomeric order parameter S, measuring

the degree of alignment along the shear direction x of the monomers of the styrene

decamer. More specifically S measures the order of the unit vectors specifying the

direction connecting alternate carbon atoms along the decamer backbone. Starting from

its equilibrium value, Seq = 0, S first steeply increases with increasing values of the

shear rate, to then approach a quasi-plateau at intermediate rates, before seemingly

increasing again. From inspection of figure 5.6, it is highly tempting to link the friction

reduction effect to flow-induced monomer co-alignment in shear direction. In fast flows,

oligomers are strongly aligned along the shear direction (see Figure 5.4), and it is ”easier”

to pull each of them through the ”maze” of the surrounding ones. In other words, the

increase in the molecular mobility is due to flow-induced nematic-like effects. In order to

confirm our interpretation we decided to perform pulling experiments on the decamer in

different matrices, made by either smaller or larger molecules. More specifically we made

simulations of a single decamer in a matrix of dimers, as well as in a matrix of icosamers
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Figure 5.6: Effect of shear flow on the xx component of the friction tensor (a) and on

the monomeric order parameter (b).
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Figure 5.7: Influence of the order parameter, S, of the probe decamer on the xx com-

ponent of the friction tensor in several matrices. Error bars are omitted for clarity.

(oligomers with 20 monomers). Typical results are reported in figure 5.7, in terms of

ζxx/ζeq as a function of probe decamer order parameter. When the decamer is pulled in

a melt of dimers, no significant friction reduction effect is observed in spite of the fact

that the decamer is aligning along the shear direction. This is because the matrix is now

made by fast relaxing molecules that are in fact not affected by the background flow.

In other words, in order to observe significant friction reduction effects both the matrix

and the probe molecule should become anisotropic.

This interpretation is confirmed by the pulling experiments performed in the matrix

of icosamers, also reported in figure 5.7. The results clearly show that, when the matrix

is made by longer molecules, flow has a more pronounced effect on decamer mobility with

respect to pure decamer case. This is due to the fact that, since the icosamer obviously
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has a thermal relaxation time longer than the decamer, the icosamer matrix gets more

oriented by the flow than the decamer matrix, thus allowing for a larger mobility of the

probe molecule.

5.5 Conclusions and perspectives

In this chapter we have briefly reviewed our research activity based on the molec-

ular dynamics simulations performed in recent times by using the GRID computing

infrastructure at the Federico II University. Thanks to the computational and storage

power made available to us, we were able to perform molecular dynamics simulations

that we would not have been able to run by using our own local machines. The sim-

ulations have helped us to prove (for the first time) that in fast flows of monodisperse

polymer melts the molecular mobility can be significantly enhanced because of flow-

induced monomeric alignment. This phenomenon, here quantitatively measured in the

case of styrene oligomers, can help understanding the unusual rheological behavior of

polystyrene melts recently observed in fast uniaxial extensional flows. Those flows are

often encountered in many processing applications, and hence the results here reviewed

can have a significant impact in several industrial processes. The flow-induced fric-

tion reduction effect is expected to be very sensitive to molecular architecture, polymer

chemistry, as well as polymer concentration. Rheological experiments reveal that PS

melts behave differently from PS solutions, or from melts with other chemistries (methyl

methacrylate, butyl acrylate, etc.). These evidences motivate further simulations, and

we are currently working on polymethylmethacrylate (PMMA) melts (though still fo-

cusing on oligomers) seemingly showing even stronger friction reduction effects (Huang

et al. 2013b). Due to partial charges embedded in the molecule, however, PMMA sim-

ulations are computationally more demanding, but we rely on the further increasing

computational power of the GRID infrastructure. For that reason, we hope to report

results on PMMA in the near future.



Chapter 6

Flow-induced nematic interaction

and friction reduction

succcessfully describe PS melt

and solution data in extension

startup and relaxation

6.1 Introduction

In the literature, there is wide consensus on interpreting the complex rheological

behaviour of entangled polymer liquids by using the tube model of Doi and Edwards

(Doi and Edwards 1988). The linear viscoelastic (LVE) behavior of monodisperse linear

polymers can be quantitatively predicted by combining the well-known molecular mech-

anism of reptation with additional relaxation mechanisms like tube-length fluctuations

and constraint release (Likhtman and McLeish 2002; Ruymbeke et al. 2010). The key

molecular parameter affecting the LVE behavior of monodisperse linear polymers is the

number Z of entanglements per chain: solutions and melts with the same Z exhibit the

131



132
6. Flow-induced nematic interaction and friction reduction succcessfully describe PS

melt and solution data in extension startup and relaxation

same (nondimensional) LVE reponse, even if with a different chemistry (Costanzo et al.

2016; Huang et al. 2015, 2013b; Likhtman and McLeish 2002).

In the nonlinear viscoelastic range, the picture becomes more complicated, and most

works focused on the polystyrene (PS) chemistry. In particular, it has recently been

shown that PS systems with the same Z behave in the same way in shear flows (Costanzo

et al. 2016), while significant differences emerge in extensional flows (Costanzo et al. 2016;

Huang et al. 2015, 2013b; Likhtman and McLeish 2002). More specifically, solutions

are more prone than melts to extension thickening. When plotting uniaxial extension

viscosity data as function of stretch rate, both PS solutions and melts first exhibit a

thinning behavior with increasing rate. However, at rates comparable to the reciprocal

Rouse time of the chains, solutions show a viscosity upturn while melts go on thinning

(Huang et al. 2015).

The absence of any viscosity upturn in PS melts is not compatible with the classical

Doi-Edwards theory that predicts a stretch-induced viscosity increase at Rouse-time-

based Weissenberg numbers of order unity for both solutions and melts in the same way

(McLeish 2002; Watanabe 1999). The first attempt to solve this apparante failure of the

Doi-Edwards model in describing PS melt data invoked a flow-induced tube-squeezing

phenomenon (not present in the original Doi-Edwards theory where a constant tube

diameter was assumed), and a resulting pressure-induced relaxation effect (Marrucci

and Ianniruberto 2004). Though seemingly successful for melts, the physics behind the

interchain tube-pressure concept again cannot distinguish between melts and solutions,

and hence tube pressure, though phenomenologically appealing (Wagner 2015; Wagner

et al. 2005), appears not to be the relevant molecular mechanism.

A more physically-sounded molecular mechanism successfully used to explain the

above observed discrepancies is absed on the concept of friction reduction effects trig-

gered by flow-induced monomer co-alignment (Ianniruberto et al. 2011). In fast flows of

monodisperse PS melts, all monomers align in the flow direction, and it is highly tempt-

ing to assume that the monomeric friction gets reduced with respect to its equilibrium

value, as indeed confirmed by recent nonequilibrium molecular dynamics simulations
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(Ianniruberto et al. 2012). As a consequence of the reduced friction, flow looses grip

on the molecule, and is less effective in stretching them. In PS solutions (at least those

with ordinary small-molecule solvents) the molecular picture obviously changes since the

solvent molecules do not feel the orientation action of the flow, and remain isotropic.

Hence, the friction coefficient may well remain close to its equilibrium value, the more

so the more dilute is the solution.

The gradual loss of flow-induced friction reduction effects with decreasing polymer

concentration was confirmed by recent data of Huang et al. (2015), who compared

the nonlinear extensional rheology of a series of PS solutions in a wide concentration

range(from the 100% melt case to the most dilute 10% solution), all having the same Z

(hence the same LVE nondimensional response). Such data, exhibiting a gradual change

with concentration of the steady-state extensional viscosity, from the stretch-rate thin-

ning of the melt to the stretch-rate thickening (or viscosity upturn) of the more dilute

solutions, were successfully compared with predictions of a tube-based model accounting

for friction reduction effects (Ianniruberto 2015a).

The solvent used in the PS solutions of Huang et al. (2015) was an oligo-styrene

molecule with molar mass Mw = 4k (i.e., a few Kuhn segment long). In order to quanti-

tatively describe extensional data in such a long oligomeric solvent, Ianniruberto (2015a)

had to account for solvent/polymer nematic interactions, originally suggested in a pre-

vious paper of (Huang et al. 2013a) who compared extensional data of three entangled

PS solutions only differing for the size of the oligomeric solvent (4k, 2k, and 1k, re-

spectively). Those three solutions, obviously having the same Z (and hence the same

LVE), behaved very differently in fast extensional flows, the 1k solution being stretch-

rate thickening while the 4k one stretch rate-thinning, and the 2k solution somewhere

in between. Huang et al. (2013a) interpreted this difference as due to nematic effects,

consisting in the solvent molecules not being isotropic (in spite of their very small re-

laxation times) because of a nematic interaction with the oriented polymer molecules,

the more effective the longer the oligomer. We here explicitly take up their suggestion,

and interpret their data by invoking flow induced friction reduction, inclusive of nematic
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interaction effects, in the way previously suggested by Ianniruberto (2015a). We will

here show that the reason why the 1k solution is stretch-rate thickening while the 4k one

is stretch rate-thinning is because friction reduction effects are less significant in the 1k

oligomer in view of the reduced importance (or even absence) of nematic interactions.

In order to further confirm the role of flow-induced friction reduction effects, we

here also examine the very recent data of Huang and Rasmussen (2016), who performed

relaxation experiments following startup of uniaxial extensional flows on several PS

systems, including the 1k solution and the melt with the same Z, previously examined

by Huang et al. (2013a). The role of flow-induced friction reduction effect in previously

published relaxation experiments (Nielsen et al. 2006) was already emphasized by Yaoita

et al. (2012). However, we here attempt a quantitative comparison with the new data

of Huang and Rasmussen (2016).

6.2 Model

The model is analogous to that recently suggested by Ianniruberto (2015a), the main

difference being that, similar to what done by Costanzo et al. (2016), the stretch dynam-

ics is described through a dumbbell-like approach, i.e., by concentrating friction at the

chain ends, rather than distributing it along the chain. However, differently from dumb-

bell models for unentangled polymers, we have to account for the fact that in entangled

systems the stress-carrying are the subchains between consecutive entanglements, rather

than the chains as a whole. As a consequence, the relevant stretch measure is the aver-

age subchain stretch λ, defined as the ratio between the current subchain length and its

equilibrium value. We write for the stretch λ the following classical evolution equation

Costanzo et al. (2016):

dλ

dt
= κ : S̄λ− fλ− f0

τR(t)
, (6.1)

where the first term on the right-hand side (RHS) gives the affine rate of change of

λ, with κ the velocity gradient tensor, and S̄ the average subchain orientation tensor

(see below). The second term on the RHS of Eq. (6.1) gives the stretch relaxation
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rate, with a characteristic time equal to the Rouse time τR of the chain (possibly time-

dependent because of flow-induced friction reduction effects). The driving force for

stretch relaxation is the non-dimensional tension difference fλ − f0, with f the non-

Gaussian correction factor (and f0 its, nearly unity, equilibrium value) calculated as:

f(λ) =
L −1(λ/λmax)

3λ/λmax
. (6.2)

In Eq. (6.2), L −1 is the inverse Langevin function, and λmax = a/b is the maximum

λ value corresponding to the fully extended state of the entangled subchain, a and b

being equilibrium subchain and Kuhn lengths, respectively. While there is consensus

on the value of b (b = 1.8nm in the PS systems considered here (Rubinstein and Colby

2003)), the value of a (or equivalently the value of the average molar mass Me of the

entangled subchain) is somehow controversial. Rubinstein and Colby (2003) indicate for

PS melts the value a = 8.5nm based on the Ferry definition of Me (Me,Ferry = 17k

in PS melts). Within the Doi and Edwards theory Doi and Edwards (1988), Me is

predicted to be smaller than Me,Ferry by a 3/5 or 4/5 factor arising from the independent

alignment approximation (IAA) or no-IAA orientation tensor, Q, respectively (Likhtman

and McLeish 2002). In the literature, however, Q tensors other than the Doi-Edwards

tensor have been proposed, based on force-balance requirements at the entanglement

nodes (Marrucci et al. 2000a,b). They belong to the category of the so-called Seth-type

orientation tensors, and have the following form

Q =
Bq

trBq
, (6.3)

where B = FT ·F is the Finger tensor of the given deformation gradient tensor, F. The

exponent q is a parameter, and the choice q = 1/3 is strongly encourged by an excellent

aggrement with data in a wide range of situation (step strain, and startup of shear and

uniaxial extensional flows) (Ianniruberto 2015b). The corresponding a values for PS

melts is amelt ≈ 5nm (Ianniruberto 2015b). Values of a smaller than those reported by

Rubinstein and Colby (2003) are also suggested by multi-chain Brownian simulation of

entangled polymer (Masubuchi et al. 2013), naturally accounting for the force balance
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condition at the entanglements, as well as for their 3D fluctuations. In any event, it is

to be emphasized that in the present model the value of a only affects the non-Gaussian

correction factor f of Eq. (6.2). In the case of PS solutions in theta solvents (like

the styrene oligomers used by Huang et al. (2013b) and Huang and Rasmussen (2016),

we computed a by using the dilution law a = ameltφ
−1/2, with φ the polymer volume

fraction.

While the single-mode approximation in the stretch dynamics does not deteriorate

agreement with data (Costanzo et al. 2016), the same approximation cannot be adopted

for the orientation dynamics, exhibiting a broad multi-mode spectrum already in the

LVE limit. By following the same approach adopted in previous papers (Costanzo et al.

2016; Ianniruberto 2015a,b; Wagner et al. 2005), we extract the equilibrium orientation

spectrum {Gi, τi0} from the LVE response by performing a multi-mode Maxwell fit of

the G′, G′′ data, and then move on to the nonlinear situation by writing the following

integral equation over past deformation history for the orientation tensor, Si, of each

mode:

Si(t) =

∫ t

−∞

dt′

τi(t′)
exp

[
−
∫ t

t′

dt′′

τi(t′′)

]
Q
[
F(t, t′)

]
. (6.4)

Here, similarly to Eq. (6.1), the i-th mode relaxation time, τi, is taken to be time depen-

dent because of flow-induced friction reduction effects, as well as because of convective

constraint release (CCR). The latter mechanism is not significant in startup of uniaxial

extensional flows (Costanzo et al. 2016; Ianniruberto 2015a), while is important during

relaxation, as already emphasized by Ianniruberto (2015b), and confirmed in the follow-

ing. We here account for CCR by simply adding a convective contribution to the i-th

mode thermal orientational relaxation rate (indicated as 1/τi,T (t)):

1

τi(t)
=

1

τi,T (t)
+ β

(
κ : S̄− 1

λ

dλ

dt

)
. (6.5)

At equilibrium the thermal orientational relaxation time, τi,T (t) reduces to τi0, while

out of equilibrium, τi,T (t), can become smaller than τi0 because of flow-induced friction

reduction effects (see later). On the RHS of Eq. (6.5), the convective orientational

relaxation rate is proportional to the relative velocity between the entangled chain and
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its confining tube (Ianniruberto and Marrucci 1996), through a (unknown) numerical

coefficient, β, of order unity, determining the CCR effectiveness. The average tube

segment orientation, S̄, is taken to obey an equation similar to Eq. (6.4), where τi is

replaced by an average orientational (or disengagement) relaxation time τd:

τd(t) =

∑
iGiτ

2
i (t)∑

iGiτi(t)
. (6.6)

For what concerns the effect of flow-induced monomer co-alignment on the monomeric

friction coefficient, ζ, which was directly proved by the non-equilibrium molecular dy-

namics simulations performed by Ianniruberto et al. (2012) and Masubuchi et al. (2013),

we here adopt the same simple recipe of previous papers (Costanzo et al. 2016; Ianniru-

berto 2015a)

ζ

ζ0
=

 1 for S ≤ Sc(
S
Sc

)α
for S > Sc

, (6.7)

where ζ0 is the equilibrium value of the monomeric friction coefficients, S is the average

monomeric order parameter (not to be confused with tensors Si and S̄ referring to

subchain orientation), Sc is the critical value of S above which friction reduction effects

become important. The order parameter, S, is a weighted average between the order

parameter of the polymer and that of the solvent, SP and SS , respectively, i.e., S =

φSP + (1− φ)SS . In the absence of nematic interactions between polymer and solvent,

it is SS = 0 because the orientation of solvent molecules is unaffected by flow. When

nematic interactions are relevant, the order parameter of the solvent is assumed to

be proportional to that of the polymer, i.e., SS = εSP , with ε a nematic interaction

parameter (Ianniruberto 2015a). Hence, the equation for S becomes

S = [φ+ (1− φ)ε]SP , (6.8)

including the absence of nematic interactions when ε = 0.

The average monomeric order parameter of the polymer is determined by (i) the

average tube segment orientation and (ii) the chain stretch. In the uniaxial extensional

flows here considered, SP , is calculated from (Yaoita et al. 2012):

SP (t) =
λ2

λ2
max

(
S̄zz − S̄rr

)
, (6.9)
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where z is the stretching direction and r is orthogonal to it. The flow-induced change of

the monomeric friction affects all relaxation times. In other words, as mentioned above,

out of equilibrium, the thermal orientational relaxation times, τi0, must be replaced by

τi,T = (ζ/ζ0)τi0. Similarly, the Rouse time, τR, is calculated as τR = (ζ/ζ0)τR0, where

τR0 is the Rouse time based on the equilibrium friction, ζ0.

Finally, we need to specify the stress expression. In line with the (classical) decou-

pling approximation between stretch and orientation adopted so far, we write (Costanzo

et al. 2016)

σ(t) = λ2(t)
f(λ)

f0
CQ
∑
i

GiSi, (6.10)

where the Q-dependent numerical coefficient CQ (equal to 3/q for the unit-trace Seth-

type tensors used here) guarantees that Eq. (6.10) properly reduces to the multi-mode

Maxwell equation in the LVE limit. (In such a limit, it is λ = 1, and the tangential

component of Q in shear reduces to γ/CQ, where γ is the shear deformation.)

The model described above contains several parameters, and it is appropriate to

distinguish those relevant in the LVE limit (i.e., the set {Gi, τi0}), from those playing a

role in the nonlinear range. The latter are: (i) the equilibrium value τR0 of the Rouse

time in Eq. (6.1), (ii) the maximum subchain stretch ratio, λmax, in Eqs. (6.2) (6.3),

(iii) the exponent q of the orientation tensor, Q, in Eq. (6.3), (iv) the CCR parameter

β in Eq. (6.5), and (v) the friction reduction parameters α, SC , ε in Eqs. (6.7) (6.8).

For all PS systems examined in the next section, four of the above parameters are held

fixed at values equal to those used previously (Ianniruberto 2015a), namely: q = 1/3,

β = 0.2, α = 1.25, and SC = 0.14. The other three parameters (τR0, λmax, and ε) are

system-dependent, and are detailed in the next section.

6.3 Results

We start buy analyzing the data of Huang et al. (2013a) referring to several entangled

PS solutions, only differing for the molar mass Mw (1k, 2k, and 4k) of the oligomeric

styrene solvents. The polymer is a nearly monodisperse (polydispersity index 1.12) PS
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Table 6.1: Nonlinear parameters of the PS samples (τR0 is at 130◦C)

Sample name τR0 [s] λmax ε

PS285K 200 2.7 -

PS545k/4k-52 93 3.8 0.5

PS545k/2k-58 38 3.6 0.3

PS545k/1k-52 0.5-0.8 3.8 0

PS285k/2k-44 2.4 4.1 0.3

PS285k/2k-72 17.5 3.2 0.3

with Mw = 545k, and its volume fraction φ is equal to 52% in the case of the 1k and

4k solvents, while it is φ = 58% fot the 2k oligo-styrene solvent. The three solutions

are referred to as PS545/1k-52, PS545/2k-58, PS545/4k-52, respectively (Huang et al.

2013a).

The LVE moduli of the three solutions come out in fact indistinguishable (in spite of

the just mentioned minor PS concentration difference) if plotted in the nondimensional

form G′/G◦N , G′/G◦N vs. ωτe0 (Huang et al. 2013a). Here G◦N is the plateau modulus

and τe0 is the high-frequency time parameter of the Baumgaertel-Schausberger-Winter

(BSW) fitting model of LVE, roughly corresponding to the equilibrium Rouse time of

the subchain between consecutive entanglement (Bach et al. 2003). The nondimensional

form automatically accounts for the different glass transition temperatures due to the

different solvent (Huang et al. 2013a). The LVE behavior of the three solutions is

also superimposable to that of the PS melt with Mw = 285k (referred to as PS285k)

examined by Huang et al. (2013b). The reason is that all four systems have nearly the

same number Z of entanglements per chain, i.e., the same value of the product Mwφ.

As a consequence, for all four systems we can use the same nondimensional discrete

relaxation spectrum {Gi/G◦N , τi0/τe0}, reported in table 2 of Ianniruberto (2015a) who

already examined the PS285k melt and the PS545k/4k-52 solution, but with a slightly

different, more detailed model than that adopted here. We, therefore, start with those
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two systems (before considering the PS545k/1k-53 and PS545k/2k-58 solutions) in order

to verify that the simplified model adopted here behaves equally well.

Figure 6.1 reports the model predictions obtained by using the same parameter values

alrady used by Ianniruberto (2015a), also reported here in table 6.1. The prediction in

figure 6.1 are indistinguishable from those previously obtained by distributing the friction

along the chain (cf. full lines in figures 1(a) and 2(a) of Ianniruberto (2015a)), thus

confirming that the simpler dumbbell-like stretch equation, Eq. (6.1), can reasonably

replace the partial differential equation adopted by Ianniruberto (2015a) (see his Eq.

4). In view of what follows, it is of important to note that the results reported in figure

6.1, referring to the PS545/4k-52 solution, are obtained by choosing for the nematic

interaction parameter the value ε = 0.5 (see table 6.1).

Next we move on to the other two solutions, not previously examined by Ianniruberto

(2015a). In figure 6.2, we report the comparison of the model predictions with the data

on the PS545k/2k-58 and PS545k/1k-52 solutions in lower molar mass solvents. A

comparison with PS solution data in a 2k solvent was already made by Costanzo et al.

(2016), where however the polymer had a lower Mw (285k instead of 545k). Since the

nematic effects are expected not to be dependent on the polymer molar mass (while

they do depend on the oligomer size), we here adopt for all the systems in a 2k solvent

the same ε value already used by Costanzo et al. (2016), i.e., ε = 0.3. Figure 6.2(a),

referring to PS545k/2k-58, reports predictions obtained with the equilibrium Rouse time

τR0 = 38s. Such a value is very close to that indicated by Huang et al. (2013a), and

derived by them on the basis of the τe0 value of the BSW fit and of the Doi-Edwards

number of entanglements Z, as τR0 = τe0Z
2. It is however worth remarking that such

a Rouse time prediction from LVE data is correct only in the order of magnitude, i.e.,

only to within a numerical factor of order unity.

Figure 6.2(b) shows the comparison with the PS545k/1k-52 solution data. Predic-

tions were obtained by setting ε = 0 (i.e., by assuming no nematic interactions) for two

values of τR0. The first of them, τR0 = 0.8s, gives the best fit in figure 6.2(b). The other

one, τR0 = 0.5s, is instead suggested by the relaxation data. Both values are again of
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Figure 6.1: Extensional stress growth coefficient vs. time for several stretch rates: com-

parison of predictions (black lines) to data (gray symbols) for (a) PS285k melt and (b)

PS545k/4k-52 solution. Stretch rates [s−1] are, from left to right: (a) 0.03, 0.01, 3·10−3,

10−3, 3·10−4, 3·10−5; (b) 0.1, 0.03, 0.01, 3·10−3, 10−3.
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Figure 6.2: Extensional stress growth coefficient vs. time for several stretch rates: com-

parison of predictions (black lines) to data (gray symbols) for (a) PS545k/2k-58 and (b)

PS545k/1k-52. Stretch rates [s−1] are, from left to right: (a) 0.45, 0.23, 0.076, 0.023,

7.6·10−3; (b) 11.5, 7.4, 3.7, 2.2, 0.011. In (b), solid and dashed lines are obtained with

τR0 = 0.8s and τR0 = 0.5s, respectively.
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Figure 6.3: Trouton ratio vs. Rouse-time based Weissenberg number for the first four

samples of table 6.1. (For PS545/1k-52 we here use τR0 = 0.8s). Symbols are data from

figure 3 of Huang et al. (2013b). Lines are model predictions, and the cusps are due to

the abrupt onset of friction reduction effects (see Eq. (6.7)).

the same order of magnitude of the value suggested by figure Huang et al. (2013a).

The suggestion that nematic effects are absent in the short 1k oligomer, while cer-

tainly present in longer ones, is indeed confirmed by looking at the steady-state exten-

sional viscosity. Figure 6.3 shows the comparison between model predictions and data

at steady state from Huang et al. (2013a) for all four systems so far considered. In slow

flows, all data appear to approach the expected value of the Trouton ratio, Tr = 3, with

the notable exception of the PS545k/1k-52 solution. In this regards, it is appropriate

to mention that Huang et al. (2013a) denounce a symmetry breaking of the filament of

that solution in startup experiments at low stretch rates. More importantly, figure 6.3

confirms in quantitative terms the key role of flow-induced nematic ineteraction effects

on the monomer-solvent friction coefficient in the nonlinear rheology of polymer solu-
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Figure 6.4: Comparison between predictions (lines) and PS285k melt data (symbols)

from Huang and Rasmussen (2016) in extension startup followed by relaxation upon

flow cessation. Stretch rates are 0.03, 0.01, 3·10−3, 10−3 s−2, from left to right. Solid

and dashed lines are with and without CCR, β = 0.2 and β = 0, respectively.

tions. Moving from the solution with the longest 4k oligomer to that with the smallest

1k oligomer, the Trouton ratio progressively increases by as much as a factor of nearly

3 at high Weissenberg numbers, in spite of the fact that the linear rheology is the same

for all solutions (in nondimensional units). Figure 6.3 also confirms the concentration

effect previously discussed (Huang et al. 2015; Ianniruberto 2015a) since the melt curve

runs well below all solution curves, in spite of the fact that (we repeat) the PS285k melt

has the same (nondimensional) LVE response of the three solutions.

We then proceed by examining the relaxation data of Huang and Rasmussen (2016),

starting from the PS285k melt in figure 6.4. The comparison between the solid and

the dashed lines, obtained by setting β = 0.2 and β = 0 (i.e., with and without CCR),

shows that while CCR plays no significant role in extension startup, it is certainly more
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Figure 6.5: Normalized plot of the relaxation data reported in figure 6.4. Stretch rates

increase from top to bottom. Solid lines correspond to the solid lines in figure 6.4.

Dashed lines are here obtained by setting all relaxation times at their equilibrium value

for t ≥ toff .

important during the relaxation following fast flows. We here recall that within the

tube model CCR arises from the flow-induced relative motion between the test chain

and its surrounding tube, Eq. (6.5). When a fast flow (WiR > 1) is switched off after a

sufficiently large deformation, chain retraction activates a constraint release process, thus

accelerating relaxation, as indeed shown by the predictions in figure 6.4, and confirmed

by the better comparison with data. A similar “beneficial” role of CCR typically emerges

in the relaxation experiments following a large step strain (Ianniruberto 2015b).

Relaxation experiments are also useful to highlight the importance of the friction

reduction effects induced by the preceding flow, as already emphasized by Yaoita et al.

(2012). This is confirmed in figure6.5 where the PS285k relaxation data (and predictions)

are plotted in terms of the ratio between the stress σ at time t during the relaxation
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process and the stress σoff attained at the time toff when the flow is switched off. In

such a normalized plot, all data obviously start from unity at t = toff , but then initially

decay with an increasing rate by increasing the value of the stretch rate ε̇ of the preced-

ing flow, eventually approaching the same slope at long times. The acceleration of the

relaxation process with increasing ε̇ values is quantitatively captured by the model only

if accounting for friction reduction effects. To confirm this conclusion, in figure 6.5 we

also report predictions obtained by artificially setting all relaxation times at their equi-

librium values from t = toff onwards. At short times, relaxation is accelerated also in

this case because of stretch and CCR effects, but data do suggest a more significant ac-

celeration, the latter being attributed to flow-induced friction reduction effects. At long

times, friction reduction does not play any role because monomer isotropy is essentially

recovered, and all relaxation times go back to their equilibrium values.

We next consider the startup and relaxation data of the PS545k/1k-52 solution re-

ported in figure 4 of Huang and Rasmussen (2016), measured at 89◦C (rather than at

130◦C). To work out predictions for these data, all relaxation times have been there-

fore shifted from 130◦C to 89◦C by using the shift factor, αT = 440, reported in table

II of Huang and Rasmussen (2016). Consequently, τR0 becomes either 352s or 220s,

depending on whether τR0 at 130◦C is taken equal to 0.8s or 0.5s, respectively, table

6.1. Figure 6.6 shows that the agreement between model predictions and data can be

deemed extremely satisfactory if τR0 = 220s is used (solid lines in figure 6.6), whereas

τR0 = 352 gives too slow a relaxation (dashed lines). Notice also that, suprisingly, at long

times data do not show the change of curvature typical of the transition from stretch to

orientational relaxation (clearly visible in figure 6.4 for the melt) even after a thousand

seconds, in spite of the fact that (at 89◦C) the Rouse time τR0 is a few hundreds Seconds.

We cannot exclude experimental artifcats, possibly related to the loss of symmetry of

the samples due to a too low viscosity, as mentioned by Huang et al. (2013a).

We finally focus on the last two samples examined by Huang and Rasmussen (2016)

having a different number of entanglements with respect to the four samples so far con-

sidered. Those samples are two solutions of PS285k in a 2k oligomer, with a polymer
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Figure 6.6: Comparison between predictions (lines) and PS545k/1k-52 solution data

at 89◦C(symbols) from Huang and Rasmussen (2016) in extension startup followed by

relaxation. Solid and dashed lines are obtained with τR0 = 220s and τR0 = 352, respec-

tively. Stretch rates are 0.03, 0.02, 0.01, 6·10−3 s−1, from left to right. At ε̇ = 0.01s−1,

the two sets of data are obtained by stopping the flow at two different times.
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Table 6.2: Relaxation spectra of PS285k/2k-44 and PS285k/2k-75 at 130◦C.

PS285k/2k-44 PS285k/2k-72

Gi [M Pa] taui0 [s] Gi [M Pa] τi0 [s]

3.3 1.1× 10−4 3.1 1.2× 10−3

8.4× 10−2 2.5× 10−3 1.3× 10−1 2.1× 10−2

3.2× 10−2 1.3× 10−2 5.3× 10−2 1.0× 10−1

1.6× 10−2 6.1× 10−2 2.7× 10−2 4.7× 10−1

1.0× 10−2 2.9× 10−1 2.3× 10−2 2.4

9.4× 10−3 1.3 2.5× 10−2 1.2× 101

9.4× 10−3 5.5 3.0× 10−2 2.3× 102

7.6× 10−3 1.8× 101 3.0× 10−2 2.3× 102

4.8× 10−5 1.6× 102 6.3× 10−3 1.4× 103

volume fraction equal to 0.44 and 0.72 (named PS285k/2k-44 and PS285k/2k-72, re-

spectively). Table 6.2 reports the discrete relaxation spectrum at 130◦C of those two

solutions, obtained by fitting their LVE response reported in figure 3 of Huang et al.

(2013b). The system-dependent nonlinear parameters are reported in table 6.1. For

both solutions we have adopted the Rouse time indicated by Huang et al. (2013b), as

well as the value ε = 0.3 already used for 2k solvents.

Startup and relaxation experiments on these two samples were performed ad differ-

ent temperature, 110◦C and 120◦C for PS285k/2k-44 and PS285k/2k-72, respectively.

Predictions were therefore obtained by shifting all relaxation times in tables 6.1 and 6.2

by using the temperature shift factors aT = 56 and aT = 8, respectively, reported in

table II of Huang and Rasmussen (2016).

Figure 6.7 shows the results obtained for PS285k/2k-44. For some of the startup runs,

relaxation was not monitored. As already emerged in the previous figures, the largest

discrepancies between predictions and data are observed in the startup experiments at

low stretch rates. In this regards, it is appropriate to mention that the lowest stretch
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Figure 6.7: Comparison between predictions (lines) and data (symboles) for PS285k/2k-

44 solution at 110◦C from Huang and Rasmussen (2016) in extension startup followed by

relaxation upon flow cessation. Stretch rates are 0.1, 0.06, 0.03, 0.01, 3× 10−3, 1× 10−3

s−1, from left to right. Relaxations were monitored only at 0.06, 0.03, 0.01 s−1, and

the corresponding predictions are solid lines, while mere startup predictions are dashed

lines.



150
6. Flow-induced nematic interaction and friction reduction succcessfully describe PS

melt and solution data in extension startup and relaxation

Figure 6.8: Comparison between predictions (lines) and data (symboles) for PS285k/2k-

72 solution at 120◦C from Huang and Rasmussen (2016) in extension startup followed

by relaxation upon flow cessation. Stretch rates are 0.06, 0.03, 0.01, 3× 10−3, 1× 10−3

s−1, from left to right. Solid and dashed lines as in figure 6.7.
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rate cooresponds to a Weissenberg number (based on the average disengagement time,

τd0) of order unity. Therefore, discrepancies at the onset of the nonlinear response can

perhaps be attributed to some sample polydispersity (PI=1.09) (Huang et al. 2013b),

which is ignored in the model that adopts a single value for the Rouse time.

Figure 6.8 shows similar results obtained for the PS285k/2k-72 solution at 120◦C,

where again in some cases startup runs are not followed by relaxation data. The overall

agreement of predictions with data in both figure 6.7 and 6.8 can certainly be deemed

satisfactory.

6.4 Conclusions and Remarks

We have here shown that the recent uniaxial extensional data of Huang et al. (2013a)

and Huang and Rasmussen (2016) on several entangled PS systems (five solutions and

one melt) can be quantitatively interpreted within the Doi-Edwards theory by accounting

for flow-induced friction reduction effects. In particular, we here quantitatively confirm

the suggestion advanced by Huang et al. (2013a) that, in solutions based on oligomeric

styrene solvents, nematic interactions between the polymer and the solvent become in-

creasingly important with increasing the size of the oligomers. Those interactions, absent

in the linear viscoelastic range where isotropy prevails, only emerge in fast extensional

flows where the flow-induced polymer alignment nematically “propagates” to the neigh-

boring solvent molecules (all having a relaxation time much smaller than the flow time

scale). The solvent-polymer co-alignment effectively contributes to a reduction in the

monomeric friction, Eqs. (6.7) and (6.8), macroscopically visible in terms of a reduction

of the stress levels (compare in figure 6.3 red data and predictions for the 4k oligomer

with the green and cyan ones for the 2k and 1k solvents, respectively).

Although figure 6.3 closely resembles the TOC figures of Ianniruberto (2015a), an

important difference should be emphasized. In the previous work (Ianniruberto 2015a),

data on polymers with the same number of entanglements but different concentrations

were examined to show that “... the gradual change with concentration of the steady-
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state extensional viscosity, from the strain-rate thinning of the melt to the strain-rate

thickening of the more dilute solutions, is due to the gradual loss of friction-coefficient

reduction with decreasing polymer concentration”. In this paper, conversely, we have

considered data on solutions with the same polymer concentration but different size

of the oligomeric solvent in order to quantitatively confirm the key role of nematic

interactions.

We have also shown that flow-induced friction reduction effects also help in explaining

the relaxation data following uniaxial extensional flows recently reported by Huang and

Rasmussen (2016). This is best seen in figure 6.5 where predictions with and without

friction reduction are compared with the relaxation data on the PS285k melt. Friction

reduction induced by the preceding flow induces a clear acceleration of the relaxation

process, as originally suggested by Yaoita et al. (2012), and here confirmed by performing

a quantitative comparison with several data on PS melts and solutions.

The relaxation experiments flowing fast extensional flows also reveal that CCR effects

induced by chain retraction play an important role, insofar as they also contribute the

acceleration of the relaxation process, figure 6.4. This conclusion is in line with a previous

analysis of relaxation data following large step strains.

It is finally fair to note that the model is not hundred percent successful. Indeed,

the analysis of the startup and relaxation experiments on the PS545/1k-52 solution

revealed that the best fit of the startup data is obtained with a value of the Rouse time

somewhat different from that needed for the relaxation data (cf. figure 6.2(b) and figure

6.6). For such a reason in table 6.1 we have reported a range of Rouse time values for

that solution (0.5-0.8s). Further data on solutions with the same solvent and the same

polymer concentration but different polymer molar mass, Mw, may help understanding

the origin of this uncertainty in view of the fact that the Rouse time must come out

proportional to M2
w.



Summary and Conclusions

In part 1, we have explored a new coarse-grained simulation scheme for telechelic

associating polymers at concentrations higher than the critical micellar concentration,

hence forming flower-like micelles. The model ignores the individual chain friction, so

that pendant chains instantly reattach to a micellar core, forming either bridge or loop

chains. Ignoring individual chain friction also implies that micelles remain spherical

objects during flow. Friction of the whole micelle is accounted for, however, influencing

both micelle free self-diffusion, and micelle dynamics (repulsion) during micelle overlap.

Micelles are dispersed in a periodic simulation box, and with increasing concentration,

chain detaching from the core of a micelle can bridge to a neighboring one, thus eventually

forming a 3D network-like system. One of the difficulties of these simulations is that

the parameter space is particularly wide, and here by necessity we spanned a limited

range of that space, mostly in order to explore the qualitative consistency of the model

predictions with observations.

In the chapter 3, the role of each parameters described in table 3.1 is examined.

The morphogical changes induced by changing the size ratio between chain and micelle

dimensions are addressed in terms of aggregation (section 3.2.3), network connectiv-

ity (section 3.2.4), and micelle distributions (section 3.3). In the case of dynamical

observables in equilibrium simulations, the apparently linear relation between plateau

modulus and initial relaxation modulus (section 3.4.1), scaling exponents of initial relax-

ation modulus (section 3.4.2), and zero-shear viscosity (section 3.6) are examined. The

effect of end-group length scale (section 3.7) and loop-dissociation time (section 3.8) are
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reported.

In the chapter 4, the detailed studies in both equilibrium and non-equilibrium sim-

ulations are performed for selected samples (table 4.1). The effect of concentration on

the linear rheology is emphasized (section 4.1) showing in particular that the zero-shear

viscosity becomes more sensitive to concentration when bridge chains progressively in-

crease in number, consistently with data (Suzuki et al. 2013; Tripathi et al. 2006; Xu

et al. 1996). The typical predictions on nonlinear rheological properties in shear flows

is tested (section 4.2). We emphasize the role of FENE effects on the strain hardening

behavior in startup flows. The violation of the Cox-Merz rule is believed to be due

to persistence of bridge that means the dissociation of chain ends relatively insensitive

to implemented shear flow (section 4.3). The shear thinning in steady shear is due to

flow-induced bridge destruction, but bridge stretch moderates and somehow “delays”

this thinning, hence keeping the steady shear viscosity well above the complex viscos-

ity. Deviation between the steady-shear viscosity and the complex viscosity appear to

decrease with increasing polymer concentration in less dense networks, i.e., in networks

with a lower fraction of bridge chains. This is due to the fact that in those systems flow

induces a bridge formation phenomenon (opposing shear thinning), and this is more pro-

nounced in less concentrated systems (section 4.3.2). We attribute this shear-induced

increased association to the anisotropy of the micelle pair correlation function, creating

a smaller micellar distance in the upstream direction (section 4.3.3). Association is also

favored by a minor micelle clustering induced by flow, the latter being revealed by the

micelle coordination number. In section 4.4, analysis of shear thickening is addressed.

The shear thickening is more pronounced in the shear viscosity than in the first normal

stress difference, which is consistent with experimental data (Suzuki et al. 2012, 2013).

In conclusion of part 1, we found that, for suitable values of the parameters, the

simulations reproduce qualitatively (or even quantitatively) the behavior observed ex-

perimentally in both the scaling laws of linear properties, and the nonlinear behavior

of shear thickening and strain hardening. It should be mentioned however that, differ-

ently from many experiments, we never found a single-mode Maxwell-like response in
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the linear viscoelasticity, probably because we could not explore large values of the loop

dissociation time τD for computational limitations.

In part 2, the concepts of monomeric friction reduction and possible nematic inter-

actions between different length of oligomers are described (see chapter 5), and then

applied to recently published extensional data Huang et al. (2013a) and Huang and

Rasmussen (2016) in chapter 6.

In chapter 5, the methdological approach to measure friction tensor using molecular

dynamics simulation is represented in sections 5.2 and 5.3. The preliminary results of

such a method are reported in section 5.4 in terms of components for friction tensor

with respect to shear rate. Especially the xx components of the friction tensor vs. order

parameter on the different matrix molecules (figure 5.7) is of important to further studies

in chapter 6.

In chapter 6, the recent uniaxial extensional data of Huang et al. (2013a) and Huang

and Rasmussen (2016) on several entangled PS systems (five solutions and one melt)

can be quantitatively interpreted within the Doi-Edwards theory by accounting for flow-

induced friction reduction effects. In particular, we here quantitatively confirm the sug-

gestion advanced by Huang et al. (2013a) that, in solutions based on oligomeric styrene

solvents, nematic interactions between the polymer and the solvent become increasingly

important with increasing the size of the oligomers. Those interactions, absent in the

linear viscoelastic range where isotropy prevails, only emerge in fast extensional flows

where the flow-induced polymer alignment nematically “propagates” to the neighbor-

ing solvent molecules (all having a relaxation time much smaller than the flow time

scale). The solvent-polymer co-alignment effectively contributes to a reduction in the

monomeric friction, macroscopically visible in terms of a reduction of the stress levels.
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Chapter 7

Additional Theoretical

Backgrounds for Models

7.1 Stress-Strain Relations for Ideal Networks

7.1.1 Connections of mechanical power and stress power

For the given work done by the applied force, W , the mechanical power, P , can be

defined the material time derivation of W :

P =
dW

dt
=

∫
V

b · vρ dV +

∫
Ω

t · v dS, (7.1)

where d
dt is the material time derivation, b is body force per unit mass, v is velocity

field, and t is traction vector is given by

t = T · n, (7.2)

where T is Cauchy stress tensor and n is surface normal vector. Applying Gauss diver-

sions theorem, we have

P =

∫
V

1

2
ρ
d

dt
(v · v) dV +

∫
V
∇v : TdV, (7.3)

where ∇v is transposed velocity gradient tensor, L. Note that the first term of RHS in

Eq. (7.3) is being related with the contribution of internal kinetics energy, 1
2v · v, and
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the integrand of the second part is called stress power: w = T : L. With Reynold’s

transport theory, the meaning of two contributions are significant:

P =
d

dt
K +

∫
V
wdV, (7.4)

where K is kinetic energy of the system.

7.1.2 Measure of Strains

It is not unique how to describe strains. The common way in continuum mechanics

is based on the deformation gradient tensor, F, where it is described by the material

coordinate system and spatial coordinate system. With the fundamental assumption of

continuum mechanics, F is a non-singular tensor, which allows using polar decomposi-

tion:

F = R ·U = V ·R, (7.5)

where R is an orthogonal tensor, and U and V are called right and left stretching

tensors. Note that U and V are symmetric and positive definite. Since the orthogonal

tensor, R, controls rotation of the system the real deformation can be described without

rotational one through

B = F · FT = V ·R ·RT ·VT = V ·V (7.6)

C = FT · F = UT ·RT ·R ·U = U ·U, (7.7)

which are called left and right Cauchy-Green tensors, respectively. There are many ways

to define a measure of strains, which are outside of the focus of the thesis.

7.1.3 Construction of strain energy function

Relation between velocity gradient tensor and deformation gradient tensor is de-

scribed by

L =
dF

dt
· F−1, (7.8)
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which implies

w = T : L = tr (T · L) (7.9)

= tr

(
T · dV

dt
·V−1

)
+ tr

(
T · dR

dt
·RT

)
(7.10)

= tr

(
T · dV

dt
·V−1

)
(7.11)

= tr

(
V−1 ·T · dV

dt

)
(∵ trace is invariance under cyclic permutation). (7.12)

Let define strain energy function, W :

w =
d

dt
W (V) or w =

d

dt
W (U), (7.13)

we have

w = tr

(
V−1 ·T · dV

dt

)
=

d

dt
W (V) = tr

(
∂W (V)

∂V
· dV
dt

)
(7.14)

⇒tr
((

V−1 ·T− ∂W (V)

∂V

)
· dV
dt

)
= 0, (7.15)

which must be hold with arbitrary deformation, V. With pull-back notation from V to

B, we can express

V−1 ·T = 2V · ∂W (B)

∂B
, (7.16)

which implies general constitutive equation for hyperelastic body

T = 2B · ∂W (B)

∂B
. (7.17)

7.1.4 Constitutive equation

With incompressible isotropic assumptions, we have

trT = pI, (7.18)

where p is called hydrostatic pressure and determined by boundary conditions, and I

is identity tensor. For constitutive equation, stress is frequently defined only for its

deviatoric part as

T̃ = T− trT = 2B · ∂W (B)

∂B
− pI. (7.19)
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Let assumed that the principal directions for stress and strains are the same as

isotropic material, and let {λ1, λ2, λ3} and {t1, t2, t3} are set of principal strains and

stress, respectively. From Eq. (7.19), we have

tk = λk
∂W

∂λk
− p. (7.20)

For simplification, let the first principal axis is the main deformation axis while the third

one is stress-free, we have principal stress-strain relations:

t1 = λ1
∂W

∂λ1
− λ3

∂W

∂λ3
. (7.21)

7.2 Hydrodynamic Interactions

From the generalized Langevin equation, Eq. (2.7), we can easily implement hydro-

dynamic interactions (HI) and one of the simplest way is through the Oseen tensor, Eq.

(7.22).

Dij = Dij(rij) (I + r̂ij r̂ij) i 6= j. (7.22)

Then we need to decompose Dij into the fluctuation terms for Wiener process: C. The

procedure can be done through the Cholesky decomposition or iterative method with

orthogonal polynomial (Fixman 1986).

7.2.1 Simplified Single Connector

With the molecular picture like a dumbbell. This imagination is very valid especially

when the system has a lower fraction of active bridges, f+
C ≈ 2%, once micelle has

connector, it typically contains only single connector, and opponents attached micelle

is the same. For simplification, let assumed that only connector force exerted (ignore

repulsive parts). In this visualization, the HI part easily measurable through∑
j

Dij · Fj = D11 · F(nh)
1 + D12 · F(nh)

2 (7.23)

= D0F12 +D12 (−F21 − F21) (7.24)

= (D0 − 2D12) F12. (7.25)
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In Oseen tensor, the diffusion coefficient are approximately given by

D0 =
kBT

ζ
=

kBT

6πη(R0/2)
(7.26)

D12 =
kBT

ζ12
=

kBT

8πηr12
, (7.27)

which indicate

1

kBT
(D0 − 2D12) =

1

ζ

(
1− 2ζ

ζ12

)
=

1

ζ

(
1− 3R0

4r12

)
. (7.28)

In average value for r12 depends on α and dissociation rule, but the range is approxi-

mately from 0.5 to 2.0 in dimensionless space. When it is equal to the micelle diameter,

R0, the friction is 0.25 times lower than self-diffusion friction.

7.2.2 Hydrodynamics for Simplified Repulsion

Because repulsive force has opposite direction to the relative vector, r12, the HI effect

becomes zero as the following sequence:

D12 · F(rep)
21 = D12(r12) (I + r̂12r̂12) ·

∣∣∣F(rep)
21

∣∣∣ (−r̂21) (7.29)

= D12(r12)
(
F

(rep)
21 − F

(rep)
21

)
= 0. (7.30)

Figure 7.1 reports about the non-dimensional diffusion coefficient, D̃ = D/D0, with

and without HI in the simplified single connector case. The dimensionless forces are

given by F̃ = R0
kBT

F that will report in the secion of . In this simplified example, the

hydrodynamic interaction really affect to the relaxation time for connector since the

effective diffusivity reduced about factor of 4.
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Figure 7.1: Comparison between the diffusivity with and without hydrodynamic inter-

action [a] and its effect too the time evolution [b].



Chapter 8

Development of Code

8.1 Data Structure

8.1.1 Mapping between One and Multi-Dimensional Arrays

For compatibility and convenience, the multi-dimensional arrays are expressed by

one-dimensional array by index mapping function. To be specific, the given N by M

2-dimensional array may have the form of table 8.1, which is possibly mapped to table

8.2. The advantage for this expression can be thought as two parts: coding interface

can be united and we can use several compression techniques such as lower occupation

for a symmetric matrix. There are various numerical packages have been used this way:

BLAS, LAPACK, GSL, and so on.

Table 8.1: Example for typical 2-dimensional array

index 0 1 2 · · · M

0 val(0,0) val(0,1) val(0,2) val(0, M)

1 val(1,0) val(1,1) val(1,2) val(1, M)
...

. . .

N val(N,0) val(N,1) val(N,2) val(N,M)

165



166 8. Development of Code

Table 8.2: Example for mapping to 1-dimensional array from 2-dimensional array.

index 0 1 · · · M M+1 · · · NM

coord. (0,0) (0,1) · · · (0,M) (1,0) · · · (N,M)

val. val(0,0) val(0,1) · · · val(0,M) val(1,M) · · · val(N,M)

8.1.2 Adjacency Matrix and List

Consider the given association information, we can express the information using

adjacency matrix:

Cm = [Cij ] , (8.1)

where Cij is number of associations for the pair of i- and j-th particles. The expression

is quite simple, and it contains all the existing information. However, the adjacency

matrix is expensive both of time and space complex because adjacency matrix explicitly

denotes zeros inside the array, which needed more time for zero identification during

processing. Hence, the adjacency list has been used:

Cl = [Ii(j)] , (8.2)

where i denote the index of the subject particle, j denote index of columns, and Ii(j)

is the index that is j-th connection to the i-th particle. For instance, consider the given

network has the form of figure 8.1, then the adjacency matrix becomes table 8.3 and the

adjacency list is expressed in table 8.4. Note that the weight for the bridge should be

stored in separated array for adjacency list.

8.2 Implementation of Periodic Boundary Condition

8.2.1 Minimum Image Convention

At the moment, only the rectangular PBC is under the consideration. When we

are computing some potential or distance, we have to account all image of particles
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Figure 8.1: Example for association maps. It can be regarded as undirected graph since

there is no directional information for the association (edge as CS notation) between

particles (vortex as CS notation).

with different cells. Without loss of generality on a spatial dimension, the minimum is

determined by following codes.

1 double UTIL_ARR::get_minimum_image_k_from_x(double x, double k,

double dimension)

2 {

3 double kd[3] = {k-dimension - x, k - x, k+dimension - x};

4 double re= kd[get_index_minimum_abs(kd, 3)] + x;

5 return re;

6 }

7

8 MKL_LONG GEOMETRY::get_minimum_distance_pos_vector(TRAJECTORY& TRAJ,

MKL_LONG index_t, MKL_LONG given_index, MKL_LONG target_index,

MATRIX& given_vec)

9 {
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Table 8.3: Example of adjacency matrix for figure 8.1.

1 2 3 4 5 6

1 N1 1 5 0 0 0

2 1 N2 1 0 0 0

3 5 1 N3 0 0 1

4 0 0 0 N4 1 0

5 0 0 0 1 N5 0

6 0 0 1 0 0 N6

Table 8.4: Example of adjacency list for figure 8.1.

bead 0 1 2

1 2 3 0

2 1 3 0

3 1 2 6

4 5 0 0

5 4 0 0

6 3 0 0

10 for(MKL_LONG k=0; k<TRAJ.dimension; k++)

11 {

12 given_vec(k) = UTIL_ARR::get_minimum_image_k_from_x(TRAJ(index_t

, given_index, k), TRAJ(index_t, target_index, k), TRAJ.

box_dimension[k]);

13 }

14 return 0;

15 }

8.2.2 Component-wise Minimum Distance

1 double get_minimum_image_k_from_x(double x, double k, double dimension)
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2 {

3 double kd[3] = {k-dimension - x, k - x, k + dimension - x};

4 double re = [get_index_minimum_abs(kd, 3)] + x;

5 return re;

6 }

8.2.3 Applying Periodic Boundary Condition for Trajectory

The application of PBC on the trajectory is doable using the absolute value of coor-

dinate. The sourcecode is using 0 as origin, and all the box dimension is set as a positive

value from the origin. Therefore, it is needed to transit to make center as origin, taking

modulo operator, then transit to original coordinate. The approach is described by the

following codes.

1 MKL_LONG GEOMETRY::minimum_image_convention(TRAJECTORY& TRAJ,

MKL_LONG target_t)

2 {

3 for (MKL_LONG i=0; i<TRAJ.Np; i++)

4 {

5 for (MKL_LONG k=0; k<TRAJ.dimension; k++)

6 {

7 double diff = TRAJ(target_t, i, k) - 0.5*TRAJ.box_dimension[k

];

8 double sign = diff/fabs(diff);

9 if (fabs(diff) > 0.5*TRAJ.box_dimension[k])

10 {

11 TRAJ(target_t, i, k) -= sign*TRAJ.box_dimension[k];

12 }

13 }

14 }

15 return 0;

16 }
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8.2.4 Trajectory Conversion

Because of minimum image convention, we need to recover from PBC image to real

beads trajectory to measure MSD. This conversion is doable with an appropriate condi-

tion for the identity for trajectory. Here, the identity of boundary jumping is through

the half of box dimension is changed from the previous output step, the trajectory is

identified as jump and post-processing code will recover it. Note that the trajectory

output frequency is lower than the all time steps, if this conversion is needed, we have

to reduce the overall time steps. The core parts of the code are listing as below.

1 def sign(x):

2 if x < 0.:

3 return -1.

4 return 1.

5

6 def inv_PBC(x_now, x_next, LB):

7 dX = x_next - x_now

8 if abs(dX) > 0.5*LB:

9 return inv_PBC(x_now, x_next - sign(dX)*LB, LB)

10 return x_next

11

12 for i in range(NP):

13 for k in range(ND):

14 index_Rik = 2*ND*i + 1 + k

15 for t in range(1, Nt):

16 dat[t, index_Rik] = inv_PBC(dat[t-1, index_Rik], dat[t, index_Rik], LB

)

Note that the inverse mapping function, inv PBC, is using recursive call, that is because

the main process override the opened dat array for effienciency issue, that sometimes

amplified the existing gap during correction. Therefore, it is of importance to check the

range is valid for inverse mapping using recursive call. From this conversion, we can

expect the trajectory from figure 8.2. Note that the judgment is based on the half of

box dimension.
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Figure 8.2: Test results for trajectory conversion. Blue color represent the trajectory

using periodic boundary condition (PBC) and the red color represent the converted data.

The test is done using pure Brownian motion with 100 reduced time step, and trajectory

is involved only for x-coordinate of the first beads among 100 beads on the system.

8.3 Parallel Computing

Up to now, the only shared memory parallelization is supported via OpenMP pack-

age. In order to support GRID computing with multiple nodes. As described in section

8.4.4, OpenMP is enough to satisfy the simulation size. It is noteworthy that OpenMP

on the C++ has some importance issue to make private variable. Since class instant is

used for our convenience that described in above, the private class instance for OpenMP

always calls “default constructor”. Because default constructor of MATRIX library is

suffers from overhead, it must be used in firstprivate rather than private. The option

“firstprivate” is taking copy-constructor rather than default constructor.

8.3.1 Random Streams

The random number generation of this code is through GSL support (as MKL back-

end), which is NOT thread-safe. If we are using the same stream with the different

thread, the generated random number will violate the statistics. On this regards, the
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pre-allocated stream-line for the random number is used, and the number of stream-line

is the same with the number of threads. Therefore, we can avoid the violate random

streaming. Near future, random generation by MKL will be implemented that is thread-

safety. Therefore, the multiple streaming is applied (appendix 8.4.4.

8.3.2 Brownian Update

For detail, see part of Euler Integrator in lib evolution.cpp file.

1 #pragma omp parallel for default(none) shared(TRAJ, POTs, CONNECT,

index_t_now, index_t_next, R_minimum_vec_boost,

R_minimum_distance_boost, vec_boost_Nd_parallel, force_spring,

force_repulsion, force_random, r_boost_arr, N_THREADS_BD,

given_condition) num_threads(N_THREADS_BD) if(N_THREADS_BD > 1)

2 for (MKL_LONG i=0; i<TRAJ.Np; i++)

3 {

4 MKL_LONG it = omp_get_thread_num(); // get thread number for

shared array objects

5

6 force_spring[i].set_value(0);

7 force_repulsion[i].set_value(0);

8 force_random[i].set_value(0);

9

10 if(given_condition("Step")!="EQUILIBRATION")

11 INTEGRATOR::EULER_ASSOCIATION::cal_connector_force_boost(TRAJ,

POTs, CONNECT, force_spring[i], index_t_now, i,

R_minimum_vec_boost, R_minimum_distance_boost);

12 INTEGRATOR::EULER::cal_repulsion_force_boost(TRAJ, POTs,

force_repulsion[i], index_t_now, i, R_minimum_vec_boost,

R_minimum_distance_boost);

13 INTEGRATOR::EULER::cal_random_force_boost(TRAJ, POTs,

force_random[i], index_t_now, r_boost_arr[it]);

14 for (MKL_LONG k=0; k<TRAJ.dimension; k++)

15 {

16 TRAJ(index_t_next, i, k) = TRAJ(index_t_now, i, k) + TRAJ.dt

*((1./POTs.force_variables[0])*force_spring[i](k) +
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force_repulsion[i](k)) + sqrt(TRAJ.dt)*force_random[i](k

);

17 }

18 }

Because of overhead for copy constructor in the MATRIX class, all the internal

variables are avoided the overloaded operators. The reference pass through pre-allocated

objects are very fast in C++, but to reduce the readability of the code. The way

to implement copy constructor inside of operator overload without overhead will be

considered in future.

8.3.3 Parallelization of Topological Rearrangement

LOCKING Bead

The parallelization for Brownian update is very simple as depicted in above. In the

case of topological update, however, it is quite tricky because of parallelization poten-

tially violate the statistics of randing picking - dissociation - association chains. On this

regards, LOCKING mechanism is introduced that means whenever the beads are an in-

visited state; the bead is locked until the processing on the bead is done. The main parts

of locking are described in the below code. The check is through the OpenMP critical

directive, which means the only one process allowed to enter following bracket. How-

ever, this scheme makes strong overhead to reduce the efficiency of parallelization. For

instance, the computation time for topological update is 2.5 when we use 6 processors.

1 #pragma omp critical(LOCKING) // LOCKING is the name for this critical

blocks

2 {

3 // CHECKING

4 for(MKL_LONG I_BEADS = 0; I_BEADS < 3 && N_THREADS_SS > 1;

I_BEADS++)

5 {

6 if(LOCKER(IDX_ARR[it].beads[I_BEADS]))

7 {
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8 IDENTIFIER_ACTION = IDX_ARR[it].CANCEL;

9 IDENTIFIER_LOCKING = TRUE;

10 break;

11 }

12 }

13 // this is LOCKING procedure

14 if(!IDENTIFIER_LOCKING)

15 {

16 cnt++; // preventing LOCKING affect to the

IDENTIFICATION of stochastic balance

17 for(MKL_LONG I_BEADS = 0; I_BEADS < 3 && N_THREADS_SS

> 1; I_BEADS++)

18 {

19 LOCKER(IDX_ARR[it].beads[I_BEADS]) = TRUE;

20 }

21 }

22 else

23 {

24 cnt_lock ++;

25 }

26 }

8.3.4 Interfacial Design for Cell-List

Cell List in Equilibrium Simulation

Since the implementation of the cut-off scheme through cell-list is on queue, it is much

efficiency compared with the suggested LOCKING procedure. The cell-list composed

of a different block of cells inside the box and the cell dimension is higher than a cut-

off radius. On this scheme, to pick beads inside the different cell does not violate the

statistics. The implementation will be done in future.
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Modified Cell List: Dynamic Offset

It is of importance to aware the change of PBC boundary condition also affect to

search neighbour-list through cell list. Dobson et al. (2016) summarized two difference

way to overcome this problem: dynamic size and dynamic offset methods. By these

names, we can adjust the size of subjected cell or searching mechanism using offset. For

instance, GROMACS allows multiple cut-off schemes for short-range interactions, which

is the sign that they also identify different cell list scheme from the original one. Before

applying multiple cell list scheme, the dynamic offset will be applied first as it is easy to

implement.

First of all, we have to think the PBC condition reported in the previous section:

modulo. The modulo is applied after mechanical perturbation, which means the sub-

jected PBC box keep bricks-shape as it was. In consequence, there are no changes for

cells inside PBC box with all of the neighbor cells are inside PBC box.

For the case of cells in boundary which means it must travel beyond the boundary to

count all the neighbor cells, recall the equation (2.61) which keeps the coordination on

the up-center box with time evolution into the up-center box with periodic truncation,

modulo. The thing is index function for modulo is still the same. The index for new

coordinate is easyly computed by

I eq
C = r′ mod LC , (8.3)

where r′ is perturbed position.

8.4 Overview of Code

The main simulation codes are fully developed by C++ with supporting of scientific

packages. The package is controlled by bash scripts and version control, git, is used to

keep individual stable and developing branches to test different methodology. The test

conditions are described accordingly the personally define the input file format. Through

the parsing of the given input file, the code has great flexibility to test in various condition



176 8. Development of Code

and handling. The post-processing codes are mainly builded up Python with supporting

of numpy, scipy, and matplotlib. The core library has three layers that (i) the basic

infrastructure, (ii) handling various functionality, and (iii) to assemble the supported

functionality into working code as a simulator. The library for (i) and (ii) are in lib

directory while the simulators are in ’src’ directory. There is several division in the code

interface that will be explained in later sections.

8.4.1 Scientific Packages

In the back-end, the Math Kernel Library (MKL) from Intel is used to handle several

numerical packages and variable types. The main mathematical functions are supported

by GNU’s Scientific Library (GSL) especially for the random noise, sorting algorithm,

and interface with CBlas. Blas interface is somehow importance to achieve the perfor-

mance. The interface of LaPack is through the MKL, but which is not critical in this

simulation code.

Intra-node parallelism is applied using OpenMP, and it is enough for the simulation

purpose. The reasons will be described in later in the technical details, but briefly

related with the performance analysis. The methodology is composed of two individual

time evolutions where the Langevin equation highly parallelizable because of the all

the information is given by the previous history through the simplified Euler integrator

combined with cell-list. In the case of topological renewal, however, this stochastic

simulation have some sequential information that makes difficult to make parallelization.

8.4.2 Computation Flow Chart

Before entering the deeper side of the simulation, it will be helpful to see the sequence

of simulation flows corresponding the methodology developed in section 2. Figure 8.3

report its simplified point of view with time analysis that without cell-list (because of

non-equilibrium simulation) in 8 processor case. The details of the parts will be covered

in the following sections.
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8.4.3 Version Control System

git is used to handle individual versions for many purposes. To make new simulation

usually involved with many developing branches where the branches are not fully stabi-

lized. In this aspect, version control system suggests having stable branch where only

verified tests through memory leakage and regression test are fetched while individual

developing branches still live and support the ability to merge in a selective way. Figure

8.4 shows the activities for code development in the statistics of git and part of change,

merge, and branching about stable and developing branch in 30 commits out of 687

commits.

8.4.4 Layer 1: Building Blocks

Brief introduction for codes are revised in here. The main message is to keep the

interfacial design without loss of performance, so the development branches can have its

structures that replaced by the other branches. The building block layer composed of 5

individual libraries that handle the details of individual tricks and core of the simulation

while those layers are free from the specific system dependency or sequence of simulation

like the computational flow chart reported in figure 8.3. The libraries in the building

block layer are designed for general purpose, although minor system dependency is there,

there are many interfacial functions to bridge between powerful numerical packages and

design of our libraries.

Matrix Interface: matrix.h

This library mainly related to the interfacial function between scientific package

and personally defined matrix class. The matric operation are overloaded as following

manner.

C = A*B + C;

1 double& MATRIX::operator()(MKL_LONG i, MKL_LONG j);

2 double& MATRIX::operator()(MKL_LONG i);
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Project name:

Generated:

Generator:

Report Period:

Age:

Total Files:

Total Lines of Code:

Total Commits:

Authors:

GitStats - .git

General  Activity  Authors  Files  Lines  Tags

.git

2017-02-20 23:01:21 (in 74 seconds)

GitStats (version 55c5c28), git version 2.10.1 (Apple Git-78), gnuplot 5.0 patchlevel 5

2015-07-14 13:27:40 to 2017-02-19 03:46:36

587 days, 240 active days (40.89%)

11319

1819262 (4431736 added, 2612474 removed)

687 (average 2.9 commits per active day, 1.2 per all days)

2 (average 343.5 commits per author)

Figure 8.4: Activity log of code development (top) and part of git commit history to

show how to keep stable branch and developing branches and selective merge.
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3 MATRIX& MATRIX::operator=(const MATRIX &Mat);

4 MATRIX& MATRIX::operator+=(const MATRIX &Mat);

5

6 // MATRIX Addition : C = A+B

7 MATRIX operator+(const MATRIX &A, const MATRIX &B);

8 MATRIX operator-(const MATRIX &A, const MATRIX &B);

9 // Scalar Multiplification : C = a*A

10 MATRIX operator*(const double a, const MATRIX &A);

11 // MATRIX Multiplification : C = A*B

12 MATRIX operator*(const MATRIX &A, const MATRIX &B);

13

14 // Unary operator

15 MATRIX operator-(const MATRIX &A);

Note that these overloaded operator are used when in development branch while the fully

tested codes are replaced by the operators in scientific packages because of performance.

Parsing Test Condition: file IO.h

For general purpose program, the personally developed format for input file is used.

The COND class contains basic information of given condition file and handling of it in

to several ways. Here is a working test condition with all the given variables.

1 ## METHOD

2 ## METHOD::Basic Methodological input

3 ## METHOD::Method: BROWNIAN, DUMBBELL, REPULSIVE_BROWNIAN,

NAPLE_ASSOCIATION

4 ## METHOD::Step: EQUILIBRIATION, NO_EQUILIBRIATION

5 ## METHOD::Stochastic Integrator: Only ’Euler’ is applied at this moment

6

7 Method=NAPLE_ASSOCIATION

8 Step=NO_EQUILIBRATION

9 Integrator=Euler

10

11 ## DIMENSION

12 N_dimension=3
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13 box_dimension=10.0

14

15 ## TIME::Time scales and data resolutions

16 dt/tauR=0.01

17 Nt=1000000

18 reset_initial_time=TRUE

19 ## TIME::TOPOLOGY

20 N_steps_block=1

21 Rt=1

22 ## TIME::DATA_RESOLUTION

23 N_skip_ener=10

24 N_skip_file=1000

25 record_RDIST=TRUE

26 N_skip_rdist=1000

27

28 ## THREADS

29 ## THREADS::LANGEVIN

30 N_THREADS_BD=4

31 ## THREADS::TOPOLOGY

32 N_THREADS_SS=1

33

34

35 ## PARTICLE

36 Np=400

37 ## PARTICLE::friction: DEFAULT or DISSOCIATION_TIME

38 friction_junction=LOOP_DISSOCIATION_TIME

39 ## PARTICLE::REPULSION

40 repulsion_coefficient=25

41 effective_distance=1.0

42

43 ## CHAIN

44 N_chains_per_particle=5

45 ## CHAIN: it allows to track all the index of individual chain ends

46 tracking_individual_chain=TRUE

47

48 ## CHAIN::KINETICS
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49 ## CHAIN::KINETICS::check transition probability

50 ### transition_probability can be DISSOCIATION, CUTOFF_DISSOCIATION, or

MINIMUM_R0_DISSOCIATION

51 transition_probability=MINIMUM_R0_DISSOCIATION

52 ### association_probability can be DEFAULT, EQUAL_CUTOFF_RANGE, or

minimum_R0_Boltzmann

53 association_probability=minimum_R0_Boltzmann

54 ## CHAIN::KINETICS::probability to select the specific chain (end)

55 chain_selection=UNIFORM

56 ## CHAIN::KINETICS::number of allowed fluctuation for chain ends per

micelle

57 tolerance_allowing_connections=3

58 ## CHAIN::KINETICS::stochastic cut-off for bridge forming

59 cutoff_connection=2.0

60 ## CHAIN::KINETICS::length scale related with physical aggregation in

hydrophobic chain ends

61 l_cap=0.12

62

63 ## CHAIN::ELASTICITY

64 ## CHAIN::ELASTICITY::chain properties: Gaussian, Modified_Gaussian, FENE

65 connector=Modified_Gaussian

66 ## CHAIN::ELASTICITY::MODIFIED_GAUSSIAN::related with re-scaling factor,

alpha:= R0/rms(R_chain)

67 scale_factor_chain=1.5

68

69 ## UTILITY: some other features

70 allowing_multiple_connections=TRUE

71 MC_renewal=FALSE

72 cell_list=TRUE

73

74 ## NE::Non-Equilibrium Simulation

75 ## NE::related with mechanical perturbation: FALSE, SIMPLE_SHEAR,

STEP_SHEAR

76 MECHANICAL_PERTURBATION=FALSE

77 ## NE::axis (0, 1, 2) = (x, y, z)

78
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79 ## NE::SHEAR

80 shear_axis=0

81 shear_grad_axis=1

82 ## NE::SHEAR::SIMPLE_SHEAR

83 #### NE::SIMPLE_SHEAR::tau_C depends on the definition of the system

84 #### NE::SIMPLE_SHEAR::note that this definition will be chainged in the

future

85 Wi_tau_C=0.5

86 ### NE::SHEAR::STEP_SHEAR

87 gamma_0=0.5

88

89 ## SEEDS

90 ## random seeds: it is related with the random sampling and average over

it

91 ### in the case for SCoPE grid server, the automatic submission will be

varied depends on the

92 basic_random_seed=100

93 ### random seeds for stochastic evolution

94 basic_random_seed_SS=150

95

96 ## file information

97 output_path=short_test

98 filename_base=NP0400_LD10P3_C025

99

100 ## note that CONTINUATION_STEP should be -1 as default

101 ## otherwise, it will inherit with the given number of steps

102 CONTINUATION_TRAJ=TRUE

103 CONTINUATION_STEP=-1

104 CONTINUATION_TRAJ_FN=LD10P3/EQ3D_NP0400_LD10P3.traj

105

106 CONTINUATION_CONNECTION=FALSE

107 CONTINUATION_HASH_FN=FALSE

108 CONTINUATION_WEIGHT_FN=FALSE

109

110 CONTINUATION_CHAIN=FALSE

111 CONTINUATION_CHAIN_FN=FALSE
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112

113 ## the following will be used for debugging or analysis of each instance

of stochastic step

114 ## it will record all the stochastic decision including rolling

probability

115 MC_LOG=FALSE

116 MC_ASSOCIATION_MAP=FALSE

117

118 # unncessary options at this moment

119 # tolerance_association=0.001

120 # ratio_RM_R0=11

Note that the operator overloading is useful to handling the conditions. For instance,

if we need the value for “condition”, we simply use COND(“condition”) that return the

value as string class. If we need C-style string, just use c.str() method. In any case,

checking conditional phrase is doable by following way.

1 if (given_condition("Integrator") == "Euler")

2 {

3 N_basic = 2;

4 }

Interfacial Functions for Random Signal: random.h

Since the randomness is of importance for Brownian motion, and the multiple gen-

erating random numbers are of importance for parallelization. In principle, there are

two ways to generate the random sequence in a parallel computation where the first one

is using the single random seed to allocate individual blocks of random sequences, then

used each block in each thread. The second one is using the different random seed where

the seeds are distinguishably defined for each thread that makes independence between

difference random sequence in different threads. There are pros and cons for each of the

way, but here the codes are designed to follow the second method because of easier to

handle random seed especially when we perform multiple samples in the GRID server.
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Figure 8.5: Sequence of random sampling allocation in the GRID server

Figure 8.5 shows how the random seeds are allocated when we use multiple sampling

for the same condition. Using this individuality, we have great flexibility to handle the

processor in efficiency manner. The random.h is composed of RNG BOOST class and

the following functions where the function is given by individually rather than member

function in order to keep the similarity between interface.

Trajectory of Particles: trajectory.h

No matter what type of simulation will be performed, Brownian, repulsive Brownian,

dumbbell, and associating telechelic polymers, the positions of the particles must be

tracked. As already described in section 8.1, the 1-dimensional array is used for each of

time step, where only two steps are necessary to tracking in the case of Euler integrator,

Eq. (2.23). In this sense, TRAJECTORY class inherits from MATRIX class and its

index function to connect between 1-dimensional and 2-dimensional arrays.

Cell-List: cell list.h

The basic idea of cell-list is already described in section and also the parallelization

scheme is reported in. It contains plenty of information related to PBC box that makes

possible boosting up the code in any sense. It is noteworthy that the CLIST class is

forced to use even without cell-list option to keep the function interface while this makes

a single cell as PBC box and boundary check is replaced by its initial minimum image
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convention. The index functions, index vec2sca and index sca2vec, is working to map

between index array in 1-dimensional and 2-dimensional similar to the data structure of

TRAJECTORY. In order to remove overhead, however, the function is only called when

the constructor for CLIST is called.

Supporting Network Connectivity: connectivity.h

This is building block for handling index of the connectivity, while its application form

is defined in the layer 2 where the classes inherit CONNECTIVITY and CHAIN NODE

classes defined in connectivity.h. The main reason to decouple the index handling in

hierarchy manner is different level on the purpose and the complexity of its handling.

It is a pair to note that this handling is the core of the simulation code since the

core library for Langevin dynamics executable through well-known open sources such as

LAMMPS and GROMACS. The handling connectivity for such a libraries are enough

for the permanent network system, while our focus is mainly on the transient system

which needs to track all the details of connectivity with each chain ends effectively. The

CONNECTIVITY class support the basic class using adjacent list, section 8.1.2, that

reduce time and space complexity for the simulation. In the case of CHAIN NODE

class, it support node of individual chains keep the attached point as index of micelles,

but the change of degeneracy chains (chain connected with the same pair of micelle) are

randomly selected to take an action. Note that CHAIN NODE is distinguishable class

that can be turn-on or off due to our needs.

8.4.5 Layer 2: Utility

In this layer, the 8 individual libraries are builded up to support the utility of basic

properties. Notice that the libraries in this layer typically involved with the specific

dependency that will be defined in the application layer later.
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Allocation Potentials and Kinetics: potential.h

The design of potential.h is to support various pre-determined potential that can

be replaced by the input file, section 8.4.4. The main idea is to keep the flexibility

through the input file while the potentials and association/dissociation kinetics are given

by pointer-function, so the initial constructing simulation time (only the beginning of

simulation) that allocate the pointer function with the given pre-determined potentials.

It is noteworthy that the define potentials are in the way of inline function, so the

overhead for multiple calling of a small function is reduced. The class declaration for

POTENTIAL SET is described in below.

1 class POTENTIAL_SET

2 {

3 public:

4 double *force_variables;

5 double (*zeta_particle)(MKL_LONG N_connectors, double* given_variables);

6 double (*f_connector)(double distance, double* given_variables);

7 double (*e_connector)(double distance, double* given_variables);

8 double (*PDF_connector)(double distance, double* given_variables);

9 double (*f_repulsion)(double distance, double* given_variables);

10 double (*e_repulsion)(double distance, double* given_variables);

11 double (*scale_random)(MATRIX& basic_random_var_unity, double*

given_variables);

12 double (*w_function)(double distance, double (*force)(double, double*),

double* given_varialbes);

13 double (*transition)(double distance, double (*force)(double, double*),

double* given_varialbes);

14 POTENTIAL_SET();

15 virtual ˜POTENTIAL_SET();

16 };
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Distance and Position Maps: geometry.h

The geometry.h contains plenty of functions that mainly related with PBC box and

the relative distance between micelle with minimum distance in an optimized way. One

of the main class in geometry.h is RDIST where its information keeps the distance

distribution between micelles in the given effective cut-off distance (or PBC box when

cut-off is turned off).

1 class RDIST : public CLIST

2 {

3 public:

4 MATRIX** Rvec; // Rvec[i][j] will be the relative vector between i- and

j-th particles

5 MATRIX* Rsca; // Rsca[i](j) will be the relative distance between i- and

j-th particles. The form is differ from the original.

6

7 RDIST();

8 RDIST(COND& given_condition);

9 virtual ˜RDIST();

10 }

Individually, the namespace UTIL ARR and GEOMETRY are designed to suggest

utility functions that (i) easy implementation in the application layer when handling the

RDIST related information such as potentials and association/dissociation kinetics, and

(ii) to optimize the computation time with the inheritance of the effective cells.

Handling Association Index: association.h

The class ASSOCIATION inherit the CONNECTIVITY in appendix 8.4.4 with ad-

ditional functionality to implement the association and dissociation kinetics in adjacency

list, appendix 8.1.2. In this regards, ASSOCIATION class has details about probability

for kinetics especially for the cumulating the association probability, Eq. 2.43, as mem-

ber function. ASSOCIATION class is very lengthy and contains tidies functions, so here

even the basic structure are omitted, but three important aspects are reported in here:
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(i) the association map is sorted to suggest the highest performance for selection steps of

topological index in backtrace way, (ii) TOKEN for individual micelles are computed to

keep to know how many distinguishable particles are associated to the subjected micelle,

and (iii) the dissociation procedure is mainly obtained in the way of opposite chain end

since the selection probability for the chain ends belong the same chain are identical.

The reason of (iii) is related to the efficiency for cell-list because the association map is

based on the distance from the subjected micelle rather than opposite chain end.

In the case of individual chain ends, the additional layer for CHAIN NODE is defined:

CHAIN INFORMATION. Since CHAIN NODE suggest the individual node similar to

linked-list (note that the real structure is not given by linked-list, but some pointer

map has similar feature to have optimized performance). In this class, the individual

chain ends are tagged with the micelle that breaks degeneracy of bridges in the random

selection manner.

Utilizing Association Index: handle association.h

This library is the highest level to handle network index where the class INDEX MC

support additional layer handling object of ASSOCIATION class. This utilized class sup-

port the interface with parallelization, especially for OpenMP. With INDEX MC class,

the function in application layer handles the index in different threads without difficulty.

In addition, the library support additional layer for chain end tags, CHAIN HANDLE,

so the inheritance map is given by CHAIN HANDLE::CHAIN INFORMATION. With

this class, all the chain ends support user-friendly interfacial function that will be used

in the application layer.

Computing the Components-Wise Contribution for Integrator: time evolution.h

The library is originally designed for supporing time evolution in the different inte-

grator, but now the integrator is moved in the application layer (i.e., simulator) and only

computation of component-wise contribution is accounted. The parallel computation is

supported through OpenMP package, and the computation of virial stress (without scale
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factor) is involved individual functions. Note that the virial stress is collected variable

for the given PBC box, Eq. (2.67), computing virial stress in post-processing is a time-

consuming task, which is the reason that virial stress is recorded in simulation time.

Locking Parallelization for Topological Renewal: parallel.h

The parallel.h is designed to support parallel computation for topological renewal,

appendix 8.3.3, which, however, is stopped to use because of overhead during thread

locking procedure. This point will be revised in future work. The strategy can be found

in appendix 8.3.3.

8.4.6 Layer 3: Application

This is frequently called simulator layer in previous sections. The main reason is

that the codes in this division support individual simulators such as Brownian, repulsive

Brownian, dumbbell, and association telechelic polymers. It is understood that those

simulators have common features similar to the inheritance class objects. For instance,

the Brownian motion will be used for all the package, that suggest a basic feature for

Brownian motion is defined in the namespace of BROWNIAN and with the structure

of BROWNIAN VARIABLE. Then, the repulsive Brownian motion will be changed the

characteristic time from τB to τR, so this changes with a computation of repulsive con-

tribution are involved in inheritance manner, which is also the same with the simulator

for associating telechelic polymer as following.

1 struct REPULSIVE_BROWNIAN::

2 TEMPORAL_VARIABLE

3 : BROWNIAN::BROWNIAN_VARIABLE

4 {

5 statements;

6 };

7

8 struct

9 HEUR::

10 TEMPORAL_VARIABLE_HEUR
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11 : REPULSIVE_BROWNIAN::TEMPORAL_VARIABLE

12 {

13 statements;

14 };

Note that dumbbell simulator only inherits the Brownian simulator because no repul-

sion is accounted and only CONNECTIVITY class is necessary rather than ASSOCI-

ATION::CONNECTIVITY. The details on the application layer are omitted since it is

too lengthy compare with its meaning, but the simulators are made up of the functions

given by layer 1 and 2.
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Chapter 9

Analysis of Simulation Results

9.1 Relaxation Modulus in Equilibrium Simulation

9.1.1 Calculation Cross-Correlation using Fast-Fourier Transform

In principle, the stress autocorrelation in Eq. (2.68) can be calculated by cross-

correlation directly. The time complexity, however, the cross-correlation takes O(N∗2t )

where N∗t means the given number of time steps. Note that N∗t 6= Nt in general in

order to reduce space complexity of data output, which is not problem when we measure

rheological observable, such as η0, when relaxation time is sufficiently large. To be

specific, the time step is given by 10−2τR but the data recording for stress components is

1 per 10 time steps; then, the recorded stress components becomes 103. In this context,

the computational time for direct cross-correlation reaches similar range of simulation

time itself. Hence, Fast-Fourier transform (FFT) algorithm is applied based on the

following relations (Borsellino and Poggio 1973)

F [Corr[f, g]] = F̄ [f ]F [g], (9.1)

where F is Fourier operator and bar denote complex conjugate, which is not important

since we consider real valued function for f and g. Because the computation time for

FFT is O(N), it dramatically reduces the computation time.

193
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9.1.2 Average Over Directional Contributions

As described above, G(t) from Green-Kubo relation is suffers from its noise where the

noise reduction typically involved in increasing box dimension and decreasing time step,

and the both of the suggestion are not preferable because of simulation time. Daivis

and Evans (1994) suggest the way of improving statistics in the way of average over the

directional average for isotropic fluid:

10G(t) =
V

kBT
〈τ ′(t) : τ ′(0)〉t =

V

kBT
〈τ ′ij(t)τ ′ji〉t, (9.2)

where τ ′ is deviatoric part of τ and summation convention is used.

10G(t)
kBT

V
= 2

∑
i,j>i

〈τij(t)τij(0)〉+
∑
i

〈(
τii −

1

3
trτ

)
(t)

(
τii −

1

3
trτ

)
(0)

〉
. (9.3)

Because of the symmetric of stress, the off-diagonal parts easily derived into summation

form, which means it is average over shear directions. The second parts of RHS in Eq.

(9.3), let say (∗) for this section, is much complicate form with diagonal components of

stress tensor. For simplification, let define the normal stress different between i and j

axis as Nij = τii−τjj and let omit the domain notation, (t) or (0), then the expansion the

symbol becomes simpler but the product must be non-commutative, NijNpq 6= NpqNij ,

and anti-symmetric, Nij = −Nji. Obviously, it has property

NijNik −NijNjk = NijNij and NikNij −NjkNij = NijNij , (9.4)

which make the expansion form easiler since(
τ11 −

1

3
trτ

)
(t)

(
τ11 −

1

3
trτ

)
(0) =

1

3
(N12 +N13)(N12 +N13). (9.5)

Applying these conventions into the second part of RHS in Eq. (9.3), we have

(∗) =
1

9
[(N12 +N13)(N12 +N13) + (N21 +N23)(N21 +N23) + (N31 +N32)(N31 +N32)]

(9.6)

= N12N12 +N12N13 −N12N23 + · · ·+N23N23 (9.7)

=
1

3
(N12N12 +N13N13 +N23N23) . (9.8)
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Figure 9.1: Comparison for the different average scheme.

Therefore, the final form of relaxation modulus becomes

G(t) =
V

5kBT

∑
i, j>i

〈τij(t)τij(0)〉+
V

30kBT

∑
i, j>i

〈Nij(t)Nij(0)〉, (9.9)

which is the exactly same form with Ramirez et al. (2010).

9.1.3 Time Average and Sample for Relaxation Modulus

Despite the directional average, the figure 9.1 is not significantly changed. Underline

ergodicity, we can apply time average for the relaxation modulus. In principle, the time

gap between each blocks should be uncorrelated which means we must perform very

long computation for the given condition. If we allows very minor correlation level,

the efficiency to take time average becomes larger. One of the efficient way to average
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over different time blocks are dividing time series into half block. Let assumed that

system has N of time series then the half block obviously have N/2 time steps. Let

assumed that Ndiv is number of division that shows the sufficient small correlation value

at t(N/(2Ndiv)). Then, we can divide Ndiv blocks for the first half block and each block

produce G(t) with t ∈ [ti, ti +N/2] where ti is initial time for the subject block.

Since the SCoPE supercomputer is used for simulation, submit multiple samples is

also useful. For equilibrium simulation, we compute relatively long time scale, so we do

not have to change initial box condtion. Besides, we have to set different random seeds.

The relaxation modulus reports in figure 4.3 is the combination of average over 10

time blocks and 5 different samples (so, taking 50 sampling average) which shows at

least one additional decade of G(t) is readable compare with the case without these

treatment. This additional resolution is of important to measure rheological observable.

9.1.4 Effective Cut-off Time of Relaxation Modulus

Since we cannot fully avoid noisy in relaxation modulus, we have to decide an effective

cut-off time of relaxation modulus in order to measure zero-shear viscosity through

Eq. (2.70) or other rheological observables from G(t). Using change of variables, the

spectrum can be shown in the way of figure 9.2 where the plot is tG(t) vs. log(t). In

this way, we can identify the effective cut-off time when spectrum reaches zero before

noisy is amplified.

9.2 Pair Correlation Function

9.2.1 Definition

The pair correlation distribution, ρ(r1, r2), is one of commonly used function to show

the spatial distribution of micelles (or particles). For given canonical ensemble (N,V, T ),

let Z be configurational integral, partition function:

Z =

∫
dΓN1 exp

(
−βU(ΓN1 )

)
, (9.10)
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Figure 9.2: Component-wise comparison between correlation method.
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where β be Boltzmann factor, ΓN1 = {r1, · · · , rN} and dΓN1 = dr1 · · · drN . Then, the

probability of an elementary configuration is expressed by

P (ΓN1 )dΓN1 =
exp

(
−βU(ΓN1 )

)
Z

dΓN1 , (9.11)

where dΓN1 = dr1 · · · drN . Let P (ΓN1 ) be configurational distribution over set of N-

number of state variables, ΓN1 = {r1, · · · , rN}. Since the configurational distribution

P (ΓN1 ), is function of potential energy, U(ΓN1 ), it cannot account only for single par-

ticle. Hence, we can eliminating dependency of other particles using integrate over

configurational space:

P (Γn1 ) =

∫
dΓNn+1P (ΓN1 ), (9.12)

which is joint PDF for finding particle {1, 2, · · · , n} at {r1, r2, · · · , rn}, respectively. It

is called specific PDF because of the index of particles are fixed. Let Ωn
1 = {r1, · · · , rn}

be the set of particles which is arbitrarily chosen. If the particles are identical (indis-

tinguishable system), we can express generic PDF when we allow choosing particles,

arbitrarily:

ρ(Ωn
1 ) =

N !

(N − n)!
P (Γn1 ) (9.13)

For simplification, consider the given material is isotropic. Then the first order generic

PDF becomes its density: ρ(r1) = ρ = N/V . When the particles independent to each

other, the joint probability becomes

Pid(Γ
N
1 ) =

N∏
k=1

P (rk) = ρN . (9.14)

Therefore, the generic PDF for independent particle becomes

ρid(Ω
n
1 ) =

N !

(N − n)!
P (Γn1 ) =

N !

(N − n)!
ρn. (9.15)

The correlation function g is given by the fraction of generic PDF of the system to the

independent case:

g(Ωn
1 ) ≡ ρ(Ωn

1 )

ρid(Ω
n
1 )

=
P (Γn1 )

Pid(Γ
n
1 )

=
1

ρn
P (Γn1 ). (9.16)
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For convenience, h(Ω) = g(Ω) − 1 is frequently used as correlation function. Inversely,

we have specific PDF:

P (Γn1 ) = ρng(Ωn
1 ). (9.17)

When order is 2, the correlation functions is called pair correlation function:

g(r1, r2) =
1

ρ2
P (r1, r2) =

1

ρ2

∫
dΓN3 P (r1, r2) (9.18)

=
1

ρ2

∫
dΓN3

exp(−βU(ΓN1 ))

Z
. (9.19)

For spherically symmetric system, the probability between ri and rj becomes

P (ri, rj) = P (ri − rj). (9.20)

For further details, see Chandler (1987).

9.2.2 Isotropic Radial Distribution Function

Let 〈ni(r,∆r; t)〉t be the average number in the shell at distance between r and r+∆r

at time t:

〈ni(r,∆r; t)〉t =
1

T

T∑
j=1

ni(r; tj). (9.21)

Note that 〈ni(r)〉 is independent on i, then we can define ensemble average of number

of particles as

〈n(r,∆r; t)〉 ≡ 1

N

N∑
i=1

1

T

T∑
j=1

ni(r,∆r; tj). (9.22)

Let assumed the particles are uncorrelated, the same assumption of independent prob-

ability between particles in equation (9.14), then we averaged number in the shell at

distance r:

〈n(r,∆r)〉unc = ρV (r,∆r)(N − 1)/N, (9.23)

where V (r,∆r) is Volume of shell between r and r+∆r, and ρ is density. The alternative

form of the radial distribution function is the ratio between averaged number of particles
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on a shell with distance r and the uncorrelated number:

g(r) =
〈n(r,∆r; t)〉
〈n(r,∆r)〉unc

(9.24)

=
1

ρV (r,∆r)(N − 1)T

N∑
i=1

T∑
j=1

ni(r,∆r; tj). (9.25)

If the given material is liquid-like and is not highly ordered case, the averaged number

at long distance becomes un-correlated averaged number:

lim
r→∞

g(r) =
limr→∞〈n(r,∆r; t)〉
〈n(r,∆r)〉unc

=
〈n(r,∆r)〉unc
〈n(r,∆r)〉unc

= 1. (9.26)

Because of system size, the density ρ should be replaced by local density, i.e., the counted

number for all the particles divided by total area that is considered:

ρD =
1

T (N − 1)VD

N−1∑
k=1

〈n(r,∆r; t)〉 ≡ nD
T (N − 1)VD

, (9.27)

where subscript D denote domain of computation. For simplification, let ρ(r) be the

averaged density between r and r + ∆r:

ρ(r) =
〈n(r,∆r; t)〉
V (r,∆r)

. (9.28)

Note that ρ(r) is not affected by ∆r since the counted number for histogram directly

proportional to the volume: 〈n(r,∆r; t)〉 ∝ V (r,∆r). The equation (9.25) becomes

g(r) =
ρ(r,∆r)

ρD
=
VD
nD

〈n(r,∆r; t)〉
V (r,∆r)

. (9.29)

The coordination number with the given distance, R, is defined as

CN(R) = 4πρ

∫ R

0
g(r)r2dr, (9.30)

where this number indicate the expected number of particles within the distance, R.

Note that this is cumulating pair correlation function, where the cumulated number

directly related with the finding probability for kinetics models.

1 def get_ddf(traj, ts, Np, N_dimension, box_dimension, cut_ratio):

2 ddf = []
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3 for t in ts:

4 for i in range(Np-1):

5 for j in range(i+1, Np):

6 d = lin.norm(get_rel_vec(traj, t, i, j, N_dimension,

box_dimension))

7 if d<cut_ratio*box_dimension:

8 ddf.append(d)

9 return ddf

10

11 def get_rdf_ref(traj, ts, dr, Np, N_dimension, box_dimension, cut_ratio):

12 Nr = int(cut_ratio*box_dimension/dr)

13 rdf = zeros([Nr, 3])

14 rdf[:,0] = arange(0, cut_ratio*box_dimension, dr)

15 ddf = get_ddf(traj, ts, Np, N_dimension, box_dimension, cut_ratio)

16 N_tot = size(ddf)

17 Nt = size(ts)

18 for r in ddf:

19 rdf[int(r/dr), 1] += 1

20 if (N_dimension == 3):

21 Vr = (4./3.)*pi*((rdf[:,0]+dr)**3.0 - rdf[:,0]**3.0)

22 Vrmax = (4./3.)*pi*(cut_ratio*box_dimension)**3.0

23 rho_local = N_tot/(Nt*0.5*(Np-1)*Vrmax)

24 elif (N_dimension == 2):

25 Vr = pi*((rdf[:,0]+dr)**2.0 - rdf[:,0]**2.0)

26 Vrmax = pi*(cut_ratio*box_dimension)**2.0

27 rho_local = N_tot/(Nt*0.5*(Np-1)*Vrmax)

28 print ’rho_local = ’, rho_local

29 rdf[:,2] = rdf[:,1]/(Vr*0.5*(Np-1)*Nt*rho_local)

30 rdf[0, 2] = 0.

31 return rdf

9.2.3 Anisotropic Radial Distribution Function

When shear is introduced, the micelle distribution is no more isotropic. In this sense,

it is better to introduce angle, θ, defined by the angle from the x axis in the xy plane.
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Note that here we used x axis as shear direction and y axis as shear gradient direction.

In this sense, we have anisotropic number measure

〈n(r,∆r,∆θ; t)〉 ≡ 1

NT

N∑
i=1

T∑
j=1

ni(r,∆r,∆θ; tj), (9.31)

where its isotropic form is the same with Eq. (9.22). It leads

g(r, θ) =
1

ρV (r,∆r,∆θ)(N − 1)T

N∑
i=1

N∑
j=1

ni(r,∆r,∆θ; tj), (9.32)

with

V (r,∆r,∆θ) =
2π

3

(
(r + ∆r)3 − r3

)
(cos θ − cos(θ + ∆θ)) , (9.33)

where cos(θij) = r̂ij · x̂.

9.2.4 Pair Correlation in Projected XY Plane

When simple shear is implemented along the x direction and with its gradient di-

rection y. The micelle distribution will be changed due to the given mechanical per-

turbation. In this sense, to measure pair correlation function in projected xy plane is

useful. The main definition is the same with Eq. (9.18) that suggesting integrate over

z direction when there are no flow effect along the z-direction. In this sense, the PCF

becomes

g(x, y) =
VD
nD

〈n(x, y; ∆x,∆y; t)〉
Vdx dy Lz

(9.34)

9.3 Graph Algorithms to Analysis Network Connectivity

9.3.1 Graph

Mathematically, a graph is an ordered pair G = (V,E) where a set V of vertices and

a set E of edges. For instance, we have vertices and edges for figure 9.3 as

V = {0, 1, 2, 3, 4, 5} (9.35)

E = {(0, 1), (0, 3), (1, 2), (2, 4), (2, 5), (3, 4), (4, 5)}, (9.36)
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which in consequence V is set of all the index for particles and E is set of all pairs

of index for bridges. It is of importance that the identification of percolation is not

necessary to count weight on the bridge, i.e., number of connections for the same bridge,

so we do not need count all the weight array on this graph analysis. In addition, the

given graph is undirected since all the element for E is symmetric under the pair index:

(i, j) = (j, i).

Figure 9.3: Example for association maps. This example will be used DFS testing and

the starting index changed to 0 from 1 for compatibility with the code infrastructure.

Therefore, index zero indicate the zero-th particle and -1 indicate there is no association.

9.3.2 Tree and Spanning Tree

The tree is a linearized graph, which means graph without any circle of bridges. For

given network structure is not a tree because of association can happen to make a loop.

To understand tree structure, however, is of importance since the algorithms to travel
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graph is based on the tree. The graph cannot be merged to the tree structure, but if we

ignore loop bridges, we can span tree structure from given graph which is called spanning

tree. In consequence of linearization, the spanning tree is not unique that depends on

the algorithms to travel.

To be specific, for graph depicted in figure 9.3, if we apply DFS algorithm, the

spanning tree has the form of figure 9.4 (left). Here, the 0-th particle is selected as root,

and the rank of a child is represented by depth from the root. If we use BFS algorithm,

the spanning tree changed to figure 9.4 (right). The travel sequence for DFS becomes

0 → 1 → 2 → 4 → 3 → 5 while BFS becomes 0 → 1 → 3 → 2 → 4 → 5. Since DFS is

used as default, this article only contains details about DFS. The adjacency list for the

given graph is described in table 9.1.

Table 9.1: Adjacency list for the given graph, figure 9.3

1 2 3

0 1 3 -1

1 0 2 -1

2 1 4 5

3 0 4 -1

4 2 3 5

5 2 4 -1

9.3.3 Travel Algorithm

Travel for Vertex: Measuring Cluster Size Distribution

Let say cluster as the group of particles that is connected. The size of a cluster is

defined by a number of particles on the subjected cluster; then we can measure cluster

size distribution of given system.

The given associated network has the same structure with the undirected graph that

is composed of vertexes (particles in this case) and edges (association in this case).
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Figure 9.4: DFS spanning tree for graph depicted in figure 9.3 (left) and BFS spanning

tree for graph depicted in figure 9.3 (right)

Undirected means that bridge chain is symmetric under the index of pair of particles,

rij = rji. Extracting information of association topology is done through traveling the

network, and the data is given by adjacency list. In general, depth-first search (DFS)

and breadth-first search (BFS) are good for this aspect with different spanning tree. The

details of the data structure and algorithm are described in appendix 8.1.

Travels for Edges: Identify Travels Beyond PBC Box

Travel for vertex means we visit all the particles that connected with the given root

particle, but it does not guarantee that visiting all the edges (bridges). The percolation

identification depends on the bridges, not about particles itself, which means we need

to modify travel algorithm. There is various way to travel edges rather than vertex, but

we need only information of edge not about real travels. Hence, the algorithm is slightly

modified to record the identifier for shift factor for all the possible travel path - but do

not act the travel when the target particle is already in-visited status.
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Travels inside PBC Box

As already mentioned in above, the travel is only allowed inside the box, and when-

ever travel is experienced beyond the box, travel is canceled and it will be recorded

for percolation identification. To be specific, consider the networks in figure 9.5 shows

that different percolation scheme. However, the percolation through x-axis in the (b)

of figure 9.5 cannot be captured by given scheme since the percolation line through the

boundary of subjected box. For relatively large 3-dimensional box, the situation is not

so common, which is the reason to use introduced identification procedure.

Figure 9.5: Two dinsintuishable 2-dimensional cluster system. Left figure (a) represent

percolation happens along y axis while no percolation along x axis. Right figure (b)

represent the percolation happens both of x and y axis, but x percolation line beyond the

subjected box. The thick red line represent isolation while the thick blue line represent

percolation line along x axis.

It also works well for 3-dimensional case. The given association information depicted

in 9.6. By eyes, it is not easy to judge there exist percolation cluster or not. From this

algorithm, it reveals that the root index 0 is composed of 191 pairs of association that

percolated along all the axis: x, y, and z. If we measure cluster size distribution and

identify the given cluster is percolated with specified axis or not, the figure 9.7 is useful
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to understand the problem. There are 60 distinguishable clusters and 2122 total number

of particles in 60 clusters. Since the number of distinguishable association is 6022, 3900

particles are isolated or attached to the wall. For detail distribution, the travel should

be allowed for directed image (which will be implemented later) then the distribution

will be more accurate.

Figure 9.6: Equilibrium topology with the given condition: 3200Np, 203 dimensionless

volume, 25 chains per each particle. Re-scaling factor is used 2.0.
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Figure 9.7: Cluster size distribution and identification for percolation with each inde-

pendent axis.

Allowing Travel Beyond Boundary of Box

It might be a more general way to allow travel beyond the boundary of the box. At

this moment, there are several difficulties to allow such a travels. The most importance

question is how to identify percolation. Allowing one more image of the subjected box

is a key to identify percolation. During travels, we have to record all the parity of the

travel identifier since it is a key of the image. Sum of all travel identifier for a given

axis, say image identifier, should not lower than -1 and higher than +1, which means the

only direct image of subjected box will be accounted. It is of importance to distinguish

between particles in the different box even if they have the same index number, which
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can be achieved using image identifier:

Ik =

Ntb∑
i=1

ski , (9.37)

where Ntb is number of travel beyond boundary, k denote k-th spatial dimension and

ski ∈ S . It is quite simple that the image identifier, Ik can be any value of S =

{−1, 0,+1}, which direct the current travel happen in the left, center, or right side of

the box, respectively. Therefore, recorded shift factor is not the instance shift factor but

sum of all instance shift factors. Note that the travel to image particle is allowed even

if its original particle in current PBC box is visited status. Once the travel is finished,

all the particles in its direct image have been visited status, and we have to make sure

the all the edges are accounted for identification of travel.

The identifier for this case is the same with travel identifier inside the box: one cluster

for k-th axis shows both of left and right imaginary shift factor, this is percolated. We do

not need to travel further from the direct visualization of PBC box. For simplification,

the index vector is introduced:

I = [i1, i2, i3]T , (9.38)

where i1, i2, i3 are the index for each axis. If the subjected particle is in current PBC

box, the components are i1 = i2 = i3 = i where i is the original index for the particle.

If it is in directed image of PBC box, we can use shifted index:

ik = i+ SkNp, (9.39)

where Sk is the shift factor for the given axis and Np is a number of particles. For

instance, if the system has 10 particles inside PBC box, then the ik value becomes -10

to 20: -10 to -1 for the left image of k-th axis, 0 to 10 for the current box, and 11 for

20 for the right image of k-th axis. The mapping function from image of box to current

box is easily given by ik modulo Np: ik%Np. This benefit to recording and tracking the

stack memory of the iterative DFS algorithm.
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9.3.4 Python Code for Measuring Cluster Size and Percolation Iden-

tification

There is various way to develop DFS algorithm for tree structure in a general way.

It is quite simple to use recursive form since DFS is using call stack. With given size of

a cluster, however, the recursive call is limited by the system for safety reason, and have

potential overhead because of calling functions typically taking time. On this regards,

the code is developed by the iterative manner with some set of if-phrase to identify edge

travels. The root index will be given by the argument index (default is zero). When we

need to travel all the sub-graph of given graph (existing several clusters), we can iterate

root index from zero to a number of particles; then we can extract distinguishable

clusters, which is the way to measure cluster size distribution.

9.3.5 DFS for identification of percolation

1 def check_travel_beyond_box(pos, index, target, Ld):

2 Nd = shape(pos)[1]

3 for k in range(Nd):

4 if (ident_minimum_distance_k_from_x(pos[index, k], pos[target, k

], Ld) != 0):

5 return 1

6 return 0

7

8 def ident_minimum_distance_k_from_x(x, k, box_dimension):

9 kd = asarray([k-box_dimension - x, k-x, k+box_dimension-x])

10 return argmin(abs(kd)) - 1 # will return [-1, 0, +1]

11

12 def ident_over(hash, index, order_count):

13 N_cols = shape(hash)[1]

14 if order_count >= N_cols:

15 return 1

16 if int(hash[index, order_count]) is -1:

17 return 1

18 return 0
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19

20 def cluster_edge_DFS_travel_restricted_box_iter(hash, pos, Ld,

record_component, index=0, order_count=1, cnt=0, IDPC=[], IDPI=[],

stack=[], stack_order=[]):

21 cnt = 0; const_new_order_count = 1 # initialisation variables

22 N_cols = shape(hash)[1] # limitation for the hash tables

23 stack.append(int(index)); stack_order.append(order_count) # initial

stacking

24 while(size(stack) > 0): # will false when size(stack) is 0 if it is

not initial step

25 cnt += 1 # temporal counting

26 ident_over_cols = ident_over(hash, index, order_count)

27 if ident_over_cols: # in the case that the hash[index,

order_count] reaching end (-1 or order_count is over)

28 stack = stack[:-1]; stack_order = stack_order[:-1]

29 if (size(stack) > 0):

30 index = stack[-1]; order_count = stack_order[-1] + 1

31 else: # in the case that the hash[index, order_count] is properly

defined

32 target = hash[index, order_count]

33 travel_beyond_box = check_travel_beyond_box(pos, index,

target, Ld)

34 if (target in record_component) or travel_beyond_box: # when

target is in stack stack or travel beyond box boundary

35 if travel_beyond_box:

36 for id in range(shape(pos[index, :])[0]):

37 ident_IDP = ident_minimum_distance_k_from_x(pos[

index, id], pos[target, id], Ld)

38 if (int(ident_IDP) is not 0) and ([index, target]

not in IDPI):

39 IDPC.append([id, ident_IDP])

40 IDPI.append([index, target])

41 # when particle is duplicated or travel_beyond_box

42 index = index; order_count = order_count + 1;

43
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44 # this means it inherit the exist index for bead but

increase order_count

45 # note that the target for next step is given by hash[

index, order_count]

46 else: # when the target will stack

47 record_component.append(int(target))

48 stack.append(int(target)); stack_order.append(order_count

) # record element and its order for stack

49 index = target; order_count = const_new_order_count; #

depth first search

50 return size(stack)
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