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Introduction

In 1962 Brian Josephson predicted the existence of a non dissipative current between two superconducting electrodes separated by an insulating barrier. Since then, the so-called Josephson effect has been extensively studied and applied in many fields, ranging from SQUID magnetometry to RSFQ circuits used as digital-RF receivers for signal intelligence applications. More recently, superconducting circuits have been proposed for application in energy-efficient computing systems and for the realization of auxiliary circuits for control and read-out of qubit circuits because of their unique properties.

In this work we study a particular kind of Josephson device, namely ferromagnetic Josephson junctions. Such systems have been extensively studied in the last 15 years because of the new physics arising from the interplay of two competing order parameters, i.e. the superconducting phase coherence and the long range correlations in ferromagnets. Ferromagnetic materials are characterized by long range correlations which tend to align all spins in the same direction. In conventional, s-wave superconductors the Cooper pairs are singlet pairs, with one spin up and one spin down electron and momentum $\pm k$. When a superconductor is brought into contact with a ferromagnetic layer, the Cooper pair acquires a finite momentum, due to the effective exchange field of the ferromagnet. The finite momentum of the Cooper pair leads to a modulation of the decay of the superconducting order parameter when it penetrates into the ferromagnet. If the exchange field is uniform, the junction exhibits specific behaviors, such as $0-\pi$ transitions and oscillating $T_C$ and $I_C$ as a function of the barrier thickness (see chapter 2). In the case of non uniform exchange field, more exotic phenomena occur, as for instance long range correlations, well beyond the ferromagnetic coherence length, have been observed. Such long range components of the supercurrent are triplet Cooper pairs with $S_Z = \pm 1$, insensitive to the exchange field of the ferromagnet.

In this PhD work I have carried out a comparative study of different ferromagnetic Josephson junctions. These last exploit the magnetic barrier in slightly different manners, covering complementary aspects of the physics
and functionalities of ferromagnetic junctions.

In the first experiment, in collaboration with Hypres Inc. and Russian ISSP, we study SIsFS junctions with Nb electrodes, and Pd$_{0.99}$Fe$_{0.01}$ as soft ferromagnetic barrier. The presence of an insulating layer of Al/AlO$_x$ and a thin Nb interlayer guarantees higher critical current when compared to other SIFS junctions, and low dissipation compatible with Single Flux Quantum (SFQ) logic. This type of junction has already demonstrated to be suitable for the realization of magnetic random access memories (MRAM) compatible with existing superconducting circuits. The innovative idea is the possibility to act on the magnetic switch through a RF control. We report the effect of RF fields on magnetization switches in magnetic Josephson junction for the first time. We have performed a complete characterization of the enhancement in the separation of current levels representing the logical states, achieved by tuning magnetic field, temperature, RF frequency and energy.

In the second experiment, in collaboration with the Materials Science group of the University of Cambridge, a GdN ferromagnetic barrier gives special spin filter properties to the junction. We have given proof of a truly low dissipative nature of these devices through very low temperature measurements of switching current distributions (SCDs), and envisaged some criteria of how a careful analysis of phase dynamics can be indicative of unconventional processes, such as possible long-range triplet correlations. This analysis is made possible by a comparative study of a set of samples fabricated in a single fabrication run under the same deposition conditions, with a barrier thickness ranging from 1.5 nm to 4 nm. Characteristic junction parameters such as the critical current $I_C$ and the normal state resistance $R_N$ show specific trends. In addition, the whole IV curves show systematic behaviors pointing to possible fingerprints of exotic mechanisms. We measured the temperature behavior of the critical current of high spin filter efficiency junctions, down to 0.3 K, which is compatible with the presence of spin triplet correlations.

These two experiments exhibit not only some standard common behaviors of a ferromagnetic junction, but also two key features, as high values of $I_C R_N$ product and underdamped nature of the junctions. The combination of these two aspects will be crucial in the development of a new generation of supercomputers, aiming to solve both the energy efficiency issue and to integrate ferromagnetic junctions in spintronic and quantum circuits.

In this work, after a brief overview of the main theoretical aspects of Josephson junctions and of ferromagnetic systems in Chapter 1, we describe our low-noise experimental setup in Chapter 2. In Chapter 3 we will present our results on SIsFS Josephson memories. After a general characterization down to 0.3 K, we will focus on the effect of RF fields on switching processes.
In Chapter 4 we will review the current state of the art on spin filter junctions, and then we will show our results on high spin filter efficiency samples. In particular, we will present for the first time $I_C(T)$ curves down to 0.3 K for these samples, and our current progresses on the modeling of anomalous behavior of such curves.
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Chapter 1

Josephson effect and magnetism

1.1 General features in conventional junctions

A Josephson junction is a device consisting of two weakly coupled superconductors, where the weak link can be a thin insulating layer, a metal or a physical constriction that locally weakens superconductivity such as a narrow superconducting bridge. It was predicted by Brian Josephson [1] that a non-dissipative current can flow in such a device, due to the coherent tunneling of Cooper pairs. In absence of an applied voltage the supercurrent depends solely from the phase difference \( \phi \) between the two electrodes, according to the first Josephson equation

\[
I = I_C \sin \phi
\]  

(1.1)

The first Josephson equation defines the current-phase relation of the device, which determines its fundamental properties.

In case of unconventional systems, this equation should be generalized in order to take into account also higher harmonics [2]

\[
I(\phi) = \sum_{n\geq 1} I_n \sin(n\phi)
\]  

(1.2)

If the phase difference between the two superconducting electrodes changes with time, and so its time derivative is non-zero, a voltage difference appears between the superconducting electrodes [3], according to the second Josephson equation

\[
\frac{d\phi}{dt} = \frac{2e}{\hbar} V
\]  

(1.3)
Figure 1.1: (a) Scheme of a standard Josephson junction in presence of a magnetic field along y direction. The non-dissipative supercurrent is due to tunneling of Cooper pairs through the barrier. (b) Sample I-V curve for a standard Josephson junction (Nb/Al-AlO$_x$/Nb junction from Hypres, Inc., experimental data). $I_C$ is the critical current, $I_R$ is the retrapping current. (c) Sample $I_C(H)$ curve (experimental data from Nb/Al-AlO$_x$/Nb junction from Hypres, Inc.)

The phase difference between the electrodes can be modulated by external magnetic fields applied in the plane of the junction. In this case, the phase difference assumes a spatial dependence of the form

$$\varphi(x) = \frac{2e}{\hbar c} d_m H_y x + \varphi_0$$

where $d_m$ is the magnetic thickness, given by $d_m = t + \lambda_1 + \lambda_2$ (see fig. 1.1a), where $\lambda_1$ and $\lambda_2$ are the London penetration depths in the two superconducting electrodes and $\varphi_0$ is the phase difference for $x = 0$. Substituting eq. 1.4 into eq. 1.1 and maximizing with respect to $\varphi_0$ one obtains the conventional $I_C(H)$ dependence for a rectangular Josephson junction, which follows a Fraunhofer diffraction pattern

$$I_C(H) = I_C^{max} \left| \sin \left( \frac{\pi \Phi}{\Phi_0} \right) \right|$$

where $\Phi$ is the magnetic flux and $\Phi_0 = \frac{\hbar}{2e}$ is the flux quantum (see fig. 1.1 b).
This description holds true in the short junction limit, when the self field due to external current flowing is negligible \([3, 4]\). The length scale that is used to discriminate between short and long junctions is the Josephson penetration depth \(\lambda_J\), defined as

\[
\lambda_J = \sqrt{\frac{\Phi_0}{2\pi\mu_0 J_C d_m}}
\]  

(1.6)

where \(d_m\) is the magnetic thickness and \(J_C\) is the critical current density. If the electrodes are thicker than the London penetration depth \((d_{1,2} > \lambda_{L_{1,2}})\), then

\[
d_m = t + \lambda_{L_1} + \lambda_{L_2}
\]

(1.7)

where \(t\) is the barrier thickness. For junctions with \(d_{1,2} < \lambda_{L_{1,2}}\), the magnetic thickness is given by

\[
d_m = t + \lambda_{L_1} \tanh \left(\frac{d_1}{2\lambda_{L_1}}\right) + \lambda_{L_2} \tanh \left(\frac{d_2}{2\lambda_{L_2}}\right)
\]

(1.8)

Thus, a Josephson junction falls in the short limit if \(L/\lambda_J < 1\) and in the long limit if \(L/\lambda_J > 1\), where \(L\) is a characteristic dimension of the junction.

The characteristic Cooper pair size is the superconducting coherence length \(\xi_S\), which ranges from tens of angstrom to hundreds of nm.

### 1.2 AC Josephson effect

When a constant voltage \(V \neq 0\) is applied to a Josephson junction, the total supercurrent flowing in the device is obtained by integrating eq.1.3 and substituting the result in eq.1.13:

\[
I = I_C \sin \left(\varphi_0 + \frac{2eV}{\hbar} t\right)
\]

(1.9)

This supercurrent is an alternating current with a frequency \(\omega_0 = \frac{2\pi \nu_0}{\hbar} = \frac{2eV}{\hbar}\). The ratio between frequency and voltage is constant and is given by

\[
\frac{\nu_0}{V} = \frac{2e}{\hbar} = 483.6 MHz/\mu V
\]

(1.10)

This is called the a.c. Josephson effect. The experimental observation of this phenomenon is possible in presence of microwave irradiation of a junction biased with a d.c. current. In this case, the interaction between
Figure 1.2: Experimental Shapiro steps observed at different microwave frequencies for a Nb/Al-AlO$_x$/Pd$_{0.99}$Fe$_{0.01}$/Nb junction.

The microwave signal and the a.c. Josephson current leads to the appearance of current steps at constant voltages (see fig.1.2). Such steps have been observed for the first time by Shapiro[5] in 1963 and thus are called Shapiro steps. These steps occur at

$$V_n = \frac{nh}{2e} \nu_0$$

where \( n \) is an integer number.

1.3 Phase dynamics

A Josephson junction in an external circuit can be modeled as an ideal Josephson junction in parallel with a resistance \( R \) and a capacitance \( C \), according to the Resistively and Capacitively Shunted Junction (RCSJ) model (Fig.1.3). The balance equation for this circuit is simply

$$I = I_C \sin \varphi + \frac{V}{R} + C \frac{dV}{dt}$$

It can be seen that using eq. [1.1] and [1.3] the balance equation for the circuit is equivalent to the motion equation of a phase particle moving in a tilted...
Figure 1.3: Main figure & upper right inset: washboard potential for the phase particle. When the phase particle (orange circle) oscillates in one of the minima of the potential, the junction is in its superconducting zero voltage state. When the phase particle rolls down the washboard potential, the junction is in the resistive state. Lower left inset: RCSJ equivalent circuit for a real Josephson junction

Washboard potential and subject to a viscous force.

\[
\frac{d^2 \phi}{dt^2} + \frac{1}{Q} \frac{d\phi}{dt} + \sin \phi = \frac{I(\phi)}{I_C} \tag{1.13}
\]

The tilted washboard potential is given by

\[
U(\phi) = \frac{\hbar I_C}{2e} \left( 1 - \cos \phi - \frac{I}{I_C} \phi \right) \tag{1.14}
\]

The prefactor Q is called damping factor, and is defined as

\[
Q = \omega_P RC \tag{1.15}
\]

where \( \omega_P = \sqrt{\frac{2eI_C}{\hbar C}} \) is the plasma frequency. As can be seen, Q has a strong dependence on the capacitance C. Following the analogy with the motion of a phase particle, a system with Q < 1 is called overdamped, while when Q \( \gg 1 \) the system is underdamped. In the first case, the capacitance is small, the second derivative term in eq. (1.13) can be neglected and the equation can be solved analytically, obtaining a non hysteretic current-voltage (IV) characteristic.
The small capacitance is typical of Josephson junctions with a non-insulating, metallic barrier. On the other hand, when the barrier is a dielectric the capacitance $C$ is high, and so is $Q$. In this case eq. 1.13 must be solved numerically and the IV curve is hysteretic. Using the tilted washboard potential model (eq. 1.14) the phase dynamics can be schematized as follows (fig. 1.3):

- For $I < I_C$ the phase particle is trapped in a minimum of the washboard potential. This corresponds to the zero voltage branch of the IV curve.

- Increasing the bias current for $I \geq I_C$ the phase particle escapes from the potential well and starts rolling down the washboard potential. This corresponds to the resistive branch of the IV curve, which is ohmic.

- When decreasing the bias current, the particle remains in a non-ohmic resistive state that corresponds to the quasiparticle branch of the IV curve. The phase particle remains in this state until the current reaches a certain value, called retrapping current, which is smaller than the critical current $I_C$

- For $I < I_r$ the particle is trapped again in a minimum of the potential, thus returning to the superconducting branch.

The escape and retrap of the phase particle are both stochastic processes, governed by specific probability distributions [6]. The escape events can be collected in an histogram using a specifically designed low-noise setup (see sec. 2.1.1, 2.2.1). The analysis of these histograms using well-know probability distribution functions [6, 7, 8] allows the study of the transition between different escape regimes [9, 10, 11]. The analysis of first and second moments of the distribution (the mean switching current $I_{\text{mean}}$ and the distribution width $\sigma$) enables to determine not only the phase dynamics of a junction, but also the electrodynamical parameters that come into play when the junction is embedded in a circuit.

1.3.1 Underdamped regime

In this and in the following sections we will focus only on escape events. We have already seen that such processes in underdamped junctions are stochastic processes, and can be interpreted as the motion of a phase particle in a washboard potential. The escape of such particle from one of the minima can be either thermal or quantum. In the first case, thermal fluctuations excite the phase particle above the energy barrier, causing the switch to the
resistive state. In case of quantum tunneling, the phase particle tunnels through the barrier and goes into the resistive state (fig. 1.4).

Typically, for low dissipation junctions ($Q \gg 1$) a single escape event is enough to switch the junction in the running state. The saturation of both $I_{\text{mean}}$ and $\sigma$ below a certain temperature $T_{\text{cross}}$ indicates the transition from a thermal escape (TA) regime to a macroscopic quantum tunneling (MQT) regime [6] (see fig. 1.5). The transition temperature is given by [12]

$$T_{\text{cross}} = \left( \frac{\hbar \omega_p}{2\pi k_B} \right) \left[ \left( 1 + \frac{1}{4Q^2} \right)^{1/2} - 1 \right]$$

(1.16)

For underdamped junction, the factor $\left[ \left( 1 + \frac{1}{4Q^2} \right)^{1/2} - 1 \right]$ is very close to unity, and almost independent from $Q$. This allows a self-consistent calculation of the RCSJ junction parameters.

External magnetic field is used as an in-situ knob to change $T_{\text{cross}}$, and subsequently the saturation of the distribution width at lower temperatures thus excluding saturation effects due to electronic noise or other external causes. According to eq. (1.5) the magnetic field modulation the critical current $I_C$. The critical current reduction brings a subsequent reduction in $\omega_P$, and consequently in $T_{\text{cross}}$. 

Figure 1.4: Schematic representation of escape processes in a Josephson junction. Left: thermal activation regime. The main contribution to escape events comes from thermal fluctuations that excite the phase particle above the energy barrier. Right: macroscopic quantum tunneling regime. In this case, the tunneling through the energy barrier dominates the escape processes.
Figure 1.5: Switching current distribution for a NbN/GdN/NbN junction in the underdamped regime, with $Q \sim 10$, barrier thickness $\sim 2.5\text{nm}$ and area $\sim 50\mu\text{m}^2$. The black arrow indicates the direction of increasing temperature. Inset: mean switching current (blue) and distribution width (red) as a function of temperature.
Figure 1.6: Switching current distributions in the moderately damped regime. The sample is a NbN/GdN/NbN junction, with $Q \sim 5$, barrier thickness $\sim 3\text{nm}$ and area $\sim 50\mu\text{m}^2$. Inset: mean switching current and distribution width as a function of temperature.

1.3.2 Moderately damped regime

For junctions falling in the overdamped regime ($Q < 1$), the phase particle can be retrapped in one of the following minima after an escape event. At low bias, escape and retrap can occur multiple times, generating phase diffusion and preventing the switch to the running state until the tilt of the potential is increased. In this case, a finite voltage appears in the IV characteristics [3, 7, 13], and the IV curve is no longer hysteretic with a resistive branch at low voltages. In this case, the transition to the running state is no longer a stochastic event.

It has been demonstrated long ago [7] that phase diffusion and hysteresis in IV curves can coexist in small area junctions, where this coexistence is explained in terms of frequency dependent damping in the framework of RCSJ model.

Phase diffusion has been observed also in junctions with $1 < Q < 5$, namely junctions falling in the moderate damping regime [10, 14, 15, 16, 17, 18]. In these devices, the usual crossover between TA and MQT is joined by the transition from TA to phase diffusion (PD). After the MQT saturation at low temperatures, the distribution width $\sigma$ follows the predicted $T^{2/3}$ dependence for TA. After $T^*$, which is defined as the temperature where $\sigma$ reaches
its maximum, the derivative of $\sigma$ changes its sign and so the distribution width decreases with increasing temperature while the mean switching current decreases. Naively, one would expect that as the temperature increases, fluctuations in switching current increase and thus the distribution width increases as well. The anomalous behavior of the current distributions can be explained in terms of a competition between thermal escape and multiple re-trapping processes: for $T < T^*$ the thermal escape dominates on re-trapping, while for $T > T^*$ holds the opposite.

It has been demonstrated for grain boundary YBCO junctions with small critical current density $J_C$, the direct transition between MQT escape processes and phase diffusion[10].

1.4 S/F systems

1.4.1 Ferromagnetic materials

Ferromagnetic materials are characterized by a phase transition below the Curie temperature $T_{Curie}$, where microscopic magnetic moments tend to align in the same direction, thus causing an overall magnetization of the sample. The typical temperature dependence of magnetization is sketched in fig. 1.7a. If an external magnetic field is applied, magnetization in ferromagnetic materials has a hysteretic behavior, as shown in fig. 1.7b.
The magnetization in ferromagnetic materials saturates to $M_S$ when most of the microscopic magnetic moments are aligned. The external field for which the saturation begins is called saturation field $H_S$. The coercive field $H_C$ is the external field needed to set the magnetization to zero. When the field is applied for the first time, $M$ increases as $H$ increases (green line in fig. 1.7b), then for field values above the saturation field $H_S$, the magnetization saturates to a certain value $M_S$. When coming back to low fields, $M(H)$ describes a different curve, in particular, at zero external field the magnetization is finite. This magnetization value is called residual magnetization. Decreasing the field down to negative values, we reach the coercive field $-H_C$, at which the magnetization is zero. Further decrease of the magnetic field below $-H_S$ causes a saturation in the magnetization to $-M_S$. Increasing the field again, the magnetization increases accordingly, until it reaches zero at $H_C$. By further increasing the applied field, $M$ increases up to the saturation $M_S$.

If the maximum applied field is $|H| < |H_S|$, then the magnetization loop is smaller than the one shown in fig. 1.7b. A series of magnetization loops with decreasing maximum applied fields is used to bring the specimen back to the virgin state. Alternatively, the same result is obtained heating above $T_{Curie}$ [19].

1.4.2 Proximity effect in S/F bilayers

The superconductor/normal metal interfaces are described in terms of proximity effect, which is the reciprocal influence of a superconductor in contact with a metal or a ferromagnet, and more specifically for our aims the ability of transferring superconductivity into a normal metal. In $S/N$ systems one observes a decrease of the critical temperature of the superconductor with respect to the bulk material as the thickness of the $N$ layer increases [20]. At the same time, also a rise of a weak superconductivity in the normal metal is observed. The details of these effects depend on the actual boundary conditions of the system.

The $S/N$ proximity effect can be roughly described by means of the Ginzburg-Landau theory.

In this framework the transition between the normal phase and the superconducting phase for a bulk material is a second order transition described by an order parameter whose value is respectively 0 and 1.

In the case of $S/N$ interfaces one observes a smooth transition between the two phases and the energy functional for $T \approx T_c$ in this case can be
Consequently, the linear Ginzburg-Landau equation for a $S/N$ interface in one dimension is

$$a(T)\psi - \gamma(T) \frac{\partial^2 \psi}{\partial x^2} = 0$$  \hspace{1cm} (1.18)

The solution of (1.18) is the simple decaying exponential shown in fig.1.8a [22]:

$$\psi = \psi_0 \exp \left( -\frac{x}{\xi_N} \right)$$  \hspace{1cm} (1.19)

where $\xi_N = \sqrt{\gamma/a} = \sqrt{\gamma/\alpha(T - T_c)}$ is the characteristic decay length of the order parameter in the normal metal. This characteristic length represents the coherence length of the Cooper pairs within the normal metal, it sets the scale of the superconducting properties inside the barrier.

According to conventional BCS microscopic theory of superconductivity the Cooper pairs are made up of electrons with opposite spin [23], while in ferromagnetic materials the spins tend to be aligned in the same direction. It is thus clear that in a ferromagnetic junction we are in presence of two competing order parameters. Since energy scales for common strong ferromagnets such as Iron and Cobalt are much larger than the typical energy scales of superconductivity, one would expect a strong suppression of superconductivity in $S/F$ bilayers. The typical energy scale for superconductivity is the superconducting energy gap, which is few meV. The typical exchange fields for a strong ferromagnet range from hundreds of meV to few eV [21, 24].

In 1964 Larkin and Ovchinnikov [25] and Fulde and Ferrel [26] predicted that in a pure ferromagnetic superconductor at low temperature superconductivity may be non uniform, showing a sinusoidal modulation of the order parameter at the scale of the superconducting coherence length (FFLO state). The appearance of a modulation in the superconducting order parameter is related to the Zeeman splitting of electronic levels due to exchange field. In absence of the exchange term a Cooper pair is formed by two electrons with opposite momentum and opposite spin. When exchange field is added, the spin up electron decreases its potential energy by an amount $h$ and increases its kinetic energy by the same amount, while spin down electrons see an increase in potential energy and a decrease of the kinetic energy of the same amount $h$. The net result is a net momentum $2\delta k$ acquired by the Cooper pair, which implies a spatial modulation of the order parameter with a wave vector $2\delta k$ [21].
In order to apply Ginzburg-Landau theory to S/F interfaces, it is necessary to consider higher derivative terms in the expansion (1.17):

\[ F_{GL} = a(T)|\psi|^2 + \gamma(T)|\nabla \psi|^2 + \frac{\eta(T)}{2}|\nabla^2 \psi|^2 + \frac{b(T)}{2} |\psi|^4 \]  

(1.20)

The linearized Ginzburg-Landau equation in 1D then becomes

\[ a\psi - \gamma \frac{\partial^2 \psi}{\partial x^2} + \frac{\eta}{2} \frac{\partial^4 \psi}{\partial x^4} = 0 \]  

(1.21)

If we assume a real order parameter in the superconductor, then the order parameter in the ferromagnet is also real, and assumes the form (fig. 1.8b)

\[ \psi = \psi_0 \exp \left( -\frac{x}{\xi_{F1}} \right) \cos \left( \frac{x}{\xi_{F2}} \right) \]  

(1.22)

where \( \xi_{F1} = \left[ \frac{\gamma}{\eta} \left( \sqrt{1 + \frac{T_{ci} - T_{cu}}{T_{ci} - T_{cu}}} - 1 \right) \right]^{-1/2} \) and \( \xi_{F2} = \left[ \frac{\gamma}{\eta} \left( 1 + \sqrt{1 + \frac{T_{ci} - T_{cu}}{T_{ci} - T_{cu}}} \right) \right]^{-1/2} \).

\( T_{cu} \) is the transition temperature of the system into the uniform superconducting state and \( T_{ci} \) is the transition temperature into the non-uniform superconducting state. These two transition temperatures are related to the parameter \( a \) by the relation \( a = \alpha (T_{ci} - T_{cu}) \).[21]

Figure 1.8: (a) Superconducting order parameter at S/N interface. (b) Superconducting order parameter at S/F interface. The exchange field causes an oscillation of the order parameter.

However, one should keep in mind that in real ferromagnetic junctions the gradients of the superconducting parameter are large because of the large exchange field compared with the superconducting energy scales, so the Ginzburg-Landau theory cannot describe properly these systems and a microscopical approach is required. The most convenient scheme is the Bogoliubov-de Gennes equations or the Green’s functions using the quasi-classical Eilenberger or Usadel equations [27],[28].
There are no experimental evidences of FFLO state in bulk superconductors, but they have been observed in artificially fabricated superconductor/ferromagnet multilayers (see [21] and [24] for an overview of experimental and theoretical results).

In ferromagnetic junctions the damped oscillatory behavior of the order parameter is responsible for many interesting effects, which are peculiar for SFS junctions, such as $0 - \pi$ transitions depending on the $F$ layer thickness. A $\pi$ junction is a Josephson junction in which the phase difference of the electrodes in the ground state is $\pi$ instead of 0. In this case the critical current $I_C$ in (1.1) is negative instead of being positive as in the 0 phase, which is the the ground state for a conventional junction. This effect was already predicted in the late seventies[29], and demonstrated experimentally in early 2000s[30, 31, 32, 33, 34, 35]. As an example, consider a $F$ layer of thickness smaller than $\xi_F^2$. The wave function in the $F$ layer slightly changes and the superconducting order parameter in the adjacent $S$ layer remains the same. In this case the phase difference between the superconducting order parameters in the $S$ layers is absent and the junction is in the 0 phase. If we now consider a $F$ layer of thickness $\sim \xi_F^2$, the pair wave function may cross zero at the center of the $F$ layer. This causes a $\pi$ shift of the phase of the superconducting order parameter in the adjacent $S$ layers so that the junction is in the $\pi$ phase. The characteristic thickness of the $F$ layer corresponding to a the transition from the 0 to the $\pi$ state is $\xi_f^2 = \sqrt{D_f^2/\hbar}$ and it is rather small in typical ferromagnets (10-50 Å) because of the large value of the exchange field $E_{exch} \approx 1000K$. The theoretical predictions are confirmed by a great amount of experiments [30, 31, 32, 33, 34, 35].

Since the current-phase relation in ferromagnetic junctions is sinusoidal only in the vicinity of $T_C$, higher harmonic terms can be significant in the vicinity of $0 - \pi$ transition, where the critical current for the first harmonic vanishes. The presence of a second harmonic term in the current-phase relation will be discussed with greater detail in chapter 4. It should be noted however, that this term dramatically affects the washboard potential, thus heavily influencing the phase dynamics of a junction. In presence of a second harmonic CPR the washboard potential becomes [36]

$$U(\varphi) = \frac{\hbar I_C}{2e} \left[ I_{bias} \varphi + (1 - \cos \varphi) + \frac{g}{2} (1 - \cos 2\varphi) \right]$$

(1.23)

where $g$ is the ratio between the first and second harmonic critical currents. In this case, the periodic potential shows two minima at different $\varphi$, depending on the sign of $g$ (fig.1.9): when the second harmonic is positive (red lines in fig.1.9), the washboard potential has two non degenerate minima at $\varphi = 0$ and $\varphi = \pi$, so the junction can be in the 0-phase or in the $\pi$-phase,
Figure 1.9: Washboard potential for $g = \pm 1$, in absence and in presence of external bias current.
with different critical currents, depending on damping conditions and other parameters \cite{9,36}. When the second harmonic contribution is negative (blue lines in fig.1.9), the junction has two degenerate minima at $\varphi = \pm \phi_0$, with two different critical currents. This is the case of $\varphi$-junctions\cite{36,37}.

1.4.3 Long range proximity effect

The $\varphi$-junctions described in the previous section are a particular type of non-homogeneous ferromagnetic junction. Experimentally, $\varphi$-junctions are fabricated using two different thicknesses of the ferromagnetic layer in the same junction (see inset in fig.1.9)\cite{37}.

In all cases where the exchange field is non-homogeneous, other and much more "exotic" phenomena can be observed. Such an exchange field causes a non trivial spin structure, where also a triplet component ($S = 1$, $S_Z = 0, \pm 1$) is present in the superconducting condensate. This component is not destroyed by the exchange field in the ferromagnet, but can propagate inside the barrier over distances comparable to the coherence length in normal metals. This effect is thus called long range proximity effect\cite{24}. Non-zero critical currents have been observed in Josephson junctions with barrier thicknesses far larger than the decay length of singlet pairs in ferromagnets \cite{38,39,40,41}.

The overall wave-function of the condensate must be anti-symmetric, as a consequence of the Pauli principle, so the Gor’kov function describing the triplet state in conventional (s-wave) superconductors has to be an odd function of the Matsubara frequency, for this reason this kind of superconductivity is called odd triplet superconductivity. Recently, odd triplet gapless states have been observed in S/F bilayers\cite{42}, while triplet supercurrents have been reported also in hybrid ferromagnetic Josephson junctions \cite{43}. Triplet superconductivity has been reported also in superconducting spin valves \cite{44}.

There are several theoretical works describing the effect of triplet correlation in experimental data, both in diffusive\cite{45,46} and ballistic\cite{47,48,49} regimes. The two main ingredients for the formation of long range triplet Cooper pairs are the spin mixing, and the triplet rotation\cite{45}. The spin active interface provides the spin polarization needed to turn a singlet pair ($S = 0$, $S_Z = 0$) into a triplet pair with $S_Z = 0$, while the rotation of $S = 1$, $S_Z = 0$ Cooper pairs into $S_Z = \pm 1$ pairs is due to misalignment of the interface magnetic moments with respect to the bulk magnetization. Also in\cite{47} the spin polarization plays a fundamental role, but in this case the spin mixing is provided by the misalignment between the exchange field induced into the superconducting electrodes by the ferromagnetic barrier and the magnetization of the barrier itself. From $I_C(T)$ expression calculated for such ballistic
systems, it can be readily seen that long-range triplet components become important only for large spin polarization values. The presence of such components in the critical currents causes a huge deviation from standard $I_C(T)$ behavior and the appearance of subgap features in conductance spectra.

1.4.4 Josephson magnetometry

![Figure 1.10: Magnetization curve obtained from $I_C(H)$ dependence using Josephson magnetometry][50]

If the coercive field $H_C$ and the saturation field $H_S$ are sufficiently small, and the saturation magnetization $M_S$ is sufficiently large, the presence of a ferromagnetic barrier within a Josephson junction is immediately seen from the $I_C(H)$ dependence. In this case, depending on the magnetic field sweeping direction, one observes that $I_C(H)$ curves are shifted and distorted. In particular, when the magnetic field is ramped from negative to positive values, the maximum of the Fraunhofer pattern is shifted towards positive fields, while it is shifted toward negative values of the magnetic field when the external field goes from positive to negative values. This distinctive behavior of junctions with soft ferromagnetic barriers reflects the $M(H)$ curve of the ferromagnet (see fig. 1.10).

When a ferromagnet is embedded in a Josephson junction as barrier, a direct measurement of $M(H)$ curve is not always possible. If the magnetic sample is uniform, one can reconstruct $M(H)$ from $I_C(H)$ using the methods described in [50].

For a standard $I_C(H)$ dependence as the one given in (1.5), the maxima
and minima of critical current are determined by

\[ \Phi_{\text{min}} = \Phi_0 m \]  
\[ \tan \frac{\pi \Phi_{\text{max}}}{\Phi_0} = \frac{\pi \Phi_{\text{max}}}{\Phi_0} \]  
\[ \Phi_{\text{max}} \approx \Phi_0 (n + 1/2) \]

where \( m \) and \( n \) are integers. The magnetic flux \( \Phi_M \) due to the ferromagnetic layer magnetization \( M \) adds up to the flux generated by the external field \( \Phi_H \)

\[ \Phi = \Phi_M + \Phi_H = 4\pi MLd_F + HLD_m \]

where \( L \) is the junction width, \( d_F \) is the thickness of the ferromagnetic layer and \( d_m \) is the magnetic thickness of the junction. Using these relations it is possible to transform \( I_C(H) \) into \( \Phi(H) \) dependence, and then into \( M(H) \).

The M(H) curve thus obtained is affected by large uncertainties due to approximation in the procedure, but still gives a good estimate of M(H) parameters such as coercive field \( H_C \) and saturation field \( H_S \), which will be useful in the following.
Chapter 2

Experimental setup

2.1 Evaporation cryostat

All experimental measurements in this work have been performed using a Heliox VL evaporation cryostat from Oxford instruments, with customized low noise filters.

During the measurements, the cryostat is sealed and vacuum is created inside the inner vacuum chamber (IVC). The cryostat is dipped in a $^4$He bath and uses a $^3$He closed dump to reach a base temperature of about 0.3K. A thin capillar draws $^4$He from bath to the 1K pot, where it is pumped in order to reach a temperature around 1.8K. At this temperature $^3$He gas in the $^3$He pot liquefies. The 0.3K base temperature is reached by pumping on the $^3$He pot with the sorption pump, a zeolitic material which is active below 30K. The sample is mounted at the bottom of $^3$He and thermally anchored to it. A scheme of the cryostat is sketched in fig. 2.1.

Magnetic field up to 0.3T can be applied through a superconducting Niobium-Titanium coil thermally anchored to the 1K pot, so that the coil remains in the superconducting state regardless of $^3$He pot temperature, also reducing the thermal load on the cold finger of the cryostat.

2.1.1 Filtering system

The observation of quantum properties of superconducting systems requires specific arrangement to attenuate thermal and electronic noise. A careful choice of the materials used for wires and a stable thermal anchorage are fundamental to reduce thermal noise; electronic noise is reduced by specific filtering stages and by a common stable ground for all electronics\cite{51,52}. All signals pass through a low-noise, battery-powered amplifier connected to
Figure 2.1: Evaporation cryostat used for measurements. Right: simplified scheme of the cryostat. $^3$He gas is in a closed dump, cooled down to 1.8 K when passing through the 1K pot. The $^3$He pot is where the condensation takes place and the base temperature of 0.3 K is reached. The temperature control of the $^3$He pot is performed using either a zeolitic sorbtion pump and a controllable resistor placed close to the $^3$He pot.
the electrical lines of the cryostat, in order to decouple them from external environment.

Voltage-carrying lines from room temperature electronics to 1K pot are manganine wires, an alloy of Copper, Manganese and Nickel with a small thermal conductivity at low temperatures. Current-carrying lines are Copper wires, which has a lower resistance with respect to manganine and so reduces heating. Lines from 1K pot stage to 0.3K stage are superconducting Niobium-Titanium cables, which can carry large currents without any temperature increase of the sample anchored to the cold stage.

The first filtering stage designed to reduce electrical noise consists in room temperature EMI filters. The second filtering stage is thermally anchored to the 1K pot, and consists of a RC circuit for each line (8 lines in total), with $R = 100 \ \Omega$ and $C = 1 \ \text{nF}$. These filters are low pass filters with a cut-off frequency of about 1 MHz. For higher frequency the parasitic inductance of the capacitors causes a significant loss in attenuation [22]. The last two filtering stages are anchored to the 1K pot and $^3$He pot respectively, and consist of a copper powder filters, with a cut-off frequency of few GHz. These filters are coils of insulated wire inside a tube filled with copper powder with a grain size of a few $\mu\text{m}$. Each grain is insulated from the others by a naturally grown oxide layer, and each couple of grains can be seen as a single capacitor. The effective area of the resulting capacitance is thus very large.

The dewar has a double screening system for magnetic fields: an external cryoperm screen, which is a Nickel-Iron alloy with high permeability and an inner superconducting screen. Each screen won’t be sufficient for an efficient screening: on one hand, the cryoperm screen would be magnetized by the high fields applied to the sample, on the other hand the superconducting screen might trap external field during the cooling down phase.

2.2 Dilution refrigerator

In order to fully determine the phase dynamics of the devices presented here, we rely on results previously obtained for similar junctions. In particular, we use the junction parameters obtained for samples with $I_C \approx 30\mu\text{A}$ reported in [9] as a comparison term for the parameters estimated for junctions with lower critical currents. The measurements reported in [9] have been performed in a Kelvinox400MX dilution refrigerator from Oxford Instruments. Here we present a brief overview of the functioning principles of this cryostat, which will be used in the near future to characterize samples with spin filter efficiency of >95% and critical currents ranging from few $\mu\text{A}$ down to few hundreds of nA down to 20mK.
The base temperature is reached using a $^3$He-$^4$He mixture and an experimental setup first proposed by Heinz London in the early 1950s. The $^3$He gas is purified and precooled by liquid nitrogen at 77 K, then it is further cooled by a $^4$He bath at 4.2 K. Then it is further cooled below 2 K by means of a pumped $^4$He bath, as in the evaporation cryostat. At this temperature $^3$He liquefies. Then the working fluid enters a capillary with a large flow resistance called main impedance and it is cooled by the still to a temperature of about 600 mK. At this point $^3$He passes through a secondary impedance, then it is cooled by a cold flow of $^3$He coming from the mixing chamber. Finally it enters the mixing chamber, which contains the $^4$He-$^4$He mixture.

Below 800 mK this mixture undergoes a spontaneous phase separation, see fig. 2.3. In the mixing chamber the concentrated phase and the dilute phase are in equilibrium and separated by a phase boundary. The cooling power is provided by the heat of mixing of the two isotopes since the process of moving $^3$He through the phase boundary is endothermic and removes heat from the mixing chamber environment.

The $^3$He of the dilute phase of the mixture at about 20 mK leaves the mixing chamber and on its way up cools down the downward flowing $^3$He coming from secondary impedance. Then it reaches the still, where it is heated. The vapor in the still is practically pure $^3$He, so there is an osmotic pressure between the mixing chamber and the still which drives more helium from the concentrated to the dilute phase in the mixing chamber, and up to
Finally, the pumps compress the $^3$He to a pressure of a few hundred millibar and feeds it back into the cryostat, completing the cycle.

### 2.2.1 Filtering system

The filtering stages of the dilution refrigerator are very similar to the ones of the evaporation cryostat. First of all, also in this case a stable ground is provided and all the electronics have been connected to it. The electrical lines from room temperature electronics to the sample stage are 12 twisted pairs, each one shielded by a German silver (a Copper-Nickel-Zinc alloy with low thermal conductivity) tube. From room temperature to the 1K pot, the wires are both manganine and copper ones, as in the case of the evaporation cryostat. At the room temperature stage, electromagnetic interference filters have been mounted in order to reduce electromagnetic high frequency peaks such as the ones coming from mobile phones. The next filtering stage is thermally anchored to the 1K pot and consists in 12 $RLC-\pi$ filters, one for each line. In this case the cut-off frequency for these devices is 100 kHz. The wiring from the 1K pot to the mixing chamber is made with Niobium-Titanium superconducting wires with a critical temperature of 11 K. This allows the sample biasing without excessive heating. The $\pi$ filters are not enough, so a further filtering stage is provided combining copper powder and twisted pairs. The first copper powder filter is linked to the cold plate (about 50 mK), the second is thermally anchored to the mixing chamber.
Magnetic field measurements are possible also with this setup, since a superconducting Niobium-Titanium coil is mounted at the sample stage and thermally anchored to the still to avoid heat load on the mixing chamber. The maximum field value is 50 mT.

A screening system has been provided to shield the setup against magnetic field. The outer one is a 1mm thick cryoperm screen, the second is a lead shield 1mm thick and the inner one is a $\mu$-metal screen.

2.3 Electronic setup

The electronic setup connected to the evaporation cryostat allows different kinds of measurements in order to characterize different types of devices.

All measurements are performed using a four wire connection using Aluminum wires, in order to exclude all the contribution to the resistance not due to the sample (lines, electrodes, etc).

The junctions are current biased using an Agilent 33120A arbitrary waveform generator. The generated voltage difference passes through a unitary gain amplifier that decouples it from external noise and then goes on a tunable shunt resistance, usually much larger than the lines impedance, so that the measured device is current biased. Since a return current path is provided, it is also possible to measure directly the current passing through the junction. The measured output signal is the voltage across the junction, amplified using a variable gain amplifier included in the battery powered decoupling unit. The frequency of the input signal is always chosen far from 50 Hz in order to avoid resonance effects with electricity grid.

Current versus voltage characteristics can be measured as a function of temperature and/or magnetic field, in order to obtain a wide characterization of the sample. Magnetic field is generated using a source meter Keithley 2400 connected to the superconducting coil. Temperature is controlled using a resistor placed on the cold stage of the cryostat.

Resistance versus temperature measurements are crucial for spin filter Josephson junctions to estimate spin filter efficiency (see fig. 4.2 d), and are also important to fully characterize any Josephson junction. Such measurements are performed using a sinusoidal waveform at low frequency (11.123 Hz) with an amplitude much smaller than the critical current of the sample as current bias, and reading the voltage across the junction using a lock in amplifier Stanford Research 530 with tunable sensitivity. The lock-in is used to achieve high precision ac measurements, because it attenuates to zero all the frequency components different from the reference signal, by integrating the input signal over an entire period of the reference signal.
Conductance spectra measurements allow to acquire information on density of states of the samples, as the differential conductance $dI/dV$ versus $V$ in a superconductor is proportional to the density of states. In this case the input current is a sum of two signals: a low frequency (1 mHz) triangular ramp, and a small sinusoidal excitation at about 30 Hz. The optimal ratio between the two signal amplitudes is of the order of $10^{-3}$. The output $dV$ signal is read using the lock-in amplifier, while $dI$ is given by the amplitude of the small sinusoidal excitation. The quasi-dc output voltage is read using an Agilent 34401A multimeter with a six digits display. The circuit scheme for such measurements is shown in Fig. 2.4.

Besides the usual device characterization, a large part of this work is centered on testing ferromagnetic Josephson junctions as memory elements compatible for integration in superconducting digital SFQ circuits. Their use is based on the fact that MJJs can be switched between two states with different critical currents corresponding to logic '0' and '1' using magnetic field pulses. A significant result of this work is the analysis of the influence of RF fields on the switching processes of these devices.

Magnetic field pulses are generated using a two channels programmable pulse generator Keithley 3402, which allows the control of width, amplitude and other parameters such as delay, rising and falling time of the pulse. The voltage signal is sent to 1 kΩ shunt resistor and then to the superconducting coil. Since the coil is in the superconducting state during the measurements, the only resistance is provided by metallic contacts used for current biasing. This resistance is about 2 Ω, so the shunt resistance is much larger than the lines resistance and the coil is current biased. The RF train is emitted by
Figure 2.5: Scheme of the circuit used for memory testing

In order to study the phase dynamics of a Josephson junctions, switching distribution measurements as a function of temperature and magnetic field are fundamental. The bias current is a triangular waveform ramped at a constant rate ($\sim 21$ Hz) using an arbitrary waveform generator Agilent 33120A, with a dc offset to avoid switching to both positive and negative voltage: switching to the resistive state means heating of the sample, and a consequent change in the mean switching current and in the distribution width. Our electronic setup is sensitive to current variations of the order of few nA, so even a small heating of the sample can cause a systematic error in SCD measurements.

The output voltage is fed into a differential amplifier and then read by the oscilloscope. The current value is collected in a histogram when the voltage goes above a certain threshold value, chosen so that voltage noise in the superconducting branch is well below it. This avoids false switching events due to noise pick up (see fig. 2.6). This setup is equivalent to the use of a threshold detector, which measures the junction voltage and sends a signal.
Figure 2.6: (a) Circuit scheme for SCD measurements. (b) Junction output signals, and threshold voltage (black dashed line) set for SCD measurements. (c) Switching current distribution histogram
to a fast meter that registers the corresponding current value.

At least $10^4$ events are processed for each temperature and magnetic field value to fill the switching histogram. SCD measurements provide an estimation of the mean switching current (which can be used as an estimation of the critical current) with an error given by the distribution width. For our samples, the error is about 0.1%.
Chapter 3

Magnetic Josephson junctions for memory applications

3.1 State of the art

The new generation of large scale computing systems and data centers has an impressive power consumption: for each facility, it is of the order of hundreds of MW [54]. Cryogenic superconducting technology is an excellent candidate for the realization of the next generation of energy-efficient classical computing systems. Single Flux Quantum (SFQ) logic is based on the specific properties of superconductors, and it is sought to have applications also in quantum computing, with the realization of read-out, error-correction and control of qubit circuits.

However, the matching low power dissipation memory integrable in SFQ circuits is still missing. There have been several approaches to the problem, including hybrid memories [55] and the integration of spintronic memory elements [56, 57]. We choose to follow the approach that envisions the use of Josephson junctions with ferromagnetic barriers as memory elements [58, 59, 60, 61, 62, 63, 64]. To date, the use of these junctions as memory elements has been successfully demonstrated, but the overall memory cell, i.e. the memory element equipped with address and readout circuits, remains large. In this framework, it is crucial to develop new addressing approaches that can be employed in the design of memory cells of reduced size. Here we present a full characterization of such SIIsFS junctions as a function of temperature down to 0.3 K, and focus on the study of the effect of external RF fields on switching processes of magnetic Josephson junctions with high $I_CR_N$ product.

The RF-assisted magnetization switching is a rather well known phenomenon for a wide range of systems such as magnetic clusters, single-domain
magnetic particles and magnetic tunnel junctions [65, 66, 67, 68, 69, 70, 71, 72, 73], but it has never been investigated on MJJs. Here we show how this effect of remagnetization boost by RF fields can be used to improve discernibility of two logical states of a superconducting memory element based on $\text{Pd}_{0.99}\text{Fe}_{0.01}$ magnetic barrier.

### 3.2 Fabrication of SIsFS samples

Conventional SFS junctions have typical metallic properties such as low $I_C R_N$ (of the order of few $\mu$V), low capacitance and normal state resistance and overdamped phase dynamics, which results in a high dissipative behavior. In particular, the low $I_C R_N$ product and the high dissipation make them hardly compatible with standard SFQ logic, where the typical requirement is an $I_C R_N$ of the order of mV. The junctions used in this work have a high $I_C R_N$ product ($\approx 700\mu$V) when compared to standard SFS junctions, and low dissipation, compatible with standard SIS Josephson junctions used for superconducting circuits.

These junctions have been fabricated within a collaboration between HYPRES Inc. and ISSP [61]. They are characterized by a multilayer barrier, with a thin insulating layer ($\text{Al/AlO}_x$), a superconducting Nb layer with thickness of the order of the superconducting coherence length, and a soft ferromagnetic layer ($\text{Pd}_{0.99}\text{Fe}_{0.01}$).

The first step is the fabrication of the bottom Nb-$\text{Al/AlO}_x$-Nb trilayer, using the standard HYPRES technology for 4.5 kA/cm$^2$ current density wafers [74, 75]. The Nb counter electrode has a thickness of 15 nm at this stage. The wafers are then diced into 15 mm x 15 mm samples and sent to ISSP, where the Nb counter electrode is etched down to $\sim 10$ mm, in order to remove Nb oxide and possible organic residues on the surface, such providing a good interface for the deposition of the PdFe-Nb bilayer. The ferromagnetic layer is 14 - 18 nm thick for samples presented here, the junction mesa has a square shape of $10\times10$ $\mu$m$^2$. The thin Nb layer sandwiched between the oxide layer and the ferromagnet has a crucial role for the properties of these junctions. As pointed out in [76], for the thicknesses used for these devices, superconductivity is not completely suppressed, thus allowing the transmission of a sufficiently large supercurrent when compared to a SIFS junction. At the same time, since the thickness of the Niobium interlayer is smaller the London penetration depth, the multilayered barrier behaves as a single barrier in presence of magnetic field.
3.3 IV curves and junction characterization

Ferromagnetic Josephson junctions exhibit different characteristics depending on the barrier. In order to put such samples in a wider framework, we measured IV curves as a function of temperature for a SIsFS junction with a 18 nm thick PdFe layer (fig.3.1). From the IV curves we obtain $I_C(T)$ curves with an Ambegaokar-Baratoff like behavior at low temperatures (from 0.3 K to 4 K) and a tail at higher temperatures characteristic of proximity effect \cite{20} (fig.3.1). This behavior is consistent with the model reported in \cite{76}, where three different regimes for SIsFS junctions are described, depending on the thickness of the superconducting interlayer $L_s$. For $L_s \gg 3\xi$, where $\xi$ is the coherence length of the superconductor, the device behaves as two Josephson junction in series, a standard tunnel junction and a metallic ferromagnetic junction. The overall properties are dominated by the junction with lower critical current, which is usually the SIs tunnel junction. The opposite case is $L_s \ll 3\xi$. In this case, superconductivity in the intermediate (s) layer is completely suppressed, and the device behaves as a standard SIFS junction \cite{77}.

Our samples fall in the intermediate case of junctions with an interlayer thickness $L_s \approx 3\xi$. In this case, the superconducting interlayer thickness is smaller than $\lambda_{L}$, and so the device behaves as a single junction in presence of external magnetic field. On the other hand, superconductivity is not completely suppressed within the superconducting interlayer, and so the critical current of the devices is high when compared to analogous SIFS junctions.
Figure 3.2: Experimental data and fitted curves for MJJ sample with $d_F = 14\text{nm}$.

In this thickness range, the properties of the junction are extremely sensitive to the thickness of the ferromagnetic layer and to the exchange field $h$. The latter tunes the effective transition temperature $T_C^*$, which is the transition temperature of the superconducting interlayer, causing the appearance of the proximity-like tail observed in fig.3.1.

The estimated quality factor for these junctions using the methods reported in [78] using IV curves is $Q = 40 \pm 8$. The normal state resistance $R_N$ measured from IV curves is $\approx 6\Omega$, from eq.1.15 we obtain a capacitance $C = 8 \pm 3\ \text{pF}$, which is a reasonable value for a tunnel junction.

The study of the junction parameters such as the quality factor, the capacitance and the resistance is a necessary step towards a complete characterization of such junctions towards their integration in complex circuits.

3.4 Application of Josephson magnetometry

The junctions analyzed in this chapter provide an excellent example of samples where the Josephson magnetometry protocol described in chapter 2 can be successfully applied. The magnetization curve is modeled by the phenomenological function

$$M(H) = \frac{2M_S}{1 + e^{-h(H+H_C)}} - M_S$$

and this function is then used to fit $I_C(H)$ experimental data using

$$I_C(H) = I_C^0 \left| \frac{\sin \left( \pi \frac{\Phi + \Phi_M}{\Phi_0} \right)}{\pi \frac{\Phi + \Phi_M}{\Phi_0}} \right|$$
The agreement between the experimental data and the fitted function is very good, the results of fitting procedure are shown in fig. 3.2.

### 3.5 Memory operation

The basic principles of operation for SIsFS junction are described in [61, 62]. The memory cell operation is based on the fact that for each magnetic field value there are two critical current values that can be used as two distinct logic states: $I_C(H)$ curves in ferromagnetic junctions are shifted and distorted depending on the sweeping direction of the magnetic field. When the external field goes from negative to positive values, the Fraunhofer pattern is shifted towards positive values of magnetic field, while it is shifted to negative $H$ values when the field is ramped in the opposite direction. 'Read' operations are performed using a dc current $I_R$ which is intermediate between the two critical current values that constitute the logic '0' and '1'. If $I_R$ is larger than the critical current level, the output signal is a finite voltage, while if $I_R$ is smaller than the critical current level of the logic state then the output signal is zero voltage. 'Write' operations are performed using magnetic field pulses to switch between the two $I_C(H)$ curves.

### 3.6 Role of RF fields in switching processes

We use square field pulses 500 ms long, of different amplitudes, combined with RF pulses (see fig. 2.5) at fixed frequency of 3.88 GHz, chosen to ensure the maximum coupling with the junction. The optimal coupling condition is chosen by checking the reduction of critical current in presence of microwaves, and eventually the appearance of Shapiro steps (fig. 3.4 inset). This frequency is slightly higher than the ferromagnetic resonance (FMR) frequencies detected for 100 nm thick Pd$_{0.99}$Fe$_{0.01}$ layers [72], and provides effective magnetization dynamics due to microwaves. The exact optimal microwave frequency we use for this experiment depends only upon the geometry of our setup, i.e. the relative positions of the microwave antenna and the sample holder. This dependence is confirmed by a number of other experiments performed with the same setup not involving ferromagnetic materials performed using the same experimental setup. At other frequencies, the coupling between the antenna and the sample is strongly reduced. We observed that for frequencies different from the maximum coupling frequency, no effect on switching processes are observed (fig. 3.4). The RF train is modulated so that it is always centered around the center of the field pulse. For the
Figure 3.3: Functioning scheme of a MJJ memory element. (a) $I_C(H)$ curves. Black and red arrows indicate the sweeping direction of the magnetic field to obtain the corresponding curve, the magnetic field pulses used to switch are indicated in green close to the arrows. Green dots are the points corresponding to memory states. Blue horizontal line is the reading current $I_r$. (b) Critical current levels and the corresponding logical states, blue line is the reading current. (c) Voltage levels corresponding to the two logical states. (d) Scheme of the pulses used to switch between logical states.
samples used in this work, the $I_C(H)$ curves obtained ramping the external field from negative to positive values and vice-versa are symmetrical with respect to zero field, so the memory cell use of this device requires a magnetic field bias to set the optimal working point. This corresponds to the magnetic field value for which the difference between the high and low critical current levels is as large as possible, provided that the magnetic field bias is within the saturation field. Taking all this into account, the chosen working point for all measurements presented here is 1.2 G.

The analysis is carried out by comparing the current levels obtained applying only magnetic field pulses and the current levels obtained applying microwaves together with field pulses respectively. In both cases critical current levels have been measured from standard IV curves acquired after the end of magnetic field pulse. The comparison has been performed collecting 10 pairs of low-high current IVs for each case, and $\Delta I$ in percentage is calculated from the average of low and high current levels as

$$\Delta I = \frac{I_C^{\text{high}} - I_C^{\text{low}}}{I_C^{\text{high}}} \times 100$$

where $I_C^{\text{high}}$ is the average of the high critical current levels and $I_C^{\text{low}}$ is...
Figure 3.5: (a) $M(H)$ curve of the sample. The red dot is the chosen working point, brown dots indicate the pulse amplitudes framed by green squares in (b). (b) $\Delta I$ in absence (blue bars) and in presence (red bars) of microwaves, for different magnetic field pulse amplitudes. Green squares frame the pulse amplitudes indicated by brown dots in (a). (c) $\Delta I$ difference between the case with and without microwaves. The brown points correspond to the brown points in (a) and to the green frames in (b).

the average of the low critical current levels.

Uncertainty on $\Delta I$ is estimated by propagating the errors on the average high and low current levels:

$$\text{err}(\Delta I) = \Delta I \sqrt{\frac{\text{err}(I_{C}^{\text{high}})^2 + \text{err}(I_{C}^{\text{low}})^2}{(I_{C}^{\text{high}} - I_{C}^{\text{low}})^2} + \left(\frac{\text{err}(I_{C}^{\text{high}})}{I_{C}^{\text{high}}}\right)^2}$$

We observe an enhancement in the separation between current levels when RFs are applied for a wide range of field pulse amplitudes (fig. 3.5).

The enhancement increases with increasing field pulse amplitude up to a certain maximum, and then decreases again with a further increase of the field pulse amplitude. The minimum of this range is 2.4 G, which corresponds to $\approx 0.2H_S$, the maximum is 5.7 G, which corresponds to $\approx 0.6H_S$. Such values can be explained once taking into account the magnetization curve obtained using the methods described in Chapter 2. For small values of field pulses, very close to the working point, there is no difference between the case with and without microwaves, and in both cases $\Delta I$ is small ($\approx 2\%$). This can be
interpreted considering the field pulse as a small perturbation causing a linear response. For large amplitudes of the field pulses, $\Delta I \approx 55\%$ in both cases, due to the fact that with such field pulses we approach the saturation, where possible changes induced by external RF fields cannot be distinguished. The maximum enhancement is at 3.9 G, which is in an intermediate region of the $M(H)$ curve. In fig. 3.5c: the difference between blue and red bars in fig. 3.5b is also plotted.

### 3.6.1 Energy dependence

In order to have a more detailed picture of the effect we measured the current level variations by changing the energy transferred to the sample. It is difficult to estimate the actual amount of energy transferred to the sample because of the setup used (fig. 2.5): the RF emitting antenna is placed close to the sample, but the setup is not designed to accurately control the position. However, since this part of the experiment has been carried out all during the same cooldown, we can assume the same emitting conditions for all cases and use the calculated emitted energy to discriminate different regimes. We perform the measurements changing the emitted energy in two ways: either we fix the power level and change only the duration, or we change both the power level and the time duration so that the product of the two is constant. We observe an enhancement in the separation between current levels increasing the emitted energy, as can be seen in fig. 3.6a, considering the average of the current levels calculated on 10 pairs of low-high IV pairs. Here, $\Delta I$ is the same within the error bars for same amounts of emitted energy, regardless of the power level and the time duration (fig. 3.6). The enhancement is even clearer if we consider fig. 3.6c and 3.6d where we show the current levels (non averaged) and $\Delta I$ fixing the power level and changing only the time duration of the RF train.

These experimental data point in the direction of an 'effective heating' of the barrier, since the RF effect increases with increasing energy emitted (and thus transferred heat). From a microscopic point of view, this effective heating can be interpreted as an RF-induced fluctuation of local magnetic moments in PdFe layer that decreases the coercive field and facilitates the remagnetization process, as already tested for other ferromagnetic systems\[65, 66, 67, 68, 69, 70, 71, 72\]. This hypothesis is confirmed by further measurements of the RF effect at different temperatures, as will be clearer in the following section.
Figure 3.6: (a) IV curves for RF trains at 4.9 dBm and different time durations. From left to right: no microwaves, 50 ms, 150 ms, 250 ms, 400 ms. (b) Averaged high-low critical current levels for different emitted energies from the antenna. (c) Current levels for RF trains at 4.9 dBm (≈ 3.1 mW) and different duration. (d) $\Delta I$ as a function of emitted energy. (e) $\Delta I$ as a function of the time duration of the pulse, fixed the power level.
3.6.2 Temperature dependence

Our measurements have also shown a temperature dependence of $\Delta I_{MW} - \Delta I_{noMW}$, i.e. the difference between the percentage current level separation in presence and in absence of external RF fields. We use magnetic field pulses with an amplitude of 3.9 G, combined with RF trains 250 ms long. The comparison with M(H) curves at different temperatures reveals a correspondence between the percentage difference in coercive field $H_C$ and $G$ defined as

$$G = \frac{\Delta I_{MW} - \Delta I_{noMW}}{\Delta I_{noMW}}$$

(3.5)

As seen in fig. 3.7a, the percentage variation $G$ at a given temperature corresponds to the percentage variation of $H_C$ between $T$ and $T + \delta T$, where $\delta T \approx 0.5K$. In 3.7b and 3.7c we show the difference between the current levels in absence and in presence of microwaves at a certain temperature $T$ and the corresponding M(H) curves at $T$ and $T + \delta T$. The sudden change in M(H) curves seen in 3.7c has been recently explained taking into account a two-component magnetization of PdFe. It has been shown in [79] that thin (< 20 nm) PdFe films with low iron content present two different Curie temperatures that correspond to two different interactions. The main contribution is due to short range interaction, while the weaker contribution is related to a Ruderman-Kittel-Kasuya-Yosida (RKKY) long range interaction. In our samples PdFe is 14 nm thick, with a higher Curie temperature $T_{Curie2}$ of about 12 K. According to Bol'ginov et al. [79], the lower Curie temperature $T_{Curie1}$ is around $0.4T_{Curie2}$ for 20 nm PdFe thin films. In our case, $T_{Curie1} \approx 4.8K$, which is in agreement with our observation of a sudden change in M(H) curves between 4.7 K and 5.0 K (fig. 3.8).

3.7 Limitations and perspectives

The development of SFQ-compatible Random Access Memories is constantly improving, following different approaches, such as MJJs but also hybrid semiconductor-superconductor devices, $\phi$-junctions and spintronic memory elements [58, 59, 60, 61, 62].

In any case, the technological progress relies also on novel memory addressing schemes that can improve efficiency and scalability of such devices. Our experiment has several limits, but it demonstrates for the first time the use of RF fields as an additional knob to manipulate the memory state. In particular, the use of a RF emitting antenna limits our control of the microwave train, and cannot be considered as a viable approach for memory cell fabrication. At the same time, the large characteristic time ($\sim 2$ ms)...
Figure 3.7: (a) Grey dots, scale on the right side: percentage enhancement of the current level separation with and without applied microwaves (G). Orange diamonds, scale on the left: percentage change in coercive field measured from M(H) at T and T + δT. (b) Magnetization curves at 3.5 K and 4.2 K. Inset: ∆I at 3.5 K. Blue: without applied microwaves, red: with applied microwaves. (c) Magnetization curves at 4.7 K and 5.0 K. Inset: ∆I at 4.7 K. Green: without applied microwaves, red: with applied microwaves. In (b) and (c) the arrows indicate the correspondence between M(H) and ∆I. It can be seen that the difference between ∆I_{MW} and ∆I_{noMW} corresponds to the difference between M(H) curves at different temperatures.
Figure 3.8: Figure from [79]. $M(T)$ curves for a 20 nm thick PdFe film measured on (1) cooling at $H = 40G$ and (2) at $H = 5G$, and curves measured when heating at $H = 0$ after cooling at (1’) $H = 40G$ and (2’) $H = 5G$

of the superconducting coil used to apply magnetic field pulses prevents us from observing the intrinsic switching times of MJJs.

To overcome the current limits, we plan an upgrade both of the setup and of the sample geometry, in order to use smaller samples with dedicate on-chip coplanar waveguides to apply microwaves.
Chapter 4
Spin Filters

In the last decade the interplay between competing order parameters at S/F interface has been extensively studied [21, 24], as well as the novel effects generated by a ferromagnetic barrier embedded in a Josephson junction [32, 40].

The NbN-GdN-NbN junctions measured in this work have a ferromagnetic insulator as a barrier. IV characteristics point to tunnel-like behavior, also confirmed by conductance spectra. This enriches the family of ferromagnetic junctions reported in literature where the ferromagnetic barrier has typically higher transparency and it is well described by conventional proximity effect. These junctions have a predominant second harmonic current-phase relation [80], and spin filtering properties [81]. These two features indicate the presence of the main ingredients for the formation of long range spin triplet supercurrents [24]: the spin filtering barrier provides the spin mixing that creates the triplet pairs with $S_Z = 0$, while the presence of a predominant second harmonic points to direction of higher order tunneling processes caused by a spin active interface that rotates the triplet pairs. In addition the observation of macroscopic quantum tunneling [9] demonstrates lower levels of dissipation when compared with the rest of junctions employing ferromagnetic barriers, thus making these devices excellent candidates for spintronic and quantum computation developments.

In the following, we will present a detailed investigation on the properties of samples with increasing spin filter efficiency, in order to point out the effect of spin mixing and spin rotation on the macroscopic parameters of different devices.
4.1 Fabrication

The junctions analyzed in this work have been fabricated at the Department of Materials Science and Metallurgy of University of Cambridge from NbN-GdN-NbN trilayers grown on oxidized Si substrates precoated with a 10 nm thick MgO buffer layer, using d.c. reactive magnetron sputtering in a Ar/N\textsubscript{2} atmosphere from pure Nb and Gd targets. GdN thickness was controlled by changing the deposition rate for each substrate within the same deposition run, using a computer-controlled stepper-motor in order to rotate different substrates at different speeds below a stationary Gd target\cite{80, 82}.

This procedure ensures that all samples in the same fabrication run are grown in the same conditions, and at the same time each sample has a different barrier thickness, due to the different rotation speed. The main error source on the barrier thickness values is a systematic error which is equal for all samples. This type of error does not affect our final results.

The growth conditions are fundamental to determine the final properties of the devices\cite{82}. In particular, nitrogen vacancies can cause the appearance of a secondary phase of GdN (GdN-II), which is antiferromagnetic, and an increase in $T_{\text{Curie}}$ above 60 K.

The junctions have a square mesa geometry defined by optical lithography and selective reactive etching of top NbN layer in $CF_4$ plasma. The NbN bottom layer is $\approx 100$ nm thick and acts as bottom contact, while the top contact is achieved by depositing a thin Nb wiring layer on top NbN electrode, which is $\approx 100$ nm thick.

4.2 Spin filter efficiency

The fingerprint of spin filter Josephson junctions is the $R(T)$ curve, which is characteristic of this kind of junctions and allows the indirect measurement of spin filter efficiency (SFE)\cite{81}. SFE measures the difference in conductivity for spin up and spin down channels due to the exchange splitting induced by GdN barrier, and is defined as

$$P = \frac{|\sigma_{\uparrow} - \sigma_{\downarrow}|}{\sigma_{\uparrow} + \sigma_{\downarrow}}$$

where $\sigma_{\uparrow(\downarrow)}$ is the conductance for spin up and spin down electrons. The tunnel conductance $\sigma$ depends on the barrier height\cite{83}, so below the Curie temperature of GdN thin film ($T_{\text{Curie}} \approx 35K$), where the barrier height is different for spin up and spin down, the tunneling current is spin-polarized.
At high temperatures the resistance versus temperature curves shows a typical exponential semiconducting behavior, as commonly observed in Josephson junctions with NbN electrodes. Below $T_{\text{Curie}}$, the resistance starts to decrease with decreasing temperature, due to the activation of the exchange splitting of the ferromagnet. In this case, the two spin channels see two different barrier heights, as in one case the exchange field $\hbar$ is added to the barrier energy $E_0$ and for the other spin channel it is subtracted (fig. 4.1 inset). An approximate expression for tunnel conductance is given by

$$\sigma \approx \sqrt{E} \exp \left(-\frac{2d\sqrt{2mE}}{\hbar}\right)$$

where $E$ is the barrier height and $d$ is the thickness of GdN barrier. For small exchange field $\hbar$, when substituted into 4.1 this equation leads to

$$P \approx \tanh \left(\cosh^{-1} \left(\frac{R^*}{R}\right)\right)$$

where $R$ is the measured value for the resistance and $R^*$ is the extrapolated resistance value in absence of exchange splitting. Operatively, $R^*$ is estimated by fitting the exponential branch of $R(T)$ above $T_{\text{Curie}}$ using a standard semiconducting model\[84]\n
$$R(T) = A \exp \frac{B}{T + T_0}$$

where $A$, $B$ and $T_0$ are phenomenological parameters.

We measured NbN-GdN-NbN Josephson junctions with barrier thicknesses ranging from 1.5 nm to 4 nm. The spin filter efficiency increases with increasing thickness, and saturates at large thicknesses, as can be seen from fig. 4.2d. SFE values have large error bars due to the estimation procedure, but the relation between barrier thickness and spin filter efficiency is unambiguous\[81]. Thus the characterization of the samples as a function of thickness provides a reliable method to study the properties of this kind of junction as a function of spin filter efficiency. Resistance versus temperature curves for different thicknesses show an increasingly pronounced peak as the thickness increases, while the Curie temperature, defined as the temperature where the resistance $R$ is maximum, is almost constant. The room temperature resistance increases exponentially as expected for samples where tunnel conductance is predominant. According to \[83], the tunneling resistance is given by

$$R(t, E_0) = \frac{2}{3\sqrt{2meE_0}} \left(\frac{\hbar}{e}\right)^2 2\sqrt{\frac{2me}{\hbar^2}} t \exp \frac{4\pi t}{\hbar} \sqrt{2meE_0}$$

(4.5)
Figure 4.1: (a) Schematic cross section of a junction. (b) Spin filter efficiency as a function of barrier thickness (c) R(T) curve for a sample with high spin filter efficiency. Inset: barrier height for different spin channels. Above the Curie temperature $T_{\text{Curie}}$, both spin up and spin down electrons see the same barrier height $E_0$, and the R(T) curve (blue line) has the typical semiconducting behavior of NbN JJs. When the junction is cooled below $T_{\text{Curie}}$, the two spin channels see different barrier heights. In particular, one of the spin channels sees a barrier height $E_\downarrow < E_0$. The lowering of the barrier causes the resistance decrease measured in R(T) curves below $T_{\text{Curie}}$. The red line $R^*$ represents the resistance extrapolated in absence of exchange field.
Figure 4.2: (a), (b) and (c) R(T) curves for different spin filter samples. Red lines indicate the extrapolated resistance in absence of exchange field. As the barrier thickness increases, the R(T) peak becomes more pronounced and the peak resistance increases. (d) Spin filter efficiency as a function of thickness calculated from R(T). (e) Curie temperature as a function of thickness, measured from R(T) curves. No Curie temperature is indicated for 1.5 nm sample, as for this thickness the barrier is not ferromagnetic, at least above the superconducting transition temperature. (f) Room temperature resistance as a function of thickness. Values are well fitted using a simple exponential model [83] (red line).

where $m$ and $e$ are respectively the electron mass and charge, $t$ is the barrier thickness and $E_0$ is the energy height of the barrier. Assuming $E_0$ constant for all samples, it is possible to estimate it by fitting eq. 4.5 to experimental data. We estimate $E_0 = 0.36 \pm 0.12 \text{V}$ (fig. 4.2).

### 4.3 IV curves versus thickness

Current-voltage characteristics are a fundamental tool to investigate the properties of Josephson junctions, and in the case of spin filter junctions, different thicknesses correspond to different spin filter efficiencies. In order to point out the effect of spin filtering properties on the overall behavior of the junctions we measure I-V characteristics as a function of thickness.

As we have seen in chapter 1, from IV curves it is possible to determine some characteristic parameters such as the critical current $I_C$, the switching voltage $V_S$ and the normal state resistance $R_N$, but also the dissipation regime.
Figure 4.3: IV characteristic at 0.3 K for (a) a standard Nb-Al/AlOₓ-Nb tunnel junction, (b) a sample with 1.5 nm thick barrier (SFE < 30%), with labels indicating the characteristic parameters: critical current ($I_C$), retrapping current ($I_R$), switching voltage ($V_{\text{switch}}$), superconducting gap ($2\Delta$) and normal state resistance ($R_N$). In the second junction is clearly visible a suppression of the switching voltage with respect to conventional junctions.

of the junction. The critical current is defined as the maximum supercurrent value, after which the junction switches into the resistive state. Operatively, for hysteretic Josephson junctions, we define $I_C$ as the current at a certain threshold voltage, typically 10 µV - 100 µV. The switching voltage is the finite voltage on the subgap branch corresponding to $I_C$. The retrapping current is defined as the current at which the junction switches back to the non-resistive branch. We take $I_R$ as the minimum current at the same threshold voltage used for $I_C$. The normal state resistance $R_N$ is estimated from the slope of the linear fit of the IV region above the superconducting gap (fig. 4.3).

We analyzed IV curves at 0.3 K for junctions with different barrier thicknesses, and extracted their characteristic parameters. Critical currents range from 30 nA for 4 nm junctions to 800 µA for 1.5 nm sample, and the corresponding current density ranges from $0.6 \times 10^{-2} \text{A/cm}^2$ to $16 \times 10^2 \text{A/cm}^2$. When compared with IV curves for standard tunnel junctions (see fig. 4.3), it is possible to notice a strong suppression of the critical current, so that the corresponding switching voltage is well below the superconducting gap and decreases with increasing thickness, which for standard tunnel junctions also corresponds to $\approx I_C R_N$ product. For these junctions, $R_N$ is obtained from a linear fit of the IV curves above the superconducting gap, as in fig. 4.3.

It is well known that in metallic, diffusive S/F/S, where the supercurrent is mainly due to proximity effect, $I_C R_N$ product decays exponentially with increasing thickness [85,86,87,88,89], and it has been shown that in certain
Figure 4.4: IV curves at 0.3 K for samples with different barrier thicknesses. In order to compare them it is necessary to normalize them with respect to some characteristic parameters, since the critical current and the switching voltage vary in a range of several orders of magnitude. (a) IV curves normalized with respect to the critical current: it is easy to see the suppression of switching voltage with increasing thickness. (b) and (c) IV curves normalized with respect to $R_N$: (b) barrier thicknesses from 1.5 nm to 2.5 nm, (c) barrier thicknesses from 3 nm to 4 nm.
Figure 4.5: (a) $I_CR_N$ product as a function of thickness. Inset: $I_CR_N$ in log scale, and exponential fit of the data (red line). (b) Critical current as a function of thickness. (c) Switching voltage as a function of thickness.

cases $I_CR_N(d)$ can be fitted using a simple exponential decay, with a decay constant given by the mean free path in F layer [90]. The result of data fitting with an exponential curve of the type $y = A \exp(-x/\xi)$ [85, 86, 87] is shown in fig. 4.5 where the fitted decay length is $\approx 0.6$ nm, while the room temperature mean free path of GdN reported in literature is 11 nm [91]. The failure of such well-known model for diffusive junctions points in the direction of a tunnel transport mechanism.

In fig. 4.4 a, IV curves are normalized with respect to the critical current to highlight the consequent reduction of the switching voltage, and the apparent linearization of the quasiparticle branch. In fig. 4.4 b and c, the normalization with respect to normal state resistance shows that all the junction have roughly the same subgap branch, which is typical of underdamped junctions with quality factors $Q \sim 10$, and an increasing critical current suppression, due to increasing spin filter efficiency. The standard methods to evaluate the quality factor from the ratio $I_C/I_R$, as described in [78, 92, 93] cannot thus be used, especially on junctions with high SFE, as the models refer to conventional tunnel junctions where critical current is not suppressed due to spin polarization.
Figure 4.6: IV curves at 0.3 K as a function of magnetic field for junction with (a) 1.5 nm barrier, (b) junction with 3.5 nm barrier. (c) IV curves at high fields for the junction with thinner barrier. Magnetic field resonances can be seen in the subgap region.

4.4 IV curves as a function of external magnetic field

In order to fully characterize a Josephson junction, the behavior in external magnetic field is crucial. The measurements presented here have been performed as described in chapter 2, using a current biased superconducting coil to generate uniform magnetic field and collecting IV curves with an oscilloscope. Collecting IV curves at different magnetic fields enables us to analyze the critical current behavior and the subgap branches simultaneously. We are also able to see effects in the Fraunhofer pattern due to current asymmetries. In fig. 4.6 we show the 3D plot of IV curves at 0.3 K as a function of magnetic field for two different junctions, one with 1.5 nm thick barrier (non spin filter), and the other with 3.5 nm thick barrier (high spin filter efficiency). The second junction shows a subgap structure with no resonances. In fig.
Figure 4.7: Critical current asymmetry for (a) sample with 1.5 nm thick barrier, with $L/\lambda_J \approx 1.5$, and (b) sample with 2 nm thick barrier, with $L/\lambda_J \approx 1$.

We show $I_C(H)$ curves for samples with barrier thicknesses ranging from 1.5 nm to 4 nm. All the junctions fall in the short junction limit [3], except the 1.5 nm barrier thick sample, which presents a weak asymmetry between $I_C^+$ and $I_C^-$, which is in agreement with the calculated ratio $L/\lambda_J \approx 1.5$ and the 2 nm barrier thick sample, which lies at the boundary between the two regimes, with a ratio $L/\lambda_J \approx 1$, where $\lambda_J$ is calculated using eq. 1.6 and eq. 1.8 (see fig. 4.7).

It has been demonstrated [80] that for high spin filter efficiencies, i.e. thick barriers, the current-phase relation is a pure second harmonic. However, a systematic study on intermediate junctions has never been performed. In the following, we analyze $I_C(H)$ curves for different barrier thicknesses, using the model for junctions with a second harmonic component in the current-phase relation provided by Goldobin et al. [36]. In the following, we will review briefly the model and apply it to our samples.

### 4.4.1 Second harmonic current phase-relation

As we reported in chapter 1, the first Josephson equation provides a relation between current and phase of the type

$$j_s = j_c \sin \varphi$$  \hspace{1cm} (4.6)

The presence of a ferromagnetic barrier can cause a strongly non-sinusoidal current-phase relation, and modify eq. 4.6 into

$$j_s = j_{c1} \sin \varphi + j_{c2} \sin 2\varphi = j_{c1} (\sin \varphi + g \sin 2\varphi)$$  \hspace{1cm} (4.7)
Figure 4.8: $I_C(H)$ curves for junctions with different barrier thicknesses. (a) 1.5 nm, (b) 1.75 nm, (c) 2 nm, (d) 2.5 nm, (e) 3 nm, (f) 3.5 nm, (g) 4 nm. Red curves are obtained sweeping the magnetic field from negative to positive values, while black curves are obtained sweeping the field from positive to negative values.
where \( g = \frac{j_{c2}}{j_{c1}} \). Calculating \( I_C(H) \) dependence in the usual way for a short junction\(^3\) using eq. 4.7 yields \(^3\): 

\[
I_C(H) = j_{c1} LW \left| \frac{2 \sin \left( \frac{\pi LH}{\Phi_0} \right) \sin(\phi_\pm) + g \sin \left( \frac{2\pi LH}{\Phi_0} \right) \sin(2\phi_\pm)}{2^{\pi LH} \Phi_0} \right| \tag{4.8}
\]

where \( \Lambda = \frac{\Phi_0}{H_0 L} \), \( L \) and \( W \) are length and width of the junction respectively, and \( \Phi_0 \) is the single flux quantum. \( H_0 \) is defined by \( H_0 A = \Phi_0 \), where \( A \) is the effective area of the junction. The phase \( \varphi_\pm \) can assume two values, which are obtained by the maximization of the supercurrent \( I_S(\varphi, H) \) with respect to \( \varphi \):

\[
\cos(\varphi_+) = \frac{-1 + \sqrt{1 + 32g^2 \cos^2 \left( \frac{\pi LH}{\Phi_0} \right)}}{8g \cos \left( \frac{\pi HL}{\Phi_0} \right)} \tag{4.9}
\]

\[
\cos(\varphi_-) = \frac{-1 - \sqrt{1 + 32g^2 \cos^2 \left( \frac{\pi LH}{\Phi_0} \right)}}{8g \cos \left( \frac{\pi HL}{\Phi_0} \right)} \tag{4.10}
\]

It should be noted that in case of a single harmonic in the current phase relation, the phase value maximizing \( I_C(H) \) is only one. It is useful to define from now on

\[
I_C^+(H) = I_C(\varphi_+, H) \tag{4.11}
\]

\[
I_C^-(H) = I_C(\varphi_-, H) \tag{4.12}
\]

Since \( |\cos \phi_-| < 1 \) only for \(|g| > 1/2\), and in this case, the condition is satisfied only for certain values of the magnetic field \( H \), and so \( I_C^- \) is defined only for such values of the magnetic field. In fig. 4.9 the two expressions for the critical current are plotted for \( g = 3 \), and the regions where \( I_C^-(H) \) is not defined are the sharp peaks in the green curve. The two functions are both normalized to \( I_C^+ \) maximum.

The lower critical current can be seen in a deterministic fashion only under given conditions of damping and temperature, using an appropriate current ramp (see fig. 4.9 right)\(^3\). We tested our samples using different current ramps in order to be able to measure \( I_C^- \) where possible, but we always observed a single critical current. This, together with the observation that experimental Fraunhofer pattern show no discontinuities for any value of the magnetic field, led us to the assumption that eq. 4.9 should be used...
Figure 4.9: Left: $I_C^+$ and $I_C^-$ calculated using the equations obtained in [36]. The sharp peaks of $I_C^-$ indicate the regions where the function is not defined. Right: IV characteristic of a $\phi$-junction showing two distinct critical currents. $I_C^-$ is obtained ramping the current from negative to positive values and vice versa. $\pm I_C^+$ observation corresponds to positive (negative) current ramp. From [37].

for the fitting procedure. In fig. 4.11 we show experimental data and fitted curves for samples with 1.5 nm and 2 nm thick barriers. For the thinner sample, the model works reasonably well up to the first secondary lobe. For the other sample, there is a clear indication of the fact that also effects due to barrier magnetization should be taken into account for a complete modeling. In fig. 4.10 (b) and (c) we show $I_C(H)$ curves obtained ramping the magnetic field from positive to negative values and vice versa. The fitted curves are in agreement with experimental data from negative fields up to the first positive lobe for fig. (b) and from the first negative secondary lobe up to positive fields for fig. (c). These regions correspond to the regions of the magnetization curves where $M$ does not depend on the external field $H$, and so its contribution is reduced to a simple shift along the $x$ axis, which can be easily accounted for. A more detailed description of $M(H)$ curves could allow a better fitting also of the other regions. In chapter 1 and chapter 3 we showed how magnetization curves for ferromagnetic barriers can be extrapolated for $I_C(H)$ curves. This procedure does not give an accurate description of $M(H)$ curves when the samples are not fully magnetized, i.e. the applied fields are lower than the saturation field for the given ferromagnetic barrier. In this case, this procedure is not applicable, as the saturation fields for these samples are much larger than the applied fields. Nevertheless, the estimation of the second harmonic contribution for these samples is consistent with the
Figure 4.10: Experimental data and fitted curves using eq. 4.8 for samples with different barrier thicknesses. (a) 1.5 nm (b) 2 nm, with magnetic field ramped from positive to negative values, (c) 2 nm with magnetic field ramped from negative to positive values. Experimental data in (b) and (c) have been shifted to set $I_C(H)$ maximum at zero field.
other parameters such critical current density $J_C$ and spin filter efficiency $SFE$.

For samples with thick barriers and high spin filter efficiencies as the ones shown in fig. 4.12, the model fails to give an estimate of the second harmonic contribution. This is due to the fact that for $g$ above 10, it is not possible to discriminate $I_C(H)$ curves for different $g$ values (see fig. 4.11), and eventually the outcome is equivalent to the one obtained using a pure second harmonic current-phase relation:

$$I_C(H) = I_{C_0} \left| \sin \left( \frac{2\pi \Phi}{\Phi_0} \right) \right|$$

We have shown that the model reported in literature[36] gives a reasonable description of our experimental data, and allows us to estimate the second harmonic contribution for different spin filter efficiencies.

It is well known that in conventional ferromagnetic junctions, where the exchange field is uniform, a dominant second harmonic in the current-phase relation might appear only in the vicinity of 0-$\pi$ transition[36, 21, 35]. On the other hand, it has been reported[80] for spin filter junctions with high spin filter efficiency a robust, pure second harmonic current-phase relation.

It has been predicted that in long, ballistic SFS junctions a predominant second harmonic in the current-phase relation, insensitive to temperature and impurities, appears when the junction has only one spin active interface[94]. This current-phase relation is directly related to higher order tunneling processes involving two Cooper pairs at a time. Such higher order terms would be
Figure 4.12: Experimental data and fitted curves for samples with thick barrier and high spin filter efficiency. (a) 2.5 nm barrier, (b) 3 nm barrier, (c) 3.5 nm barrier. In all cases, different but sufficiently high values of $g$ (>10) produce good fits, as well as pure second harmonic fitting function (eq. 4.13).
Figure 4.13: Critical current versus temperature for different barrier thicknesses. Left: normalized curves. Right: non normalized curves for each sample consistent with a long-range triplet supercurrent\cite{94}, and this picture could fit our experimental results.

4.5 Critical current versus temperature

It should be noted that the Fraunhofer pattern alone cannot be used as proof of unconventional transport mechanisms, as $I_C(H)$ curves can be affected by a number of factors, such as barrier magnetization or inhomogeneities, which cause shifts and distortion of the Fraunhofer pattern.

Our measurements on spin filter junctions have demonstrated for the first time an anomalous $I_C(T)$ behavior for samples with thicker barriers (3 nm, 3.5 nm and 4 nm), enforcing the suggestion that non conventional transport mechanisms play a major role in these junctions.

In junctions with thin barriers (1.5 nm), $I_C(T)$ curves show a standard Ambegaokar-Baratoff (AB) behavior, with a saturation at low temperature. However, in order to fit the data with using AB relation, it is necessary to add a normalization factor to take into account the current suppression due to spin filtering. In our case, $r = 0.5 \pm 0.1$. As the barrier thickness increases, it is possible to notice an increasing deviation from the standard behavior, due to different tunneling probabilities for spin up and spin down electrons, which causes the spin filtering properties. This model holds qualitatively true until samples with 3 nm barrier. For this value of GdN thickness, which corresponds to a spin filter efficiency of 97%, the curve changes concavity around 4.5 K and becomes convex (see fig. \ref{fig:4.13}). Increasing the barrier thickness, the inflection point moves to lower temperatures. In particular,
for 4 nm barrier thick sample, after the first inflection point we observe an incipient increase of $I_C$ at roughly 6 K, which is still to be confirmed by further analysis. IV curves for this sample lose hysteresis at 6 K, hence the critical current has to be determined by means of RSJ fitting \[3\] (see fig. 4.14).

Figure 4.14: (a) $I_C(T)$ up to 5.5 K for spin filter sample with 4 nm thick GdN barrier. (b) Switching voltage. Red points indicate non-hysteretic IV curves. (c) IV curves from 0.3 K to 2.5 K (d) IV curves from 3 K to 5.5 K (e) IV curves from 6 K to 10 K.

In fig. 4.15 we show IV curves for different thicknesses. These measurements highlight how the temperature behavior of the return branch changes with increasing thickness, while for certain temperature ranges depending on the sample, the critical current does not change accordingly. This allows us to exclude that the observed $I_C$ plateau is due to trivial effects of poor thermalization.

Samples with thinner barriers (1.5 nm) show a more conventional behavior, with a subgap branch almost constant at low temperatures. As barrier thickness increase, the subgap branches become almost linear with increasing temperature. In particular, for the thicker sample (fig. 4.15d), the one with a 4 nm barrier, we notice a substantial change in the subgap branches of the IV curves even at low temperatures.

All the previous measurements have been performed at zero field, before applying field, in order to preserve the virgin magnetization state of the barrier. To exclude trivial effects such as flux trapping or accidental magnetization of the barrier, we measured $I_C(H)$ curves at different temperature and collected their maxima. Results are shown in fig. 4.16. As can be seen,
Figure 4.15: IV curves as a function of temperature for different samples with different barrier thicknesses: (a) 1.5 nm, (b) 2.5 nm, (c) 3 nm, (d) 4 nm. The subgap branch remains almost constant at low temperature for samples with thinner barriers, while it changes dramatically with temperature for thicker samples.
Figure 4.16: (a) Fraunhofer pattern for 3 nm sample. (b) $I_C(T)$ from IV curves (blue dots) and from the maxima of $I_C(H)$ curves (green diamonds). (c) Fraunhofer pattern for 3.5 nm sample. (d) $I_C(T)$ from IV curves (purple dots) and from the maxima of $I_C(H)$ curves (cyan diamonds).

the two curves overlap significantly, so we can exclude trivial effects due to residual or accidental magnetization of the barrier.

One possible preliminary picture that describes the experimental curves refers to works of Bergeret et al. [47] and Eschrig et al. [45], in which the pairing mechanism is described in terms of singlet and triplet Cooper pairs. The anomalous $I_C(T)$ curve is directly related to the presence of a triplet component in the supercurrent, triggered by the exchange field induced in the superconducting electrodes and the spin filtering effect of the barrier. In the model developed in [47], the critical current can be written in terms of singlet and triplet ($S_Z = 0$ and $S_Z = \pm 1$) Green functions, for large enough spin polarization, the singlet component and the triplet component with $S_Z = 0$ are suppressed, and the calculated curves show a good resemblance with our experimental results, suggesting the first direct observation of a triplet supercurrent in spin filter Josephson junctions.
In the work of Tanaka and Kashiwaya [49], the problem is approached using spin-dependent Andreev bound states to describe the effect of a ferromagnetic insulating interface in the clean limit. In this case, the only parameter that describes the spin-dependent energy levels is related to the exchange field in the ferromagnet, and no assumption of spin filtering properties are made. The use of the clean limit constitutes another limit for the applicability of this model to our samples, as with this assumption, in the limit of small exchange field $I_C(T)$ curve assumes the standard form calculated by Kulik and Omelyanchuk [95], instead of the AB dependence expected for tunnel junctions.

4.5.1 Conductance measurements

The experimental data shown to this point suggest the presence of unconventional transport mechanisms giving rise to specific characteristics for spin filter junctions. However, further characterization is necessary to understand which theoretical model is most suitable for the description of such samples. To verify the presence of a single spin active interface as suggested by the second harmonic contribution in $I_C(H)$ curves in sec. 4.4, we measure conductance spectra for different samples, and perform a simple fitting procedure to extrapolate the characteristic parameters of the junctions.

We performed direct measurements of $dI/dV$ as a function of voltage using the setup described in chapter 2. We focused our attention on samples with thickest barrier, namely 3 nm and 4 nm, which show the most pronounced anomalous $I_C(T)$ curve, but we also measured 1.5 nm barrier thick sample, which has a very low spin filter efficiency, and so can be used as term of comparison. Results are shown in fig. 2.4.

Conductance spectra for 1.5 nm sample show a pronounced peak at zero bias at high temperature, while at low temperature the subgap region is flat, except for some structures at $V \sim \Delta$, as for standard tunnel junctions. For thicker samples instead, the subgap region is more rounded, and at high temperature the zero bias peak is still visible.

Fitting

The experimental results of $dI/dV$ curves are qualitatively described using the standard expression for the current in the case of thin samples:

$$I \propto \int_{-\infty}^{+\infty} \rho_1(E)\rho_2(E + V) \left[ f(E) - f(E + V) \right]$$

(4.14)
Figure 4.17: Measured $dI/dV$ curves for different samples. (a) 1.5 nm GdN barrier, (b) 3 nm GdN barrier, (c) 4 nm GdN barrier
and using a slightly modified version of the same equation for thicker samples:

\[
I \propto a \int_{-\infty}^{+\infty} \rho_1(E + h)\rho_2(E - h + V) [f(E) - f(E + V)] + b \int_{-\infty}^{+\infty} \rho_1(E - h)\rho_2(E + h + V) [f(E) - f(E + V)]
\]

\[ (4.15) \]

\( \rho \) is the density of states, \( f(E) \) is the Fermi function, \( a \) and \( b \) are coefficient used to model spin filter efficiency and \( h \) is the exchange field of the ferromagnet. The coefficient \( a \) is the spin filter efficiency, estimated from \( R(T) \) curves, as explained in \[4.2\]. The exchange field \( h \) is estimated from the asymmetry of \( dI/dV \) curves. In fact, the positive and negative branch of spin filter samples do not overlap, and the splitting between the two gap peaks can be taken as estimation of the exchange field. The density of states

\[
\rho(E) = \frac{1}{c + 1} \left( \text{Re} \left[ \frac{|E - i\Gamma|}{\sqrt{(E - i\Gamma)^2 - \Delta^2}} \right] + c \right)
\]

\[ (4.16) \]

contains the two fitting parameters used in this work. The parameter \( \Gamma \) is a smearing factor related to the finite lifetime of Cooper pairs [\?], while \( c \) is a finite conductance term.

The fitting curve has been determined minimizing \( \chi^2 \), defined as

\[
\chi^2 = \sum_{i=1}^{N} \left( \frac{G_i - \bar{G}_i}{\sigma} \right)^2
\]

\[ (4.17) \]

over a set of simulated curves obtained for different \( (\Gamma, c) \) pairs, where \( G_i \) is the measured value of the conductance \( dI/dV \) and \( \bar{G}_i \) is the value calculated from simulated curve.

For 1.5 nm sample the fitted curves are in good agreement with experimental data, in particular it is worth to note that the subgap features at low temperatures and the zero bias peak are reproduced by the simulated curves (fig.\[4.18\]a). This agreement confirms the presence of a finite conductance below the gap, and points out the crucial role of smearing, combined with a finite subgap conductance, for the appearance of the subgap structures experimentally observed.

The finite conductance is a strong indication of the presence of different interfaces between the barrier and the superconducting electrodes. Such difference indicates that an appropriate model for spin filter junctions has to include two very different spin active interfaces, or equivalently, a single spin active interface, as predicted in [\?4]. For 3 nm sample, we must include
also \( a = 0.97 \) and \( b = 0.03 \), and the exchange energy \( h \) due to the ferromagnetic barrier, to take into account the shift with respect to zero voltage. In this case, the agreement between experimental data and fitted curves is still good at low temperatures but becomes poorer at higher temperatures. The application of eq. 4.15 to 4 nm sample gives poor agreement between data and fitted curves also at low temperatures. However, the agreement can be improved at least at low temperatures using different \( \Gamma \) and \( c \) in the two electrodes. The spin polarization parameters are fixed to \( a = 0.98 \) and \( b = 0.02 \). We assume that in one electrode \( \Gamma_1 \) and \( c_1 \) are the ones obtained from the fitting procedure on 1.5 nm sample, while \( \Gamma_2 \) and \( c_2 \) in the second electrode are left as fitting parameters. This is a further indication of the presence of a single spin active interface.

The assumption of different parameters in the two electrodes originates from the fact that due to fabrication processes it is likely that the two superconducting electrodes have slightly different properties, and these differences become larger when the barrier thickness increases.

From these results we can infer that a detailed modeling of the transport processes of these junctions has to take into account two very different S/F interfaces, with different properties, which can account for the anomalous CPR and eventually also for the anomalous \( I_C(T) \).

However, it is important to stress that the appearance of zero voltage bias peak can be explained only with a combination of a finite conductance below the gap and of a smearing factor. For samples with thicker barrier, and thus high spin filter efficiency, it is possible that this simple model fails to give good predictions because other mechanisms come into play.

### 4.5.2 Superconducting gap

Conductance spectra also allows the measurement of the superconducting gap of the junctions. To be specific, the conductance peaks correspond to the sum of the superconducting gaps in the two electrodes. In fig. 4.20a we show \( \Delta(T) \) for the three samples we measured, namely 1.5 nm, 3 nm and 4 nm. Dashed curves represent BCS fitting of experimental data using

\[
\Delta(T) = \Delta(0) \tanh \left( \frac{2.2 \sqrt{T - T_C}}{T_C} \right)
\]  

(4.18)

The accuracy of this equation is shown in fig. 4.19 where we compare \( \Delta \) calculated using standard BCS methods [3], and the approximated function eq. 4.18 with a complete experimental dataset.
Figure 4.18: Fitting results at different temperatures for (a) 1.5 nm, (b) 3 nm and (c) 4 nm samples

Figure 4.19: Comparison between experimental data points (black dots), $\Delta$ calculated using standard BCS methods[3] (blue dashed line) and $\Delta$ approximated by eq. 4.18 (red dashed line).
Figure 4.20: (a) $\Delta(T)$ curves obtained from d$I$/d$V$ measurements for samples with different barrier thicknesses. Red triangles: 3 nm, black dots: 1.5 nm, blue diamonds: 4 nm. Dashed lines: fitted curves. Inset: fitting parameters for each sample. (b) Superconducting gap, calculated by numerically deriving IV curves for junctions with different barrier thickness.

As fitting parameters, we used the zero temperature gap $\Delta(0)$ and the transition temperature $T_C$. We obtained $T_C$ values compatible with our experimental data from IV curves. The excellent agreement between experimental data and fitted curves guarantee a standard BCS behavior of the superconducting gap, and allows us to exclude gap anomalies as causes of unconventional behavior observed in these junctions.

According to fig. 4.20, the superconducting gap is higher for thicker samples. The lower gap for thinner samples could be due to the fact that for thinner barriers GdN structure is not as smooth as for thicker barriers, and so the NbN counter electrode grows on a worse surface, thus causing a suppression of the superconducting gap.

For samples where d$I$/d$V$ curves were not measured, we calculated d$I$/d$V$ numerically to obtain an estimation of the superconducting gap from the position of the conductance peaks. To test our calculation procedure, we compare measured d$I$/d$V$ and calculated d$I$/d$V$ for 1.5 nm barrier thick sample. We observe a higher value for $\Delta$ estimated from calculated d$I$/d$V$, but the discrepancy is not significant as it is within the error bars. What emerges from fig. 4.20b is that the superconducting gap is higher for thicker barriers, which confirms our previous assumption of a worse growth surface in case of thin barriers.
4.6 Phase dynamics and electrodynamical parameters

The transition from thermal activation regime to macroscopic quantum tunneling for NbN/GdN/NbN junctions with high spin filter efficiency has been already demonstrated in previous works [9]. This transition allows the estimation of several electrodynamical parameters of the junction using a self consistent method.

The transition temperature is estimated around 100 mK. Using eq.1.16 and assuming $Q \sim 10$, one can estimate the junction capacitance, which is of the order of a few pF. The switching current distributions in MQT and TA regimes can be fitted using the equations obtained in [90, 8]. The critical current in absence of fluctuations can be estimated from such fitting procedure, and then it can be used to calculate the plasma frequency $\omega_P = \sqrt{\frac{2eI_C}{\hbar C}}$. Using $\omega_P$ and $C$ it is possible to give a more refined estimation of the quality factor $Q$. In the case of the junctions used in this work, the resistance $R$ used in eq. 1.15 is taken equal to the normal state resistance of the junction. For usual tunnel junctions, the resistance that has to be considered for this calculations is the resistance of the environment, which is usually around 100 $\Omega$[7], much smaller than the typical normal state resistances in tunnel junctions. For spin filter junctions instead, the normal state resistance is of the order of 10 $\Omega$ for junctions with high spin filter efficiency, and so the assumptions for standard tunnel junctions are no longer valid.

The self consistent estimation of the quality factor for junctions with a critical current $I_C \sim 30 \mu$A, barrier thickness of 2.5 nm and spin filter efficiency $\sim 90\%$ is $Q=10 \pm 2[9]$.

Here we study the switching current distributions for junctions with lower $I_C$, in order to estimate the junction parameters. For junctions with lower SFE, the high critical current forbid an accurate study of the phase dynamics due to several dissipation processes that come into play[6].

In fig. 4.21 we present SCD measurements on 3 nm barrier sample, with a nominal SFE of $\sim 97\%$. For temperatures between 0.3 K and 3.5 K the junction shows the typical behavior characteristic of thermal activation, with $\sigma$ increasing as $T$ increases. In particular, $\sigma \propto T^{2/3}$, as observed in a number of experiments investigating standard tunnel junctions in TA regime. For temperatures above 3.5 K, the sharp decrease in $\sigma$ indicates the transition to PD regime. This transition is confirmed by temperature behavior of the skewness $\gamma$. The skewness is defined as $m_3/\sigma^2$, where $m_3$ is the third central momentum of the statistical distribution, and gives information on the distribution symmetry. Below 3.5 K $\gamma \sim -1$, consistently with switching dis-
Figure 4.21: Left: switching current distributions at different temperatures for sample with 3 nm barrier. Inset: skewness of the histograms as a function of temperature. The distributions become more symmetric ($\gamma \sim 0$) in the phase diffusion regime, while they are strongly asymmetric ($\gamma \sim -1$) in the thermal activation regime. Right: distribution width ($\sigma$) as a function of temperature for the same sample. Experimental data are in agreement with the expected behavior $T^{2/3}$ up to the transition to PD regime. Inset: mean switching current as a function of temperature. In all figures, black dashed line indicates the transition from TA to PD regime.
tributions in thermal escape regime. Above 3.5 K we observe a progressive symmetrization of the switching current distribution, indicated by $\gamma$ values close to zero.

From the comparison with samples with higher critical current analyzed elsewhere [9], it is possible to estimate the junction parameters. From the capacitance $C$ estimated previously, we estimate the permittivity of GdN to be $2.7 \pm 0.5 \, \text{F/m}$. This allows us to calculate an approximate value for $C$ for other samples. In particular, for 3 nm barrier sample we obtain $C = 4.4 \pm 0.9 \, \text{pF}$. We can now calculate the quality factor for this junction. Using $1.15$ we obtain $Q = 5 \pm 1.5$. This value is in agreement with the experimental observation of phase diffusion in switching dynamics, which is known to occur in moderately damped ($1 < Q < 5$) systems.

In fig. 4.23 we show SCD measurements for the sample with barrier thickness of 3.5 nm. In this case, the current distributions have the typical behavior of phase diffusion regime in the whole temperature range, with $\sigma(T)$ curve, which is decreasing in the whole temperature range. Applying the same procedure explained previously, we obtain $C = 3.8 \pm 0.8 \, \text{pF}$, which leads to a quality factor $Q = 2.6 \pm 0.8$. As expected, this value is lower than the one obtained for 3 nm barrier thick sample, and in agreement with a lower transition temperature from TA to PD.
Figure 4.23: Left: switching current distributions at different temperatures for sample with 3.5 nm barrier. Inset: skewness of the histograms as a function of temperature. Right: distribution width ($\sigma$) as a function of temperature for the same sample. The negative derivative of $\sigma$ in the whole temperature range indicates that the system is in PD regime. Inset: mean switching current as a function of temperature.
Conclusions

We have fully characterized the properties of two different types of ferromagnetic junctions, namely SIsFS junctions and SI\textsubscript{F}S junctions. Both these junctions are underdamped and characterized by relatively high $I_C R_N$ values. They definitely fall in the category of promising ferromagnetic devices, with potential for future developments in superconducting electronics, including components of quantum hybrid circuits.

We demonstrated the possible use of microwaves fields as an additional knob to manipulate the memory state of MJJs with an Al/AlO\textsubscript{x}-Nb-PdFe barrier. In particular, we have shown how the application of an external RF signal combined with a magnetic field pulse can enhance the switching between logical states.

We characterized the effect as a function of different parameters, namely temperature, field pulse amplitude and nominal energy of the RF train. We have identified the optimal operational range for the use of microwaves on SIsFS samples with PdFe barrier. The ferromagnetic properties of PdFe are due to two different magnetization mechanisms, characterized by two different Curie temperatures. For this reason, the optimal working temperature for PdFe-based devices is close to the lower Curie temperature of the ferromagnet. In this temperature range, RF signal is capable of switching off one of the two mechanisms, thus facilitating the remagnetization of the barrier.

The use of RF fields to address magnetic memories compatible with SFQ logic is a possible alternative solution towards energy-efficient components for hybrid quantum architectures, and to develop a new class of addressing schemes using only RF fields in low-dissipation magnetic memories.

We also performed a complete low-temperature characterization of low dissipation spin filter junctions, with barrier thicknesses ranging from 1.5 nm to 4 nm. In virtue of future applications in superconducting spintronics and quantum circuits, a full characterization of the phase dynamics of such junctions using SCDs is needed, and also a reliable estimation of the junction parameters such as the capacitance and the quality factor.

Our outcomes allow to give a consistent picture of the phase dynamics of
these junctions, pointing out anomalous behaviors which might be consistent with long range triplet correlations. In particular, we observed an anomalous $I_C(T)$ dependence, supported by $I_C(H)$ measurements as a function of temperature. The remarkable feature of these samples is the progressive growth of the anomalous features when increasing the barrier thickness, and thus the expected triplet contribution. For thicker barriers, $I_C(T)$ curves show a plateau at intermediate temperatures, followed by a linear increase at low temperatures consistent with theoretical models of spin triplet superconductivity.

We believe that in virtue of their properties spin filter junctions could be an extremely flexible tool for future developments in superconducting spintronics and other high performance computational approaches. We envisage the possibility of using ferromagnetic junctions with low dissipation in transmon qubits. In low dissipation ferromagnetic junctions, the Josephson energy can be changed by driving critical current levels with low noise RF fields, as demonstrated in this work.
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