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Preface 

This work is focused on the optimal sizing of the Distributed Energy 

Resources included in a Microgrid. 

In recent years Microgrids are one of the most relevant research topics in 

electrical power systems. They are electricity distribution systems containing 

loads and distributed energy resources that can be operated in a controlled, 

coordinated way either while connected to the main power network or while 

islanded, and they are considered a key component of the smart grid 

scenario, aimed at obtaining better integration of distributed energy 

resources, increasing energy efficiency and reliability of the whole system, 

and providing the possibility to improve power quality and to achieve grid-

independence to individual end-user sites. 

Despite the strong consensus existing among researchers and 

stakeholders on the variety and importance of the advantages deriving from 

the implementation of the Microgrid paradigm in modern electrical 

distribution systems, their widespread diffusion is hindered from cost 

considerations and from the difficulties in conducting a comprehensive cost-

benefit analysis and in identifying qualified modalities for system design and 

management. 

Although the accurate evaluation of the economic results originating 

from the deployment of a µG is a demanding task, due to considerable 

uncertainties affecting the required input data, complexity of system model 

and market dynamics, difficult representation of the economic value for 

some outcomes, the identification of efficient methodologies for the optimal 

system design is important to allow appropriate analyses and informed 

choices on the opportunity and feasibility of µG realizations. 

A fundamental aspect involved in the Microgrid design process, which 

constitutes the object of this work, is the choice and sizing of Distributed 

Energy Resources to be installed, including both Distributed Generators 

(DGs) and Electrical Energy Storage Systems (ESSs). 

The thesis includes four chapters: 

- Chapter 1 is an introduction to Microgrids, outlining their definition 

and main characteristics, the role they can play in present and future 

power systems, expected benefits and challenges related to their 

adoption and diffusion. 

- Chapter 2 introduces different approaches applicable to the problem 

of optimally sizing the distributed energy resources included in a 

microgrid; a categorization is made distinguishing analytical 

approaches, mathematical programming approaches and heuristic 
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approaches, then various techniques used to deal with the 

uncertainty affecting design parameters are presented: sensitivity 

analyses, Stochastic Optimization, Sample Average Approximation, 

Robust Optimization and Decision Theory. 

- Chapter 3 presents a new analytical approach aimed at the optimal 

sizing of energy storage systems in DC microgrids, pursuing the 

objective to improve the efficiency of energy supply through the 

minimization of line losses; the DC µG under study is characterized 

by the presence of loads, fossil and renewables based generation 

units and storage devices; numerical applications show the 

effectiveness of the method and allow implementing sensitivity 

analyses to identify ratios between costs of energy and cost of 

storage devices which make their installation convenient. 

- Chapter 4 is focused on the application of mathematical 

programming approaches to the problem of optimally sizing, from 

an economic perspective, the Distributed Energy Resources included 

in a Microgrid; the proposed procedure is based on Mixed Integer 

Linear Programming and allows to determine the optimal sizes of 

Distributed Energy Resources, i.e. distributed generators and storage 

devices, which minimize the Microgrid Total Cost of Ownership, 

given location and load characteristics, also considering the 

opportunities of Load Management related to the presence of 

different quotes of controllable loads. Two variants of the sizing 

procedure are presented: the first uses a deterministic approach, not 

considering the uncertainties that affect design parameters, while the 

second uses a Robust Optimization approach to deal with them. In 

both cases, the performance of the sizing results against uncertainty 

are evaluated a-posteriori by means of Monte Carlo simulations. 

Numerical applications to a case study, referring to a DC µG with 

PV generation, storage and a certain amount of flexible load, are 

reported to show the effectiveness of the proposed methodology and 

allow different useful considerations. 

Three appendices accompany the above mentioned chapters: 

- Appendix A, linked to Chapter 3, presents an application of the 

superposition principle to derive a simple analytical expression of 

the power losses caused by the circulation of currents through the 

resistances of branch lines connecting the nodes of a DC network, 

depending on the nodal currents and the conductance matrix of the 

network; 
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- Appendix B details the calculations and operations made to adapt the 

standard AC LV CIGRE distribution network to be used as a DC test 

grid in the numerical applications of Chapter 3; 

- Appendix C describes a well-established methodology of 

mathematical programming, useful to force different variables not to 

being simultaneously different from zero while preserving the 

linearity of the problem formulation, used in Chapter 4 to prevent 

solutions where energy is sold to the grid and bought from the grid 

at the same time (which is physically impossible on a single PCC). 

 

 

 

 

 



  

1. Chapter 1 
 

Microgrids 
 

 

1.1 Introduction 

This chapter is an introduction to Microgrids, outlining their definition 

and main characteristics, the role they can play in present and future 

power systems, expected benefits and challenges related to their 

adoption and diffusion. 

1.2 The microgrid concept and its role in the 
future energy system 

Microgrids (µGs) are defined by the Cigré C6.22 Working Group as 

"electricity distribution systems containing loads and distributed 

energy resources that can be operated in a controlled, coordinated way 

either while connected to the main power network or while islanded" 

[1], or similarly, as per the U.S. Department of Energy (DOE) 

definition, as "...group of interconnected loads and distributed energy 

resources (DERs) within clearly defined electrical boundaries that act 

as a single controllable entity with respect to the grid, and that can 

connect and disconnect from the grid to enable it to operate in both 

grid-connected and ‘island’ mode" [2]. 

The term microgrid was originally used in 2002 by R.H. Lasseter 

[3], to characterize the reformulation of an already existing concept, 

that of local power systems, well established in power distribution 

systems and originally used to increase the reliability of power supply 

for large institutions or for customers with limited access to the grid, 

by generating, distributing and regulating the supply of electricity, just 

like the main grid, but independently from it and on a local smaller 

scale. 



 

 

 

 

5                                                                                                        Chapter 1 

In recent times, the changing energy landscape has driven a new 

and increasing interest in these systems, mainly related to the need to 

modernize the electricity system to allow: 

• rising penetrations of interconnected distributed energy 

resources (DERs); 

• increased levels of customer choice; 

• chance to provide critical or emergency services enabling 

greater grid resiliency in response to more frequent extreme 

weather events. 

Microgrids are now widely considered a fundamental building 

block of the future smart grid1, and are expected to play a key role in 

allowing better integration of DERs, increasing energy efficiency and 

reliability of the whole system, and providing the possibility to 

improve power quality and to achieve grid-independence to individual 

end-user sites. 

Microgrids are generally electrical based local energy systems (but 

they can include a thermal energy component), located at the 

distribution level of the Power System and usually operated at low 

voltage level, which incorporate three key components within a 

bounded and controlled network: generation, storage and demand [4]. 

They therefore fulfill all the necessary conditions to realize self-

sustaining independent energy systems, that can be operated both not 

connected to the grid (i.e. in ‘island’ mode), or connected to the grid 

through a Point of Common Coupling (PCC), allowing bi-directional 

energy flow and provision of different services, while maintaining the 

balance between available supply and current demand through proper 

control of generators and storage systems and careful modulation of 

loads. 

From the grid’s perspective, the central advantage of a µG is that it 

can be regarded as a controlled entity within the power system that 

can be operated as a single aggregated load [5]. In other words, it can 

                                                     
1 According to the European Technology Platform of Smart Grids [6], a smart grid is 

“an electricity network that can intelligently integrate the actions of all users 

connected to it – generators, consumers and those that assume both roles – in order 

to efficiently deliver sustainable, economic and secure electricity supplies”. 
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establish binding contractual agreements with the bulk power provider 

covering its pattern of usage that are at least as strict as those covering 

existing customers, and it potentially could provide additional 

services. 

Customers benefit from a µG because it is designed and operated 

to meet their local needs for heat and power as well as provide 

uninterruptible power, enhance local reliability, reduce feeder losses, 

and support local voltages/correct voltage sag. The pattern of 

exchange of energy services between the µG and the bulk power 

provider grid is determined by prevailing economic conditions. 

1.3 Microgrid fundamentals 

1.3.1 Basic microgrid architecture 

The basic µG architecture reflects the concept of operating a set of 

loads and micro-sources (i.e. generators and storage devices) as a 

single system, by means of appropriate control and protection 

systems. 

Power electronic plays a fundamental role in interconnecting 

micro-sources and loads to the distribution system and represents the 

critical distinguishing feature of a µG, providing the required 

flexibility to ensure the coordinated protection and operation which 

allows the µG to function as a semiautonomous power system, to 

present itself to the bulk power system as a single controlled unit, to 

enable simple ‘plug-and-play’ connection of micro-sources, and to 

meet the customers’ local needs, including increased local reliability, 

security and affordability. 

Figure 1-1 illustrates the basic µG architecture. The electrical 

system is assumed to be radial with three feeders – A, B, and C – and 

a collection of loads.  
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1. Fig. 1-1: Microgrid Architecture [5] 

 

While feeder C supply ordinary loads that can be left to ride 

through grid disturbances, feeders A and B include critical loads and 

micro-sources, and can operate in island mode (within the limits 

imposed by micro-sources’ capacities and possibly resorting to load 
curtailment) by opening the separation device SD. The presence of 

micro-sources along the feeders and near to the loads help also in 

reducing line losses and supporting voltage. 

Key issues that are part of the µG structure include the interface, 

control and protection requirements for each micro-source, as well as 

µG voltage control, power flow control, load shedding during 

islanding, protection, stability, ability to operate smooth transition to 

and from the island mode and over all operation. 

These issues are managed by means of power electronics 

(involved in micro-sources and load interfaces and in protection 

devices), control, and communications capabilities. 

1.3.2 Hierarchical control 

The complex control functions to be realized in a µG are usually 

based on a two-level hierarchical structure, that realizes a compromise 

between centralized and decentralized approaches: 
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• primary control is the first level and realizes the local control of 

single micro-sources, loads or protection devices (Power & 

Voltage Controller in fig. 1-1); it features the fastest response, 

relying only on local measurements to react instantaneously in 

predefined ways to local events, then requiring no communication; 

• secondary control (Energy Manager in fig. 1-1), also referred to as 

µG Energy Management System (EMS), pursues the reliable, 

secure and economical operation of the microgrid, searching for 

the optimal Unit Commitment (UC) and dispatch of the available 

DER units, in the light of certain selected objectives, and sending 

correspondent calculated references for power and voltage to local 

controllers of the first level in the span of a few minutes. 

A tertiary control level has been considered, which is responsible 

for coordinating the operation of multiple microgrids interacting with 

one another in the system, and communicating needs or requirements 

from the host grid (voltage support, frequency regulation, etc.). Yet, 

this control can be considered part of the host grid rather than the µG 

itself. 

1.3.3 AC, DC and hybrid microgrids 

Microgrids can be classified into AC µGs, DC µGs or hybrid µGs, 

depending on whether they transmit electricity in the form of alternate 

current or direct current, or with a combination of the two 

technologies. 

AC µGs are more common because alternate current technology 

has been the traditionally dominant power delivery scheme, but DC 

and hybrid µGs are gaining interest both in academic and industrial 

world, because of potential benefits in terms of energy efficiency and 

capital savings and in terms of lower control system complexity (with 

positive consequences on system reliability and controllability). 

Figure 1-2 shows a conceptual illustration of a hybrid AC-DC µG, 

interfaced to the main grid via a traditional voltage transformer, 

whereas the DC subsystem is interfaced to the AC one through a 

power electronic based AC/DC converter, which should be capable of 

allowing bi-directional energy flows between the two sub-systems if 

such energy exchanges are planned. For a DC µG connected to the 



 

 

 

 

9                                                                                                        Chapter 1 

main AC grid, the (bi-directional) AC/DC converter would be the 

interfacing device on the PCC. 

 
1. Fig. 1-2: Hybrid AC-DC Microgrid [4] 

1.4 Microgrids and Distributed Energy 
Resources 

One of the main features of µGs is that they offer a way to better 

control and integrate a variety of Distributed Energy Resources, 

usually located on the customer’s side of the distribution system, and 

connected at low or medium voltage in front of the meter or behind 

the meter. 

These DERs include Distributed Generation (DG) and Distributed 

Energy Storage (DES), that are more and more used by many 

customers to implement, on a local scale, effective alternatives to the 

main grid, as sources of high-quality, affordable and reliable 

electricity. Some defines DERs more broadly to include energy 

efficiency(EE) and energy management systems (EMS), Electrical 

vehicles (EV) and EV chargers, and demand response (DR). 

The most important types of DERs often included in microgrids 

are [7]: 
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• Solar photovoltaics (PV)—Includes resources such as rooftop 

solar installations, which are typically small and have 

intermittent power output. These resources are widely 

dispersed on the grid and grid operators have little visibility or 

control over them. In addition to residential solar PV, 

community solar programs and commercial and industrial 

(C&I) PV are growing fast. 

• Other distributed generation—In addition to solar PV, there are 

many other types of distributed generation resources connected 

to the grid, from combined heat and power (CHP) systems, to 

natural gas turbines, micro-turbines, wind turbines, biomass 

plants, and fuel cells. 

• Energy storage—Energy storage includes many technologies, 

such as pumped hydro (scarcely likely to be deployed as 

DER), thermal storage, batteries, super-capacitors, fly-wheels. 

Storage resources can help provide grid flexibility since they 

can either draw power from or send power to the grid and 

provide grid services that help balance the system. 

• Demand response—Includes a number of technologies and 

applications that adjust energy load to reduce peak demand and 

provide electricity services to the grid, such as frequency 

regulation. Demand response applications can be automated or 

manual and may control residential, commercial or industrial 

load. They are another source of flexibility that can help 

balance the grid, maintain reliability and reduce the need for 

new infrastructure. 

• Electrical vehicles (EV) and EV chargers—Since they use 

batteries, electric vehicles can be seen as storage devices that 

can either draw electricity from the grid or provide stored 

electricity back to the grid. Several pilot programs and 

researches are exploring the capabilities of EVs and EV 

chargers to help balance the grid resources. 

• Energy efficiency/energy management systems—Includes 

residential home energy management (HEM) systems that use 

smart thermostats to control energy use, sometimes in 

conjunction with demand response programs, as well as 

increasingly sophisticated building energy management 

systems for commercial and industrial (C&I) customers. 
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The continuously growing interest in these resources is mainly due 

to reasons which can be classified in three main categories: 

environmental, commercial and regulatory drivers [8]. 

Environmental drivers include the ability to limit greenhouse gas 

(GHG) emissions (by resorting to renewable energy resources and by 

making generators and loads closer so reducing transmission line 

losses), or avoid the construction of new transmission circuits and 

large generating plants. 

Commercial drivers are for example the general uncertainty in 

electricity markets (which favors small generation schemes whose 

financial risk is commensurately small), or the cost-effectiveness of 

DG and DES based solutions to guarantee affordable energy with 

improved and controllable power quality and reliability levels. 

Regulatory drivers are the increasing concern that has grown up 

amongst energy policy makers regarding energy security, and has 

pushed to establish norms which promote diversification of energy 

sources and their allocation near to load centers, or the support for 

competition policy, based on the idea that introduction of competition 

in generation and customer choice will deliver low energy prices and 

better service quality, requiring many players in the market. 

 

DERs create opportunities for customers to self-provide energy, 

manage load profiles, improve power quality and resiliency, and help 

meet clean energy goals. At the same time, DERs can also potentially 

enhance the grid as a whole. Key motivating factors for the adoption 

of DER, for both customers and the grid, are often described with the 

following categories [9]: 

• Economic Benefits. Avoided costs, increased efficiencies, and 

gained revenues. For customers owning DERs, benefits can be 

tied to incentive payments as well as avoided costs associated 

with electricity bills. For utilities, regulators, and ratepayers, 

benefits can be tied to more efficient utilization of the grid and 

deferred investments. 

• Deferred or Avoided Network Investments. Avoided 

expansion of generation, transmission, or distribution facilities. 

This benefit applies to the grid which can indirectly benefit all 

ratepayers. Apart from providing economic benefits, DERs can 

also help avoid lengthy siting processes or can provide options 
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where technical challenges exist around traditional capacity 

expansion. In some cases, the utilization of DERs can provide 

a quick or novel means for addressing grid challenges 

• Resiliency and Power Quality. Uninterrupted service in the 

event of loss of grid service and the ability to ride through 

transient and short-term interruptions. This can be applied to 

both customers who seek to reduce outage times or power 

quality events, and the utilities that are coordinating outage 

recovery efforts and managing grid power quality. 

• Clean Energy. Social, regulatory, and economic reasons to 

invest in low or no-emission DERs. Many customers are 

motivated to purchase clean DERs to support clean energy 

goals. Likewise, many utilities are doing the same, often 

motivated by goals or explicit targets. The net effect on 

emissions, however, has to be investigated per system because 

the displacement of centralized generation can have different 

effects on total emissions. 

Despite their benefits, the widespread diffusion of DERs also faces 

significative challenges, such as [9]: 

• Complexity of policies, requirements and tariffs across 

jurisdictions, including interconnection standards, siting and 

permitting requirements and utility tariff agreements and 

eligibility. 

• Determining fair compensation for the benefits of DERs to the 

grid, including which parties should receive financial 

compensation and how much. The benefits of DER can accrue 

to different stakeholders complicating the ability to identify 

compensation for these resources for their actions and thereby 

justify customer investments through potential revenue 

streams. 

• Engineering can be costly and complex if no turn-key solution 

is available. 

• Financing can be difficult to obtain, particularly where 

technologies are still gaining experience in the market or 

where no turn-key solutions are available. 
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• Customers must weigh the payback of investment in DERs 

versus the payback from investment in core business. 

• Environmental and safety requirements can limit the 

installation or operations of some DER assets depending on 

their emissions profile or chemical make-up. 

 

1.5 Microgrids: current status and future 
prospects 

Regardless of the name, electrical systems with the essential 

characteristics of microgrids have been operating for decades, mainly 

to realize power supplies with increased levels of quality and 

availability, while in recent years the µG concept has been further 

developed to overcome the challenges of integrating more and more 

DER units in power systems, including conventional and renewable 

energy sources, electric vehicles (EVs), storage systems, etc., so that it 

now considered a key building block of the future Smart Grid. 

Therefore, from the point of view of society as a whole, µGs play 

a fundamental role in the transition toward a more efficient, 

sustainable, economic and secure electricity supply. 

At a lower level and at the same time, the µG concept aims at 

bringing advantages both to electricity end-users and utilities, but its 

widespread adoption also faces some significative challenges. 

1.5.1 Benefits and challenges: the end-user perspective 

From the end-user perspective, a microgrid is a way to simultaneously 

address energy security, affordability and sustainability through 

dispersed, locally controlled, independent energy systems precisely 

tailored to specific requirements [4]. Different end-users look at their 

energy supply systems in the light of different main goals, like supply 

security and reliability, sustainability and carbon footprint, 

affordability and/or profitability, and µGs can help in all these 

respects: 

• secure and reliable supply: being a semi-autonomous system, a 

µG demonstrates a certain resilience to energy supply disruptions, 

that can be graduated to different levels regarding its timeframe 
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and extension, by means of proper sizing of internal generators 

and storage devices and of proper control of curtailable loads; 

• sustainable and low carbon supply: the µG paradigm allows 

increasing penetration of renewable energy into the mix, helping 

to deal with consequent intermittency and supply/demand 

challenges; moreover, the local use of energy and the possibility of 

feeding DC loads from DC sources such as photovoltaics add a 

further contribute to conversion and network losses reduction and 

to a low carbon supply; 

• affordable and profitable supply: a µG allows the user to select the 

most cost-effective system balance by selecting the optimal 

combination of indigenous supply and use, relying on grid or 

standby supply only when cost effective, fully employing the 

possibilities brought by all the available options like storage, load 

curtailment, bi-directional energy flows on the PCC; also, the 

minimization of conversion and line losses contributes to an 

affordable and possibly profitable power supply. 

Figure 1-3 graphically represents the main results achievable by 

means of µG adoption. The balance between them will be stretched in 

one direction or another depending on the prevailing goals of different 

users. 
 

 
2. Fig. 1-3: Main pros of G adoption [4] 

The main challenges to be faced when considering µG adoption, 

from the end-user perspective, are related to the difficulties in 

conducting a comprehensive cost-benefit analysis and in identifying 

qualified modalities for system design and management, besides the 

other challenges enumerated for DERs adoption in paragraph 1.4. 
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1.5.2 Benefits and challenges: the utility perspective 

From the utility perspective, microgrids can be seen as a treat to the 

traditional business model, but also as a business opportunity. While 

microgrids have been around for a long time, they are expected in the 

near future to interact with the grid in increasingly sophisticated ways: 

islanding in an emergency, using black start capabilities, and selling 

demand response and ancillary services to the grid. 

The main treat is related to the so-called "utility death spiral": the 

growing number of customers which reduce their grid-dependence by 

resorting to distributed energy resources, forces other customers to 

bear increasing costs for the maintenance of the utility-owned 

distribution system, with rates consequently going up and then 

pushing also these customers to leave it. 

Despite this negative prospect, only about 50% of the American 

utilities surveyed in a recent study [10] foresee significant load loss 

from microgrids, while 97% consider microgrids as a business 

opportunity for them over the next decade. 

This can be justified considering that approximately half of the 

utilities see themselves as microgrid owners, and in addition new 

business models, currently under study, can protect their economics as 

microgrids and distributed generation grow in presence on the grid. 

An important example of these possible new business model is the one 

which tends to establish utilities as distributed grid operators, acting as 

the manager of distributed energy assets, following a model analogous 

to that of Independent System Operators (ISOs) that  now manage 

wholesale generation on the grid. For utilities, this would create a new 

business role and revenue source. The utilities surveyed clearly see 

potential in this model and named it as the best method to protect their 

revenue. 

When it comes to customer rates, which could be expected to face 

an adverse impact from microgrids dissemination because of the costs 

to build new infrastructures, the majority of the utilities expect that 

microgrids will either lower or have no significant impact on them. In 

addition, while some have suggested that those key customers that 

especially need microgrids should be charged extra to cover the 

related costs, just over the half of utilities are against charging targeted 

premium rates for such service. 
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The majority of utilities do not see microgrids as a threat to grid 

reliability, like some microgrid critic does, even if approximately the 

half of them find current interconnection standards inadequate for 

safety purposes (they actually are in diverse cases dated and in need of 

change). 

On the opposite, some microgrid supporters, also people from 

utilities, envision the possible future advantages, both in terms of 

system economics and availability, of pools of microgrids providing 

electricity and services to the grid as a virtual power plant (VPP). 

Finally, while utilities want to own microgrids – and plan to get 

into the business – they say there are not enough financial incentives 

to spur them into action. They believe regulations should be changed 

to better incentivize microgrid installation. Regulators and 

policymakers who want to see more microgrids might heed this 

concern. Incentives have played a major role in developing other new 

electricity markets in the U.S., such as renewable energy and smart 

grids. 

In conclusion, contrary to conventional wisdom, utilities are not 

the enemy of the microgrid. In fact, utilities see microgrids as a new 

business opportunity, with far more economic upside than downside. 

They want regulatory changes that will spur microgrid development, 

and they’re willing to make concessions and adopt new business 

models to make it work. The microgrid, it turns out, could become a 

new utility asset in the not-so-distant future: a way to keep the power 

on during a storm and boost the utility bottom line. 

But there are still many questions that need to be answered. 

Although the technology and equipment necessary for creating 

microgrids are available today, off-the shelf commercial solutions are 

rare. A number of technical, economic, and regulatory issues must be 

addressed to unlock the full potential of microgrids. For example: 

• Technical: Considerable technical challenges exist when 

toggling a microgrid between grid connected and islanded 

modes. For example, during transition to island mode, phase 

and frequency drift is highly likely, which could cause loads 

and DERs to trip. Without a finely calibrated synchronization 

process, grid reconnection could damage generators and loads 

within the microgrid and in surrounding systems. 
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• Economic and regulatory: Determining standardized methods 

for valuing microgrids— from either the customer or utility 

perspective— is difficult due to an intersecting and fluid set of 

economic and regulatory issues. For example, regulatory and 

market uncertainties affect the upfront costs and life-cycle 

economics of microgrids and associated DER technologies. A 

second challenge is that a microgrid’s costs and benefits can be 
difficult to monetize, or non-monetizable, thus complicating 

value stream calculations. 

• Standards: Current technical standards offer guidance for 

microgrid development, but do not address more nuanced 

issues germane to system design. For example, further 

definition is required for protocols governing advanced 

protection coordination, multilayer-device communications 

and controls, microgrid-to-grid interactions, and grid 

resynchronization. 

Microgrids can be justified across a wide variety of use cases 

based on a specific set of major drivers. Behind these use cases, the 

ownership and control of the component technologies range along a 

continuum between the extremes of customer and utility control. Since 

no two markets or utilities are alike, microgrids will continue to 

proliferate based on unique served loads, targeted drivers, and 

deployed technologies. 

1.5.3 Main barriers and potential solutions for the 
microgrid paradigm implementation 

The most common barriers to a wider implementation of the G 

paradigm can be grouped into four categories: technical, regulatory, 

financial, and stakeholders [11]. 

Even if all the existing technical and regulatory issues would be 

alleviated, the commercialization of the microgrid concept heavily 

depends on the reduction of production costs of renewable energy 

generation, storage technologies, and energy management systems, to 

be achieved through more R&D. In addition, it could be useful to 

create long term plans to improve the local economy and capacity of 

the community, also approaching external parties for financial 

assistance that can mitigate the financial challenges associated with 



 

 

 

 

18                                                                                                        Chapter 1 

microgrid implementation. Finally, market support for the advanced 

control functionalities, energy management systems and increased 

reliability of energy supply that are integral to the microgrid concept 

is also required. 

As far as stakeholders are concerned, if incorporation of 

prosumers into the planning and implementation of microgrid projects 

is foreseen, some issues arise about gaining trust of local consumers, 

dealing with conflicting self-interest, and managing operations. In this 

respect, resorting to a qualified person to explain the microgrid vision 

and convince the community of the benefits that they can gain is a key 

factor to achieve wide social acceptance, as well as a comprehensive 

training of microgrid users and operators and contingency planning 

can mitigate the challenges of managing microgrid operations under 

planned conditions and even unplanned situations, like times of 

natural disasters. 

1.5.4 Future Prospects 

Despite the existing barriers outlined in previous paragraphs, the 

interest in microgrids is continuously growing and the outlooks on 

their market foresee a significative growth in the next years, as 

reported in Figure 1-4. 

 
1. Fig. 1-4: Total Microgrid Capacity and Revenue, World Markets: 2015-2024 

The primary reasons for this bright future prospect are likely to be 

found in the immense potential that microgrids have to facilitate the 

power system to become more secure, reliable and green, and in their 
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being the only affordable, sustainable and reliable option for 

electrification of the various regions of the world that still need it. 
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2. Chapter 2 
 

1.  

Optimization techniques for the 
optimal sizing of Distributed Energy 
Resources in microgrids 

 

2.1 Introduction 

The optimal sizing of the distributed energy resources included in a 

microgrid is a typical constrained optimization problem, therefore this 

chapter introduces the topic of constrained optimization and present 

different techniques applicable to it, categorizing them into analytical 

approaches, mathematical programming approaches, heuristic 

approaches etc. A literature review on the application of optimization 

techniques to the planning of microgrids is presented. Finally, some 

techniques used to deal with the uncertainty affecting design 

parameters are described: sensitivity analyses, Stochastic 

Optimization, Sample Average Approximation, Robust Optimization 

and Decision Theory. 
 

2.2 Generality on constrained optimization 

The optimal sizing of the distributed energy resources included in a 

microgrid is a typical example of a constrained optimization problem, 

which can be generally written as follows: 

 

    min   f (x) 

subject to  gi (x) = ci for i=1, … ,n 

   hj (x) ≥ cj for j=1, … ,m 
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The above stated constrained optimization problem can be 

described as the process of optimizing an objective function f (cost or 

energy function to be minimized), with respect to some variables x 

(called decision variables) in the presence of equality constraints gi 

and inequality constraints hi on those variables2. 

Optimization has then the final goal of obtaining the best result 

under given circumstances, and is a continuously recurring task for 

planners involved in design, construction, and maintenance of any 

engineering system [1]. 

Since there isn’t a single method capable of efficiently solving all 

kinds of optimization problems, a variety of methods have been 

developed for solving different types of optimization problems. These 

optimization techniques are useful in finding the minimum of a 

function of several variables under a prescribed set of constraints. In 

the following, the main classical and recent optimization techniques 

are briefly illustrated. 

2.2.1 Analytical Techniques 

These techniques are mostly based on the calculus of variations, an 

area of calculus that deals with the optimization of functionals, which 

are mappings from a set of functions to real numbers and are often 

expressed as definite integrals involving functions and their 

derivatives [2]. 

 Physical system can be modeled by functionals, with which their 

variables can be optimized considering the constraints. Equality 

constraints can be managed by means of the method of Lagrange 

Multipliers [3], while the Karush-Kuhn-Tucker (KKT) conditions 

generalize it to include inequality constraints, resulting in non-linear 

formulations. 

2.2.2 Mathematical Programming Techniques 

Mathematical Programming is a set of techniques of mathematical 

optimization aimed at solve many real-world problems in many 

                                                     
2 Constraints can be categorized as hard constraints (which set conditions that 

variables must satisfy) and soft constraints (which define some variable values that 

are penalized in the objective function if, and based on the extent that, the conditions 

on the variables are not satisfied). 
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different areas when they may be cast into the form of a Mathematical 

Programming problem: a set of decision variables, constraints over 

these variables and an objective function to be maximized or 

minimized [4]. 

Mathematical Programming problems are usually classified 

according to the types of the decision variables, constraints, and the 

objective function. 

2.2.2.1 Linear programming 

If the objective function and all of the hard constraints are linear, then 

the problem is a linear programming (LP) problem and it can be 

solved by efficient algorithms such as the simplex method (which 

usually works in polynomial time in the problem size but is not 

guaranteed to), or interior point methods (which are guaranteed to 

work in polynomial time) [5]. 

2.2.2.2 Mixed Integer Programming 

Despite the fact that many application problems fit into the category 

of LP, it is obvious that continuous variables are insufficient to 

represent decisions of a discrete nature (‘yes’/‘no’ or 1,2,3,...), which 

are necessary in a number of applications. 

This observation lead to the development of Mixed Integer 

Programming (MIP), where constraints and objective function are 

linear just as in LP and variables may have either discrete or 

continuous domains. To solve this type of problems, LP techniques 

are coupled with an enumeration (known as Branch-and-Bound) of the 

feasible values of the discrete variables. 

Such enumerative methods may lead to a computational explosion, 

even for relatively small problem instances, so that it is not always 

realistic to solve MIP problems to optimality. However, in recent 

years, continuously increasing computer speed and even more 

importantly, significant algorithmic improvements (e.g. cutting plane 

techniques and specialized branching schemes) have made it possible 

to tackle ever larger problems, modeling ever more exactly the 

underlying real-world situations. 
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2.2.2.3 Quadratic Programming and Mixed Integer Quadratic 
Programming 

Another class of problems that is relatively well-handled are 

Quadratic Programming (QP) problems: these differ from LPs in that 

they have quadratic terms in the objective function (the constraints 

remain linear). The decision variables may be continuous or discrete, 

in the latter case we speak of Mixed Integer Quadratic Programming 

(MIQP) problems. 

2.2.2.4 Non-linear Programming 

More difficult is the case of non-linear constraints or objective 

functions, Non-linear Programming (NLP) problems. Frequently 

heuristic or approximation methods such as Successive Linear 

Programming (SLP) are employed to find good (locally optimal) 

solutions. 

2.2.3 Heuristic techniques 

Heuristic techniques have been designed for solving a problem more 

quickly when classic methods are too slow, or for finding an 

approximate solution when classic methods fail to find any exact 

solution, by trading optimality, completeness, accuracy, or precision 

for speed. 

Several heuristic tools have evolved in the past decades that 

facilitate solving optimization problems that were previously difficult 

or impossible to solve. Recently, these new heuristic tools have been 

combined among themselves and with knowledge elements, as well as 

with more traditional approaches such as statistical analysis, to build 

general-purpose meta-heuristic methods being able to solve extremely 

challenging problems [6]. 

These tools offers two major advantages when compared to 

traditional optimization techniques: (1) development time is much 

shorter and (2) the systems are robust, being relatively insensitive to 

noisy and/or missing data. 

Some of the most used heuristic techniques are Genetic Algorithm 

(GA), Simulated Annealing (SA), Ant Colony Search Algorithm 

(ACS), Particle Swarm Optimization (PSO). 
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2.2.4 Multi-objective Optimization 

Considering more than one objective function to be optimized 

simultaneously brings to a multi-objective optimization problem 

(MOO), which can be written in the general form: 

  find    X = x1, x2,…,xn 

  which minimizes  f1(X), f2(X),…, fk(X) 

  subject to  gj(X) ≤ 0, j=1, 2, …, m 

In general, no solution vector X exists that minimizes all the k 

objective functions simultaneously. 

2.2.4.1 Utility Function method 

A first simple solution to the multi-objective optimization problem is 

to define a utility function U, which is the sum of partial utility 

functions Ui obtained assigning a weighting factor wi to each of the 

original partial objective functions fi(X), so that: 

U = ∑i=1…k Ui = -∑i=1…k wi fi(X) 

This method, also called weighting function method, allows a 

simple reduction of the original multi-objective function to a single 

objective function, but has some drawbacks: 

• it produces a unique solution which often does not 

adequately represent the complexity of the original 

problem and forces the decision maker leaving no room for 

his choice, 

• it requires the definition of weighting factors wi which is 

often very difficult and sometimes substantially 

impossible, when the differences between partial objective 

functions fi(X) are qualitative and do not allow a numerical 

comparison.  

2.2.4.2 Pareto Front method 

The Pareto Front method allows to identify a set of solutions as the 

best possible choices when compared to other solutions found in the 
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feasible region, through the concepts of dominated and non-dominated 

solutions. 

A solution is dominated by another one  when the second 

guarantees better results in one or more of the partial objective 

functions fi(X), while not performing worse with respect to all the 

remaining objectives, as it is shown in figure 2-1, for a bi-dimensional 

example case, where solutions A, C and E dominate solutions B and 

D. 

 

1. Fig. 2-1: Example of Pareto Front in a bi-dimensional case 

The Pareto Front is the set of all non-dominated solutions, thus it 

provide a set of equally valuable solutions where the decision maker 

can make a choice by ranking the quality of the trade-offs based on 

the particular application, and according to his/her experience. 

2.2.5 Game Theory 

Game theory is a formal analytical as well as conceptual framework 

with a set of mathematical tools enabling the study of complex 

interactions among independent rational players. For several decades, 

game theory has been adopted in a wide number of disciplines ranging 

from economics and politics to psychology. More recently, game 

theory has also been applied to the design and analysis of 

communication systems and of power systems (specifically, smart 

grids and  microgrids) [7]. 

2.2.6 Neural networks 

The neural networks approach is based on the immense computational 

power of the nervous system to solve perceptional problems in the 
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presence of massive amount of sensory data, through its parallel 

processing capability, 

2.2.7 Fuzzy optimization 

Fuzzy optimization has been developed to solve optimization 

problems involving design data, objective function and constraints 

stated in imprecise form, involving vague and linguistic descriptions. 

2.3 Dealing with uncertainty 

The uncertainty of input data is a critical aspect to be considered in 

every planning and design process [8]. Whereas deterministic 

optimization problems are formulated with known parameters, the 

data of real world problems are very often uncertain or not exactly 

known at the time the problem is being solved, because of 

measurement and/or estimation errors (coming from the impossibility 

to measure and/or estimate exactly the data entries representing 

characteristics of physical systems, technological processes, 

environmental conditions, etc.) and of implementation errors (coming 

from the impossibility to implement a solution exactly as it is 

computed). 

The presence of these uncertainties cannot be disregarded because 

sometimes even a small uncertainty in the data can heavily affect the 

quality of the nominal solution obtained using a deterministic 

approach to the optimization problem. Therefore, decision makers 

need methodologies capable of detecting these critical cases and 

generating solutions that are as much as possible immunized against 

the effect of data uncertainty [9]. 

The following paragraphs briefly describe the main techniques 

used to deal with uncertainties affecting planning problems. 

2.3.1 Sensitivity analysis 

Sensitivity analysis is aimed at correlating the uncertainty in the 

output of a mathematical model or system to different sources of 

uncertainty affecting its inputs [10].  

Different approaches are used to perform sensitivity analyses; in 

general, however, most procedures follow these steps: 
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• Quantify the uncertainty in each input in terms of ranges, 

probability distributions, etc. (this can be a difficult task). 

• Identify the model output to be analyzed. 

• Run the model a number of times varying the input data 

following rules dictated by the method of choice and the input 

uncertainty. 

• Using the resulting model outputs, calculate the sensitivity 

measures of interest. 

Sensitivity analysis can be useful for a range of purposes, such as 

testing the robustness of the results of a model or system in the 

presence of uncertainty, increase understanding of the relationships 

between input and output variables, contribute to uncertainty 

reduction, through the identification of model inputs that cause 

significant uncertainty in the output and should therefore be the focus 

of attention in order to increase robustness. 

2.3.2 Stochastic Optimization (SO) and Sample Average 
Approximation (SAA) methods 

Stochastic programming models deals with situations where some or 

all of the parameters of the optimization problem are described by 

stochastic (or random or probabilistic) variables, when probability 

distributions governing the data are known or can be estimated. The 

goal is to find some policy that is feasible for all (or almost all) the 

possible data instances and maximizes the expectation of some 

function of the decisions and the random variables [11]. 

Depending on the nature of equations involved (in terms of 

random variables) in the problem, a stochastic optimization problem is 

called a stochastic linear, geometric, dynamic, or nonlinear 

programming problem. The basic idea used in stochastic programming 

is to convert the stochastic problem into an equivalent deterministic 

problem. The resulting deterministic problem is then solved by using 

familiar techniques such as linear, geometric, dynamic, and nonlinear 

programming. 

2.3.2.1 Formulation of two-stage problems 

The two-stage formulation is widely used in stochastic programming. 

Its basic idea is that decisions should be based on data available at the 
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time they are made and cannot depend on future observations (non-

anticipativity constraint). 

The general formulation of a two-stage stochastic programming 

problem is given by: 

 
where Q(x,x) is the optimal value of the second-stage problem: 

 
The classical two-stage linear stochastic programming problems 

can be therefore formulated as: 

 
where Q(x, x) is the optimal value of the second-stage problem: 

 
In such formulation xRn is the first-stage decision variable 

vector, yRm is the second-stage decision variable vector, and 

x(q,T,W,h) contains the data of the second-stage problem. It can be 

seen that at the first stage we have to make a "here-and-now" decision 

x before the realization of the uncertain data x, viewed as a random 

vector, is known. At the second stage, after a realization of x becomes 

available, we optimize our behavior by solving an appropriate 

optimization problem. 

At the first stage we optimize the cost cTx of the first-stage 

decision plus the expected cost of the (optimal) second-stage decision. 

We can view the second-stage problem simply as an optimization 

problem which describes our supposedly optimal behavior when the 

uncertain data is revealed, or we can consider its solution as a recourse 

action where the term Wy compensates for a possible inconsistency of 

the system Tx ≤ h, and qTy is the cost of this recourse action. 

The considered two-stage problem is linear because the objective 

functions and the constraints are linear. Conceptually this is not 
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essential and one can consider more general two-stage stochastic 

programs. For example, if the first-stage problem is integer, one could 

add integrality constraints to the first-stage problem so that the 

feasible set is discrete. Non-linear objectives and constraints could 

also be incorporated if needed. 

2.3.2.2 Discretization and scenarios 

In stochastic programming it is assumed that a random vector x with 

known probability distribution describes the second stage data. To 

solve stochastic problems numerically, one often needs to assume that 

the random vector x has a finite number of possible realizations, 

called scenarios, say x1…xk, with respective probability masses 

p1…pk. Therefore, the expectation in the first-stage problem's 

objective function can be written as the summation: 

 
and the two-stage problem can be formulated as one large linear 

programming problem, called the deterministic equivalent of the 

original stochastic problem. 

A limit to the straightforward application of this technique is that the 

volume of the search region generally grows geometrically with 

dimension, then a “naive” search in a high-dimensional problem will 

generally be absolutely impracticable. 

This problem, called the “curse of dimensionality” after famous 
mathematician Richard Bellman, has been producing a strong effort in 

the research of techniques to circumvent it, such as Column 

generation techniques, Scenario reduction techniques and Scenario 

Tree Construction techniques.  

2.3.2.3 Sample Average Approximation (SAA) Method 

A common approach to reduce the scenario set of a stochastic 

optimization problem to a manageable size is by using Monte Carlo 

simulation. 

This approach is particularly useful when the following three 

conditions occur (as it is often the case in real-world applications): 
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1. the expected value function g(x) cannot be written in a closed 

form, and/or its values cannot be easily calculated. 

2. The function Q(x,x) is easily computable for given x and x. 

3. The set S of feasible solutions, although finite, is very large, so 

that enumeration approaches are not feasible3. 

Under these circumstances, the deterministic equivalent of the 

original stochastic optimization problem (intractable by means of 

brute force approaches) can be taken on by means of Monte Carlo 

techniques, generating a random sample x1…xN and approximating 

the expected value function by the corresponding sample average 

function: the obtained sample average optimization problem is solved, 

and the procedure is repeated several times until a stopping criterion is 

satisfied [12]. 

2.3.3 Robust Optimization (RO) 

Robust optimization is a modelling framework that can be used in 

optimization problems when the uncertainty in the input data is 

assumed to be bounded in a known set of values; this uncertainty set 

can be described by linear constraints, convex quadratic constraints, or 

as a discrete set of vectors of uncertain data. 

Under this assumption, the RO paradigm rests on three implicit 

assumptions on the underlying decision-making environment [9]: 

1. All entries in the decision vector represent “here and now” 
decisions: they should get specific numerical values as a result 

of solving the problem before the actual data reveals itself." 

2. The decision maker is fully responsible for consequences of 

the decisions to be made when, and only when, the actual data 

is within a prespecified uncertainty set U. 

3. The constraints of the uncertain optimization problem in 

question are “hard”, i.e. the decision maker cannot tolerate 
violations of constraints when the data is in U. 

                                                     
3 if, for instance, x is a random vector with 100 stochastically independent 

components each having 3 realizations, then the total number of scenarios is K= 3100. 
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In the following the basics of RO are described, referring for the 

sake of simplicity to linear problems. A generic LP can be written as:  

minx cTx: Ax≤b 

In Robust optimization, an uncertain LP is defined as a collection 

of LP programs with a common structure and actual values of 

parameters (c, A, B) varying in a given uncertainty set U:  

minx cTx: Ax≤b: (c, A, B)U 

By considering the three above mentioned assumptions, it follow 

that solutions to the uncertain LP program must remain feasible for 

whatever realization of (c, A, B) in U. Similar solutions are called 

robust feasible and are the only meaningful solutions in the given 

decision-making environment. 

Concerning the value of the objective function, (which can also be 

uncertain), the “worst-case-oriented” philosophy underlying the RO 
paradigm makes it natural to quantify the quality of a robust feasible 

solution x by the guaranteed value of the original objective, that is, by 

its largest value: 

supcTx: (c, A, B)U 

Thus, the best possible robust feasible solution is the one that 

solves the optimization problem: 

 

or, which is the same, the optimization problem: 

 

The latter problem is called the Robust Counterpart (RC) of the 

original uncertain problem. The feasible/optimal solutions to the RC 



 

 

 

 

32                                                                                               Chapter 2 

are called robust feasible/robust optimal solutions to the uncertain 

problem. The Robust Optimization methodology, in its simplest 

version, proposes to associate with an uncertain problem its Robust 

Counterpart and to use, as our “real life” decisions, the associated 
robust optimal solutions. The difference in objective function values 

between the original problem and the robust version is often referred 

to as the price of robustness [13]. 

The solvability of a robust optimization problem depends on 

whether the robust constraints in the model can be transformed into a 

form that can be solved by the available mathematical programming 

solvers. 

2.3.4 Decision theory and Risk Analysis 

Decision theory is the study of the reasoning underlying an agent's 

choices [14]. It is then strongly related to the role of decision makers 

(DMs). 

The area of choice under uncertainty represents the heart of 

decision theory and has its basis in the concept of expected value is 

that, when faced with a number of actions, each of which could give 

rise to more than one possible outcome with different probabilities, 

the rational procedure is to identify all possible outcomes, determine 

their values (positive or negative) and the probabilities that will result 

from each course of action, and multiply the two to give an "expected 

value", or the average expectation for an outcome; the action to be 

chosen should be the one with the highest total expected value. 

A recent effective approach to decision making is offered by the 

Risk Analysis (RA) paradigm, which indicates a preferred solution as 

one that minimizes the regret felt by a Decision Maker (DM) after 

verifying that the decisions he had made were not optimal, given the 

future that in fact has occurred [15]. 

The RA paradigm is attractive because it reflects well the way 

people think. In fact, the traditional models in planning, namely those 

working under the Probabilistic Choice (PC) paradigm (i.e. stochastic 

optimization), concentrate their analysis on the solutions of the 

problem, while the RA paradigm is mainly focused on decisions. 

Factors as risk aversion or risk attraction, associated with DMs, 

the concept of hedging (paying an extra to avoid adverse futures) and 

the measurement of regrets felt, all are reflected in the RA way of 
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dealing with a problem, and are very well understood by those 

planners that have a daily contact with real and practical problems. 

Therefore, from the point of view of Decision Making, the 

optimum on the average of futures (i.e. the one pursued by PC) may 

not be the best decision, because the perspective of unwanted or even 

catastrophic events contradicts the basic assumption behind the 

Probabilistic Choice paradigm: that bad situations will be 

compensated by good situations along time, so that one can evaluate a 

solution by its average behavior. However, if a catastrophic event or 

scenario occurs, no reasonable recovery will ever be possible and the 

PC assumption cannot be verified, then the PC paradigm in this case is 

not an useful context for decision making in planning. 

2.4 Optimization techniques applied to 
microgrids planning problems 

2.4.1 Generality 

Despite the numerous advantages that the adoption of the microgrid 

paradigm in the power system can bring to utilities and customers, 

planning a cost-effective microgrid is a complex process, due to all 

alternatives to consider at any decision level, characterized by 

different specific constraints and goals which often conflict each 

other, and by uncertainties which represent a key factor in every 

planning process, acting as a powerful source of risks that system 

planners must control. 

2.4.2 Structure of the optimization problem 

The optimization problem of optimal DERs deployment in a 

microgrid is characterized, as any other resource allocation problem, 

by four set of entities: inputs, outputs, objectives and constraints; for 

each of them, in the following different possibilities (which can occur 

in any combination) are listed [18]: 

• Inputs (given): 

o Number and type of DER units 

o Amount of land used 
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o Atmospheric conditions 

o Technology of DER units 

o Mode of operation 

o Operational life 

o Efficiency 

o Operation and maintenance cost 

o Meteorological conditions 

o Geographic locations of renewable energy sources 

units 

o DERs related custom inputs 

• Outputs (to be found): 

o Total generated energy 

o Number and capacity of DER units 

o Total investment 

o Life time of the DERs 

o Operation and maintenance cost 

o Reliability of DER units 

o Expected profit 

o Estimated land use 

o Best mix of DER units 

o Best DER sizing and siting 

o DER units related custom variables 

• Objectives: 

o Minimize: Total cost of the system 

o Minimize: Cost per unit of energy produced 

o Minimize: Power losses 

o Minimize: Land area 

o Minimize: Investment 

o Minimize: Total maintenance cost 

o Minimize: Noise and pollution emission 

o Minimize: Loss of power supply probability 

o Maximize: Thermal efficiency 

o Maximize: Total power generation 

o Maximize: Reliability of the system 
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o Maximize: Profit 

o Maximize: Life span 

o Maximize: Total revenue 

o Maximize: DER units related custom objectives 

• Constraints: 

o Environmental/atmospheric constraint 

o Demand/load management constraint 

o Economic/budget constraint 

o Storage capacity of the Energy Storage Systems 

o Charge and discharge rate constraint 

o Carbon dioxide emission constraint 

o Social/regulatory constraint 

o Loss of power supply probability constraint 

o Life time of components constraints 

o Power rating of DER units constraints 

o Maximum power flow limits of distribution lines 

o Land available for renewable energy sources 

installation 

o Types and sizes of available generating units 

o Cost of energy constraints 

o DER units related custom constraints 

2.4.3 Conflicting objectives 

In paragraph 2.4.2 many different possible objectives of the DERs 

optimization have been presented; considering more than one 

objectives simultaneously brings to a multi-objective optimization 

problem, which can be hard to solve because typically different 

objectives conflict with one another, as it is shown in figure 2-2 with 

reference to the optimal sizing of DERs [18]. 
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1. Fig. 2-2: Relation between conflicting objectives 

2.4.4 Main sources of uncertainty in the microgrid 
planning problem 

Significative uncertainties affect the input data of the microgrid/DERs 

planning problem, the main sources of them being the forecast errors 

for loads, variable renewable generation, market prices, and islanding 

incidents [16]. 

Long-term load forecasting constitute a significant source of 

uncertainty, being generally more challenging for microgrids than for 

conventional power systems, due to the low system inertia, related to 

its relatively small scale, and to its nature, characterized by the 

presence of fixed and flexible loads. This factors, together with 

different possible control strategies, produce an highly non-smooth 

and volatile behavior of the power demand time series, conditioned by 

a set of internal and external factors, such as variations in hourly 

prices, grid status, weather conditions, consumers’ decisions. 
Another important source of uncertainty is represented by variable 

renewable generation: microgrids are often characterized by large 

deployments of renewable energy resources, mainly wind and solar 

energy, which are intrinsically non-predictable and does not follow a 
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repetitive pattern in the daily operation, being highly dependent on 

weather conditions. 

Market prices (i.e., the real-time electricity prices at the microgrid 

point of common coupling, both for buying and for selling energy) 

strongly affect the economics of the microgrid operation, because they 

have a direct impact on cash-flows related to energy exchanges 

between the microgrid and the grid, and they considerably impact the 

commitment and dispatch of DERs. Market prices forecasting 

introduce therefore an additional relevant source of uncertainty, being 

characterized by a high degree of error due to the presence of several 

non-deterministic factors such as market conditions, network 

contingencies, demand-response strategies implemented by other 

market participants (e.g. other prosumers). 

A fourth significative source of uncertainty is related to microgrid 

islanding, as a result of network temporary disturbances or long 

outages, which are clearly unexpected and unpredictable events.  

Although such events are not frequent, they can be considered among 

the inputs of the planning problem when considering the social 

advantages (and possibly the correspondent economic value) of 

microgrid-based solutions which can contribute to power quality and 

grid resiliency. 

In addition to the above mentioned sources of uncertainty, other 

non-deterministically predictable factors should be considered in the 

planning problem, some linked to technical issues (e.g. the evolution 

of prices and performances of various technologies applied to DERs 

and other microgrid components), some other related to economic and 

regulatory issues (e.g. green energy policies, or microgrid-to-grid 

interactions rules). 

2.4.5 Review of recent works applying optimization 
techniques to microgrid planning problems 

In recent years, numerous scientific works have been published on the 

application of optimization techniques to the optimal planning of 

microgrids and DERs, due to the strong and ever growing interest in 

these topics. Also, different review articles categorize and summarize 

the published works [17]-[22]. 
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Beyond specific constraints and goals of each particular project, 

some planning problems can be considered common to every 

microgrid feasibility study [17]: 

• Power generation mix selection and sizing is related to the 

responsibility of choosing the best available power system 

to satisfy demand requirements for a particular area, 

including power generation and energy storage equipment 

sizing, according to peak-load demand and cost 

effectiveness criteria; this problem must be considered 

among strategic issues for the system and there exist three 

main objectives to fulfil during this planning stage: high 

cost-effectiveness, low environmental impact and high 

reliability. 

• Siting problem covers power sources allocation and power 

lines layout, in order to keep quality constraints, 

considering not only actual consumers but also future 

potential customers, pursuing high cost-effectiveness, high 

reliability and also low power losses. 

• Scheduling problem is focused on available resources 

planning, such as generators and storage devices, and it is 

aimed at minimizing operational costs, environmental 

impact and quality keeping while demand is covered. 

Optimal operational conditions for different microgrid 

configurations are searched using different optimization 

techniques towards one or more than one objective 

optimization. 

In the following a survey is presented of recent articles that apply 

optimization techniques to the first of the above listed planning 

problems, which is central to this thesis. 

Economic issues are a high priority in the microgrid planning in 

order to address long-term establishment for the system. Main 

problems in technical papers at strategic planning level are power 

sources selection and sizing [23], energy storage devices selection and 

sizing [24] and siting. Determination of the real power outputs for the 

generators so that the total cost of the system is minimized is also 

known as the problem of economic load dispatch, and towards it are 

addressed power mix selection and sizing problems. 
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Traditional optimization techniques are used in [25] by M. Vafaei 

and M. Kazerani, selecting and sizing, different power generation 

technologies and storage devices for a microgrid, in order to minimize 

operational costs. The optimization model is formulated as a MIP 

(Mixed Integer Programming) problem in GAMS environment. 

Also, a classical optimization method is reviewed towards 

microgrid modelling purposes in [26] by Augustine et al. They 

perform the power mix selection of four different types of microgrids 

by using the Reduced-Gradient Method for Economic Dispatch 

algorithm and Matlab software in order to simulate the system. In this 

paper the final selection is based on economic dispatch costs, taking 

into account renewable energy sources penetration, costs and receipts 

associated. 

Y. Han et al. in [27] solve the ELD problem using the Karush-

Kuhn-Tucker (KKT) conditions. Allowing inequality constraints, the 

KKT approach to nonlinear programming generalizes the method of 

Lagrange multipliers, which allows only equality constraints. The 

KKT approach guarantees to find the true optimum (versus heuristic 

search approaches), but is also readily capable of being extended with 

further realistic constraints/costs, versus purely analytic approaches. 

In [28] T. Logenthiran compares a classical Integer Minimization 

Problem (IMP) with Evolutionary Strategy (ES) method (a generic 

population-based optimization metaheuristic algorithm) in order to 

size power equipment for an islanded microgrid. The optimization aim 

is to minimize the sum of the total capital, operational and 

maintenance cost of DERs. 

Heuristics are widely used in sizing and power generation mix 

selection. Erdinc in [21] highlights some heuristic optimization 

techniques for hybrid renewable energy systems sizing such as: GA, 

PSO, SA and some promising techniques such as Ant Colony and 

AIS. 

In [29] S.M.M. Tafreshi et al model a microgrid using MATLAB 

and GA to solve the sizing problem with some restrictions. They 

evaluate the system considering costs and benefits such as: the cost 

function annualized capital, replacement, operational, maintenance, 

fuel costs and annual earning by selling power to grid. 

SA algorithm is used to solve the optimal sizing problem for 

renewable energy generations and combined heat and power (CHP) 
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units in a hybrid energy microgrid in [30]. Stochastic variability of 

renewable energy resources and the heat and power requirements are 

considered in order to meet customer requirements with minimum 

system annual cost. 

Energy efficiency and renewable power sources are nowadays the 

guidelines to minimize the environmental impact of a microgrid. But 

since renewable power sources are not always ready to produce 

energy at their peak power, energy storage becomes an important 

topic in microgrids. Thus, sizing problem concerns not only to power 

sources but also to energy storage devices. These devices must be 

sized and located regarding cost-effectiveness, environmental impact, 

reliability and quality goals. This topic is introduced by S. Bahramirad 

et al. in [31] in which the optimal ESS sizing problem is proposed 

both for initial investment and expansion problems. The problem is 

analysed from an economical point of view, using a MIP approach in 

order to minimize investment in storage devices and microgrid 

operational costs. 

S.X. Chen et al. propose in [24] a method based on the cost-

benefit analysis for optimal sizing of an energy storage system in a 

microgrid. Time series and Feed-forward neural network techniques 

are used for forecasting the wind speed and solar radiations 

respectively. The main problem is formulated as a MILP, which is 

solved in AMPL (A Modelling Language for Mathematical 

Programming). A specific Artificial Neural Network algorithm is used 

for production forecasting, meanwhile a classical approach is used for 

the optimization problem. 

An heuristic method is again used in [32] by Navaeefard et al. 

They introduce uncertainty in a microgrid sizing problem that includes 

photovoltaic PV/wind hybrid system with storage energy systems. 

Wind power uncertainty is proposed and reliability index are 

considered as a constraint. PSO algorithm is used to obtain global 

optimal solutions using MATLAB. 

In [33] O. Menniti et al. propose a methodology to determine the 

optimum sizing and configuration of a grid-connected hybrid 

Photovoltaic/Wind system, including energy storage systems and 

ensuring that the system total cost is minimized while guaranteeing a 

highly reliable source of load power. They base their analysis on 

simulation techniques. 



 

 

 

 

41                                                                                               Chapter 2 

In [34] G. Carpinelli et al. present a three step procedure, based on 

GA and Decision Theory, applied to establish the best distributed 

generation siting and sizing on an MV distribution network. 

In [35] Z. Wang et al. deal with the microgrid planning problem 

by means of a two-stage optimization approach, where the problem is 

formulated as a mixed-integer program (MIP) and the probabilistic 

nature of DG outputs and load consumption is considered under a 

robust approach, resorting to a column and constraint generation 

(CCG) framework to solve the problem. 

In [36] H. Lofti and A. Khoadei present a microgrid planning 

model for determining the optimal size and the generation mix of 

distributed energy resources (DERs), as well as the microgrid type, 

i.e., ac or dc. The microgrid type is selected based on economic 

considerations, by means of a mixed integer programming 

formulation, where the planning objective includes the investment and 

operation costs of DERs, cost of energy purchase from the main grid, 

and the reliability cost. The impact of a variety of factors on planning 

results, including the ratio of critical loads, the ratio of dc loads, and 

the efficiency of inverters and converters, is investigated through 

numerical applications. 

In [37] G. Muñoz-Delgado et al. address the incorporation of 

uncertainty and reliability in the joint expansion planning of 

distribution network assets and DG combining stochastic 

programming, mixed-integer linear programming and predictive 

reliability assessment. 

In [38] R. Atia and N. Yamada implement a mixed integer linear 

program for the optimization of a hybrid renewable energy system 

with a battery energy storage system in residential microgrids, in 

which the demand response of available controllable appliances is 

considered in the proposed optimization problem with reduced 

calculation burdens. 

In [39] S. Mashayekh et al. present a mixed-integer linear 

programming model for optimal microgrid design, including optimal 

technology portfolio, placement, and dispatch, for multi-energy 

microgrids, i.e. microgrids with electricity, heating, and cooling loads 

and resources, including integer linear models for electricity and heat 

transfer networks, as well as their physical and operational constraints. 



 

 

 

 

42                                                                                               Chapter 2 

In [40] A. Narayan et al. implement the two stage stochastic 

programming paradigm for microgrid planning, in the aim of 

providing economically and environmentally acceptable designs with 

specified reliabilities, and extended the two-stage stochastic 

programming model to a risk-averse model using the Markovitz 

objective function. The microgrid planning problem is considered as 

an investment problem where the risk is due to uncertainty in the 

resources and one can determine solutions of desirable risk with 

corresponding optimal expected values. 

In [41] M. Quashie et al. propose a systematic approach for 

formulating and quantifying a microgrid business case, defining 

stakeholders, benefits and beneficiaries, determining the dependency 

of the business case on microgrid technologies and implementing a 

method to quantify and allocate benefits. 

In [42] M. Asensio et al. presents a bi-level model for distribution 

network and renewable energy expansion planning under a demand 

response (DR) framework. In the upper-level problem the target , is to 

minimize generation and network investment cost, while meeting the 

demand. The upper-level problem is constrained by a lower-level 

problem, which stresses the importance of integrating DR to time-

varying prices into investment models and pursues the minimization 

of overall payment faced by the consumers. Using the Karush-Kuhn-

Tucker complementarity constraints, the proposed bi-level model is 

recast as a mixed-integer linear programming problem, which is 

solvable using efficient off-the-shelf branch-and-cut solvers. 

In [43] M. Armendáriz et al. present a coordinated approach to the 

microgrid planning problem, where the system operator and the 

microgrid owner collaborate to improve the voltage control 

capabilities of the distribution network and increase the PV potential, 

which can be otherwise hindered by technical issues such as the over-

voltages caused in distribution networks during the daylight periods. 
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3. Chapter 3 
1.  

Application of an analytical approach 
for the optimal sizing of Energy 
Storage Systems in DC microgrids to 
minimize power losses 

 

3.1 Introduction 

In this chapter, an analytical approach that deals with the optimal 

sizing of energy storage systems (ESSs) in DC µGs is proposed [31]. 

The objective is to improve the efficiency of energy supply, through 

the minimization of line losses, in a DC µG characterized by the 

presence of loads, fossil and renewables based generation units and 

storage devices. 

Based on the calculus of variations, an original matrix formulation 

which starts with the nodal representation of the direct current 

network is proposed. Two attractive closed-form solutions are 

presented for minimizing power losses, i.e., (1) a solution based on the 

approximation of considering the voltage constant at all the network’s 
busses and (2) a solution based on the linear approximation of the load 

flow. In both cases, the goal is to minimize losses over a given time 

horizon (e.g., the daily cycle). 

In the aim of providing an effective design tool that properly 

considers the economics, the proposed approach has finally been 

extended in a multi-objective formulation that considers both the 

expenses related to the installation of ESSs and the revenues due to 

the minimization of power losses. 

The analytical procedure is formulated in a general manner that 

can be used for various storage technologies. Numerical applications 

demonstrate the feasibility and accuracy of the methodology. 
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3.2 State of the art and assessment of the 
proposed approach 

In the recent literature, researchers have investigated the problem of 

converting existing AC distribution networks to DC networks in order 

to maximize the capacity of the overall system[1]–[8]. 

The DC paradigm avoids phase imbalances, which can occur if 

single-phase generators and loads are not properly distributed among 

three-phase AC distribution networks, and it also reduces power losses 

and improves the efficiency of DC appliances due to the absence of 

reactive power. 

There is increased academic and industrial-sector interest in DC 

power distribution systems, due to the potential benefits of enhanced 

energy efficiency and capital savings [1], [9].  

Buildings are one of the more interesting field of application for 

these technologies, because in presence of end-use loads natively DC 

(e.g., computers, solid-state lighting or variable speed drives for 

electric motors and HVAC systems), and of onsite renewable 

generation and distributed energy resources also mostly based on DC 

technology (e.g. PV or micro-wind generators, storage systems and 

electric vehicles), DC-based building microgrids can bring additional 

benefits, allowing direct coupling of DC loads and DC energy 

resources. DC microgrids can thus give a significative contribution to 

increase the energy efficiency of buildings (which are responsible for 

approximately 40% of total energy consumption and roughly 40% of 

greenhouse gas emissions in USA and in Europe) and to achieve the 

goal of Net Zero Energy Buildings (i.e. buildings that produce as 

much energy as they consume) [3]. In particular, due to the increasing 

electronic loads in homes and the continued growth of distributed 

solar photovoltaic generation in recent years, the economics of DC 

circuits in homes may have to be reconsidered by the industry [1]. 

This is due mainly to the fact that one of the main advantages driving 

the increased use of DC appliances is their potential for reducing both 

energy consumptions and costs [8]. Also, when considering the 

presence of onsite renewable energy resources, e.g., photovoltaic (PV) 

devices and wind turbines, as well as energy storage systems (ESSs) 

and plug-in electric vehicles, DC-based networks can bring additional 
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benefits that can be achieved by direct coupling of these resources 

with loads, all operating with DC [9]–[13]. 

With reference to ESSs, their emerging status as crucial elements 

in modern power systems must be highlighted. Actually, it is well 

recognized that storage devices are key elements in the overall 

electrical chain, i.e., generation, distribution, and utilization [11]–[14]. 

Several energy storage technologies are available for power system 

applications, such as flywheels, superconducting magnetic energy 

storage, supercapacitors, fuel cells, and batteries.  

In the literature, the use of ESSs has been investigated extensively 

for both planning and operation stages, and they are used now in most 

innovative transportation and stationary applications [15]–[22]. ESSs 

can be considered as the most versatile devices among the components 

of electrical systems, and they also have a significant role in the 

control of power systems through the use of electronically-coupled 

devices. 

In [11], the reduction of losses in both transmission and 

distribution systems was analyzed, and the authors demonstrated the 

advantages of using storage systems by shifting part of a load from the 

peak demand period to an off-peak period. In [13], the authors 

discussed the need for a new methodology for the optimal sizing of 

combined photovoltaic and energy storage systems aimed at 

minimizing energy losses in a commercial distribution system. In this 

scenario, we must redefine the traditional optimization methods used 

in both the planning and operational stages based on a comprehensive 

analysis of this new operational environment. 

Recently, studies concerning new methodologies for the optimal 

sizing of ESSs in power systems have been proposed in the literature 

[23]–[30]. In [23], the grey wolf optimization method was used to 

determine the optimal sizing of ESSs aimed at minimizing the 

operational costs of microgrids in presence of distributed generators 

(DGs). A combined, multi-period, optimal power flow and minute-by-

minute control procedure was proposed in [24] to determine the 

minimum sizes of ESSs that can reduce the curtailment of DGs in 

distribution networks. In [25], an intelligent scheduling system was 

developed for the ESSs in distribution systems, and it also is useful in 

determining the optimal sizes of ESSs in order to reduce peak load 

demands. In [26], a procedure focused on peak-shaving was used to 
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size ESSs in distribution networks. In [27], the authors solved a unit 

commitment problem using the particle swarm optimization method to 

determine the sizes ESSs in microgrids with the aim of minimizing the 

total cost and maximizing the total benefit. In [28], an optimal 

procedure based on an improved bat algorithm was proposed for 

sizing ESSs in microgrids in order to minimize the total operational 

costs. In [29], a methodology was proposed for the optimal design of 

supercapacitors coupled to DC networks with the aim of reducing 

losses and energy usage. In [30], an analytical design methodology 

based on the formulation of an optimization problem with 

isoperimetric constraints was proposed for sizing ESSs in DC 

networks with the goal of reducing power losses. 

In this chapter a new analytical design methodology is proposed 

for the optimal sizing of ESSs with the aim of minimizing power 

losses in DC µGs. The analytical tool was derived by starting with the 

linear approximation of the load flow equations proposed in [32], 

combined with the isoperimetric constraints. Unlike the current 

methods described in the literature, such as those in [23]–[29], the 

proposed method produces an accurate, closed-form expression that 

generalizes the approach presented in [30]. The novelty of this 

approach is that, basing on the theory of the calculus of variations, it 

relies on an analytical formulation of the minimization of the losses in 

the DC network over a time horizon of interest, which has never been 

addressed analytically with a rigorous approach. 

The closed forms that are derived can be easily used for sensitivity 

analyses and probabilistic investigations, both of which can be useful 

to supporting designers and decision-makers. 

The main original contributions of the method presented here are 

summarized as follows: 

• the proposal of an enhanced tool for the optimization of the 

analytical design of DC networks that focuses on saving 

energy and improving efficiency; 

• the achievement of two closed-form expressions based on 

different approximations, i.e., constant voltage on the busbars 

and linear approximation of the load flow equations; 

• the identification of a rational procedure for the accurate sizing 

of ESSs that allows, in a general way, taking into account the 
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different storage technologies and scenarios related to the costs 

of storage devices and the price of energy. 

3.3 Minimization of Power Losses in DC 
Networks by means of Energy Storage 
Systems: an Analytical Solution 

In the following, the proposed methodological approach for the 

optimal sizing of ESSs in a DC network that includes DGs, ESSs, and 

loads is presented. This method is based on the analytical evaluation 

of the current profile of the ESSs over a specified time period to 

minimize network losses. To achieve this goal, first, a generalized 

matrix model of DC networks is presented, and, then, the problem of 

minimizing losses is solved using an optimization problem 

formulation that involves isoperimetric constraints. 

 Two solutions are given and discussed based on (i) constant 

voltage approximation and (ii) linear approximation of load flow 

equations. Finally, the problem is re-formulated as a multi-objective 

optimization problem to include economical evaluations by 

comparison of costs and revenues caused by the installation of ESSs. 

3.3.1 General modeling of a DC network 

Power losses in DC networks can be expressed as a function of the 

nodal currents and a suitable resistance matrix, based on some general 

concepts of power system analysis. 

Let us consider a DC network that includes DGs, ESSs and loads 

(Fig. 3-1), and is connected to the main distribution grid at the point of 

common coupling (PCC). This point is regarded as the slack bus (bus 

#0) with an assigned voltage reference value, E. The remaining busses 

can be classified as: 

– nL load busses; 

– nG generation busses; 

– nS storage busses. 

Thus, nL + nG + nS = n, where n is the number of internal busses of 

the DC network, ordered as: 

 , …, n + +n, n +n, … n + , n, …, n, 
GLGLLL

1110 . 
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1. Fig. 3-1: Single line diagram of a typical network with DGs, ESSs, and loads 

DGs, ESSs and loads are described in terms of their power 

profiles, which are assumed to be repetitive signals that have a 

common period of T (e.g., a day). These powers are assumed to be 

independent of the related bus voltages. The slack voltage E is 

assumed to be constant, and shunt conductances are assumed to be 

negligible. 

The network, which interconnects all of the components, can be 

represented by the nodal conductance matrix G, which substantially 

summarizes the information related to the network nodal analysis. 

Matrix G is related to the branch conductance matrix Gbr by the well-

known relationship in (1) [33]: 

AGAG br
T           (1) 

where A is the branch-to-node incidence matrix. It has to be 

highlighted that if the network has no shunt branches, e.g. a radial 

network, the following relation maintains: 

G1=0            (2) 
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where 1 is the vector of all ones, and, as a consequence, matrix G is 

singular. After matrix G is defined, the network can be described in a 

compact way as: 



































V

G

J

EJ

 

0

          (3) 

where E and J0 are the voltage and the injected current at the slack 

bus, respectively, V and J are the vectors of voltages and injected 

currents, respectively, at all busses except the slack bus. By starting 

with (3), the equivalent representation can be obtained by partitioning 

the symmetric matrix G, which is an (n+1)x(n+1) matrix: 
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       (4) 

where 

11GG 00 , 

 nG112,......G0EG ,  

T
0EE0 GG  , 



























1121

1222

..

..

....

nnn

n

GG

GG




EEG . 

It has to be emphasized that the matrix GEE is not singular. 

Vectors J and V are related to injected powers P at the busses by 

the following rrlationship: 

 VJP diag          (5) 

where 
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 




















nJ

J

J

diag

000

0...

0.0

0.0

2

1

J         (6) 

By defining 

R = GEE -1           (7) 

we can write: 

RJ1V  E           (8) 

where 1 is the vector of all ones. In this case, it is straightforward to 

deduce a closed expression for the network power losses. In fact, by 

multiplying the vector J by VT, the following relationship is obtained: 

RJJRJJJ1JV TTTT  


n

k

kJEE
1

       (9) 

 Since the following basic relationship applies: 

0
1

0 


n

k

kJJ         (10) 

It is obvious that 

0

1

EJJE
n

k

k 


       (11) 

and consequently (9) becomes: 

RJJJV TT 0EJ
       (12) 

which clearly put in evidence that the term JTRJ corresponds to the 

network power losses (Ploss): 

RJJTlossP
        (13) 



 

 

 

 

55                                                                                                        Chapter 3 

Another straightforward justification of (13), based on the 

superposition principle, is detailed in Appendix A. 

By using the linear approximation of the power flow solution 

proposed in [32], it follows that: 

3 EE
E

RRP
1V         (14) 

where 
k

hk
h

R
22

max4 Pλ , being   the 2-norm vector and 

Rhk the resistance of the line between busses h and k. 

This formulation clearly indicates that is possible to express the 

bus voltages as function of both injected active powers and slack bus 

voltage.   

3.3.2 Matrix formulation of the power losses 
minimization problem with isoperimetric 
constraint 

In this paragraph, the solution of the power losses minimization 

problem is derived in terms of the optimal current profiles at the 

busses where the ESSs are located. Based on (13), the minimization 

problem can be formalized as: 


T

dt
0

T  min RJJ         (15) 

subject to: 

  0 
0

stosto 
T

 dtdiag JE       (16) 

where Esto and Jsto are the nodal vectors of voltages and injected 

currents, respectively, at the storage busses. Eq. (16) presents the 
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isoperimetric constraint that apply to the nS busses where the ESSs are 

located. These constraints refer to the injected powers that must have 

null energy balance over the period T. According to the theory of the 

calculus of variations, the solution of the minimization problem shown 

in (15) and (16) can be derived by solving the following system: 

0JλRJJ
J

) + (
sto

TT

sto
d

d
      (17) 

  0 
0

stosto 
T

 dtdiag JE       (18) 

where λ is an nS-vector of Lagrange multipliers, and 0 is a zero nS 

vector. 

 Two analytical approaches are applied to the minimization 

problem (17)-(18), based on different approximations of the DC bus 

voltage V: 

– the first approach assumes a constant voltage E at all network 

busses (V=E1, which implies J=P/E) and allows finding a fast 

and straightforward analytical solution, which can be 

considered to be an extension of the results developed in [30]; 

– the second approach is based on the linear approximation of 

the load flow equations (V=E1+RP/E), which provides a more 

accurate analytical solution. 

3.3.2.1 Solution 1: Constant voltage on all network busses 

In the case in which constant voltages were assumed, (17) and (18) 

become: 

0JλRJJ
J

) + (
sto

TT

sto
d

d
      (19) 

0 
0

sto


T

dtJ         (20) 

where Jsto is the nS-vector of currents injected at the storage nodes. 
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The system of 2 x nS equations, i.e., (19) and (20), is the matrix 

formulation of the optimization problem with isoperimetric 

constraints. By applying the matrix differentiation theory and recalling 

that both GEE and R are symmetric matrices, (19) can be written as: 

02
sto

 TT λ
J

J
RJ

d

d
       (21) 

Since Jload and Jgen are not dependent on Jsto, (21) can be rewritten 

as: 

02 













TT λ

I

0
RJ        (22) 

where 0 is the null matrix and I is the identity matrix. By transposing 

(22), a suitable equivalent formulation is provided: 

    0λ
J

J
RIλJRI0

sto

*









 02 2     (23) 

where 









gen

load

J

J
J* is the (nL + nG) vector of currents injected at the 

load and generator busses. The product [0 1]R is equivalent to [R1 

R2], and the elements of matrices R1 and R2 depend on the elements 

of matrix R, which, in turn, is related to the parameters of the assigned 

network, i.e.,: 

  GLSjinnji nnjniR
GL

  ,...,1    ,,...,1           ,,1R   (24) 

  SSjnn,innj,i n,...,j,n,...,iR
GLGL

1    1  2R    (25) 

Thus, (23) becomes: 

0λJRJR 2
*

1  sto2 2       (26) 

Vector Eq. (26) is a set of nS scalar equations expressing Jsto as a 

function of Jload, Jgen, and λ. The optimal profile of the injected 

currents at the ESSs’ busses, Jsto, can be derived as a function of Jload 
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and Jgen by substituting (26) in (20) for the determination of the 

vector, λ, of the Lagrange multipliers. Thus, the matrix form of the 

solution is given by: 









  *

1
1

2sto JJRRJ
T

T
0

*dt
1

       (27) 

The vector Jsto that can be obtained from (27) represents the 

profiles of injected currents at the ESSs’ busses which allow the 

network power losses to be minimized. Note that the injected current 

profiles evaluated by (27) depend only on the matrix R of the DC 

network and on the currents injected at the load and generator busses. 

Moreover, in the particular case of the DC network of Fig. 3-2, which 

is characterized by one load bus, one storage bus, and no distributed 

generators, (27) reduces to: 




















  load

0

load

21

1 JdtJ
1

T

sto
TRR

R
J     (28) 

where R1 and R2 are the resistances of the two lines of the network in 

Figure 3-2 (i.e., R1 is the resistance of the line from bus #0 to bus #1, 

and R2 is the resistance from bus #1 to bus #2). Formula (28) is the 

same as the formula obtained in [30]. 

 

Fig. 3-2: DC network with one load bus and one ESS bus 
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 Hence, the matrix formulation (27) is a generalized extension of 

that result to the case of a DC network with different loads, generators 

and storage busses operating as current sources, and a bus connecting 

the network to an upstream grid acting as a voltage source. 

3.3.2.2 Solution 2: Linear approximation of load flow 
equations 

In case the voltages of the busbars are not assumed to be constant, 

under the mild assumption of constant voltage at the ESS busses, 

again, the optimization problem with isoperimetric constraint is 

formulated through the system of Eqs. (17) and (18). 

The currents injected at the load and generator busses are 

evaluated starting from their power profiles and the corresponding bus 

voltages, which can be obtained from the linear approximation: 

E
E

RP
1V          (29) 

which can be rewritten as: 

sto''' JR
P

R1V
*


E

E       (30) 

where P* is the vector of powers injected at the load and generator 

busses, and R’ and R’’ are suitable partitions of R. By considering 

Eqs. (5) and (30), the current injected at the generic load bus or 

generator bus can be expressed as: 
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By considering that the terms in the denominator, i.e., 






GL nn

k

kki

E

PR

1
2

*

,'
 and 



Sn

h

hstohi

E

JR

1

,,''
, assume small values, the 

approximation x
x




1
1

1
 (for small values of x) can be used, so we 

obtain: 
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1 ,   (32) 

which is a more compact form that can be rewritten in the following 

matrix form: 

stoJKKJ 21
*         (33) 

where K1 and K2 are time-variant matrices that depend on the powers 

injected at the load and generator busses. However, K1 and K2 do not 

depend on the powers injected at the storage busses, so they can be 

calculated in advance if the power profiles at the load and generator 

busses are estimated. 

By substituting (33) in (17), the following vector equation is 

obtained: 

0λ
I

K
RJ T

2
T 














2        (34) 

By comparing (34) and (22), it is clear that matrix K2 applies in 

(34) instead of the null matrix 0 appearing in (22). By transposing Eq. 

(34), the following equivalent formulation is obtained: 

   

  0 2

  22
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 


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where matrix R is conveniently partitioned in four blocks, i.e., R11, 

R12, R21, and R22, and matrices A1 and A2 are calculated as: 

2111
T
21 RRKA          (36) 

2212
T
2 RRKA 2        (37) 

Through (35), Jsto can be expressed as a function of P* and λ. 

Thus, by recalling the fundamental relationship (18), λ can be 

evaluated as a function of P*. By trivial algebraic manipulations, Jsto 

can be stated definitively as: 

 










TT

0

1

0

sto dtdt 112211 KBBBKBJ     (38) 

where matrices B1 and B2 are evaluated as: 

  12211 AAKAB 1       (39) 

  1

2
2

1  221 AKAB        (40) 

The vector Jsto obtained through (38) represents the profiles of 

injected currents at the ESSs’ busses, which allow the minimization of 

the network’s power losses. The obtained solution clearly indicates 
that the optimal ESS current profile strictly depends on the elements 

of the matrix R, which are characteristic parameters of the DC 

network, and on the powers injected at the load and generator busses. 

Finally, after the storage current profiles have been evaluated, the 

voltage profiles can be determined by (30). 

By comparing Eqs. (38) and (27), it is to be expected that the 

slightly more complex closed-form solution (38) will be more 

accurate than solution (27), since in (38) the dependence of the 

injected currents on the voltage at both the load and DG busses is 

considered. 

It is worth noting that the proposed procedure allows also the 

identification of the busses at which it is more convenient to connect 
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ESSs. In fact, if the optimal current profile at a specified bus is near 

zero, one can regard this result as a direct measure of the low 

sensitivity of the network power losses to power injection at that 

specified bus. Furthermore, another intrinsic measure of the sensitivity 

is just the vector of the Lagrange multipliers, which can provide 

additional useful information for identifying the most adequate busses 

for contemporaneously minimizing losses and reducing, the number of 

storage systems, if so desired.  

3.3.3 Multi-objective Formulation for the Economic 
Evaluation of ESSs Installation 

In this section, the optimal sizing of ESSs in DC networks is discussed 

by applying and extending the general methodology proposed for the 

analytical minimization of the power losses. In more detail, the 

proposed approach was modified to take into account the costs that are 

incurred when a specified ESS technology is used. An effort was 

made to retain the quadratic formulation of the minimization problem 

used in Section 2 in order to still obtain a closed form solution of the 

optimal sizing problem. 

Based on the current literature on the technology and optimal 

sizing of ESSs, it is generally understood that the cost analysis for the 

use of a specified storage system must consider both the costs to 

maintain the system and the benefits it provides. The value of the total 

lifecycle costs related to the use of ESSs includes the total capital cost 

for purchase, installation, and delivery and the costs related to 

operation, maintenance, replacement, and disposal or recycling [20]–
[22], [34], [35]. For the application being considered, the benefits 

obtained by using the ESS are related to the minimization of the costs 

associated with power losses, and these costs depend on the price of 

energy and on any incentives (if applicable) provided to save energy. 

Regarding the costs related to the use of an ESS, recently, several 

studies concerning the definition of suitable cost parameters and the 

calculation of their expected values based on extensive statistical 

reviews have been presented in the literature [20]–[22]. These studies 

indicated that the specific cost per stored unit of electricity depends on 

a variety of factors, e.g., efficiency, power-to-capacity ratio, self-

discharge rate, depth of discharge, lifetime, specific capital cost, 
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operation cost, maintenance cost, and others. In addition, some other 

costs were related to financial and operational aspects, e.g., discounts 

and interest rates, yearly energy discharge, and the number of work 

cycles. 

Without focusing on these aspects, which are outside the scope of 

this work, it is worth noting that it is possible to evaluate an expected 

specific cost of stored energy, depending on the chosen ESS 

technology and on the above mentioned factors, by means of the 

method of the levelized cost of energy provided by the ESS [20], also 

denoted as LCOS (levelized cost of storage). The LCOS is basically 

calculated dividing the total costs related to the storage system 

(including capital and operational expenditures, cost of input 

electricity and residual value of the components) by the sum of the 

annual energy outputs, and then it allows to perform detailed cost 

analyses depending on the considered technologies and business 

cases. 

Therefore, in order to take into account the expenses related both 

to the use of ESSs and to power losses, the minimization problem in 

(15) and (16) must be rewritten as a multi-objective minimization 

problem that focuses on the minimization of two cost items, i.e., a) the 

cost of power losses and b) the specific cost of energy stored in the 

ESSs. The first cost item can be evaluated by means of a parameter 

that accounts for the price of energy (1), and the second cost item can 

be evaluated by means of a parameter that accounts for the levelized 

cost of the energy provided by the ESS (2) [20]–[22]. If 1 and 2 are 

known, it is easy to formulate the considered multi-objective problem 

as a single-objective minimization problem in which the objective 

function is given by a weighted sum of the costs related to both the 

power losses and the installation of ESSs: 

  
TT

dtdiagdt
0

stortdsto,

T

2

0

T

1   
2

1
 min JEγRJJ     (41) 

where γ2 is the vector of the levelized costs of energy delivered by the 

ESSs (in general, different technologies can be considered), Esto;rtd is 

the vector of the voltage rated values of the ESSs and the term, 

 
T

dtdiag
0

stortdsto,   
2

1
JE              (42) 
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represents the rated storage capacity of the ESSs. 

 In order to preserve the quadratic formulation of the minimization 

problem (41), the Chebyshev approximation to xf(x)  , 

P(x)=x2+1/8 is used, where P(x) is the min-max polynomial 

approximation of degree ≤ 3, that applies for x e [-1, 1] [36]. In our 

case, this approximation can be used easily by defining the function 

Jsto;i/Jmax;i, for the ith ESS, where Jmax;i is the maximum value of the 

absolute value of the ESS current (Jsto;i) estimated through the 

application of formula (38). 

Hence, with respect to the ith ESS, noting that a single term is 

detailed so the notation will be clear, the cost related to its use is: 

  









T T

imax,

i,sto

i,sto,rtdimax,i,

imax,

i,sto

i,sto,rtdimax,i, dt
J

J
EJγdt

J

J
EJγ

0 0

2

2

22
8

1
  

2

1
 

2

1
 (43) 

By splitting the right side of (43) into two terms, the cost item for 

the ith ESS becomes: 

T
EJ

γdtJγ isto,rtdi

i

T

istoi
8

 
2

1
 

,max,

,2

0

2

,

'

,2       (44) 

where 
i

isto,rtd

ii
J

E
γγ

max,

,

,2

'

,2
2

1
 , and the constant term can be defined as:

T
EJ

γ i,sto,rtdimax,

i,i
8

 
2

1
2 . The complete matrix formulation that takes 

all of the ESSs into account can be then easily derived as: 

Ξdtdtmin

T

T

sto

T

 
0

sto

0

T

1   ΓJJRJJ       (45) 

where  i,'diag 2Γ  and  
 sn

i iΞ
1

, and which obviously is still 

subject to the isoperimetric constraints: 

  0

0

stosto 
T

 dtdiag JE       (46) 
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The procedure described in Section 2 can be used also to solve the 

minimization problem (45) and (46), and the following matrix 

equation can be stated: 

  0ΓJJJλRJJ
J

 Ξ
d

d T

sto

sto

stosto

TT

1  +     (47) 

This equation must be solved together with (46). By considering 

that Ξ is a constant value, the following vector equation is obtained: 

022 1 






 ΓJλ
I

K
RJ T2T T

sto      (48) 

By transposing Eq. (48), the following equivalent formulation is 

obtained: 

    02 222 11 
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 
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sto21
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T
2 ΓJλ

J

JKK
AAΓJλJRIK    

          (49) 

Then, it is apparent that the optimal solution is given by: 

 










TT

0

1

1

0

221sto dtdt 1
'''

1
' KBBBKBJ     (50) 

where matrices B'1 and B'2 are evaluated as: 

  '''

1

1

21 AAKAB 2
'
1


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The vector Jsto obtained through (50) represents the profiles of the 

currents injected at the ESS busses, which allows minimizing both 

network power losses and the cost of ESSs. 

Based on a correct estimation of the cost parameters γ1 and γ2,i (i  

1, ... ns), formula (50) allows to obtain the current profile of each ESS 

and, consequently, by means of formula (42), to obtain their storage 

capacity. The proposed approach is very general, and it allows 

designers to determine the optimal storage technology and size, 

because they can use formula (50) to evaluate any storage technology 

by using proper values of the parameter γ2,i [20-22]. 

Parametric analyses can be usefully performed based on the ratio 

ri=γ2,i/γ1. In fact, different values of ri related to different 

technologies can be assessed, and future perspectives for both storage 

costs and energy prices can be easily analyzed. 

3.4 Numerical Applications to a DC Microgrid 

In this paragraph, the proposed methodology is applied to an LV DC 

test Microgrid, as shown in the single line diagram in Fig. 3-3, derived 

with slight modifications from the AC LV CIGRE distribution 

network [37]. 

 Three PV generators, one wind turbine (WT) generator, and one 

microturbine (MT) are connected to the grid. Table 3-1 provides the 

loads and DGs’ rated sizes and locations. 

Table 3-1: Rated powers of the DGs and loads 
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Fig. 3-3: DC LV test Microgrid 

In order to allow the operation of the original network in DC, an 

AC/DC converter is required at the point at which the considered 

network is connected to the main distribution network. Also, 

converters are required to connect the AC loads, the WT and MT 

generators to the network. The AC/DC interfacing converters for PV 

generators and ESSs are replaced by DC/DC converters. A DC 

voltage level of 400 V was selected to facilitate the transition of the 

original network to DC since this value allowed us to maintain the 
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same cable characteristics and losses. More details are given in 

Appendix B about the use of the DC test grid. 

In applying the proposed procedure, the daily profiles of loads and 

generators were considered. (The daily profiles were partitioned into 

24 time intervals.) As examples, Fig. 3-4 shows the daily profile of the 

absorbed power at bus #10 [37]; Fig. 3-5 shows the daily profile of the 

injected power by both WT and PV generators connected at bus #11. 

These profiles were obtained from the hourly mean values of actual 

measured data taken over one year at a location in the southern part of 

Italy. With reference to the MT, we assumed a constant injected 

power equal to the 80% of the rated power. 

Fig. 3-4: Daily profile of the power 
demand of the load connected at bus #10 

Fig. 3-5: Daily profile of the power 
produced by PV and WT at bus # 11 

 

In this application, the analytical approaches proposed in 

paragraphs 3.3.2 and 3.3.3 were used to demonstrate the effectiveness 

and the feasibility of the proposed methodology for determining the 

optimal sizes of the ESSs located in busses #15 and #16. 

To show the accuracy of the proposed analytical methodology, the 

optimal current profiles at busses #15 and #16 were evaluated first 

without considering the problem of optimal sizing. In this case, the 

results obtained using formulas (27) and (38) were used and compared 

to those obtained by rigorous load flow (LF) calculations. 

In order to demonstrate the potential of the sizing procedure 

presented in paragraph 3.3.3, an additional application evaluated the 

optimal sizing of the ESSs based on formula (50). In this case, a 
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parametric analysis was performed with reference to the cost of the 

ESSs. 

3.4.1 Accuracy of the analytical approach 

Two case studies were analyzed to determine the accuracy of the 

analytical approach, respectively using formula (27), which refers to 

constant bus voltages, case (1.A), and formula (38), which refers to 

the linear approximation of bus voltages, case (1.B). 

In both cases, LF calculations were done at each hour of the day, 

based on the same power profiles of the loads, DGs, and ESSs. The 

power profiles of the ESSs were assumed to be equal to those obtained 

by the proposed approaches in case (1.A) and case (1.B) respectively. 

In addition, cases with and without storage were analyzed. 

Table 3-2 reports the energy losses in case (1.A) and in case (1.B). 

 
Table 3-2: Energy losses in case (1.A) – (1.B) 

 

Table 3-2 shows that, compared to the LF, the use of the constant 

voltage approximation (case 1.A) implies larger errors than the errors 

implied by the linear approximation (case 1.B). In fact, in case (1.B) 

with and without ESSs, the errors obtained were approximately 1%, 

confirming the accuracy of the proposed methodology. 

To better emphasize the accuracy of case (1.B), Fig. 3-6 shows the 

voltage profile at hour 12 for all the busses, in the case ‘with ESSs’. 
Figure 3-6 shows that slight differences between LF and formula (38) 

can be observed; by extending the comparison over the whole day, a 

mean value of the errors of about 1% is obtained. 
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Fig. 3-6: Voltage levels on all busses at hour 12:00 

The variation of the voltage on all busses during the whole day 

never exceeded 10% of the rated voltage (400 V). This demonstrated 

that the functional integration of the ESSs in the network did not 

affect the voltage profile dramatically. Also the line currents were 

maintained within admissible ranges. 

Figure 3-7 shows the charging/discharging daily power profile of 

the ESSs. 

 

Fig. 3-7: ESSs daily charging/discharging cycle 

The ESSs’ power profiles reported in Fig. 3-7 clearly indicate that 

the ESSs are required to provide a charging/discharging cycle that is 
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essentially consistent with the load-demand profile. This must be done 

by charging during the low-demand hours and discharging during the 

peak-demand hours, which occur mainly in the evening according to 

the demand profile of Fig. 3-4. Moreover, Figure 3-7 indicates that the 

ESSs have only one charging/discharging cycle per day, which makes 

the use of batteries particularly suitable for this application [20]-[22]. 

According to the profiles of Fig. 7, the power and capacity requested 

to the ESSs are about 60 kW and 240 kWh, respectively, for the ESS 

at bus #15, and about 20 kW and 90 kWh, respectively, for the ESS at 

bus #16. A lower value of stored energy is requested for the ESS 

located at bus #16, which is the storage system located closest to the 

slack bus. Notably, these values refer to the general approach of 

paragraph 3.3.2, without considering the cost related to the use of 

ESSs. 

Note that the charging/discharging profiles of both ESSs are far 

from zero, thus demonstrating that both busses (i.e., #15 and #16) are 

quite sensitive to reductions in power losses.  

3.4.2 Optimal sizing of storage systems 

In this case, the optimal sizing problem of the ESSs located at busses 

#15 and #16 is analyzed again by taking into consideration the cost 

related to the use of ESSs in the networks and the cost of the energy. 

To do that, the analytical procedure presented in paragraph 3.3.3 for 

the optimal sizing of an ESS is used through a proper parametric 

analysis obtained by means of formula (50). 

For the sake of simplicity, it is assumed that the same technology 

is used for both ESSs, thus allowing the parametric analysis to be 

performed in terms of the ratio ρ=γ2/γ1, which varies within the range 

0–20. Note that, once the energy price and the specified cost of the 

storage capacity are estimated, this range allows us to analyze the 

possibility of applying different technologies [20]-[22]. In addition, 

the inclusion of the value ρ=0 (i.e., γ2=0) allows to consider the case 

analyzed in the previous paragraph where the cost related to the use of 

ESSs is not considered. 

The results of the simulations are reported in Figs. 3-8, 3-9, 3–10: 

the optimal capacity of the ESSs is depicted in Fig. 3-8, whereas Fig. 

3-9 shows the optimal rated power for the ESSs and Fig. 10 shows the 

reduction in power losses compared to the case without ESSs. 
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Fig. 3-8: Parametric evaluation of the optimal capacities of the ESSs 

 

Fig. 3-9: Parametric evaluation of the optimal power of the ESSs 

In Figs. 3-8 and 3-9, note that the lower is the value of ρ, the 

higher are the values of the rated capacity and power of the ESSs. 

However, for higher values of ρ, the resulting rated capacities and 

powers of the ESSs decreased significantly. These results are to be 

expected given that lower values of ρ imply substantially low cost for 

capacity and a high energy price, while higher values of ρ indicate just 

the opposite outcomes. 
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Fig. 3-10: Parametric evaluation of the reduction in power losses 

In Figs. 3-8, 3-9, 3-10, the remarkable reductions of capacity, 

power, and losses are presented on a logarithmic scale for the 

parameter ρ. These results, which were consistent with results in the 

literature, demonstrate the feasibility and effectiveness of the 

proposed sizing method, and they provide an accurate and feasible 

tool that designers can use to deal with the problem of determining the 

optimal sizes of ESSs. 

Based on the currently available data about the costs of ESSs and 

the price of energy, it must be highlighted that the expected value of ρ 

is rapidly approaching values less than 1 for some specific 

technologies, such as batteries for storing energy [20]-[22]. This is 

consistent with the tendency to consider the use of ESSs a valuable 

approach for decreasing losses and improving the efficiency of 

distribution networks. Fig. 3-10 also shows that decreasing the values 

of ρ, the reduction in power losses increases, which may justify 

policies that provide incentives for the use of ESSs to save energy. 

Fig. 3-11 shows the optimal power profiles of the ESSs when ρ = 

1. By comparing the profiles of Fig. 3-11 to those obtained in case of 

ρ = 0 (i.e., Fig. 3-7), it is obvious that the exchanges of power required 

of the ESSs are lower, which allows them to operate with a lower 

rated capacity. Specifically, the requested capacity of the ESSs was 

about 15 kW h (ESS located at bus #15) and 25 kW h (ESS located at 
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bus #16). Naturally, the reduction of power losses also decreases from 

about 20% (ρ = 0) to about 5% (ρ = 1). 

 

Fig. 3-11: ESSs daily charging/discharging cycle when r=1 

 By comparing Figs. 3-7 and 3-11, it appears that the shapes of the 

ESS power profiles are not substantially modified when the optimal 

rated values of power and energy decrease in the case of ρ = 1. This is 

because, while the optimal ESS rated capacity strictly depends on the 

values of ρ, the way in which the energy stored in the ESS is 

controlled (i.e., the ESS power profile) depends strongly on the 

network’s characteristics and its loads and resources. 
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4. Chapter 4 
2.  

Applications of Mixed Integer Linear 
Programming and Robust 
Optimization approaches for the 
optimal sizing of Distributed Energy 
Resources in smart microgrids 

 

4.1 Introduction 

This chapter presents some applications of mathematical 

programming approaches to the problem of optimally sizing, from an 

economic perspective, the Distributed Energy Resources included in a 

Microgrid, determining the optimal mix of Distributed Generators and 

Energy Storage Systems. 

Despite the strong consensus existing among researchers and 

stakeholders on the variety and importance of the advantages deriving 

from µGs in modern electrical distribution systems, their widespread 

diffusion is hindered from cost considerations and from the difficulties 

in implementing a comprehensive cost-benefit analysis and in 

identifying qualified modalities for system design and management. 

The identification of efficient methodologies for the optimal system 

design is then important to allow appropriate analyses and informed 

choices on the opportunity and feasibility of µG realizations. An 

important point involved in the µG design process, which constitutes 

the object of this chapter, is the choice and sizing of distributed energy 

resources to be installed, including both Distributed Generators (DGs) 

and Energy Storage Systems (ESSs). 

The proposed procedure is based on Mixed Integer Linear 

Programming and allows to determine the optimal sizes of Distributed 

Energy Resources which minimize the Microgrid Total Cost of 



 

 

 

 

80                                                                                                 Chapter 4 

Ownership, given location and load characteristics. The opportunities 

of Load Management related to the presence of different quotes of 

controllable load are also considered and their impact on the sizing of 

DERs investigated. 

The procedure is formulated as a quite general method that can be 

used for different microgrid architectures and different generation and 

storage technologies, although in this chapter it is applied to a grid-

connected DC microgrid with PV generation and storage system. 

Two variants of the sizing procedure are presented: the first uses a 

deterministic approach, not considering the uncertainties that affect 

design parameters, while the second uses a Robust Optimization 

approach to deal with them. In both cases, the performance of the 

sizing results against uncertainty can be estimated a-posteriori by 

means of Monte Carlo simulations. 

Numerical applications to a case study, referring to a DC µG with 

PV generation, storage and a certain amount of flexible load, are 

reported to show the effectiveness of the proposed methodology. 

Various sub-cases highlight the effects of different levels of quality of 

forecasts for different sources of uncertainty, like PV generation and 

load profiles, and allow the comparison of results of the proposed 

methodology with those corresponding to an a-priori exclusion of 

DERs installation or to the lack of consideration of the possible Load 

Management during the design phase. In the last sub-case Monte 

Carlo simulations are employed to estimate the impact of uncertainties 

on the quality of results provided from both the deterministic and the 

RO approaches. 

4.2 State of the art and assessment of the 
proposed approach 

Recently, different studies on methodologies for the optimal sizing of 

ESSs and/or DGs in power systems and µGs have been proposed in 

the literature, pointing out various element of the sizing process. 

Studies [1-5] focus on different possible objective functions related to 

economic, environmental and system operational factors, sometimes 

resorting to multi-criteria optimization methods. Studies [6-8] draw 

attention to power quality and reliability perspectives, while studies 
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[9-11] deal with the uncertainties involved in the design process by 

using probabilistic techniques. Fewer studies consider the possible 

connection between the design stage and Smart Grid scenarios, 

including control of the electric load: in [12, 13] stochastic methods 

are employed to consider the demand uncertainty in the sizing 

process, while in [14] authors implement a mixed integer linear 

programming (MILP) model for the optimization of a hybrid 

renewable energy system in residential µGs considering also the 

demand response of available controllable appliances. A MILP 

formulation has also been adopted, from a control perspective, in [15] 

with reference to a hybrid µG, aimed at optimal one day ahead 

scheduling, followed by a very short-time predictive control, while in 

[16] the methodology has been extended to simultaneously minimize 

the energy costs and to compensate waveform distortions. 

However, existing studies often don't guarantee an adequate 

representation of real conditions which affect the operation financial 

balance and thus the µG Total Cost of Ownership (TCO), 

underestimating relevant factors, e.g. the integration with smart grid 

scenarios like load management, the possibility to work both 

connected to the grid, allowing a bidirectional energy flow with 

correspondent costs and revenues, or in islanded mode, or even to 

potentially curtail sometimes non-critical loads, just to mention a few. 

Compared to the above mentioned studies, the method presented 

here  allows to properly take into account all the main factors affecting 

the economic impact of the µG DERs installation, including 

bidirectional energy flow to/from the main grid, proper consideration 

of the presence and effect of flexible loads in addition to the basic 

non-controllable load, calculation of optimal profiles for energy flows 

to/from the grid (purchase/sell of energy) and the ESSs 

(charge/discharge), possible curtailments of DGs power flows and of 

non-critical loads and control laws for flexible loads, bringing the 

following main contributions: 

• integrated design approach which considers the presence of 

both controllable and non-controllable loads, technical and 

budget constraints, bidirectional energy flow to/from the grid, 

possible curtailment of renewable generation and non-critical 

load; 
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• development of a general procedure that might be used for 

sizing purposes (in parametric analyses considering different 

distributed generation and storage technologies and different 

scenarios related to costs of DER technologies and prices of 

energy) as well as for the µG management (i.e. one day-ahead 

scheduling of all energy flows to/from the grid and to/from 

storage devices, of potential load curtailments and of running 

times of flexible loads), when considering updated forecasts of 

non-controllable loads and of power generation from DGs and 

actual energy prices; 

• efficient formulation of the sizing procedure as a Mixed 

Integer Linear Programming model, which benefits from 

guarantees of finite convergence to optimality and availability 

of efficient off-the-shelf software, and can contribute to the 

setting of an optimization framework suitable to deal with the 

various sources of uncertainty, while preserving computational 

solvability; 

• development of an implementation of the procedure based on 

the Robust Optimization paradigm, which allows to easily 

consider different levels of uncertainty in the design phase. 

4.3 Mixed Integer Linear Programming 
Formulation of DERs Optimal Sizing Problem 

In this paragraph, the proposed methodological approach for the 

optimal sizing of µG DERs is presented, with reference to a DC 

microgrid which can include DGs, EESs, controllable and non-

controllable loads and a connection to the main grid via a bidirectional 

AC-DC converter that allows bidirectional energy flows on the point-

of-common-coupling (PCC) [17]. 

For the sake of brevity only one DG technology (i.e. a PV system) 

and only one ESS technology have been considered. The ESS is not 

precisely identified but merely associated with the capacity of storing 

energy, allowing charging and discharging energy flows between the 

limits imposed from minimum and maximum state of charge (SOC) 

and with a specified round-trip efficiency. 
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4.3.1 Nomenclature 

Parameters: 
NT  Number of considered discretization time steps in one year 

NY  Years considered for life-cycle project assessments 

Δt   Duration of the time-step (h) 

Pl(t)  Load demand of non-controllable loads at time t 

PPV1(t)   Maximum generated power by 1kWp of installed PV at time 

t 

PESS,max  Storage maximum charge/discharge power per kWh (kW) 

NSL  Number of types of shiftable loads 

Ni   Number of appliances type i 

Nwi  Number of work-cycles for shiftable load i 

Dwi  Duration of each work-cycle for shiftable load i 

Pi  Constant power of shiftable load i 

tin,i  Start of the time-window for shiftable load i 

tfin,i  End of the time-window for shiftable load i 

PVacq  PV system acquisition cost (€/kW) 
PVo&m  PV system yearly O&M cost (€/kW) 
ESSacq  ESS acquisition cost (€/kWh) 
ESSo&m  ESS yearly O&M cost (€/kWh) 
Convacq  Converter acquisition cost (€/kW) 
Convo&m Converter yearly O&M cost (€/kW) 
GRysc  Grid connection yearly rent (€/kW) 
Cp(t)  Cost of energy purchased from the grid at time t (€/kWh) 
Cs(t)  Price of energy sold to the grid at time t (€/kWh) 
CCU  Cost of un-served load (€/kWh) 
Conv   Bidirectional AC-DC Converter efficiency 

r   ESS round-trip efficiency 

CLratio   Ratio of critical load to total load 

SoCmin  Minimum State of Charge of ESS 

SoCmax  Maximum State of Charge of ESS 

SoCin  Initial State of Charge of ESS (at t=0) 

SPV,max  Maximum allowed size of PV system (kW) 

SConv,max  Maximum allowed size of Bidirectional Converter (kW) 

SESS,max  Maximum allowed size of ESS (kW)   

PPCC,max  Maximum allowed size of PCC (kW)  

e   Escalation rate of grid energy price 

v   Inflation rate 

i   Interest rate 
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Invin,max  Maximum Initial Capital Investment (€) 
Decision variables: 
Ppg(t)  Power purchased from the grid at time t (kW) 

Psg(t)  Power sold to the grid at time t (kW) 

Pch(t)  Power charged to ESS at time t (kW)  

Pdch(t)  Power discharged from ESS at time t (kW)     

PPV(t)  Power fed into the microgrid from the PV system at time t 

(kW) 

PCU(t)  Power of non critical load curtailed at time t (kW) 

WESS(t)  Energy stored in ESS at time t (kWh)     

u(t)  Status of energy flow to/from the grid (1: purchase; 0: sell)  

SPV  Size of PV system (kW) 

SConv  Size of Bidirectional Converter (kW) 

SESS  Size of ESS (kWh) 

PPCC  Maximum contractual power on PCC (kW) 

yi(t)  Number of controllable appliances type “i” running at time t 
ki(t)  Number of controllable appliances type “i” starting at time t 

4.3.2 Objective function 

The µG DERs optimal sizing problem consists in determining the 

optimal sizes of the bidirectional converter and of the DERs (DGs and 

ESSs) included in the considered µG, once all the necessary 

parameters are known; specifically, hourly demand profile of the basic 

load, PV productivity and energy prices are supposed to be known 

above the predefined time horizon (i.e. derived from appropriate 

forecasts). 

The objective of the microgrid DERs optimal sizing is the 

minimization of the Total Cost of Ownership supported by the µG 

owner over a specified time horizon. With reference to the 

nomenclature reported in paragraph 4.3.1, the cost function to be 

minimized is then: Cost = SP୚(PVaୡ୯ + PV୭&௠Act) + S୉ୗୗ(ESSaୡ୯ +ESS୭&௠Act)+Sେ୭୬୴(Convaୡ୯ + Conv୭&௠Act)+PPେେGR୷ୱୡAct +∑ ቀC୮ሺtሻP୮୥ሺtሻ − CୱሺtሻPୱ୥ሺtሻቁN୘୲=1 Actୣ୬ + ∑ (Cେ୙Pେ୙ሺtሻ)ActN୘୲=1   

(1) 

where the first three terms refer to the NPV (net present value) of the 

total cost of PV system, energy storage system, and bidirectional 
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converter respectively, the fourth term refers to the contractual cost 

for the grid connection on the PCC, while the fifth term refers to the 

sum of cost of energy purchased from the grid and profit of energy 

sold to the grid and the last term to the cost caused by the curtailment 

of some amount of non-critical load over the specified time horizon. 

Costs borne year by year (i.e. O&M costs, grid connection costs 

and energy costs) are multiplied by suitable discount rates (Act and 

Acten) which consider interest rate, energy escalation rate, inflation 

rate, and are calculated as follows: 

Act = ∑ (1 + v1 + i )୷NY
୷=1  (2) 

Actୣ୬ = ∑ (1 + e1 + i)୷NY
୷=1  (3) 

where v is the interest rate, i the inflation rate, e the energy escalation 

rate. 

The decision variables of the optimization problem are listed in 

Section 2. Among them, scalar variables referred to sub-systems sizes (i.e.: 

SConv, SPV, SESS) and contractual power on the PCC (PPCC) are the 

answer to the µG optimal sizing problem. Other variables, which deal with 

the system optimal management, are calculated for each time step in the 

discretized planning horizon of the system (vector variables of dimension 

NT), and can be used for day-ahead scheduling of the various µG sub-

systems. 

4.3.3 Constraints 

In the following the constraints that complete the optimization model 

are described. 

4.3.3.1 Power Balance Constraint 

The power balance constraint can be expressed at each time step as 

follows: ηେ୭୬୴P୮୥ሺtሻ + PP୚ሺtሻ + Pୢ ୡ୦ሺtሻ = (4) 
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( 1ηେ୭୬୴) Pୱ୥ሺtሻ + Pୡ୦ሺtሻ + P୪ሺtሻ + ∑ሺy୧ሺtሻP୧ሻ − Pୡ୳ሺtሻN��
୧=1  

where the terms at the LHS refer, respectively, to powers imported 

from the grid, produced from the PV system and discharged from the 

ESS, while those at the RHS refer to powers sold to the grid, charged 

to the ESS, supplied to base load and to smart loads and finally to the 

curtailed load. 

4.3.3.2 Constraints on power produced from the DGs 

The power PPV(t) extracted from the PV system at each time step is 

always not greater than the specific productivity at the same time t 

multiplied by the size of the PV system:  PP୚ሺtሻ ൑ SP୚PP୚1ሺtሻ (5) 

4.3.3.3 Constraints on charging and discharging power of 
ESSs 

At each time step the power of the ESS must be in the allowed range 

limited by the ESS capacity (SESS) and the parameter PESS,max 

(ESS maximum charge/discharge power per kWh):  Pୡ୦ሺtሻ ൑ P୉ୗୗ,୫a୶S୉ୗୗ (6) Pୢ ୡ୦ሺtሻ ൑ P୉ୗୗ,୫a୶S୉ୗୗ (7) 

4.3.3.4 Constraints on energy stored in ESSs 

The following constraints are related to the energy stored in the ESS at 

each time step: W୉ୗୗሺ1ሻ = SoC୧୬S୉ୗୗ + (η୰Pୡ୦ሺ1ሻ − Pୢ ୡ୦ሺ1ሻ)Δt (8) W୉ୗୗሺtሻ = W୉ୗୗሺt − 1ሻ + (η୰Pୡ୦ሺtሻ − Pୢ ୡ୦ሺtሻ)Δt (9)  W୉ୗୗሺtሻ ൒ SoC୫୧୬S୉ୗୗ (10)  W୉ୗୗሺtሻ ൑ SoC୫a୶S୉ୗୗ (11) 
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Equations (8) and (9) calculate the level of energy stored in the 

ESS at each time t based on the level of energy of the preceding time-

step and on the power used to charge or discharge the ESS. 

Inequalities (10) and (11) force the level of energy in the ESS at each 

time t to respect limits based on predefined min and max SoC. 

4.3.3.5 Constraints on size of sub-systems 

The size of individual sub-systems can be limited due to different 

causes, like restrictions in available space or various regulatory, 

technical or physical constraints, other than for financial reasons that 

will be addressed later. 

A set of inequalities is then used to express these limits: SP୚ ൑ SP୚,୫a୶  (12) Sେ୭୬୴ ൑ Sେ୭୬୴,୫a୶  (13) S୉ୗୗ ൑ S୉ୗୗ,୫a୶  (14) PPେେ ൑ PPେେ,୫a୶  (15) 

4.3.3.6 Constraints on power exchanged with the grid 

The power exchanged with the grid in both input and output directions 

at each time step has to abide by constraints pertinent to the 

bidirectional converter size (i.e. nominal power in kW) and to the 

contractual power on the PCC: P୮୥ሺtሻ ൑ MinሺSେ୭୬୴,୮ሺtሻ, PPେେሻ (16) Pୱ୥ሺtሻ ൑ MinሺSେ୭୬୴,ୱሺtሻ, PPେେሻ (17) 

Inequalities (16) and (17) make use of auxiliary variables SConv,p(t) 

and SConv,s(t) that, starting from the value of SConv and making use also 

of the binary variable u(t), were modeled in such a way to prevent 

Ppg(t) and Psg(t) to be simultaneously different from zero (see 

Appendix C), i.e. to prevent solutions where energy is sold to the grid 

and bought from the grid at the same time, which is physically 

impossible on a single PCC. 
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4.3.3.7 Constraints on controllable loads 

The following set of equalities and inequalities is used to model the 

mode of operation and the scheduling of controllable loads, which 

have to complete each day a given number of working cycles of given 

duration throughout fixed time windows: ∑ y୧ሺtሻ୲fi౤,i୲=୲i౤,i = N୧Nw୧Dw୧  (18) ∑ k୧ሺtሻ୲fi౤,i−ୈ୵i୲=୲i౤,i = N୧Nw୧  (19) y୧ሺt୧୬,୧ሻ = k୧ሺt୧୬,୧ሻ  (20) y୧ሺtሻ = y୧ሺt − 1ሻ + k୧ሺtሻ  (21) 

for all t in (tin,i+1.. tin,i+ Dwi-1), y୧ሺtሻ = y୧ሺt − 1ሻ + k୧ሺtሻ − k୧ሺt − Dw୧ሻ  (22) 

for all t in (tin,i+Dwi .. tfin,i), y୧ሺtሻ ൑ N୧  (23) 

for all t in (tin,i .. tfin,i). 

Equations (18)-(23) have to be implemented for each day of the 

considered time horizon and for all i in (1 .. NSL). The integer variable 

yi(t) represent the number of appliances of type i running at time t, 

whereas the integer variable ki(t) represent the number of appliances 

of type i starting at time t. 

Equation (18) guarantees that all the appliances complete their 

working-cycles in the time horizon of the prefixed shifting window. 

Equation (19) guarantees that all the appliances start their working-

cycles in the time horizon of the prefixed shifting window. Equations 

(20)-(22) state the balance of working appliances at each time-slot t, 

while equation (23) limits the number of appliances of type i working 

in each time-slot with respect to the total number of type-i appliances. 

4.3.3.8 Constraints on load curtailment 

The load potentially not served at each time step t must always be 

limited by the proportion of critical load (which, by definition, cannot 

be curtailed): 
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Pେ୙ሺtሻ ൑ ሺ1 − CL୰a୲୧୭ሻP୪ሺtሻ  (24) 

According to (24), the curtailable load is the proportion of non-

controllable load which is considered not critical. 

4.3.3.9 Constraints on initial investment cost 

The following inequality guarantees that the initial acquisition cost for 

DERs and bidirectional Converter is not bigger than the fixed 

maximum capital available for investment: �������� + ����������+��௢௡��݊݋���� ൑ �݊��௡,௠��  (25) 

4.4 Scenario Based Robust Formulation of the 
Microgrid DERs Optimal Sizing Problem 

This Section presents a straightforward scenario based Robust 

Optimization (RO) variant of the optimal sizing procedure described 

in Section 4.3; in Section 4.5, results of the two approaches (i.e. 

deterministic and robust) will be compared with reference to a case 

study. 

As is well known, RO is a viable optimization technique when 

uncertainty in the input data can be bounded within a well described 

region, and focuses on finding a solution that is always feasible when 

uncertain quantities take values within that region and optimal with 

respect to the worst case of all their admissible realizations [18]. 

Among different bounding techniques of the uncertainty set (i.e. 

the region in which uncertain quantities can take values), scenarios are 

an efficient way of characterizing robust optimization problems when 

historical realizations of the uncertain quantities are available. Under 

these circumstances, one can impose that one or more constraints are 

satisfied for each record of the uncertain quantities in the database of 

historical data, looking for robustness against them. 

4.4.1 Modifications of the MILP formulation to achieve 
scenario-based robustness against load variations 

In the following, scenario based robustness against variations of the 

non-controllable load Pl(t) will be considered. We assume to know 
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hourly realizations of the non-controllable load Pl(t) for a certain 

number of years in the past, and intend to achieve robustness of sizing 

results against realizations of the non-controllable load within this 

historical database. 

To characterize the uncertainty of the power demand from 

electrical loads, we introduce the uncertain variable UD(t), which 

represent the possible deviation of the actual non-controllable load at 

time t, say Plact(t), from its forecasted value Pl(t), and, following the 

rules of the scenario based approach, can take values in the set of all 

available past realizations of Plact(t)-Pl(t). 

That being said, in the formulation of the optimal sizing problem 

(1)-(25), the power balance constraint (4) must be reformulated as 

follow: P୪ሺtሻ + UDሺtሻ ൑ ηେ୭୬୴P୮୥ሺtሻ + PP୚ሺtሻ + Pୢ ୡ୦ሺtሻ + − ቀ 1ηC౥౤vቁ Pୱ୥ሺtሻ − Pୡ୦ሺtሻ − ∑ ሺy୧ሺtሻP୧ሻ + Pୡ୳ሺtሻN��୧=1   
ሺ4’ሻ 

No other relation of the original formulation needs to be modified, 

if only uncertainties on the demand from non-controllable loads are 

considered, and we don’t want to modify the constraint (24) on the 

maximum amount of curtailable load. It’s worth noting that, while the 
variable Pl(t) is not used in the formulation of the objective function 

(1), it equally affects its value through the constraints. 

4.5 Numerical applications 

4.5.1 Case Study 

In this section, the proposed µG DERs optimal sizing procedure is 

applied to the DC µG shown in Figure 4-1, which includes a DC bus 

connected to the main grid on the PCC via a bidirectional converter, 

non-controllable and controllable loads, a PV system and an ESS. 
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Fig. 4-1: Considered DC Microgrid 

4.5.2 Input data 

4.5.2.1 Parameters Values 

Table 4-1 reports values for the general parameters involved in the 

MILP model, while Table 4-2 reports values for the cost parameters. 

Table 4-1: General parameters 

Parameter Value Parameter Value 

NT 8760 Conv 0.93 

NY 25 r 0.86 

Δt 1 h SoCmin 0.2 

PESS,max 0,5 kW/kWh SOCmax 0.95 

NSL 1 SoCin 0.5 

N1 10 

SPV,max, 

SConv,max, PPCC,max 1 MW 

Nw1 2 SESS,max 1 MWh 

Dw1 2 h e 0.025 

P1 5 kW v 0.015 

tin,1 10:00 i 0.020 

tfin,1 23:00   



 

 

 

 

92                                                                                                 Chapter 4 

Table 4-2: Cost parameters 

Parameter Value 

PVacq 1.5ŖŖ €/kW [19]  

PVo&m ŘŖ €/kW  
ESSacq śŖŖ €/kWh 

ESSo&m ŗŖ €/kWh 

INVacq śŖŖ €/kW [14]  

INVo&m ŗŖ €/kW 

GRysc ŘŖ €/kW 

Cp(t) Ŗ.ŗŘŖ €/kWh from Ŗ:ŖŖ to Ŝ:ŖŖ and from Řř:ŖŖ to ŘŚ:ŖŖ 

 Ŗ.Řřř €/kWh from 7:00 to 23:00 [20]  

Cs(t) Ŗ.Ŗř9 €/kWh [21]  

CCU ŗś €/kWh [22]  

Invin,max ŗŖ,ŖŖŖ,ŖŖŖ € 

4.5.2.2 Electrical Load 

The forecast of load profiles is a critical point which can strongly 

affect results of the design process: a better knowledge of the 

electrical load could allow more suitable predictions of load profiles 

and better results from the design process, as it can be intuitively 

understood and will be showed from simulation data. On the other 

side, in most cases there aren’t sufficient available data to properly 
characterize the electrical load along with hourly profiles of power 

demand. 

For the considered case study (referring to an industrial facility 

located near Naples), ten years of registrations of power absorption 

were available. The mean yearly total energy demand has amounted to 

393.000 kWh and for DERs sizing purposes it has been split in two 

parts, one related to the non-controllable load, set to 320.000 kWh, 

and one related to the controllable load that, given the characteristics 

stated in Tab. 4-1, requires 73.000 kWh per year. 

Table 4-3 reports the detail of yearly energy demands for each 

year from 2007 to 2016. 
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Table 4-3: Yearly energy demands (2007-2016) 

Year 

Energy demand 

non-controllable 

load 

(kWh) 

Energy demand 

controllable load 

(kWh) 

Energy demand  

total load 

(kWh) 

2007 307.200 73.000 380.200 

2008 332.800 73.000 405.800 

2009 310.400 73.000 383.400 

2010 313.600 73.000 386.600 

2011 320.000 73.000 393.000 

2012 307.200 73.000 380.200 

2013 352.000 73.000 425.000 

2014 310.400 73.000 383.400 

2015 324.800 73.000 397.800 

2016 321.600 73.000 394.600 

 

From the processing of raw data, three different daily profiles of 

hourly power demand from non-controllable loads were derived for 

the typical days (i.e. working day, non-working day and day before a 

holiday). Data were not differentiated among various months because 

there was little difference in the monthly energy demands. 

A fourth hourly profile of power demand has been calculated, in 

order to consider situations where detailed information on the µG load 

is unavailable: an “average day” profile has then been derived from 
data provided by the Italian Transmission System Operator (TSO), 

related to the whole power demand on the national grid, that are 

publicly available via the website of the European Network of 

Transmission System Operators for Electricity [23].  

Figure 4-2 shows the above described hourly profiles and points 

out the different patterns in power absorption between the various 

typical days, which are obviously disregarded when one considers 

only the average day. 
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Fig. 4-2: Hourly power demand in typical days 

4.5.2.3 PV Production 

The hourly specific production of the PV generator has been 

calculated starting from data derived from the Photovoltaic 

Geographical Information System of the European Community, 

(PVGIS) [24], which provides, for a given location and for specified 

PV technology and modules orientation, the expected specific 

production along with the hourly solar irradiation of the typical day 

for each month. 

The location of Naples (Italy) has been chosen, with crystalline 

silicon PV technology and the optimal inclination and orientation 

suggested from the PVGIS application: 

• Latitude:     40°51'6" North 

• Longitude:    14°16'5" East 

• Inclination of modules (tilt):   34 deg. 

• Orientation (azimuth) of modules:  -1 deg. 

The forecasted productivity (yearly specific production) for a PV 

system with the above listed characteristics amounts to 1464 

kWh/kW. 
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Table 4-4 reports the average daily production data provided from 

PVGIS for each month. 

Table 4-4: Average daily electricity production Ed (kWh/kW) from PV 

system 

Month Ed Month Ed 

1 2.48 7 5.31 

2 3.28 8 5.14 

3 4.10 9 4.47 

4 4.54 10 3.79 

5 4.85 11 2.69 

6 5.09 12 2.43 

Figure 4-3 shows hourly production data for the average day of 

each month, calculated from the total daily production by scaling it 

proportionally to hourly irradiation levels. 

 

Fig. 4-3: Power produced by 1 kW of PV in the average day of each month 

It shall be noted that, while the curves of Figure 4-3 seem to refer 

solely to clear sky conditions, they are only used in the design phase 

to evaluate the expected contribution of PV generation, whereas in 

Monte Carlo tests of par. 5.3.4 the actual power produced at each time 
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from the PV system is calculated altering the mean values provided by 

these curves by way of suitable probability distribution functions 

(PDFs). 

4.5.3 Results 

4.5.3.1 Case 1: reference case 

Table 4-5 reports the results of the deterministic optimal sizing 

procedure that has been run two times with load profiles based on 

those described in paragraph 4.5.2 (case 1a: average day, case 1b: 

typical days). 

Table 4-5: Optimal sizing results for Case 1 

Item 
Value 

Case 1a 

Value 

Case 1b 

TCO ǻ€Ǽ 1,020,110 1,112,140 

Annualized cost ǻ€Ǽ 40,805 44,486 

Contractual Power on PCC (kW) 31 44 

Converter size (kW) 31 44 

PV system size (kW) 249 270 

ESS size (kWh) 396 446 

Total Initial Cost (€) 587,000 650,000 

Table 4-5 shows the effect of a less regular load evolution along 

the days of the week, with case 1b characterized by a TCO about 9% 

greater than the one of case 1a. On the other hand, the use of more 

pertinent load patterns commits to more robust results, as it will be 

shown in paragraph 4.5.3.5, then Case 1b will be used in the following 

as the reference case. 

Table 4-6 reports the yearly energy balance for Case 1b. As 

expected, the algebraic sum of all input and output energy flows on 

the DC bus is null (considering the AC-DC converter efficiency), 

while the ratio between the energy related to ESS discharging and 

charging is equal to the assigned roundtrip efficiency of the ESS. 
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Table 4-6: Yearly energy balance for case 1b 

Parameter Value [kWh] 

Energy used by loads 393,000 

Energy produced by PV system 394,320 

Energy purchased from the grid 75,619 

Energy sold to the grid 49,692 

Energy for ESS charging 130,088 

Energy from ESS discharging 111,876 

Energy not supplied to loads (load curtailment) 0 

Results from Table 4-6 also show that no load curtailment has 

been operated (then it has been proved to be uneconomical, at least 

with the assigned parameter values) and that the renewable generator 

(i.e. the PV system) fulfils the large majority of the µG energy 

demand, as less than 20% of it is purchased from the grid. 

Figure 4-4 shows power profiles of the main microgrid sub-

systems during three consecutive typical days (i.e. from Friday to 

Sunday) for case 1b. Continuous lines represent power output from 

the DC bus, dashed lines represent power input to the DC bus. 

 

Figure 4-4. Power profiles of main microgrid sub-systems 

It is worth noting that in the daylight hours the power produced 

from the PV system (Ppv) is used to feed both controllable (Pl_c) and 

non-controllable (Pl_nc) loads while charging the ESS (Pch) and 

selling the excess power to the grid (Psg), whereas when there is no 

PV production the load is fed by power bought from the grid in hours 

of low energy price and obtained from the discharging of the ESS in 
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hours of high energy price. It is then demonstrated that the described 

optimization procedure produces a proper dispatching of the various 

µG sub-systems. 

4.5.3.2 Case 2: a priori exclusion of DERs installation 

The deterministic optimal sizing procedure is repeated three times, 

with reference to the same µG and the same load and PV power 

profiles of Case 1b, but imposing respectively the absence of the PV 

System (Case 2a), of the Energy Storage System (Case 2b) and of 

both of them (Case 2c). Table 4-7 reports the results of Case 2 and the 

comparison with those of Case 1b. 

Table 4-7. Optimal sizing results for Case 2 

Item 
Value 

Case 2a 

Value 

Case 2b 

Value 

Case 2c 

Value 

Case 1b 

TCO ǻ€Ǽ 2,370,850 1,338,080 2,383,160 1,112,140 

Annualized cost ǻ€Ǽ 94,834 53,524 95,326 44,486 

PCC Contractual Power (kW) 61 56 72 44 

Converter size (kW) 61 56 72 44 

PV system size (kW) 0 187 0 270 

ESS size (kWh) 144 0 0 446 

Total Initial Cost (€) 102,500 308,500 36,000 650,000 

The comparison of results from cases 1 and 2 clearly shows the 

advantage deriving from increasing degrees of freedom in the 

planning phase: indeed, the installation of optimally sized DERs 

causes a greater initial cost (i.e. the cost of acquisition of PV system, 

ESS and bidirectional converter), but enlarges the possibilities of 

supplying the load, allowing a better energy management during the 

µG operation and finally the reduction of its TCO. 

4.5.3.3 Case 3: no control of smart loads 

In Case 3 the deterministic optimal sizing procedure has been applied 

as in Case 1b, except because there is no control of smart loads. The 

total yearly energy demand has been maintained equal to that of Case 

1b through an appropriate increase of the non-controllable load, 

preserving the hourly profiles of the typical days. 
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Table 4-8 reports the results of Case 3 and the comparison with 

those of Case 1b. 

Table 4-8. Optimal sizing results for Case 3. 

Item 
Value 

Case 3 

Value 

Case 1b 

TCO ǻ€Ǽ 1,257,410 1,112,140 

Annualized cost ǻ€Ǽ 50,296 44,486 

PCC Contractual Power (kW) 54 44 

Converter size (kW) 54 44 

PV system size (kW) 270 270 

ESS size (kWh) 560 446 

Total Initial Cost ǻ€Ǽ 712,000 650,000 

Results show the advantage brought by the optimal management 

of the flexible loads: the reduction of costs with proper control of 

flexible loads is around 13%; an increased percentage of the 

controllable load (that in the selected case study represent a few less 

than 20% of the total demand) would most likely allow more 

significant savings, as well as the eventual opportunity to activate part 

of the controllable load in off-peak hours. 

It’s worth noting that, if the optimization procedure is run again, 
allowing the optimal control of flexible loads but with DERs sizes 

fixed at values calculated in Case 3, the resulting TCO amounts to € 
1,170,550, which is only 5% bigger that the one of Case 1b. The 

advantage of considering the chance to optimally manage the flexible 

loads already from the sizing phase seems then to be confirmed but 

could be further investigated and quantified. 

4.5.3.4 Case 4: sensitivity analyses 

This paragraph presents results of sensitivity analyses implemented to 

highlight the effect of variations of diverse input data on the overall 

results of the optimal sizing procedure. The aim is to identify the 

parameters whose variation mainly affects the results of the 

optimization procedure, both in terms of DERs sizing and of 

economic system performance achievable with DERs sizes fixed to 

nominal values. 
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Sensitivity analyses have been implemented against variation of 

the following parameters: 

• PV / ESS / Converter acquisition cost (PVaq / ESSaq / 

CONVaq); 

• cost of energy purchased from the grid (Cp); 

• solar irradiation (PVirr), which affects the PV specific 

productivity; 

• global demand of non-controllable and controllable loads 

(PLoad). 

Each of the above mentioned parameters has been independently 

varied between -50% and +50% of the nominal value used in Case 1b, 

and the optimization procedure has been run two times, the first one to 

calculate the correspondent optimal DERs sizes and annualized TCOs 

(ATCO), the second one with DERs sizes fixed to the values 

calculated in Case 1b and allowing only the optimal management of 

the system to derive the correspondent annualized TCO (ATCO’). 
Tables 4-9a – 4-9f and Figures 4-5a – 4-5f, 4-6a – 4-6f show results of 

the sensitivity analyses in terms of optimal DERs sizes and ATCOs. 

Table 4-9a:Variation of Optimal DERs Sizes and ATCOs against PVaq 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

P
V

a
q

 

-50% 489 44 335  € 36.001   € 36.390  
-40% 495 44 300  € 37.970   € 38.010  
-30% 474 44 278  € 39.703   € 39.630  
-20% 447 44 275  € 41.231   € 41.250  
-10% 448 44 270  € 42.910   € 42.870  

0% 446 44 269  € 44.486   € 44.490  
10% 483 43 272  € 46.414   € 46.110  
20% 481 43 269  € 48.074   € 47.730  
30% 457 44 264  € 49.490   € 49.350  
40% 479 43 263  € 51.237   € 50.970  
50% 479 43 263  € 52.815   € 52.590  

Var%4 11% 3% 27% 38% 36% 

                                                     
4 Var% = (Max-Min)/Nom, with reference to maximum, minimum and nominal 

values of each column, where the nominal value is that of the reference Case 1b 
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Figure 4-5a: Variation of Optimal DERs Sizes (kW) against PVaq 

 

Figure 4-6a: Variation of annualized TCOs against PVaq 
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Table 4-9b: Variation of Optimal DERs Sizes and ATCOs against ESSaq 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

E
S

S
a

q
 

-50% 568 35 296  €      39.951   €      40.030  
-40% 495 43 281  €      40.855   €      40.922  
-30% 476 43 272  €      41.918   €      41.814  
-20% 460 43 273  €      42.699   €      42.706  
-10% 448 44 271  €      43.603   €      43.598  

0% 446 44 269  €      44.486   €      44.490  

10% 456 44 267  €      45.561   €      45.382  
20% 456 44 267  €      46.465   €      46.274  
30% 456 44 267  €      47.371   €      47.166  
40% 456 44 268  €      48.245   €      48.058  
50% 435 44 266  €      48.980   €      48.950  

Var% 30% 20% 11% 20% 20% 

 

 

Figure 4-5b: Variation of Optimal DERs Sizes (kW) against ESSaq 
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Figure 4-6b: Variation of Annualized TCOs against ESSaq 

 

 

Table 4-9c: Variation of Optimal DERs Sizes and ATCOs against 

CONVaq 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

C
O

N
V

a
q

 

-50% 469 44 270  €      44.268   €      44.050  
-40% 456 44 267  €      44.305   €      44.138  
-30% 475 44 272  €      44.467   €      44.226  
-20% 469 43 270  €      44.528   €      44.314  
-10% 469 43 270  €      44.597   €      44.402  

0% 446 44 269  €      44.486   €      44.490  
10% 452 43 270  €      44.640   €      44.578  
20% 446 44 269  €      44.677   €      44.666  
30% 446 44 269  €      44.763   €      44.754  
40% 446 44 270  €      44.842   €      44.842  
50% 446 44 271  €      44.933   €      44.930  

Var% 7% 1% 2% 1% 2% 
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Figure 4-5c: Variation of Optimal DERs Sizes (kW) against CONVaq 

 

 

 

Figure 4-6c: Variation of Annualized TCOs against CONVaq 
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Table 4-9d: Variation of Optimal DERs Sizes and ATCOs against Cp 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

C
p

 

-50% 51 51 169  €      34.647   €      40.492  
-40% 85 49 176  €      37.996   €      41.292  
-30% 219 44 209  €      41.068   €      42.092  
-20% 447 44 262  €      43.128   €      42.891  
-10% 456 44 267  €      43.765   €      43.691  

0% 446 44 269  €      44.486   €      44.490  
10% 465 44 276  €      45.272   €      45.290  
20% 476 43 281  €      45.946   €      46.089  
30% 536 44 291  €      46.957   €      46.889  
40% 603 33 312  €      47.111   €      47.688  
50% 659 29 325  €      47.346   €      48.488  

Var% 136% 49% 58% 29% 18% 

 

 

 

Figure 4-5d: Variation of Optimal DERs Sizes (kW) against Cp 
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Figure 4-6d: Variation of Annualized TCOs against Cp 

 

 

 

Table 4-9e: Variation of Optimal DERs Sizes and ATCOs against PVirr 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

P
V

ir
r 

-50% 252 50 403  €      64.051   €      75.848  
-40% 471 44 426  €      58.632   €      67.360  
-30% 454 45 369  €      53.584   €      60.419  
-20% 457 44 328  €      49.910   €      54.159  
-10% 480 44 298  €      47.256   €      48.012  

0% 446 44 269  €      44.486   €      44.490  
10% 447 44 249  €      42.570   €      42.843  
20% 448 44 229  €      40.916   €      41.417  
30% 461 44 213  €      39.622   €      40.201  
40% 473 44 217  €      38.299   €      39.377  
50% 473 44 198  €      37.234   €      38.961  

Var% 51% 14% 85% 60% 83% 
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Figure 4-5e: Variation of Optimal DERs Sizes (kW) against PVirr 

 

 

 

 

 

Figure 4-6e: Variation of Annualized TCOs against PVirr 
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Table 4-9f: Variation of Optimal DERs Sizes and ATCOs against PLoad 

SESS 
[kW] 

SCONV 
[kW] 

SPV 
[kW] 

ATCO 
 

ATCO' 
 

P
L

o
a

d
 

-50% 228 22 134  €      22.323   €      29.672  
-40% 281 26 165  €      26.755   €      31.678  
-30% 335 31 191  €      31.313   €      34.534  
-20% 358 35 215  €      35.627   €      37.650  
-10% 426 39 244  €      40.259   €      40.811  

0% 446 44 269  €      44.486   €      44.490  
10% 502 48 294  €      49.112   €      50.321  
20% 557 53 329  €      53.487   €      57.668  
30% 593 57 349  €      58.010   €      65.658  
40% 639 61 374  €      62.502   €      76.299  
50% 703 65 412  €      66.888   €    176.832  

Var% 107% 98% 103% 100% 331% 

 

 

 

 

Figure 4-5f: Variation of Optimal DERs Sizes (kW) against PLoad 
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Figure 4-6f: Variation of Annualized TCOs against PLoad 
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between ATCOs correspondent to DERs optimally sized and 

DERs fixed to values calculated in Case 1b5; therefore, those 

parameters are strong candidates to be further investigated in 

their effects on the optimal sizing procedure. 

4.5.3.5 Case 5: Monte Carlo tests on the deterministic sizing 

In this paragraph, the Monte Carlo method is applied to verify the 

results of the deterministic sizing procedure against the uncertainties 

affecting the input data of the optimization problem (specifically, 

among the various uncertain parameters, only deviations of hourly 

load and solar radiation against the expected values considered in the 

design phase have been considered). 

The Monte Carlo method is applied considering Gaussian 

probability distribution functions (PDFs) both for the non-controllable 

load and for the solar radiation. For each instance, values extracted 

from the above-mentioned PDFs are used to modify the profiles of 

non-controllable load and of PV system productivity, then the 

optimization model is solved using these modified profiles and 

maintaining the sizes of the bidirectional converter, the PV system and 

the ESS found in cases 1a and 1b, thus allowing only the optimal 

management of the µG, with deterministically sized DERs. 

Figure 4-7 shows the overlapping of load profiles of typical days 

(used as the basis for the optimal sizing) with those corresponding to 

the first instance of Monte Carlo simulations. 

                                                     
5 The dramatic increase of ATCO reported in table 4-9f for the case with +50% 

variation of global energy demand from loads and DERs sized as in Case 1b is due 

to the fact that these DERs sizes don’t allow to fulfill the increased energy demand 
and then a large amount of electrical load is curtailed, resulting in a very high cost 

for unserved load. 
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Figure 4-7: Typical days load profiles Vs Monte Carlo modified load profiles (1st 
instance) 

Table 4-10 reports results of Monte Carlo simulations based on 

modifications of load profiles described in paragraph 4.5.2.2 for the 

typical working day, non-working day and day before a holiday, for 

the following subcases: 

• Case 5a: DERs sized as in case 1a (based on the average day), 

standard deviations of the Gaussian PDFs set at 10%, 

• Case 5b: same as case 5a except for DERs sized as in case 1b 

(based on typical days), 

• Case 5c: same as case 5b except for standard deviations of the 

Gaussian PDFs set at 20%, 

• Case 5d: same as case 5c except for total energy demand from 

non-controllable loads increased by 20%. 

Monte Carlo simulations have been implemented, for each sub-

case, with size of 100 samples for each instance, obtaining standard 

deviations in resulting TCOs lesser than 1% of the mean value6. 

                                                     
6  Monte Carlo tests with size of 1000 samples for instance showed no significative 

improvements regarding the stability of results in terms of standard deviations of the 

calculated TCOs 
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Table 4-10: TCOs for Case 5 and comparison with previous cases 

Case TCO ǻ€Ǽ 
Case 5a (sizing based on average day, =0.10) 

         mean 

         ratio to TCO of case ŗa ǻ€ ŗ,ŖŘŖ,ŗŗŖǼ 
1,175,800 

+15.3% 

Case 5b (sizing based on typical days, =0.10) 

         mean 

         ratio to TCO of case 1b ǻ€ ŗ,Ŗ59,380) 

 

1,120,066 

+0.7% 

Case 5c (sizing based on typical days, =0.20) 

         mean 

         ratio to TCO of case 1b ǻ€ ŗ,Ŗ59,380) 

1,136,671 

+2.2% 

Case 5d (sizing based on typical days, =0.20, load x1.2) 

         mean 

         ratio to TCO of case 1b ǻ€ ŗ,Ŗ59,380) 

1,417,342 

+27.4% 

Table 4-10 highlights the dependency of the optimization results 

from the accuracy of load profiles used as input data. 

Results show that the sizing based on load profiles of typical days 

performs quite well, even considering increasing uncertainty levels, 

with resulting TCOs not far from that of the corresponding optimal 

deterministic sizing (cases 5b and 5c), and seems to be sufficiently 

resilient also again an unpredicted increase of the total demand (case 

5d), while the sizing based on less sophisticated input data is not 

equally efficient (case 5a). 

It is then confirmed that the availability of suitable predictions of 

load power profiles is a key factor to achieve best results from the 

optimal sizing process. However, the comparison of tables 4-7 and 4-

10 demonstrates that the optimal sizing procedure, also when based on 

less sophisticated input data, brings to economic results much better 

than those produced from an a priori exclusion of the DERs 

installation. 

4.5.3.6 Case 6: scenario based Robust Optimization against 
load uncertainties 

In this paragraph, the scenario based RO sizing procedure described in 

paragraph 4.4 is applied to the case study.  



 

 

 

 

113                                                                                                 Chapter 4 

In order to study the effect of different degrees of uncertainty, 5 

series of 10 years of hourly demands from the non-controllable load 

have been artificially created starting from the typical days of Case 1b, 

by adding to each value of Pl(t) a quantity determined by the 

multiplication of a random number (with values in the interval [0,1]) 

and an “uncertainty level” ul (with values in 0, 10%, 20%, 30%, 

40% for cases 6a-6e). Finally, the real historical values derived from 

the available registrations of power demand were considered for the 

non-controllable load (case 6f). 

Tables 4-11 reports the results of the scenario based RO sizing 

procedure, described in paragraph 4.4, applied to the case study on the 

basis of the above-mentioned modalities. 

Table 4-11: Optimal sizing results for Case 6 

 

The Total Initial Cost refers, as usual, to the sum of acquisition 

costs of the bidirectional converter, the PV system and the ESS, and 

its evolution along with the uncertainty level shows the 

correspondently increasing “price of robustness”. On the other hand, 
the bigger sizes of DERs calculated with the RO approach for each 

different uncertainty level allow the reduction of operation costs, 

thanks to more energy produced by the PV system and more 

flexibility in storing and exchanging electric energy with the grid. 

It’s worth noting that DERs sizes pretty similar to those of Table 
4-11 (generally a bit larger) can be obtained by adopting the 

deterministic formulation of the optimal sizing procedure, if each 

hourly value of the non-controllable load Pl(t) is incremented by 

percentages equal to the uncertainty levels considered in case 6. 
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To investigate the overall effect of bigger initial costs and reduced 

operating costs, a new round of Monte Carlo simulations has been 

implemented, testing all the sizings reported in Table 4-11 against 

variations of PV productivity and load profiles, obtained from 

Gaussian PDFs with standard deviations set at 20%, as in Case 5c, per 

different levels of increase of the total energy demand from non-

controllable loads (i.e. load scaling factor, lsf). 

Table 4-12 reports results of Monte Carlo simulations (again 

implemented with size of 100 samples for each instance) in terms of 

mean TCOs. In correspondence with each level of lsf, the minimum of 

the mean TCOs for sub-cases 6a-6f is highlighted. Moreover, for each 

value of mean TCO, two percent values are listed for comparative 

purposes: the first one is to be read on a “per row” basis and shows, 
for each value of lsf, the ratios of TCOs of all sub-cases 6a-6e to the 

minimum of them; the second percent value is to be read on a “per 
column” basis and shows, for each sub-case, the trend of increase of 

the TCO along with the lsf. 

Table 4-12. Mean TCOs (€) of Monte Carlo tests with DERs optimal sizes 
from results of Case 6. 

 

Different interesting points can be made by observing results of 

Case 6 in Table 4-12: 
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• as expected, when lsf increases, minimum values of TCO are 

found with increased level of uncertainty considered in the 

sizing phase (which implies bigger sizes of DERs); 

• considering the row for lsf=1.0, the first percent values of 

TCOs show the effect of compensation between bigger initial 

costs and smaller operating costs, so that the price of 

robustness in terms of TCOs seems to be much less significant 

than it appeared in Table 4-11 (for example, the comparison of 

sub-cases 6e and 6a points out a ratio of TCOs equal to 106%, 

whereas the ratio of initial costs is 132%); 

• considering the values of TCOs in each column, the second 

percent values have a quasi-linear trend for all sub-cases and 

demonstrate the positive effect of more robust sizings, which 

guarantee smaller ratios between lsf and the increase of TCO; 

there is an exception for Case 6a, where the value of TCO for 

lsf=1.4 show a dramatic increase, because of the inability of 

the under-sized bidirectional converter and DERs to fulfill the 

electrical demand, which causes a considerable amount of load 

curtailment and consequently a large cost due to the high value 

set for the parameter CCU; 

• knowledges of decision theory could be applied to the results 

reported in Table 4-12 to help a decision maker in the choice 

among various sizing alternatives, for example by attributing a 

probability to each value of lsf and then calculating different 

indices like the expected value of the mean TCO or suitable 

regret functions. 

4.5.4 Software used and computational effort 

The MILP formulation of the sizing problem through equalities and 

inequalities (1)-(25) has been implemented on FICO XPress 

Optimization Suite®, while the setting up of input data has been 

implemented in Matlab®. 

Each instance of the complete deterministic formulation, with 

Δt=1h and NT=8760, uses circa 90,000 variables, including 8,760 
binary variables (i.e. u(t)) and 17,520 integer variables (i.e. y(t) and 

k(t)), and usually converges to an optimal solution in less than 5 min 
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on a Windows® based notebook with Intel Core i5® processor and 16 

Gb of RAM. 
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Appendix A 

Power losses in DC network, a simple analytical 
expression derived by application of the 
superposition principle 

The aim of this paragraph is to derive a simple analytical expression 

of the power losses caused by the circulation of currents through the 

resistances of branch lines connecting the nodes of a DC network, 

depending on the nodal currents and the conductance matrix of the 

network. 

We consider a DC network like the one described in paragraph 

3.3.1 and for the sake of simplicity here we assume that the voltage on 

the DC bus is maintained at the constant value E fixed by the voltage 

source connected to the slack bus, so that devices connected to all 

other nodes act as current sources with a current profile proportional 

to the respective power profile, known for i=1...n and t (0,T). 

It is worth mentioning that power losses on line resistances 

depend only from the currents injected in the nodes where current 

sources are connected, and not from the voltage level E fixed by the 

voltage source. To prove that, we consider figure A1, where a DC 

network with the above-mentioned characteristics is depicted (fig. 

A1a), together with the two sub-networks it can be divided into by 

applying the superposition principle (fig. A1b, A1c): 

 

 

Fig. A1 - System cabling in a 4-wire cable; AC (a) and DC (b) 

First consider the whole network of fig. A1a: the power losses on 

the network are equal to the sum of all power injections calculated for 

each node of the network: 
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Plosses =  ViJi=  for i=1...n+1            (A1) 

This can be expressed in a matrix form as: 

Plosses = VT J                     (A2) 

where J is the (n+1)-vector of currents injected in the network 

(currents exit the nodes) and V is the (n+1)-vector of potentials of 

these nodes compared to the reference node. 

As it is well known from the node-voltage method, the following 

equation applies: 

J = G V                   (A3) 

where G is the (n+1)x(n+1) conductance matrix of the network, which 

has the following properties: 

• G is symmetric; 

• diagonal elements of G are positive and off-diagonal elements 

are negative; 

• diagonal elements Gii are equal to the sum of all conductances 

connected to node i; 

• off-diagonal elements Gij are sum of conductances directly 

connecting nodes i and j. 

Unfortunately, the matrix G is singular, because KCL imposes 

that one equation in system (a3) is linear-dependent from other 

equations, so it is not possible to calculate power losses in terms of 

node currents by inverting (A3) and substituting in (A2). 

Now we write again the equation for power expressed in terms of 

nodal currents and voltages, but considering only nodes from 1 to n 

(i.e. forgetting node 0, where the voltage source E is connected), and 

referring to the two sub-networks of figures A1b and A1c, and make 

the following considerations: 

• first of all, the total power injected in nodes from 1 to n must 

equal the sum of the power exported to (or imported from) the 

grid, say Pslack, plus the power lost in line resistances, say 

Plosses; 
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• second, while in the DC network of fig. A1b there is no 

circulation of current, and the voltage is equal to E in every 

node, for the network of fig. A1c nodal currents are the same 

of that circulating in the whole network of fig. A1a, and node 

voltages are that caused only by the circulation of those 

currents through network lines resistances. 

Then we can write: 

Pslack + Plosses = VT J                 (A4) 

V = V' + V'' = E + ΔV                (A5) 

J = J' + J'' = 0 + J                 (A6) 

where V and J are now n-vectors of voltage and current of nodes from 

1 to n, V', J' and V'', J'' refer respectively to the sub-network of fig. 

A1b and A1c, E and 0 are n-vectors with all elements respectively 

equal to E and 0, ΔV is an n-vector with elements corresponding to the 

voltage drops caused on each node, with reference to node 0, by the 

circulation of currents on line resistances. 

By substituting (A5) and (A6) in (A4) it follows: 

Pslack + Plosses = VT J = [E   ΔV]T [0   J] = ETJ + ΔVTJ            (A7) 

Now it's easy to understand that the first term corresponds to the 

power exchanged with the grid in the slack bus, and the second term 

corresponds to network power losses: 

Pslack = ETJ                  (A8) 

Plosses = ΔVTJ                             (A9) 

Now applying again the node-voltage method we have: 

ΔV = G-1 J                (A10) 

where G is the conductance matrix of the network in fig. A1c, that is 

not singular and therefore invertible. 



 

 

 

 

122                                                                                                 Appendix A 

Finally, by substituting (A10) in (A9), the total network power 

losses can be expressed as: 

Plosses = JT R J                 (A11) 

where J is the n-vector of currents injected in all load, generation and 

storage nodes and R is the inverse of the reduced conductance matrix 

G, which derivates from the total admittance matrix of the network by 

deleting the first row and the first column related to the slack bus. 



  

Appendix B 

Conversion of the standard AC LV Cigré 
distribution network to be used in DC 

The data of the test LV network are reported in tables B.1 and B.2. 

Compared to the original AC benchmark network provided from the 

CIGRE, the network’s lines #14 (connects bus #3 to bus #12) and #15 
(connects bus #12 to bus #14) were modified to make the network 

more usable with a DC supply. In the modifications, symmetrical 

cables were substituted for both lines, which originally were not 

symmetrical. In so doing, all of the lines in the considered LV network 

were made of 4 conductors of the same size (Table B.2). 

Table B.1. Lines of the network  

Line of the Network 
Line type 

Line length 
[m] n. from bus # to bus # 

1 0 1 L1 35 

2 1 2 L1 35 

3 2 3 L1 35 

4 3 4 L1 35 

5 4 5 L1 35 

6 5 6 L1 35 

7 6 7 L1 35 

8 7 8 L1 35 

9 8 15 L1 35 

10 15 9 L2 30 

11 8 13 L3 30 

12 5 11 L4 30 

13 3 16 L2 30 

14 3 12 L1 105 

15 12 14 L5 30 

16 2 10 L3 30 
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Table B.2. Typologies of the lines used in the network  

Line type Cable type Resistance [Ω/km] 
L1 4 × 120 mm2 0.284 

L2 4 × 16 mm2 1.380 

L3 4 × 6 mm2 3.690 

L4 4 × 25 mm2 0.871 

L5 4 × 50 mm2 0.397 

The 4-conductors’ lines (3 phases and 1 neutral) used in the test 
network were made by 4-core cables that, in the original benchmark 

LV grid, were used in a three-phase system at 400 V (Fig. B1a). 

To achieve the transition of the original network to DC (Fig. 

B1b), the DC voltage was 400 V, since this value provides the same 

cable characteristics and losses, and it is widely adopted in current 

efforts toward the standardization of LV DC networks. 

 

Fig. B1 - System cabling in a 4-wire cable; AC (a) and DC (b) 

With reference to the symbols of Fig. B1, the equality of the line 

losses can be written as: 
22 34 acdc RIRI                    (B.1) 

where R is the line resistance and Idc and Iac are the line currents in the 

DC and AC case, respectively. From (B.1), the following relationship 

can be derived: 
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acdc II
4

3
                   (B.2) 

By denoting the rated AC and DC voltage as Vac and Vdc, 

respectively, the equality of the transferred power in AC and DC, i.e. 

acacdcdc IVIV 32                   (B.3) 

gives: 

acdc VV                    (B.4) 

Thus, since the original network operates at the rated voltage of 

Vac = 400 V, it follows that the rated voltage in DC is Vdc = 400 V. 



  

Appendix C 

Mixed Integer Linear Programming: Linearization 
of the product of decision variables 

To prevent solutions where energy is sold to the grid and bought from 

the grid at the same time (which is physically impossible on a single 

PCC), three auxiliary variables were used in constraining the power 

exchanged with the grid: 

• u(t): binary variable which is 1 when energy is purchased from 

the grid and 0 when energy is sold to the grid, 

• SConv,p (t): real variable which is equal to SConv when u(t)=1 

and is 0 when u(t)=0, 

• SConv,s (t): real variable which is equal to SConv when u(t)=0 and 

is 0 when u(t)=1. 

Once these variables are available, constraints on the power 

exchanged with the grid can be easily expressed by means of 

equations C1 and C2: P୮୥ሺtሻ ൑ MinሺSେ୭୬୴,୮ሺtሻ, PPେେሻ 
           (C1) Pୱ୥ሺtሻ ൑ MinሺSେ୭୬୴,ୱሺtሻ, PPେେሻ                 (C2) 

which force a unidirectional energy flow (limited by the size of 

the converter and the contractual power on the PCC), considering that 

only one variable between SConv,p (t) and SConv,s (t) can be different 

from zero at each time-step t. 

The link among values of SConv,p (t), SConv,s (t) and the binary 

variable u(t) can be easily expressed as: Sେ୭୬୴,୮ሺtሻ = Sେ୭୬୴ uሺtሻ   (C3) Sେ୭୬୴,ୱሺtሻ = Sେ୭୬୴ ሺ1 − uሺtሻሻ (C4) 



 

 

 

 

127                                                                                                 Appendix C 

Unfortunately, equations (C3) and (C4) contain products of 

decision variables, therefore they are incompatible with the desired 

linear formulation of the problem. 

This difficulty can be resolved by resorting to the following set of 

linear inequalities (to be applied at each time t): Sେ୭୬୴,୮ሺtሻ ൑ BigM uሺtሻ   (C5) Sେ୭୬୴,୮ሺtሻ ൑ Sେ୭୬୴   (C6) Sେ୭୬୴,୮ሺtሻ ൒ Sେ୭୬୴ − BigM ሺ1 − uሺtሻሻ   (C7) Sେ୭୬୴,ୱሺtሻ ൑ BigM ሺ1 − uሺtሻሻ   (C8) Sେ୭୬୴,ୱሺtሻ ൑ Sେ୭୬୴    (C9) Sେ୭୬୴,ୱሺtሻ ൒ Sେ୭୬୴ − BigM uሺtሻ (C10) 

where BigM is a “sufficiently large” constant. Therefore, when u(t)=1, 

constraints (C5) and (C10) are relaxed, while constraints (C6) and 

(C7) force SConv,p(t)= SConv and constraint (C8) forces SConv,s(t)=0. On 

the contrary, when u(t)=0, constraints (C7) and (C8) are relaxed, while 

constraints (C9) and (C10) force SConv,s(t)= SConv and constraint (C5) 

forces SConv,p(t)=0. 
 


