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Chapter 1

Introduction

The subject of this thesis is the space S of quantum states, and the language in
which (hopefully) it is written is that of differential geometry. The aim of this thesis
is to present a geometrical analysis of the structural properties of S, being them of
“kinematical” or “dynamical” character. Of course, it will be impossible to cover all
these aspects in full generality, rigour, and completeness, hence, this presentation
should be thought of as a preliminary step of a (hopefully long lasting) research
journey centered around the geometrical aspects of quantum theories.

We will focus on finite-dimensional systems, so that, from the mathematical point
of view, we can introduce geometrical structures without the need to deal with all
the technical difficulties related to the differential geometry of infinite dimensions.
From the physical point of view, finite-level systems are extensively studied, for
example, in quantum information theory, quantum optics, and quantum cryptog-
raphy, both from the theoretical and from the experimental point of view. In this
context, recent developments in problems like quantum state estimation or quantum
hypotesis testing (see [73, 26, 92, 94]), have led to the need of considering nonlinear
parametric families of quantum states (similarly to what happens in quantum op-
tics with coherent states), and nonlinear functions on quantum states, e.g., quantum
(relative) entropies. Because of the emergence of these kind of “nonlinearities” in
the realm of quantum mechanics, we believe that a study of the geometrical struc-
tures present in quantum theories will prove to be useful in order to deal with the
above-mentioned nonlinearities. Indeed, by means of the mathematical formalism
of differential geometry it is possible to deal with arbirtrary changes of coordinates
in a natural and intrinsic fashion. Furthermore, the use of differential geometry
allows us to exploit all the mathematical constructions and results developed in dif-
ferent contexts, e.g., classical mechanics, in the framework of quantum theories, thus
enalarging the arsenal of mathematical tools available. For instance, we will see in
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chapter 3 how a geometrization of the GKLS dynamics of open quantum systems
makes possible to exploit LaSalle’s invariance principle, which is a classical result on
the asymptotic behaviour of dynamical systems, in the quantum context. On the
other hand, the intrinsic language of differential geometry will be used in chapter 4
to deal with the nonlinearities associated with the use of relative quantum entropies
(highly nonlinear functions) in the context of quantum information theory. Specif-
ically, we will develop an abstract setting in which the study of quantum relative
entropies, quantum metric tensors, as well as their symmetry properties, may be
handled without the need to resort to specific coordinate systems. As a byprod-
uct, in this scheme we will be able to perform computations in arbitrary (finite)
dimensions in a coordinate-free fashion.

The physical/mathematical background in which we will move is that of the
algebraic approach to quantum mechanics, which is unavoidably associated with
the names of Heisenberg, Born, von Neumann, and Jordan. In this approach, the
principal object of concern is an algebra A which is related to the space O of
observables (see [76]). Specifically, A is what is known as a C∗-algebra, while O ⊂ A
is the space of self-adjoint elements in A. From the mathematical point of view, a
C∗-algebra is defined as follows (see [28, 54, 56]):

Definition 1. A C∗-algebra A is a complex Banach space (A ,+ , || · ||) possessing
the following additional structures:

• an associative product structure A×A 3 (A ,B)→ A B ∈ A such that:

||A B|| ≤ ||A|| ||B|| ; (1.1)

• an involution operation † : A → A such that:

(aA + bB)† = āA† + b̄B† ∀A,B ∈ A , (1.2)

where a, b ∈ C and ā, b̄ ∈ C denote their complex conjugate, and such that:

(AB)† = B†A† , (A†)† = A , ||A A†|| = ||A2|| ∀A,B ∈ A . (1.3)

The element A† ∈ A is called the adjoint of A ∈ A. An element A ∈ A is called
self-adjoint if A = A†, and it is called normal if AA† = A†A. If A admits an
identity element I for the associative product structure, then, we may define unitary
elements in A as all those U ∈ A such that UU† = U†U = I. In the following,
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we will always consider C∗-algebras possessing an identity element I. According to
a theorem in [56], this is not a very restrictive request since we can always add an
identity element to a C∗-algebra.

As said before, the space O of observables is identified with the subset in A
consisting of self-adjoint elements, that is:

O :=
{
a ∈ A : a† = a

}
. (1.4)

Since (aA)† = āA†, it follows that O is not a complex vector subspace of A. How-
ever, O can be endowed with the structure of real Banach space in such a way that
the Banach space structure underlying A becomes the Banach space complexifica-
tion of O (see [39, 54, 56, 60, 99]). Furthermore, we will observe that O possesses a
richer structure known as Lie-Jordan-Banach algebra structure.

In order to identify the space of quantum states, we need to introduce the notion
of state on a C∗-algebra (see [28, 54, 56]):

Definition 2. Given a C∗-algebra A with, we define a state ρ on A to be a contin-
uous linear functional in the topological dual A∗ of A such that:

ρ(a) ∈ R ∀a ∈ O , ρ(AA†) ≥ 0 ∀A ∈ A , ρ(I) = 1 . (1.5)

Since ρ is linear and ρ(a) ∈ R for all observables in O, it follows that ρ may be seen
an element of the topological dual O∗ ⊂ A∗ of O ⊂ A.

Then, the space S of states of the physical system is identified with the space of
states of the C∗-algebra A associated with the physical system, that is:

S :=
{
ρ ∈ O∗ ⊂ A∗ : ρ(A A†) ≥ 0 ∀A ∈ A , ρ(I) = 1

}
. (1.6)

The pairing map µ : O × S given by the evaluation of a state ρ on the self-adjoint
element a representing an observable, that is:

µ(a , ρ) := ρ(a) , (1.7)

is interpreted as the mean value for the outcome of the measure of the observable a
when the system is in the quantum state ρ.

It is immediate tho see that S is a convex subset in A∗ (O∗), that is, ρ1, ρ2 ∈ S
implies λρ1 + (1 − λ)ρ2 ∈ S for all λ ∈ [0 , 1]. The convex structure reflects the
mixture property of states of a physical system, that is, the possibility of mixing
different preparation procedures with respect to a definite mixture. Since S is a
convex set, the Krein-Milman theorem assures us that it is the closed convex hull
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of its extreme points. These are all those elements in S that can not be written
as the convex combination of more than one element. In the context of quantum
mechanics, they are called pure quantum states.

Since A∗ is the dual of a Banach space, it is a Banach space itself with respect
to the norm:

||ξ|| := sup
A∈A : ||a||≤1

|ξ(a)| , (1.8)

where ξ ∈ A∗. Consequently, it is easy to show that a state ρ on A is such that
||ρ|| = ρ(I) = 1. The Banach space structure of A∗ determines a topology on A∗
itself. Since S is a subset of A∗, it can be endowed with the so-called relative
topology of S in A∗ (see [2] page 17, [90] page 88). In this topology, a set E ⊂ S is
defined to be open (closed) if it is the intersection F ∩ S of an open (closed) subset
F ⊂ O∗n with S. The relative topology of S in A∗ clearly depends on the topology
on the ambient space A∗. In the finite-dimensional case, we do not have to worry
because all the topologies on A∗ are equivalent. On the other hand, this is no longer
true in the infinite-dimensional case, and we must pay attention to what topology
we put on A∗. For instance, it can be proved that S is compact subset of A∗ (see
[5] page 68, [28] page 53) with respect to the so-called w∗-topology on A∗. In the
finite-dimensional case, this topology is equivalent to the one induced by the Banach
space structure of A∗, while, this is not true in the infinite-dimensional case (see
[28, 53, 54, 56, 71, 96, 101]).

Once we select a quantum state ρ ∈ S we may recover a Hilbert space by means
of the so-called GNS construction (see [37], and theorem I.9.6 in [54]). This is
the way in which the Hilbert space formulation of quantum mechanics (see [55])
is shown to be equivalent to the algebraic one. What is known as the equivalence
of Heisenberg picture and Schrödinger picture. However, it is necessary to point
out that this equivalence does depend on the choice of a state ρ on A, and this is
particularly relevant in the case of algebraic quantum field theory (see [14, 67, 68]).

Quantum dynamical evolutions are described by one-parameter family of linear
maps Φτ : A∗ → A∗ such that Φt(S) ⊆ S. Depending on the explicit form of the
family Φτ different kind of dynamics can be described. For instance, if Φτ is such
that there exists a one-parameter group {Uτ}τ∈R of unitary operators in A such
that:

(Φτ (ρ)) (A) = ρ
(
U†τ A Uτ

)
∀A ∈ A , (1.9)

then the resulting quantum dynamical evolution is interpreted as the evolution of a
closed system. If an associative condition is satisfied but maps are not necessarily
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invertible, we may have a semigroup. In chapter 3 we will give a geometrical descrip-
tion of the generators of the Markovian semigroups of evolutions of finite-dimensional
open quantum systems (see also [6, 17, 18, 19, 28, 29, 51, 63, 71, 82, 101]).

Finally, the decomposition of a physical system SAB into its components SA and
SB is described by giving a decomposition of the C∗-algebra AAB of the composite
system into the tensor product AA⊗AB of the C∗-algebras of the subsystems. Note
that, in general, given AAB, AA, and AB, the decomposition:

AAB ∼= AA ⊗AB (1.10)

is not unique, and different decomposition should be thought of as different compos-
ite systems. Furthermore, we point out that, when the C∗-algebras considered are
noncommutative, the composition/decomposition law of physical systems encoded
in the tensor product operation is at the heart of the genuinely quantum feature of
entanglement in composite systems.

Recently, a new line of research on quantum mechanics has been developed which
is concerned with a geometrization process of this theory (see [16, 32, 47, 48, 49,
50, 58, 64, 65, 66, 85, 95]). The appearence of a geometrical attitude in quantum
mechanics should not be surprising. On the contrary, we could say that, since
the very beginning of quantum mechancis, interpretational issues were calling for
a geometrical (nonlinear) attitude towards the theory. Indeed, let us recall that,
in the Hilbert space formulation of quantum mechanics (see [55]), a correct pysical
interpretationof the (pure) states of the systems is achieved only when we realize that
they are not vectors in the Hilbert space of the system, but rays (usually represented
by normalized vectors). This means that the space of interest is not the linear space
H, rather, it is the nonlinear manifold P(H) known as the complex projective space
associated with H. This space is a Kähler manifold and the geometrical structures
available on it encode all the essential features of quantum mechanics. The Hilbert
spaceHmay be seen as a sort of convenient computational tool by means of which we
are able to perform explicit calculations without the need to introduce local nonlinear
coordinates on P(H). In this geometrical context, it is possible to appreciate some
of the distinguishing features of quantum mechanics from an abstract point of view,
that is, without the need to refer to some linear algebraic structure that is lost as
soon as we perform nonlinear change of coordinates. For example, the Hermitian
scalar product on H is “replaced” by a Hermitean tensor field h on P(H) such
that its symmetric part g defines a metric tensor on P(H), while its antisymmetric
part ω defines a symplectic structure on P(H). The metric tensor g, known as
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the Fubini-Study metric tensor, is intimately connected to a statistical notion of
distance between pure quantum states (see [100]), and this turns out to be relevant
in the context of quantum information theory as we will see in chapter 4. On the
other hand, the symplectic form ω allows to write unitary evolutions (Schrödinger
equation) as Hamiltonian vector fields both in the finite-dimensional and the infinite-
dimensional case (see [48, 49]). Since h, g and ω are tensor fields they are covariant
with respect to arbitrary changes of coordinates on P(H).

As said before, the scope of this thesis is to present a study of the differen-
tial geometry of the space of quantum states. Of course, the subject is incredibly
vast, and presents a very huge amount of conceptual and technical difficulties. For
these reasons, and because deadlines are very intransigent entities, some choices
have been made. First of all, we decided to work only with finite-level quantum
systems, that is, systems whose associated observables are self-adjoint elements of
a finite dimensional C∗-algebra. The theories of infinite-dimensional C∗-algebras
and infinite-dimensional manifolds would bring in some highly nontrivial technical
difficulties related essentially to the infinite-dimensionality, and these technicalities
would somehow obscure the main structural ideas we want to expose. Roughly
speaking, the work presented here may be thought as a sort of test-drive for our
ideas in view of the generalization to the infinite-dimensional case of both quantum
mechanical systems described by infinite-dimensional C∗-algebras and quantum field
theories described by nets of von Neumann’s algebras. Nevertheless, some consid-
erations on the case of a quantum mechanical systems described by the infinite-
dimensional C∗-algebra B(H) of bounded linear operators on a complex infinite-
dimensional separable Hilbert space H will be exposed in chapter 5.

Since we will deal essentially with finite-dimensional C∗-algebras, it is good to
review some of the main results on the structures of such algebras. First of all, in
[54], page 74, the following theorem is proved:

Theorem 1. Every finite-dimensional C∗-algebra A is ∗-isomorphic to the univer-
sal model C∗-algebra:

A =
N⊕
j=1

Mnj(C) , (1.11)

where nj < +∞ for all j, N < +∞, andMnj(C) denotes the C∗-algebra of (nj×nj)
complex matrices. In particular, every finite-dimensional C∗-algebra has an identity.
The ∗-isomorphism between A and A is denoted by IA.

We will focus on studying the geometry of the space of states of the model C∗-
algebra An =Mn(C) with n ≥ 2. The system described by An may be thought of
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as a sort of universal model for finite-level quantum systems without superselection
sectors. It is clear that, because of theorem 1, our choice is not a dramatic limitation.
Indeed, whenever we have a finite-dimensional quantum system without superselec-
tion sectors, it will be described, in the algebraic approach, by a C∗-algebra A which
is ∗-isomorphic to An. Consequently, all the geometrical structures available on An

can be immediately “transported” on A by means of the ∗-isomorphism IA. Fur-
thermore, again because of theorem 1, the C∗-algebras An with arbitrary n are the
building block of a generic finite-dimensional C∗-algebra A, and thus, an under-
standing of their geometrical structures is necessary to obtain an understanding of
the geometry of a generic A.

Let us take now a closer look at the structure of the thesis. The first step we will
take is to analyze the differential geometry of S in chapter 2. We will see that S is
not a differential manifold as a whole, the only exception being the two-dimensional
case in which it becomes a compact manifold with boundary, namely, the Bloch ball
([64]). However, we will be able to exhibit a partition of S into the disjoint union of
differential manifolds of different dimensions. Furthermore, all these manifolds will
turn out to be homogeneous spaces for an action of the Lie group SL(An) made up
of invertible elements in An with determinant equal to 1. The explicit action αg of
g ∈ SL(An) on ρ ∈ S is such that:

(αg(ρ)) (A) =
ρ(g†A g)

ρ(g† g)
∀A ∈ An . (1.12)

To see things more clearly, let us recall that the An carries the natural Hilbert
product:

〈A ,B〉 := Tr
(
A†B

)
. (1.13)

This product is compatible with the structure of C∗-algebra, and makes An a com-
plex Hilbert space. Then, because of Riezs theorem, we have that for every ξ ∈ A∗n
we can find an element ξ̄ ∈ An such that:

ξ(A) = 〈ξ̄ ,A〉 ∀A ∈ An . (1.14)

When ξ ≡ ρ is S ⊂ A∗n, that is, it is a quantum state, it is easy to see that ρ̄ ∈ An is
a self-adjoint positive semidefinite matrix such that Tr(ρ) = 1, i.e., a density matrix.
The image in On ⊂ An of the space S of quantum states will be denoted by1 S̄.

1In the rest of the thesis, in particular in chapter 4, we will make extensive use of the isomor-
phism between An (On) and A∗n (O∗n), and of the one-to-one correspondence between quantum
states in S and density matrices in S̄.
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Remark 1. There is a “canonical basis” {Ejk}j,k=1,...,n2 in An, where Ejk is the
(n × n) matrix with 1 in the (j, k) position and 0 elsewhere. A direct calculation
shows that this is an orthonormal basis in An. From the computational point of view,
this basis will prove to be very useful, and we will exploit it often in the following
chapters.

Now, the action αg(ρ) may be written in terms of the density matrix ρ̄ ∈ S̄
associated with ρ ∈ S as:

ρ̄g =
g ρ̄ g†

Tr(g ρ̄ g†)
. (1.15)

From this we deduce that ρ̄ and ρ̄g have the same matrix rank. More specifically,
we will see that for every density matrices ρ̄0, ρ̄1 with equal rank k there is g ∈
SL(An)such that ρ̄1 = (ρ̄0)g. The space S of quantum states is then partitioned as:

S =
n⊔
k=1

Sk , (1.16)

where the quantum states in Sk are such that their associated density matrices have
fixed rank equal to k, and SL(An) acts transitively on each Sk. The space S1 of
quantum states of rank 1 is precisely the space of pure quantum states.

Since the Lie group SL(An) acts transitively on each Sk, and we will see that
the associated isotropy subgroup Gk of the action is closed in SL(An), we can use
the closed subgroup theorem 2 to endow Sk with the differential structure coming
from the homogeneous space SL(An)/Gk. Accordingly, we may look at S as being
stratified by the differential manifolds Sk whose dimensions depend on k.

The manifold structure on each Sk is such that the canonical action of SL(An)
is smooth. Consequently, every subgroup of SL(An) acts smoothly on Sk. In par-
ticular, we will focus on the action of the subgroup SU(An) made up of invertible
elements U with determinant equal to 1 and such that U−1 = U†. This is a compact
Lie group (the special unitary group in n dimensions), and thus its orbits on every
Sk are embedded submanifolds. These orbits are identified by the eigenvalues of the
associated density matrices. Specifically, all the density matrices associated with
quantum states lying on the same orbit of SU(An) will have the same eigenvalues.
We refer to these manifolds as the manifolds of isospectral states. In the particular
case of density matrices having a single eigenvalue equal to 1 we recover the manifold
S1 of pure quantum states. Therefore, pure quantum states form a homogeneous
space with respect to both SL(An) and its subgroup SU(An).

What is very interesting is that we may enlarge the action of SU(An) to be
defined not only on S ⊂ O∗n but on the whole O∗n. In doing so, we will be able to
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relate this action with the coadjoint action of SU(An) on the dual of its Lie algebra
(see [86] chapter 14). Accordingly, we will see that there is a natural structure of
Kähler manifold on each orbit of SU(An), and, in particular, on the manifolds of
isospectral states. In the case of pure quantum states, this Kähler structure coincides
with the Kähler structure discussed above. By means of this structure we will be
able to define Hamiltonian and gradient vector fields associated with observables in
On, and to show that they close on a realization of the Lie algebra of the Lie group
SL(An) of which SU(An) is a subgroup. Since the orbits of a compact group are
compact (see theorem 3) the vector fields realizing the Lie algebra of SL(An) are
complete, and thus the realization “integrates” to a group action.

Chapter 3 will be dedicated to the geometrical formulation of the GKLS master
equation:

L(ρ̄) = −ı [H , ρ̄]− 1

2

N∑
j=1

{
v†jvj , ρ̄

}
+

N∑
j=1

vj ρ̄v†j , (1.17)

where ρ̄ is the density matrix associated with the quantum state ρ ∈ S, H ∈ On, vj ∈
An, and V =

∑N
j=1 v†jvj. According to [63, 82], this is the dynamical equation2 for

the most general Markovian comletely-positive trace-preserving evolution of an open
quantum system described by the C∗-algebra An. Following the work in [42, 44],
the aim of the chapter is to present this equation of motion as an affine vector field
on the affine hyperplane T1

n ⊂ O∗n ⊂ A∗n of self-adjoint linear functionals ξ such that
ξ(I) = 1. In order to do this, we will first exploit the Lie-Jordan algebra structure

on On (see [76, 5, 4]) to define an antysimmetric bivector field Λ̃ and a symmetric
bivector field G on O∗n. Let us recall that, denoting with [ , ] and { , }, respectively,
the commutator and the anticommutator in An, the Lie-Jordan algebra structure of
On is encoded in the two product structures:

[[a ,b]] :=
ı

2
[a ,b] , a� b :=

1

2
{a ,b} . (1.18)

Then, to every quantum observable a ∈ On we associated a linear function fa(ξ) :=
ξ(a) on the dual space O∗n so that the two bivector fields are defined according to:

Λ̃ (dfa , dfb) = f[[a ,b]] , G (dfa , dfb) = fa�b . (1.19)

These definitions are well-posed because the linear functions fa with a ∈ On gen-
erate the cotangent space at each point of O∗n, that is, their differentials form an
overcomplete basis of the module of differential one-forms on O∗n. By means of these

2A very nice account of the genesis of this equation can be found in [38].
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tensor fields we define Hamiltonian and gradient-like vector fields. Hamiltonian vec-
tor fields are tangent to T1

n (actually they are tangent to the manifolds of quantum
states with fixed rank, and to the manifolds of isospectral states seen as susbsets
in O∗n), while gradient-like vector fields are not tangent to T1

n. Furthermore, we
find that the Hamiltonian and gradient-like vector fields associated with quantum
observables by means of the expectation value functions fa close on a realization of
the Lie algebra of the Lie group GL(An) made up of invertible elements of An that
integrates to a group action.

Then, we perform a reduction of the tensor fields Λ̃ and G from O∗n to T1
n, so

that we obtain an antisymmetric bivector field Λ and a symmetric bivector field
R on T1

n such that their associated Hamiltonian and gradient-like vector fields are
by construction tangent to T1

n. Quite interestingly, Hamiltonian and gradient-like
vector fields associated with traceless quantum observables (again by means of the
expectation value functions) close on a realization of the Lie group SL(An). Con-
trarily to what happens for the realization of the Lie algebra of GL(An) on On,
this realization does not integrate to an action of the Lie group SL(An). The rea-
son is that gradient-like vector fields are “quadratic” and not complete. However,
the integral curves of both Hamiltonian and gradient-like vector fields are complete
when the initial condition is a quantum state ρ ∈ S. In this case, it turns out that
the integral curves of this vector fields are tangent to the manifold Sk to which the
initial state ρ belongs (however, gradient-like vector fields change the spectrum of
ρ and thus are not tangent to the manifolds of isospectral states). This means that
Hamiltonian and gradient-like vector fields associated with quantum observables are
tangent to the manifolds of quantum states with fixed rank.

The last step is to show that the GKLS equation describing Markovian open
quantum system can be written by means of an affine vector field Γ which may be
decomposed as:

Γ = Xa + Yb + ZK , (1.20)

where Xa is a Hamiltonian vector field on T1
n which is associated with the Hamil-

tonian part of the GKLS generator, Yb is a gradient-like vector field on T1
n which is

connected to the dissipative part of the GKLS generator, and ZK is a “quadratic”
related to the dissipative part of the generator GKLS. What is particularly inter-
esting is that the gradient-like vector field Yb and the (Kraus) vector field ZK are
not independent from one another, they must be fine-tuned so that their nonlinear
parts cancel in the sum leaving an affine vector field.

Once we obtain the geometrical formulation of the GKLS dynamics, we can im-
mediately start to exploit all the technical tools characteristics of classical dynamical
systems in the quantum context. This is done at the end of chapter 3 where we will
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see how to exploit LaSalle invariance principle (see [81, 2]) to inquire about the
asymptotic behaviour of open quantum dynamics. By means of LaSalle invariance
principle it is possible to identify a LaSalle function for a given dynamics, and this
function is essentially all we need to characterize the asymptotic behaviour of the
dynamics, that is, find the possible asymptotic equilibrium states. In particular, we
will analyze the so-called quantum random unitary semigroups, of which quantum
Poisson semigroups and quantum Gaussian semigroups are particular instances (see
[82, 78, 11]), and we will show that the purity function is a LaSalle function for the
GKLS vector field associated with these semigroups in every dimension.

In chapter 4 we will consider quantum information geometry. We will start with
a brief survey of the main ideas behind the classical theory of information geometry,
that is, the concept of parametrized manifold of probability distributions, the Fisher-
Rao metric and its uniqueness property, and the role of divergence functions as a
mean to extract geometrical structures. This will lead us to consider the case of
the information geometry of the manifold of pure quantum states S1. In this case,
we are still able to select a sort of quantum analogue of the Fisher-Rao metric
tensor, namely the Fubini-Study metric tensor. According to the results reviewed in
chapter 2, this metric tensor is the unique (up to a multiplicative constant factor)
metric tensor which is invariant with respect to the canonical action of the unitary
group on the space of pure quantum states. From the point of view of information
theory, the relevance of the Fubini-Study metric is outlined in [100], where it is
shown that the geodesical distance function associated with the Fubini-Study metric
coincide with the notion of statistical distance between pure quantum states based
on distinguishability and statistical fluctuations in the outcomes of measurements3.
Furthermore, we will briefly review the connection between the Fubini-Study metric
tensor and the Fisher-Rao metric tensor on a submanifold of parametrized pure
quantum states exposed in [59].

Next, we will focus on the manifold Sn of invertible quantum states on An. Here,
the requirement of invariance with respect to the canonical action of the unitary
group is not enough to single out a unique metric tensor as it happens on the
manifold of pure quantum states or in the classical case. There is an infinite number
of metric tensors satisfying unitary invariance and a more general property known
as the monotonicity property (see [89, 93]). This has to do with the behaviour of
a metric tensor with respect to the class of quantum stochastic maps. Petz gave a
classification of this kind of metric tensors in terms of positive operator monotone
functions (see [93]), specifically, they found a one-to-one correspondence between

3A dynamical characterization of this divergence function in terms of the Hamilton-Jacobi
theory is given in [40, 46].
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this kind of functions and the quantum metric tensors on Sn.
As it happens in classical information geometry, it is possible to extract met-

ric tensors on Sn from two-point functions, that is, functions defined on Sn × Sn.
In particular, some well-known examples of quantum relative entropies like von
Neumann-Umegaki’s relative entropy (see [98], and chapter 12 of [26]) Sn(ρ̄ , %̄) =
Tr (ρ̄(log(ρ̄)− log(%̄))) give rise to metric tensors on Sn satisfying the monotonicity
property. Following the ideas and results exposed in [40, 41, 45, 46], we will consider
the problem of characterizing those two-point functions on Sn×Sn from which it is
possible to extract quantum metric tensors satisfying the monotonicity property. At
this purpose, we will first introduce a coordinate-free version of the algorithm used
in information geometry to extract covariant tensor fields from two-point functions.
In doing so, we will be able to introduce a class of two-point functions, which we
call potential functions, for which the usual procedures of classical information
geometry are well-posed. Furthermore, we will clarify the relationship between po-
tential functions and smooth maps between manifolds, showing that the pullback of
a potential function is a again a potential function, and that taking the pullback of
a potential function and then extract the covariant tensor fields from the resulting
potential function is equivalent to extracting the covariant tensor fields from the
starting potential function and then pull back the resulting covariant tensor fields.
All this abstract formalism, which is presented in section 4.1, will be of capital im-
portance in section 4.2. There, we will give a precise definition of the monotonicity
property for quantum metric tensors, and show that it is intimately connected to
the so-called Data Processing Inequality (DPI) for quantum divergence functions
(i.e., non-negative potential functions on Sn × Sn). Specifically, we will show that
the DPI for quantum divergence functions implies the monotonicity property for the
associated quantum metric tensors.

Finally, in section 4.3, we will apply all the abstract results of the chapter to
the study of the quantum metric tensors associated with a two-parameter family of
quantum potential functions, namely, the so-called α − z-Rényi Relative Entropies
(α − z-RRE) inroduced in [20]. This two-parameter family of quantum relative
entropies encloses some of the well-known notions of quantum relative entropies and
information functions. For instance, von Neumann-Umegaki relative entropy, the α-
Rényi Relative Entropies, the q-quantum Rényi divergences, Tsallis quantum relative
entropies, the divergence function for the Bures metric tensor, and the divergence
function for the Wigner-Yanase metric tensor.

Finally, in chapter 5 we will review the results and ideas described in the thesis
and point out some possible future developments.
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Chapter 2

Geometry of the Space of
Quantum States

The content of this chapter is the geometry of the space S of quantum states of
the finite-dimensional model C∗-algebra An introduced in chapter 1. The scope of
the chapter is to introduce a partition of S into the disjoint union of differential
manifolds of different dimensions, namely, the manifolds of quantum states of fixed
rank, and to study the differential structure of these manifolds. Then, we will provide
a finer decomposition of S into the disjoint union of Kähler manifolds, specifically,
the so-called manifolds of isospectral states. The point of view adopted here heavily
relies on the theory of group actions and homogeneous space.

Recall that the space of states S of An is defined as:

S :=
{
ρ ∈ O∗n ⊂ A∗n : ρ(A A†) ≥ 0 ∀A ∈ An , ρ(I) = 1

}
, (2.1)

where I ∈ An is the identity element. As explained in chapter 1, there is a one-to-
one correspondence between elements in O∗n and elements in On, and we use this
one-to-one correspondence to give the following definition:

Definition 3. Given ξ ∈ A∗n, we define the spectrum sp(ξ) of ξ, the rank rk(ξ)
of ξ, and the determinant det(ξ) of ξ to be, respectively, the matrix spectrum, the
matrix rank, and the matrix determinant of ξ̄ ∈ On ⊂ An.

It follows from definition 3 that S may be decomposed as:

S =
n⊔
k=1

Sk , (2.2)

with:
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Sk := {ρ ∈ S : rk(ρ) = k} . (2.3)

We will prove that every Sk is a homogeneous space for the Lie group SL(An)
(defined below), and that every Sk admits a structure of differential manifold. Suc-
cessively, we will see that on each manifold Sk there is an action of the compact
Lie subgroup SU(An) ⊂ SL(An) (defined below) and that the orbits of this action
are embedded compact Kähler manifolds of different dimensions. In particular, the
manifold of pure quantum states (the extremal points of the convex set S), turns
out to be a homogeneous space for both SL(An) and its compact subgroup SU(An).

Now, let us introduce the relevant Lie groups naturally emerging once we have
the C∗-algebra An. First of all, we consider the group of invertible elements of An:

GL(An) :=
{

g ∈ An : ∃ g−1 ∈ An such that g g−1 = I
}
, (2.4)

where I ∈ An is the identity operator. It is clear that GL(An) may be thought of
as the complex general linear group GL(n ,C), and thus it is a Lie group. Next, we
can introduce the Lie subgroup SL(An) ⊂ GL(An) given by:

SL(An) := {g ∈ GL(An) : det(g) = 1} . (2.5)

It is clear that SL(An) may be thought of as the complex special linear group
SL(n ,C). Moreover, we can introduce the Lie subgroups:

U(An) :=
{
U ∈ GL(An) : U U† = I

}
, (2.6)

SU(An) := {U ∈ U(An) : det(U) = 1} , (2.7)

and it is clear that U(An) coincides with the unitary group U(n), while SU(An)
coincides with the special unitary group SU(n).

Remark 2. If we consider an infinite-dimensional C∗-algebra A, we can always
define the group GL(A) of invertible elements of A, and it can be proved that this is
a Banach-Lie group (see for instance [39] page 81, [99] page 96), that is, a (complex
analytical) Banach manifold with a compatible group structure.

2.1 The space of quantum states with fixed rank

as a homogeneous space

Here we will introduce the differential structure on the space Sk ⊂ S of quantum
states with fixed rank by showing that each Sk is a homogeneous space for the Lie
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group SL(An) introduced above. Let us recall the definition of orbit and isotropy
group of an action of a group on a set:

Definition 4 (Orbit and isotropy group ). Let G be a group, M a set, and let
α : G ×M → M be an action of G on M . The orbit Orb(m0) of α at m0 ∈ M is
the set:

Orb(m0) := {m ∈M : m = αg(m0) , g ∈ G} . (2.8)

The isotropy group Gm0 of m0 is:

Gm0 := {g ∈ G : αg(m0) = m0} . (2.9)

An orbit of G on M is then a subset of M . The collection of all orbits of G on
M gives a partition of M into disjoint subsets. Let us now take G = SL(An) and
M = S and define an action of SL(An) = SL(n ,C) on S (see [65] section 6):

Definition 5. Consider the Lie group SL(An). Then, for every g ∈ SL(An) and
for every quantum state ρ ∈ S ⊂ O∗n ⊂ A∗n, we define an action ρ 7→ αg(ρ) ≡ ρg of
SL(An) on S setting:

(αg(ρ)) (A) ≡ ρg(A) :=
ρ(g†A g)

ρ(g† g)
∀A ∈ An . (2.10)

This is a left action (see definition 8 in [2] at page 328), that is:

αg1 ◦ αg2(ρ) = αg1g2(ρ) . (2.11)

To be sure that the action α is well defined for all g and ρ, we must show that
the denominator ρ(g† g) does not blow up and that αg(ρ) ≡ ρg is a quantum state.
At this purpose, we note that we can write:

ρ(g† g) = 〈ρ̄ , g† g〉 = Tr
(
ρ̄ g† g

)
, (2.12)

where 〈 , 〉 denotes the inner product on An introduced in chapter 1. Now, since ρ̄
is positive semidefinite, there is a nonzero element A ∈ An such that ρ̄ = AA†, and
thus:

ρ(g† g) = Tr
(
A A† g† g

)
= 〈g A , gA〉 = |gA|2 > 0 , (2.13)

where the last inequality follows because g A 6= 0 and 〈 , 〉 is an inner product on
An. It is easy to see that if ρ is in S then αg(ρ) = ρg is again in S. Indeed:
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ρg(A A†) =
ρ(g†A A† g)

ρ(g† g)
=
ρ(B B†)

ρ(g† g)
≥ 0 , (2.14)

where B = g†A, and:

ρg(I) =
ρ(g† I g)

ρ(g† g)
= 1 . (2.15)

The one-to-one correspondence between quantum states and density matrices
implies that every ρg ∈ S is associated with ρ̄g given by:

ρ̄g =
g ρ̄ g†

Tr (g ρ̄ g†)
. (2.16)

Indeed:

ρg(A) =
〈ρ̄ , g†A g〉
〈ρ̄ , g† g〉

=
Tr
(
ρ̄ g†A g

)
Tr (ρ̄ g† g)

=

=
Tr
(
g ρ̄ g†A

)
Tr (g ρ̄ g†)

=

〈
g ρ̄ g†

Tr (g ρ̄ g†)
,A

〉
∀A ∈ An ,

(2.17)

and ρ̄g = g ρ̄ g†

Tr(g ρ̄ g†)
is clearly a positive semidefinite matrix with trace equal to 1, that

is, a density matrix.

Remark 3. Note that the action α is not well defined on the whole O∗n. When
ξ ∈ O∗n is not positive, then there is g ∈ SL(An) such that ξ(g g†) = 0, and thus
the denominator in the definition of α blows up. Indeed, let us look at consider
a concrete example of a two-dimensional quantum system. The density matrix ξ̄
associated with an element ξ ∈ O∗2 may be written as:

ξ = x0 σ
0 + x1σ

1 , (2.18)

where the {σµ} are the Pauli matrices with σ0 = I the identity operator. Note that
the Pauli matrices are a basis for the Lie algebra of GL(A2).

Let g ∈ SL(A2) be of the form

g = eA = eaσ
1

= cosh(a)I + sinh(a)σ1 . (2.19)

It is clear that det(ξ̄ ) = det(g ξ̄ g†). Furthermore, it is det(ξ̄ ) = (x0)2−(x1)2. Let us
now perform the following change of coordinates y0 = x0 + x1, y1 = x0 − x1, so that
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Figure 2.1: The dotted line passing through the origin gives a graphical realization
of the one-to-one correspondence between points on the hyperboloid y0y1 = 1 and
points on the affine hyperplane y0 + y1 = 1.

det(ξ̄ ) = y0 y1. Accordingly, in the (y0 , y1)-plane, every element ξ with det(ξ̄ ) = c
is represented as a point on the hyperboloid y0 y1 = c, and the action ξ̄ 7→ g ξ̄ g†

moves the point on this hyperboloid.

-5 -4 -3 -2 -1 0 1

-1

1

2

3

4

y1

y0

y1 + y0 = 1

y1 y0 = -1

Figure 2.2: There is a point on the hyperboloid y0y1 = −1 for which dotted line
through the origin intersecting the hyperboloid becomes parallel to the affine hyper-
plane y0 + y1 = 1. Consequently, the one-to-one correspondence between points on
the hyperboloid and points on the affine hyperplane breaks down.

In this framework, to divide ξ̄g = g ξ̄ g† by its trace Tr(g ξ̄ g†) corresponds to

move the point ξ̄g on the hyperboloid to the point ˜̄ξg which is the the intersection
between the straight line y0 +y1 = 1 and the straight line connecting the origin (0 , 0)
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with the ξ̄g. Then, as long as det(ξ̄ ) = c > 0, we see that for every ξ̄g there is one

and only one such ˜̄ξg (see figure 2.1). However, if det(ξ̄ ) = c < 0, there will always
be a point ξ̄∗g for which the straight line connecting it with the origin (0 , 0) becomes

parallel to the straight line y0 + y1 = 1 (see figure 2.2). Consequently, ˜̄ξ∗g does not
exist, and to divide ξ̄g = g ξ̄ g† by its trace Tr(g ξ̄ g†) is forbidden.

We want to show that Sk is a homogeneous space for SL(An) with respect to
the action α restricted to Sk ⊂ S. This is equivalent to prove that this action is
transitive on Sk:

Proposition 1. Let α : SL(An)×S → S be as in definition 5, then, it is α(Sk) = Sk.

Proof. Take ρ in Sk ⊂ S, and consider ρg. Associated with the quantum state ρg

there is the density matrix ρ̄g ∈ An. Recall that the rank rk(ρg) of ρg is defined to
be the rank of ρ̄g (see definition 3). According to equation (2.16), it is:

ρ̄g =
g ρ̄ g†

Tr (g ρ̄ g†)
, (2.20)

and, being g and g† of maximal rank, we have that the matrix rank of ρ̄g is equal to
the matrix rank of ρ̄, and thus rk(ρ) = rk(ρg). This means that α(Sk) ⊆ Sk.

To complete the proof, we must show that, given a fixed ρ0 ∈ Sk, for every ρ ∈ Sk
there is g ∈ SL(An) such that ρ = αg(ρ0). Let us consider the element ρ̄0 ∈ On

associated with ρ0, and the element ρ̄ ∈ On associated with ρ. Then, there are
U0,U ∈ SU(A) such that:

ρ̄0 = U†0

(
n∑
j=1

pj0 |j〉0〈j|

)
U0

ρ̄ = U†

(
n∑
j=1

pj |j〉〈j|

)
U .

(2.21)

Where {|j〉0}j=1,...,n and {|j〉}j=1,...,n denote, respectively, the orthonormal basis of
eigenvectors of ρ̄0 and ρ̄, and ~p0 and ~p denote the n-dimensional vectors the elements
of which are, respectively, the eigenvalues of ρ̄0 and the eigenvalues of ρ̄. Without
loss of generality, we may take U0 and U such that ~p0 and ~p have the first k elements
different form 0, and the remaining (n− k) equal to 0. The element in SU(A) con-
necting the orthonormal basis {|j〉0}j=1,...,n with the orthonormal basis {|j〉}j=1,...,n

will be denoted as V.
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Now, being pj0 and pj strictly greater than 0 for all j ≤ k, there exists gj > 0
such that:

pj = (gj)
2 pj0 ∀j ≤ k . (2.22)

With the help of these numbers, we define the element G ∈ SL(A) given by:

G =
k∑
j=1

gj |j〉0〈j|+
n∑

j=k+1

aj|j〉0〈j| , (2.23)

where aj > 0 for all (k + 1) ≤ j ≤ n and:(
k∏
j=1

gj

)
·

(
n∏

j=k+1

aj

)
= 1 . (2.24)

A direct calculation shows that:

G

(
n∑
j=1

pj0 |j〉0〈j|

)
G† =

n∑
j=1

pj |j〉0〈j| . (2.25)

Eventually, we have:

ρ̄ = V G U0 ρ̄0 U†G†V† , (2.26)

and it is clear that g ≡ V G U0 is in SL(A). This means that:

ρg(ρ0) = ω (2.27)

as required.

From this proposition it naturally follows:

Proposition 2. Let αk denotes the action ρ 7→ αkg(ρ) ≡ ρg of SL(An) on Sk given
by:

ρg(A) :=
ρ(g†A g)

ρ(g† g)
∀A ∈ A , (2.28)

where ρ ∈ Sk and g ∈ SL(An). Then, Sk is a homogeneous space of SL(An) for
every 1 ≤ k ≤ n, that is, SL(An) acts transitively on Sk for every 1 ≤ k ≤ n.
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Since Sk is a homogeneous space of SL(An), there is a one-to-one correspondence
between points in Sk and points in the coset space SL(An)/Gρ, where Gρ is the
isotropy subgroup of ρ ∈ Sk. The actual choice of ρ is irrelevant because isotropy
subgroups are conjugate. This one-to-one correspondence is what we need to endow
Sk with a differential structure. Indeed, the so-called closed subgroup theorem
implies that, when Gρ is a closed Lie subgroup of SL(An), then SL(An)/Gρ inherits
a differential structure such that the canonical projection πρ : SL(An)→ SL(An)/Gρ

is a smooth submersion. We can use the one-to-one correspondence between Sk and
SL(An)/Gρ to transport the differential structure from SL(An)/Gρ to Sk. For the
sake of completeness, we recall here the statement of the closed subgroup theorem
(see [1] page 264):

Theorem 2 (Closed subgroup theorem). Let H be a closed subgroup of the Lie
group G. Then the left coset space G/H := {gH : g ∈ G} is a smooth manifold and
the canonical projection π : G→ G/H is a submersion.

We will now show that Gρ is actually a closed Lie subgroup of SL(An). At this
purpose, recall that the actual choice of ρ ∈ Sk is irrelevant because all the isotropy
subgroups of points in a homogeneous space are conjugate. Consequently, we will
take a particular ρk ∈ Sk for which the computations are easy. Specifically, we take
the element ρk ∈ Sk such that its associated density matrix is:

ρ̄k =
k∑
j=1

Ejj , (2.29)

where {Ejk}j,k=1,...,n is the canonical basis in An introduced in chapter 1. Now, the
isotropy subgroup Gk ≡ Gρk is the subgroup of SL(An) defined by:

Gk :=
{

g ∈ SL(An) : αkg(ρk) = ρk
}
, (2.30)

and we can prove the following:

Proposition 3. Every element g in the isotropy subgroup Gk of ρk is of the form:

g =

U B

0 D

 , (2.31)

where U ∈ Ak, D ∈ An−k and B is a k× (n− k) complex matrix. Furthermore, Gk

is a closed subgroup of SL(An).
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Proof. We start proving that Gk is a closed subgroup of SL(An). Consider the
smooth map Φk : SL(An)→ Sk defined by:

Φk(g) := αkg(ρk) . (2.32)

It is clear that Gk = Φ−1
k (ρk), that is, Gk is the preimage of the closed set {ρk} by

means of a continuous map, which means that it is a closed subset of SL(An), and
thus a closed subgroup.

Now, every element g ∈ Gk must be such that:

g ρ̄k g†

Tr (g ρ̄k g†)
= ρ̄k , (2.33)

therefore, writing:

ρ̄k =
1

k

Ik 0

0 0

 and g =

A B

C D

 , (2.34)

equation (2.33) becomes:

g =
1

β

A A† A C†

C A† C C†

 =
1

k

Ik 0

0 0

 , (2.35)

where:

β = Trk(A A†) + Tr(n−k)(C C†) . (2.36)

It is clear that it must be C = 0, and that:

A A†

Trk(A A†)
=

Ik
k
, (2.37)

which is equivalent to A ∈ SU(Ak), and thus we will write it as U. Now, B and
D must be such that g is an element of SL(An), that is, it is invertible and has
determinant equal to 1. According to the rules of matrix algebras, we have:

det(g) = det(U) det(D) , (2.38)

and thus, it must be D ∈ SL(A(n−k)), while B is completely arbitrary.

Remark 4. In the finite-dimensional case, we have the isomorphism between I : An →
A∗n. This allows us to “transport” all the structure available on the space S ⊂ O∗n ⊂
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A∗n of quantum states to the space S̄ ⊂ On ⊂ An of density matrices. Consequently,
we have a partition of S̄ into the disjoint union

⊔
S̄k of manifolds S̄k of density ma-

trices with fixed rank. The differential structure on each S̄k is the only one making
the one-to-one map Ik : S̄k → Sk, derived from the isomorphism I, a diffeomor-
phism. It is clear that, from an operational point of view, the possibility of working
with density matrices is highly desirable since we can use all the tools coming from
matrix calculus in the context of quantum states. Indeed, in chapter 4 we will make
use of this instance in the context of quantum information geometry, where the pri-
mary concern is on finite-dimensional systems, and it is customary to work directly
in terms of density matrices rather than quantum states (positive normalized linear
functionals on An).

Once we have dressed every Sk with its own differential structure coming from the
group SL(An), we naturally have a topology on every Sk underlying these differential
structures (see [2] page 130, and [80] page 22). However, since the space S of
quantum states is a subset of O∗n, we may look at every Sk as a subset of O∗n, and
ask about its topological properties as a subset of O∗n. Specifically, we will show
that, for 1 < k ≤ n, Sk is not closed in O∗n, and that, for 1 ≤ k ≤ n, Sk is not open
in O∗n.

Let us start with the closedness. Consider 1 < k ≤ n, and the sequence
{ρ(k)

j }j∈N ∈ Sk where ρ
(k)
j ∈ Sk has the following density matrix representation:

ρ̄
(k)
j =

n∑
r=1

pr Err , (2.39)

where:

pr =
j + 1

(j + 2)(k − 1)
if r = 1, ..., k − 1 ,

pk =
1

2 + j
,

pr = 0 if r = k + 1, ..., n .

(2.40)

Since On and O∗n are isomorphic as Banach spaces, we will work with the sequence of

density matrices {ρ̄(k)
j }j∈N ∈ On rather than with the sequence of linear functionals

{ρ(k)
j }j∈N ∈ Sk. A direct computation shows that {ρ̄(k)

j }j∈N ∈ On converges to the
element:

ρ̄
(k)
+∞ =

n∑
r=1

Pr Err , (2.41)
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with:

Pr =
1

k − 1
if r = 1, ..., k − 1 ,

Pr = 0 if r = k, ..., n ,

(2.42)

which is clearly a density matrix with rank (k − 1). This means that the linear

functional ρ
(k)
+∞ uniquely associated with ρ̄

(k)
+∞ can not be in Sk, and thus Sk is not

closed in O∗n.

Remark 5. We will see in the next section that the space S1 of pure quantum states
is a homogeneous space with respect to an action of the special unitary group SU(An)
which is well-defined on the whole O∗n. Since SU(An) is a compact group, it follows
from theorem 3 that S1 is an embedded submanifold of O∗n, and thus, it is a closed
compact subset1 of O∗n.

Now, we will prove that Sk is not open in O∗n for 1 ≤ k ≤ n. Again, we prefer to
work in On rather than with O∗n. This amount to consider the image of Sk in On

by means of the isomorphism between O∗n and On. A set E ⊂ On is open if, given
any e ∈ E, there exists a real number ε > 0 such that every point a ∈ On for which:

Tr
(
(e− a)2

)
< ε (2.43)

is in E. Consequently, we take a rank k density matrix ρ̄ and the element a = ρ̄− cI
in On, where 0 6= c ∈ R and I is the identity operator. It is clear that a is not in
Sk, for instance, Tr(a) = 1− n c 6= 1. Then:

Tr
(
(ρ̄− a)2

)
= n c2 . (2.44)

Since c is arbitrary, given any real number ε > 0, we can always take c such that
n c2 < ε. This means that the image of Sk in On is not open, and thus Sk is not
open in O∗n.

2.1.1 Fundamental vector fields and tangent spaces

By construction, the action αk of SL(An) on the differential manifold Sk is a smooth
action, and, being Sk a homogeneous space of SL(An), there is only one orbit for
αk which is precisely the whole Sk.

1For the notion of embedded submanifold see [2] chapter 3 section 2, [80] chapter 2 section 2,
and [84] chapter 7.
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We may represent a tangent vector vρ ∈ TρSk by means of an element in the Lie
algebra sl(An) of SL(An). In order to do this, we consider the curve αk(gt , ρ) ≡
ρt ∈ Sk starting at ρ defined by:

ρt(A) :=
ρ
(

g†t A gt

)
ρ(g†t gt)

, (2.45)

where:

gt := e(a+ıb)t with (a + ıb) ∈ sl(An) . (2.46)

Clearly, being SL(An), we have that a and b are self-adjoint matrices. If we consider
the density matrix ρ̄t associated with ρt, a direct computation shows that:

ρ̄t =
e(a+ıb)t ρ̄ e(a−ıb)t

Tr (eat ρ̄ eat)
, (2.47)

where ρ̄ is the density matrix associated with ρ0 = ρ. Consequently:(
dρ̄t
dt

)
t=0

= {a , ρ̄}+ ı [b , ρ̄]− ρ̄Tr ({a , ρ̄}) ≡ Vρ̄ ∈ sl(An) , (2.48)

where { , } and [ , ] denote, respectively, the matrix anticommutator and the matrix
commutator. Eventually, we have the correspondence:

vρ ←→ Vρ̄ ≡ {a , ρ̄}+ ı [b , ρ̄]− ρ̄Tr ({a , ρ̄}) . (2.49)

Obviously, given ρ̄, the couple (a ,b) of self-adjoint matrices associated with Vρ̄ ∈
sl(An) is not unique. In the following, we will use both vρ and Vρ̄ to denote a
tangent vector to ρ.

According to the theory of actions of Lie groups we can introduce the notion of
fundamental vector field associated with the action of a Lie group on a differ-
ential manifold:

Definition 6 (Fundamental vector field ). Let G be a Lie group, and let α : G×
M →M be a smooth left action of G on the differential manifold M . Given A ∈ g,
where g is the Lie algebra of G, we define the fundamental vector field XA ∈ X(M)
as the infinitesimal generator of the flow αA : R×M →M given by

αA(t ,m) := α(exp(tA) ,m) , (2.50)

that is:
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XA(m) =

(
d

dt
αexp(tA)(m)

)
t=0

(2.51)

Recalling how equation 2.49 has been obtained, we realize that:

XA(ρ) = Vρ̄ = {a , ρ̄}+ ı [b , ρ̄ ]− ρ̄Tr ({a , ρ̄ }) (2.52)

with sl(An) 3 A = a + ıb. Interestingly, it can be proved (see [2] page 333) that:

Proposition 4. Let G be a Lie group, and let α : G×M →M be a smooth action
of G on the differential manifold M . Then, the map g 3 A→ XA ∈ X(M) is a Lie
algebra anti-homomorphism, that is:

XaA+bB = aXA + bXB , a, b ∈ R , (2.53)

[XA , XB] = −X[A ,B] . (2.54)

Referring to equation (2.45), we see that the fundamental vector fields associated
with elements in the Lie algebra of An of the form A = ıa with a ∈ On generate an
action of the unitary group SU(An) ⊂ SL(An). In the next section we will study
the orbits of this action, which we refer to as manifolds of isospectral

There is a geometro-dynamical interpretation of the fundamental vector fields
of the action of SL(An) on each Sk we will see in chapter 3 where we will present
a geometrical formulation for the GKLS master equation governing the dynamical
evolution of open quantum systems (see [63, 82]). In that context, the infinitesimal
generator of the dynamical evolution is written as an affine vector field Γ on the
affine hyperplane T1

n ⊂ O∗n of self-adjoint linear functionals ξ such that ξ(I) = 1.
The vector field Γ is naturally decomposed as the sum Γ = Xa + Yb + ZK of three
vector fields, where a,b ∈ On and K is a completely positive trace preserving map
on On. The relevant fact is that the restriction of the vector fields Xa and Yb to the
submanifolds Sk ⊂ T1

n of quantum states with fixed rank coincides, respectively, with
the fundamental vector fields XA and XB on Sk associated with A = ıa and B = b
for all k. The affine vector field Xa will be seen to be related to the “Hamiltonian
part” of the dynamical evolution, specifically, we will see that there are a Poisson
tensor and a smooth function fa on T1

n such that Xa is the Hamiltonian vector field
associated with fa by means of Λ for every a ∈ On. Furthermore, Xa turns out
to be tangent to the submanifold Sσ ⊂ Sk ⊂ T1

n of isospectral quantum states we
will introduce in the next section, and this means that the flow of Xa preserves the
spectrum of quantum states. In particular, when Yb = ZK = 0 so that the GKLS
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vector field is Γ = Xa, the resulting dynamical evolution is precisely the unitary
evolution of equation (1.9).

On the other hand, we will see that there is a symmetric bivector field R on T1
n

such that Yb is the gradient-like vector field associated with fb by means of R for all
b ∈ On (see definition 9), and the flow of the gradient-like vector field Yb does not
preserve the spectrum of quantum states. Furthermore, the vector fields Yb and ZK
will be seen to be related to one another. Specifically, both of them are non-affine
vector fields on T1

n, and thus they must be fine-tuned so that their sum is an affine
vector field on T1

n.

2.2 The manifolds of isospectral states

In the previous section, it was proved that there is a transitive action αk of the group
SL(An) on Sk, and thus, by the closed subgroup theorem 2, we gave Sk the unique
differential structure such that the action αk is a smooth action. If we consider
the restriction of the smooth action αk of SL(An) on Sk to the maximal compact
subgroup SU(An) ⊂ SL(An), we obtain a smooth action of SU(An) on Sk. It is
clear that this action is not transitive on Sk, and thus we obtain a partition of each
Sk into orbits of SU(An). These orbits present a very rich geometrical structure
that we will now explore.

When everything is finite-dimensional, a crucial result on the differential struc-
ture of orbits of smooth actions of Lie groups is proved, for example, in [1] (page
265):

Theorem 3. Let G be a Lie group, and let α : G ×M → M be a smooth action
of G on the differential manifold M . Then, the stabilizer Gm0 at m0 ∈ M is a
closed subgroup of G, and the orbit Orb(m0) ⊂ M is an immersed submanifold of
M diffeomorphic to the coset space G/Gm0. Furthermore, if G is compact, then
Orb(m0) is a closed embedded submanifold2 of M .

In our case, it is M = Sk, and G = SU(An) is a compact Lie group. Conse-
quently, we have that every orbit is a compact closed embedded submanifold of Sk
which is diffeomorphic to SU(An)/Gρ, where the isotropy subgroup Gρ is easily seen
to be:

Gρ = {U ∈ SU(An) : [ρ̄ ,U] = 0} , (2.55)

2For the notion of embedded submanifold see [2] chapter 3 section 2, [80] chapter 2 section 2,
and [84] chapter 7.
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with ρ̄ ∈ An denoting the density matrix associated with ρ. The next step is to
characterize Orb(ρ). The action of SU(An) on ρ can be represented on ρ̄ as a
matrix similarity transformation:

ρ̄ 7→ ρ̄U = U ρ̄U† = U ρ̄U−1 . (2.56)

Consequently, ρ̄ and ρ̄U have the same eigenvalues for all U ∈ SU(An), even if
the n-uples of such eigenvalues can be arbitrarily ordered. Conversely, if ρ1 and ρ2

have the same spectrum, up to permutations, the spectral theorem for self-adjoint
matrices assures us that there is U ∈ SU(An) such that ρ2 = αU(ρ1).

Now, being ρ̄ positive-semidefinite, the n-uple of eigenvalues of ρ̄ and ρ̄U may
be thought of as elements in the n-dimensional simplex ∆n, that is, the set of n-
uple (p1, ..., pn) of non-negative real numbers such that

∑n
j=1 pj = 1. On ∆n, the

permutation group acts naturally, and we denote with σ the equivalence class [~p] of
~p ∈ ∆n with respect to this action, and write Πn for the set of all these equivalence
classes. It is then clear that each orbit Orb(ρ) can be labelled by a point σ ∈ Πn,
and we will write:

Sσ := {ρ ∈ S : [sp(ρ)] = σ} , (2.57)

and thus Orb(ρ) = Sσ.

Remark 6. When we consider the manifold of pure quantum states, that is Sk with
k = 1, we have that every ρ ∈ S1 is such that σ = [sp(ρ)] = [(1, 0, ..., 0)], and thus
S1 = Sσ. This means that the space of pure quantum states of An is a homogeneous
space of both the special linear group SL(An) and the special unitary group SU(An).

Remark 7. When k = n, there is an orbit of SU(An) which is degenerate, that is,
it consists of a single point. This is the orbit associated with the maximally mixed
state ρn. This follows from the fact that ρ̄n = I

n
, where I is the identity operator

in An. In the following, when working with the differential manifold Sσ we will
always implicitely assume that Sσ is never the (degenerate) unitary orbit through
the maximally mixed state ρn.

Just as we did when we derived equation 2.49, we can provide a matrix realization
Vρ̄ ∈ su(An) for a tangent vector vρ ∈ TρSσ:

vρ ←→ Vρ̄ ≡ ı [b , ρ̄] , (2.58)

where ıb is a self-adjoint matrix. Furthermore, it is possible to characterize the
tangent space TρSσ to ρ ∈ Sσ by means of the fundamental vector fields of the
unitary action according to the following proposition (see, for example, [2] page
331):
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Proposition 5. Let G be a Lie group, and let α : G×M →M be a smooth action
of G on the differential manifold M . Then, the tangent space TmOrb(m0) is:

TmOrb(m0) = {XA(m) ,A ∈ g} , (2.59)

where XA is the fundamental vector field defined in 6.

Proposition 5 tells us that the fundamental vector fields on Sk are tangent to
the unitary orbits Sσ ⊂ Sk. Consequently, every fundamental vector field XA on
Sk defines a vector field on Sσ (its restriction to Sσ), and all these vector field are
precisely the fundamental vector fields of the canonical transitive action of SU(An)
on Sσ. For the sake of notational simplicity, we shall write XA for the fundamental
vector fields of the action of SU(An) on Sσ. Choosing a basis {τj} in su(An), we
obtain the set {Xj} of fundamental vector fields associated with {τj}, and this set
provides an (in general) overcomplete basis for the module of all vector fields on Sσ.

2.2.1 The Kähler structure

The manifolds of isospectral states have some interesting additional geometric struc-
tures. The emergence of such geometrical structures is connected with the fact that
every manifold Sσ is diffeomorphic to a coadjoint orbit of the special unitary group
SU(An) = SU(n). Indeed, the Lie algebra su(n) of SU(n) is the Lie algebra of
traceless anti-self-adjoint matrices with the matrix commutator acting as Lie prod-
uct, and we may identify the dual su∗(n) of su(n) with the vector space of traceless
self-adjoint matrices by using the trace functional Tr(·) as follows:

ξ(A) = Tr
(
ξ̄ a
)
, (2.60)

where ξ ∈ su∗(n) and ıa = A ∈ su(n). Then, the coadoint action of SU(n) on
su∗(n) reads:

(U , ξ̄) 7→ ξ̄U = U ξ̄U† . (2.61)

When the self-adjoint matrix ξ̄ is actually the density matrix ρ̄ associated with the
quantum state ρ, it is clear that the coadjoint action coincides with the α action of
SU(An) = SU(n) on the density matrices.

The one-to-one correspondence between manifolds of isospectral states and coad-
joint orbits of SU(An) allows us to exploit the theory of coadjoint orbits (see for
instance [86] chapter 14) in this quantum mechanical context. For example, it is
well known that coadjoint orbits of a Lie group G are always symplectic manifolds,
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that is, they always admit a symplectic form (nondegenerate closed differential two-
form). This symplectic form is known as the Konstant-Kirillov-Souriau symplectic
form, and it is invariant with respect to the natural action of G on its coadjoint orbit
(see [86] page 455). Furthermore, in our quantum case, it is possible to prove that
every coadjoint orbit Sσ (except for the degenerate one) of SU(An) is a Kähler man-
ifold (see [58]), that is, apart from the Konstant-Kirillov-Souriau symplectic form
ωσ, there are a Riemannian metric tensor gσ and a complex structure Jσ satisfying
a compatibility condition. Specifically, the following theorem can be proved to hold
(see [64] theorem 7, theorem 8 and the paragraph just after theorem 8):

Theorem 4. Let σ 6= [ 1
n
(1, ..., 1)], then, the manifold Sσ ⊂ Sk of isospectral quantum

states is a Kähler manifold. This means that there are a symplectic form ωσ, a
Riemannian metric tensor gσ and a complex structure3 such that:

gσ (X , Y ) = ωσ (X , Jσ(Y )) , ∀ X, Y ∈ X(Sσ). (2.62)

All of these tensors are invariant with respect to the canonical action of SU(An) on
the coadjoint orbit, that is:

φ∗Uω
σ = 0 , φ∗Ug

σ = 0 , φ∗UJ
σ = 0 , (2.63)

where φU is the diffeomorphism of Sσ associated with the action of U ∈ SU(An).
From the infinitesimal point of view, denoting with XA the generic fundamental
vector field of the action of SU(An) on Sσ, we have:

LXA
(ωσ) = 0 , LXA

(gσ) = 0 , LXA
(Jσ) = 0 , (2.64)

where L denotes the Lie derivative.
The symplectic form on every Sσ is given by:

(ωσ(X , Y ))(ρ) = ωσρ (ı[a , ρ̄] , ı[b , ρ̄]) := ıTr ([a , ρ̄] b) = ıTr (ρ̄ [b , a]) , (2.65)

where ρ̄ is the density matrix associated with ρ, and X(ρ) = ı[a , ρ̄ ], Y (ρ) = ı[b , ρ̄ ].
Let us denote with {|j〉}j=1,...,n the basis of eigenvectors of the density matrix ρ̄
associated with ρ ∈ Sσ, and let us order the basis elements so that λ1 ≥ λ2 ≥ · · · ≥
λn, where λj is the j-th eigenvalue of ρ̄. Define4 Mkl := |k〉〈l| with k < l, and
Dj := |j〉〈j|. Then, the complex structure on every Sσ is given by:

3A complex structure J on a manifold M is a (1, 1) tensor field such that J ◦ J = Id Jσ, and
such that its Nijenhuis tensor vanishes. For more details, we refer to [26, 88, 91].

4This may be seen as a sort of generalization of the canonical basis in An defined in chapter 1.
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(Jσ(X)) (ρ) = Jσρ (ı[a , ρ̄]) :=
∑
k<l

(
λk − λl

) (
aklMkl + āklMlk

)
, (2.66)

where X(ρ) = ı[a , ρ̄], and a = aklMkl + āklMlk + ajDj. Accordingly, the metric
tensor on every Sσ is given by:

(gσ(X , Y ))(ρ) = gσρ (ı[a , ρ̄] , ı[b , ρ̄]) = ωσρ
(
ı[a , ρ̄] , Jσρ (ı[b , ρ̄])

)
=

=
∑
k<l

(
λk − λl

) (
aklb̄kl + āklbkl

)
, (2.67)

where X(ρ) = ı[a , ρ̄], a = aklMkl + āklMlk + ajDj, Y (ρ) = ı[b , ρ̄], and b =
bklMkl + b̄klMlk + bjDj.

Remark 8. An explicit computation shows that, when we consider the space Sσ = S1

of pure quantum states, the complex structure Jσ is:

(Jσ(X)) (ρ) = [[a , ρ̄] , ρ̄] = {a , ρ̄} − 2ρ̄ a ρ̄ , (2.68)

where ρ̄ is the density matrix associated with ρ, {· , ·} is the matrix anticommutator,
and X(ρ) = ı[a , ρ̄ ]. Consequently, the metric tensor gσ is:

(gσ (X , Y )) (ρ) = Tr ([a , ρ̄] [b , ρ̄]) , (2.69)

where ρ̄ is the density matrix associated with ρ, and X(ρ) = ı[a , ρ̄ ], Y (ρ) = ı[b , ρ̄ ].
Clearly, gσ is proportional to the Fubini-Study metric tensor because it is invariant
with respect to the canonical action of SU(An) (see chapter 4 in [26], and [58]).

2.2.2 Hamiltonian and gradient vector fields

Here we will exploit the Kähler structure of Sσ to introduce the notions of Hamilto-
nian and gradient vector fields associated with functions on Sσ. Consider f ∈ F(Sσ),
then, we define its associated Hamiltonian vector field Xf and its associated gradient
vector field Yf to be, respectively, the vector fields given by:

Xf := (ωσ)−1 (df , ·) , (2.70)

Yf := (gσ)−1 (df , ·) , (2.71)

where ωσ and gσ are, respectively, the canonical symplectic structure and canonical
metric tensor on Sσ.
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Associated with every a ∈ On there is a function ea : O∗n → R:

ea(ξ) := ξ(a) = Tr
(
ξ̄ a
)
. (2.72)

We refer to ea as the expectation value function associated with a. Since Sσ is
a subset of O∗n, we may consider the canonical immersion i : Sσ → O∗n, and take
the pullback i∗(ea) of the expectation value function ea associated with a ∈ On.
In the following, for the sake of notational simplicity, we shall write i∗(ea) ≡ ea.
Expectation value functions are intimately connected to the action of SU(An) on
Sσ, indeed, we can prove the following:

Proposition 6. Let a ∈ On so that A := ıa is in the Lie algebra of SU(An),
and consider the fundamental vector field XA on Sσ associated with the element A
according to definition 6. Then, for every expectation value function eb associated
with b ∈ On as defined above, the following equality holds:

LXA
(eb) = eı[b ,a] , (2.73)

from which it follows that XA is the Hamiltonian vector field associated with −ea by
means of the symplectic structure ωσ, that is:

ωσ (XA , ·) = −dea . (2.74)

Then, every cotangent vector in T ∗ρSσ may be represented as dea(ρ) for some a ∈ On.

Proof. By the very definition of Lie derivative of a function with respect to a vector
field we have:

(LXA
(eb)) (ρ) = (XA eb) (ρ) =

(
d

dt

(
eb
(
αexp(tA)(ρ)

)))
t=0

=

=

(
d

dt
(Tr (exp(ıta) ρ̄ exp(−ıta) b))

)
t=0

=

= Tr (ı [a , ρ̄] b) = Tr (ρ̄ ı [b , a]) = eı[b ,a](ρ) ,

(2.75)

and the first assertion is proved. The fact that XA is the Hamiltonian vector field
associated with ea, where A = ıa with a ∈ On, can be seen as follows. Because of
proposition 5, every tangent vector vρ ∈ TρSσ can be represented by XB(ρ) = ı[b , ρ̄]
for some B = ıb with b ∈ On. Consequently, according to equations (2.75) and
(2.65), the cotangent vector dea(ρ) ∈ T ∗ρSσ acts on vρ as follows:

(dea(ρ)) (XB(ρ)) = Tr (ρ̄ ı [a ,b]) = −ωσρ (XA(ρ) , XB(ρ)) . (2.76)
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Since B = ıb is arbitrary, we conclude that:

ωσ (XA , ·) = −dea , (2.77)

which means that XA is the Hamiltonian vector field associated with the expectation
value function −ea, where A = ıa with a ∈ On. Clearly, the symplectic structure ωσρ
provides us with an isomorphism between the tangent space TρSσ and the cotangent
space T ∗ρSσ for every ρ ∈ Sσ, therefore, recalling proposition 5, it follows from

ωσρ (XA(ρ) , ·) = −dea(ρ)

that every cotangent vector in T ∗ρSσ may be represented as dea(ρ) for some a ∈ On.

According to proposition 6, we will write Xa and Ya to denote, respectively,
the Hamiltonian and gradient vector field associated with the expectation value
function ea. Note that Xa is equal to the fundamental vector field X−A associated
with −A = −ıa. Analogously, the gradient vector field Ya = J(Xa) is equal to the
gradient vector field −YA = −J(XA). As said at the end of section 2.1, the flow of
Hamiltonian vector fields may be dynamically interpreted as the unitary evolution
of the quantum system. These dynamical evolutions describe the behaviour of a
closed quantum system, that is, a system which is isolated from its environment.
Consequently, from the point of view of the dynamics of closed quantum systems,
Hamiltonian vector fields on the manifolds of isospectral states provide the correct
geometrical framework for a complete treatment of the subject. In the case of
pure quantum states, this geometrical picture can be generalized to the infinite-
dimensional case according to the works [48, 49]. On the other hand, the necessity
to describe the dynamics of open quantum systems will bring us out of the manifolds
of isospectral states. As it will become clear in chapter 3, the correct way to achieve
a geometrization of such dynamical processes is to consider the geometry of the
space S of quantum states developed here from what may be called an “extrinsic
point of view”. Specifically, we will exploit the fact that S may be seen as a convex
body sitting in an affine hyperplane in O∗n, and see how the geometrical structures
of S fit into the geometrical structures available on this affine hyperplane in such a
way that the open quantum evolutions governed by the GKLS master equation can
be described by an affine vector field Γ.

We will now compute the commutator among the vector fields XA, YB with
A,B ∈ su(An). In order to do so, we must recall some important properties of the
complex structure Jσ on Sσ. First of all, we recall the definition of the Nijenhuis
tensor NT associated with a (1, 1) tensor field T on a manifold M (see definition
2.10, and equation 2.4.26 in [88]):
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NT (X, Y ) =
(
LT (X)(T )

)
(Y )− (T ◦ LX(T )) (Y ) , (2.78)

where X, Y are arbitrary vector fields on M . A fundamental result in the theory
of complex manifold is that (see [91]) the (1, 1) tensor field defining the complex
structure of a complex manifold must have vanishing Nijenhuis tensor. This means
that, on every manifold of isotropic quantum states, the complex structure Jσ is
such that NJσ = 0, which means:(

LJσ(X)(J
σ)
)

(Y ) = (Jσ ◦ LX(Jσ)) (Y ) , (2.79)

where X, Y are arbitrary vector fields on Sσ. In particular, if we consider the
Hamiltonian vector field XA, theorem 4 assures us that LXA

Jσ = 0, and thus:(
LJσ(XA)(J

σ)
)

(Y ) = 0 (2.80)

for every vector field Y on Sσ. Eventually, we can prove the following:

Proposition 7. Let A,B be generic elements in the Lie algebra su(An) of SU(An),
then, the following commutation relations among Hamiltonian and gradient vector
fields hold:

[XA , XB] = −X[A ,B] , [XA , YB] = −Y[A ,B] , [YA , YB] = . (2.81)

Proof. The first commutator follows directly from proposition 4. Regarding the
second commutator, we recall that YA = Jσ(XA), and that theorem 4 assures us that
LXA

Jσ = 0, so that:

[XA , YB] =LXA
(Jσ(XB)) =

= (LXA
Jσ) (XB) + Jσ (LXA

XB) =

=Jσ ([XA , XB]) = −Y[A ,B]

(2.82)

as claimed. Finally, using equation (2.80) together with the fact that Jσ ◦ Jσ = −Id
because it is a complex structure, we obtain:

[YA , YB] =LJσ(XA) (Jσ(XB)) =

=
(
LJσ(XA)(J

σ)
)
XB + Jσ

(
LJσ(XA)XB

)
=

=Jσ ([YA , XB]) = X[A ,B]

(2.83)

as claimed.
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From the commutator just computed we obtain that the family of Hamiltonian
and gradient vector fields associated with elements in the Lie algebra su(An) of the
Lie group SU(An) provide a realization of the Lie algebra sl(An) which is the com-
plexification of the Lie algebra su(An). Since every manifold of isospectral quantum
states is a compact manifold, Hamiltonian and gradient vector fields are complete,
and thus the realization of sl(An) “integrates” to an action of SL(An) on every
manifold of isospectral quantum states. Clearly, this action of SL(An) on Sσ ⊂ Sk
does not coincide with the action αk of SL(An) on Sk introduced in the previous
section because αk does not preserve the spectrum of quantum states.
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Chapter 3

Geometry of the GKLS equation

In this chapter we will review the ideas sketched in [44] and developed then in [42].
The central topic will be the dynamical evolutions of finite-level quantum systems
according to the GKLS master equation (see [38, 63, 82]). The main result will
be a geometrical formulation of these kind of dynamics in terms of vector fields
(dynamical systems) on a suitable affine manifold. The perspective adopted will
be that of relating the geometrical structures of the space of quantum states S
introduced in chapter 2 with the geometry of S seen as a convex body in the affine
ambient space T1

n defined below. The necessity of considering the space of quantum
states as sitting in some ambient space comes from the dynamics of (genuinely)
open quantum systems. Indeed, the description of dissipation phenomena leads to
consider quantum evolutions that are transversal to the manifolds of quantum states
with fixed rank introduced in chapter 2 in the sense that the rank of a quantum
states may change in time (see proposition 3 in [23], or proposition 4 in [24]). We
can manage to overcome this difficulty by enlarging our perspective looking at S
as living in some suitable ambient space which is a differential manifold. From the
mathematical point of view this is possible because S is a convex body, and thus, at
least in finite-dimensions, there are always a vector space, and an affine subspace of
it, of which S is a convex subset. In the specific case of the space of quantum states
of a quantum system with C∗-algebra An, the vector space is the dual O∗n of the
space of observables On and the affine subspace T1

n ⊂ O∗n is the space of self-adjoint
linear functionals ρ such that ρ(I) = 1, where I ∈ An is the identity operator.

If ρ̄ denotes the density matrix associated with the quantum state ρ ∈ S ⊂ O∗n,
then, the generator L of the GKLS equation may be written as a linear map on
density matrices:

35



L(ρ̄) = −ı [H , ρ̄]− 1

2

N∑
j=1

{
v†jvj , ρ̄

}
+

N∑
j=1

vj ρ̄v†j (3.1)

From the mathematical point of view, equation (3.1) has a clear algebraic flavour.
This follows from the fact that the most used mathematical tools in quantum me-
chanics are algebraic. However, in the last decades, something changed, and the ge-
ometrical picture of quantum mechanics has started to grow [16, 26, 32, 36, 48, 58].
In this picture, a rich geometrical structure associated with finite-level quantum
systems naturally emerges. We have seen in chapter 2 that the space Sk of quantum
state with rank equal to k is a homogeneous space for an action of the Lie group
SL(An) (see also [64, 65]). Furthermore, denoting with σ the spectrum of the den-
sity matrix ρ̄ associated with the quantum state ρ, the set Sσ of all quantum states
with the same spectrum σ turns out to be a Kähler manifold. In particular, the
space of pure states is the complex projective space1 P (H), which is a well-known
Kähler manifold. Unitary evolutions are realized by means of Hamiltonian vector
fields on the manifold Sσ of isospectral states. However, open quantum dynamics
may change both the spectrum and the rank of a quantum state, and thus the geo-
metrical description of such dynamical processes can not be accomplished resorting
to the differential structure of Sσ or Sk. We must be able to describe the motion
across orbits of quantum states of different rank.

At this purpose, we note that the dynamical trajectories of quantum states under
open quantum dynamics lies entirely in the set T1

n ⊂ O∗n given by self-adjoint linear
functional ρ such that ρ(I) = 1, where I ∈ An is the identity operator. Consequently,
we will rely on the differential structure of T1

n in order to describe open quantum
dynamics by means of a vector field Γ ∈ X(T1

n) which will turn out to be a fine-
tuned combination of geometrically meaningful vector fields. Specifically, we will
get a decomposition of Γ as (compare with the three terms in the r.h.s. of equation
(3.1)):

Γ = X + Y + Z , (3.2)

where X is a Hamiltonian vector field the flow of which preserves the spectrum of
quantum states, Y is a gradient-like vector field whose flow changes the spectrum
but preserves the rank of quantum states, and Z is a vector field the flow of which
is responsible for the change in rank of quantum states. Interestingly, X will turn
out to be an affine vector field which need not be correlated with Y and Z. On
the other hand, Y and Z will turn out to be highly related. They will be nonaffine
vector fields such that their sum is an affine vector field.

1The set P (H) is a Kähler manifold even in the infinite-dimensional case [47].
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To accomplish this task, we will make use of the Lie-Jordan algebra structure
on the space of linear functions on the dual O∗n of the space of observables On,
and exploit a symmetric and an anti-symmetric product structure on the algebra
F(T1

n) of smooth functions on T1
n. These products allow us to define, respectively,

the gradient-like and the Hamiltonian vector field by means of the affine functions
on F(T1

n) associated with elements of On. By construction, these vector fields will
be precisely the vector fields generating the nonlinear action of SL(An) of which all
spaces Sk are homogeneous spaces (see chapter 2). Consequently, the trajectory of a
quantum state ρ ∈ Sk by means of the flow of these vector fields will be completely
contained in Sk. The vector field Z will be constructed with the help of an affine
map on T1

n.
Once we have this geometrical formulation of open quantum dynamics, some in-

teresting possibile applications arise. We believe that the geometrical reformulation
of open quantum dynamics could provide some new insights on the mathematical
structure of open quantum systems, as well as the possibility of replenish the arsenal
of useful mathematical tools bringing in elements from the classical theory of dynam-
ical systems. Indeed, the mathematical results of the theory of dynamical systems,
which are mainly related to the geometrical structure of classical mechanics, become
immediately available in the quantum case because of the common mathematical
language in which classical physics and open quantum dynamics are here formu-
lated, namely, using vector fields on differential manifolds. This interplay between
the mathematical methods of classical physics and the quantum theory could help to
better understand the structure underlying quantum physics, and to provide some
useful tools in the computation of specific physical situations. Of course, this should
not lead to think that classical physics should drive our understanding of quantum
physics. It is simply a way to point out how casting physical problems pertaining to
the quantum domain into a mathematical formalism which is common to classical
physics leads us to benefit of all the mathematical results available in that formal-
ism. Clearly, the physical interpretation of these results must be consistent with
the quantum nature of the system at hand. A similar attitude, but in the opposite
direction, was pursued by Koopman [77] who reformulated the dynamical problem
of classical physics in the mathematical formalism of Hilbert spaces characteristic
of quantum mechanics.

At the end of the chapter, the geometrical formalism presented is applied to
the case of quantum Poisson semigroups, of quantum Gaussian semigroups, and
quantum random unitary semigroups (see [11, 78, 82]. It is shown that every such
dynamics admits an accumulating set, that is, the dynamical evolution of every
quantum state ρ tends to a non-equilibrium steady state ρ∞. Concrete examples
show that ρ∞ may or may not depend on the initial state ρ.
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3.1 Symmetric and skew-symmetric tensors on O∗n

In this section we will exploit the Lie-Jordan algebra structure of the space On

(see [76, 5, 4]) of observables in order to introduce symmetric and skew-symmetric
tensor fields on O∗n. By means of these tensor fields, we will introduce the notions
of gradient-like and Hamiltonian vector fields associated with functions on O∗n. In
particular, we will see that the gradient-like and Hamiltonian vector fields associated
with linear functions close on a realization of the Lie algebra gl(An) that integrates
to an action of the Lie group GL(An) on O∗n.

We start with the following definition:

Definition 7 (Lie-Jordan algebra). Let (A ,�) denote a real Jordan algebra, and
(A , [[ , ]]) a real Lie algebra. Then (A ,� , [[ , ]]) is called a Lie-Jordan algebra iff the
following conditions hold:

• [[a ; ·]] is a derivation of �:

[[a ,b� c]]] = [[[a ,b]]� c + b� [[a , c]] ; (3.3)

• the associator of � is proportional to the Lie product:

(a� b)� c− a� (b� c) = [[b , [[c , a]] ]] . (3.4)

The space On of self-adjoint elements in An is naturally endowed with a Jordan
product � and a Lie product [[ , ]] given by:

a� b :=
(ab + ba)

2
, (3.5)

[[a ,b]] :=
ı(ab− ba)

2
. (3.6)

These product structures make On a Lie-Jordan algebra according to the previous
definition.

Remark 9. In the infinite-dimensional case (see [28, 29, 39, 54, 56, 67]) we must
pay attention to all those aspects connected with the Banach space structure of the
C∗-algebra A of the system. Indeed, A carries a norm || · || which is compatible with
its algebra structure and its involution, so that the space O of observables becomes a
Banach space (see [3, 53, 101]). In this context, the relevant object is a Lie-Jordan-
Banach algebra (see [5, 4]), that is, a Lie-Jordan algebra (A ,� , [[ , ]]) which is itself
a Banach space with a norm || · || such that:
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• [[ , ]] is continuous;

• ||a� b|| ≤ ||a|| ||b|| for all a,b ∈ A;

• ||a� a|| = ||a||2 for all a ∈ A;

• ||a� a|| ≤ ||a� a + b� b|| for all a,b ∈ A.

What we want to do now is to use the Lie-Jordan algebra structure of On ⊂
An, together with the duality relation between On ⊂ An and O∗n ⊂ A∗n, in order
to build up a symmetric and a skewsymmetric contravariant tensor field on the
linear manifold O∗n. At this purpose, we note that every element a ∈ On may be
represented as a linear function fa on O∗n as follows:

fa(ξ) := ξ(a) . (3.7)

Conversely2, any linear function on O∗n is associated with an element a ∈ On.
Defining the following product structures among linear functions:

fa � fb := fa�b , (3.8)

[[fa , fb]] := f[[a ,b]] , (3.9)

a direct computation shows that:

Proposition 8. The set (Fl(O∗) ,� , [[ , ]]), where Fl(O∗) ⊂ F(O∗) is the space of
real linear functions on O∗, and �, [[ , ]] are given by (3.8) and (3.9), provides a
realization of the Lie-Jordan algebra (O ,� , [[ , ]]).

We can now define two contravariant (2, 0) tensor fields on O∗n using the product
structures � and [[ , ]] just introduced as follows. We first inroduce an orthornormal
basis3 {eµ}µ=0,...,n2−1 of On having e0 = I√

n
. Next, we denote with fµ the linear

function associated with eµ by means of equation (3.7). Since the differentials of
the linear functions generate the cotangent space at each point of O∗n, we have that
every differential one-form θ on O∗n can be written as:

θ = θµ dfµ . (3.10)

2This is always true in finite dimensions where every linear space is isomorphic to its dual and
double dual, while it is no longer true for general infinite dimensional spaces which are not reflexive.

3Throughout the rest of the paper, greek indexes will run from 0 to (n2−1), while latin indexes
will run from 1 to (n2 − 1).
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Consequently, for every differential one-form θ1, θ2 on O∗n we define:

G(θ1 , θ2) := θµ1 θ
ν
2 fµ � fν , (3.11)

Λ̃(θ1 , θ2) := θµ1 θ
ν
2 [[fµ , fν ]] . (3.12)

It is clear thatG is actually a symmetric tensor field because� is symmetric, and Λ̃ is
an antisymmetric tensor field because [[ , ]] is antisymmetric. Now, let f, g ∈ F(O∗n),

and let Λ̃ and G be the tensor fields in equations (3.12) and (3.11). We define the
following bilinear, binary product structures among functions on O∗n:

〈f ; g〉 := G (df ; dg) . (3.13)

{f ; g} := Λ̃ (df ; dg) , (3.14)

The second product is a Poisson bracket, while the first one is commutative but
it does not possess additional properties, unless we restrict it to a properly chosen
subspace of functions, namely, linear functions. In that case, we recover the Jordan
structure of equation (3.8).

By means of the linear functions, we may introduce a Cartesian coordinate sys-
tem4 {xµ}µ=0,...,n2−1 associated with {eµ}µ=0,...,n2−1 setting:

xµ(ξ) := feµ(ξ) = ξ(eµ) , (3.15)

where {eµ}µ=0,...,n2−1 is an orthonormal basis of On having e0 = I√
n
. It is a matter

of straightforward calculations to show that the coordinate expressions of the tensor
fields G and Λ̃ are:

G = dµνσ x
σ ∂

∂xµ
⊗ ∂

∂xν
. (3.16)

Λ̃ = cµνσ x
σ ∂

∂xµ
∧ ∂

∂xν
, (3.17)

The coefficients cµνσ are the structure constants of the Lie product [[ , ]] in On. Note
that 2cµνσ are the structure constants of the Lie algebra u(An) = u(n) of the unitary
group U(An) = U(n), and thus, they are antisymmetric in all indices. Analogously,
the coefficients dµνσ are the structure constants of the Jordan product � in On. The
structure constants dµνσ are symmetric in µ, ν, and we have d00

j = 0 and dµν0 =

4Throughout the rest of the paper, greek indexes will run from 0 to (n2−1), while latin indexes
will run from 1 to (n2 − 1).
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δµν√
n

. Furthermore, the structure constants are invariant with respect to unitary

transformations, that is, the structure constants of the basis {eµ} equal those of the
basis {e′µ}, where e′µ = U eµ U† with UU† = I.

Remark 10. In [43] the antisymmetric and symmetric product among quantum ob-
servables are used to introduce, respectively, an antisymmetric bivector field Λ and a
symmetric bivector field G on a finite-dimensional submanifold M of parametrized
pure states in P(H), where H is the complex separable infinite-dimensional Hilbert
space of the system. It turns out that, if some compatibility conditions between
the immersion of the submanifold M of parametrized pure states and the quan-
tum unitary dynamical evolution considered are satisfied, it is possible to define a
classical-like dynamics on M which is Hamiltonian with respect to Λ.

3.1.1 Hamiltonian and gradient-like vector fields on O∗n

Having at our disposal a symmetric and an antisymmetric bivector field, we may
introduce the notions of gradient-like and Hamiltonian vector fields:

Definition 8 (Gradient-like and Hamiltonian vector fields on O∗n). Let f be a smooth

function on O∗n, and let G and Λ̃ be as in equations (3.11) and (3.12). Then, the

gradient-like vector field Yf and the Hamiltonian vector field X̃f associated with f
are defined as:

Yf := G(df , ·) , (3.18)

X̃f := Λ̃(df , ·) . (3.19)

For the sake of notational simplicity, we will write Ya and X̃a for the gradient-
like and the Hamiltonian vector field associated with the linear function fa, where
a ∈ On.

Interestingly enough, we can prove that the gradient-like and Hamiltonian vector
fields associated with linear functions on O∗n close on a realization of the Lie algebra
gl(An):

Proposition 9. Let a,b ∈ On, then the associated gradient-like and Hamiltonian
vector fields satisfy the following commutation relations:

[X̃a , X̃b] = X̃[[a ,b]] [X̃a ,Yb] = Y[[a ,b]] [Ya ,Yb] = −X̃[[a ,b]] . (3.20)

This means that the gradient-like and Hamiltonian vector fields associated with linear
functions close on the Lie algebra gl(An) of the general linear group GL(An).
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Proof. Since the differentials of the linear functions generate the cotangent space
at each point of O∗n, it suffices to check the commutation relations by computing the
action of the commutators on a generic fc with c ∈ On. We start with the following
computation:

[X̃a , X̃b](fc) = X̃a(X̃b(fc))− X̃b(X̃a(fc)) =

= X̃a(f[[b ,c]])− X̃b(f[[a ,c]]) = f[[a ,[[b ,c]]]] − f[[b ,[[a ,c]]]]

According to the Jacobi identity of the Lie product we have:

[[a , [[b , c]] ]]− [[b , [[a , c]] ]] = [[ [[a ,b]] , c]] , (3.21)

and thus:
[X̃a , X̃b](fc) = f[[[[a ,b]] ,c]] = X̃[[a ,b]](fc) , (3.22)

which means:

[X̃a , X̃b] = X̃[[a ,b]] . (3.23)

Next, we have:

[X̃a ,Yb](fc) = X̃a(Yb(fc))− Yb(X̃a(fc)) =

= X̃a (fb�c)− Yb(f[[a ,c]]) = f[[a ,b�c]] − fb�[[a ,c]]

Recalling that [[a , ·]] is a derivation of the Jordan product � for all a ∈ On, we
have:

[[a ,b� c]]− b� [[a , c]] = [[a ,b]]� c , (3.24)

and thus:

[X̃a ,Yb](fc) = f[[a ,b]]�c , (3.25)

which implies:

[X̃a ,Yb] = Y[[a ,b]] . (3.26)

Finally:

[Ya ,Yb](fc) = Ya(Yb(fc))− Yb(Ya(fc)) =

= Ya (fb�c)− Yb(fa�c) = fa�(b�c) − fb�(a�c) .

Using equations (3.4) and (3.21) we get:
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a� (b� c)− b� (a� c) = − [[ [[a ,b]] c]] , (3.27)

and thus:

[Ya ,Yb](fc) = −f[[ [[a ,b]] c]] , (3.28)

which implies:

[Ya ,Yb] = −X̃[[a ,b]] . (3.29)

Collecting the results, we have:

[X̃a , X̃b] = X̃[[a ,b]] [X̃a ,Yb] = Y[[a ,b]] [Ya ,Yb] = −X̃[[a ,b]] , (3.30)

which means that the Hamiltonian and gradient-like vector fields associated with
linear functions close a representation of the Lie algebra sl(An) of the general linear
group GL(An) as claimed.

We will now show that the realization of the Lie algebra gl(An) given in proposi-
tion 9 integrates to a right action of the Lie group GL(An) on O∗n. At this purpose,
we consider the right action GL(An)×O∗n 3 (g , ξ) 7→ α̃g(ξ) ≡ ξg ∈ O∗n given by:

ξg(a) := ξ(g a g†) ∀a ∈ On . (3.31)

Recalling that for every ξ ∈ O∗n there is ξ̄ ∈ On such that ξ(a) = Tr(ξ̄ a), we can
write the action α̃ on ξ̄ as:

ξ̄g = g† ξ̄ g . (3.32)

We are now ready to prove the following:

Proposition 10. The vector fields of the form 2
(
Ya + X̃b

)
with gl(An) 3 A =

a+ ıb and a,b ∈ On, are the fundamental vector fields (see definition 6) of the right
action α̃ of GL(An) on O∗n given by equations (3.31) and (3.32).

Proof. Let g ∈ GL(An) and take gl(An) 3 A = a + ıb, with a,b ∈ On, such that:

g = eA = ea+ıb . (3.33)

Consider the one parameter group gt = eAt, and let us compute:

43



(
d

dt
ξgt(e

µ)

)
t=0

=

(
d

dt
Tr
(
e(a−ıb)t ξ̄ e(a+ıb)t eµ

))
t=0

=

= 2Tr
(
ξ̄ (eµ � a− [[eµ ,b]])

)
=

= 2 (dµνσ xσ aν + cνµσ xσ bν) .

(3.34)

Then, the proposition follows after confronting this expression with the expression

of the components of 2
(
Ya + X̃b

)
obtained using equations (3.18) and (3.19).

From this proposition follows that the integral curves of the Hamiltonian vector
field X̃amay be represented by:

γt(ξ̄) = U†t ξ̄Ut ,

with Ut = exp(ı t
2
a), therefore, if ξ is a quantum state, that is ξ is in S, the integral

curves starting at ξ remain in S for all t ∈ R. On the other hand, the integral curves
of the gradient vector field Ya may be represented by:

γt(ξ̄) = A†t ξ̄At ,

with At = exp( t
2
a), and thus the integral curves starting at ξ ∈ S will exit from S

because the trace of ξ̄t is not preserved. This means that Hamiltonian vector fields
are tangent to the affine submanifold T1

n ⊂ O∗n containing the space S of quantum
states, while gradient-like vector fields are not tangent to T1

n.

3.2 Symmetric and skew-symmetric tensors on T1
n

As we have seen in the previous section, the Jordan-Lie algebra structure of On

allows us to construct two particular bivector fields on O∗n. Starting with these
bivector fields, we are able to introduce the notions of Hamiltonian and gradient-
like vector fields, and these vector fields turn out to be the fundamental vector fields
associated with a smooth action of GL(An) on O∗n. However, this group action
does not preserve the space of quantum states S ⊂ O∗n, nor it preserves the affine
subspace T1

n ⊂ O∗n of which S is a convex subset. Consequently, we want to perform

a reduction procedure for the bivector fields G and Λ̃ in order to obtain bivector
fields on T1

n. Then, we will define gradient-like and Hamiltonian vector fields on T1
n,
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and it will turn out that these vector fields close on a realization of the Lie algebra
sl(An) which is closely related to the action of SL(An) on S seen in chapter 2.

The set T1
n is an affine subspace of O∗n, and thus its algebra of smooth func-

tions can be identified with the quotient algebra5 F(O∗n)/I1
n, where F(O∗n) is the

algebra of smooth functions on O∗n, and I1
n ⊂ F(O∗n) is the closed linear subspace

consisting of smooth functions vanishing on T1
n. What we will do is to perform a

reduction procedure for the additional product structures { , } and 〈 , 〉 on the alge-
bra (F(O∗n),+, ·) given by, respectively, equations (3.13) and (3.14), and then use
the affine structure on T1

n to extend the reduced product structures on functions to
bivector fields on T1

n.
In order to perform the reduction procedure, let us briefly recall how product

structures may pass to a quotient space. First of all, let us consider a vector space
V , and a closed linear subspace W ⊂ V . It is well-known that the quotient space
E ≡ V/W inherits the structure of a vector space:

[v1] + [v2] := [v1 + v2] . (3.35)

Now, let us endow the vector space V with a product structure · compatible with
+ so that V becomes an algebra A ≡ (V ,+ , ·). It is clear that W is again a closed
linear subspace of A, however, as it stands it carries no information on the algebra
structure of A. This means that, in general, E ≡ A/W will not be an algebra. If
we want E ≡ A/W to inherit an algebra structure, we must select W so that it is
an ideal of A. In this case we can define the following product structure on E:

[v1] ·E [v2] := [v1 · v2] . (3.36)

Indeed, expressing [v1] and [v2] as the sum of a representative of the equivalence
class with a generic element in W we have:

(v1 +w1) ·(v2 +w2) = v1 ·v2 +v1 ·w2 +w1 ·v2 +w1 ·w2 ≡ v1 ·v2 +w12 = [v1 ·v2] , (3.37)

where w12 = v1 · w2 + w1 · v2 + w1 · w2 is in W for all v1 and v2 if and only if W is
an ideal of A.

Now, let us consider the algebra (F(O∗n) ,+ , { }). It is a matter of straightfor-
ward calculation to show that I1

n is an ideal with respect to the product structure

5In general, if V is the vector space F(M) of smooth functions on a differential manifold M ,
and W is the closed subspace IΣ of smooth functions vanishing on a submanifold Σ ⊂ M , we
obtain E ≡ F(M)/IΣ

∼= F(Σ) [33].
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{ , } given by equation (3.13), that is, {f , g} ∈ I1
n whenever f is in I1

n. This means
that on the quotient space F(O∗n)/I1

n
∼= F(T1

n) we have the product structure { }1:

{[f ] , [g]}1 := [{f , g}] . (3.38)

We can now use the product structure { , }1 to construct a contravariant bivector
field on T1

n. In order to do so, we identify the elements of the quotient space
F(O∗n)/I1

n with functions in F(T1
n). If {xµ}µ=0,...,n2−1 is the Cartesian coordinates in

O∗n associated with the orthonormal basis {eµ}µ=0,...,n2−1 introduced before, then the
affine subspace T1

n may be identified with all those elements in O∗n having x0 = 1√
n
.

Remark 11. What we have done here, is to select an origin in the affine subspace
T1
n, namely, the point ξ such that x0(ξ) = 1√

n
and xj(ξ) = 0 for all j 6= 0. Interest-

ingly, this point corresponds to the maximally mixed state.

Denoting with i : T1
n → O∗n the canonical immersion, we note that the pullback

f = A0√
n

+ Aj x
j of a linear function f̃ = Aµ x

µ ∈ F(O∗n) by means of i is an affine

function on T1
n. Consequently, we can select (n2−1) of them, say f j = xj, such that

their differentials form a basis of the cotangent space T ∗ξ T
1
n at each point ξ ∈ T1

n.
An explicit calculation shows that:

{f j , fk}1 = cjkl f l . (3.39)

Since {df j}j=1,...,n2−1 is a basis of the cotangent space, we can define a contravariant
bivector field Λ setting:

Λ(df j , dfk) := {f j , fk}1 = cjkl f l . (3.40)

The explicit expression of Λ in the coordinate system associated with {f j}j=1,...,n2−1

is:

Λ = cjkl xl
∂

∂xj
∧ ∂

∂xk
. (3.41)

When we try to proceed similarly for G, we immediately find that I1
n is not an

ideal for the product structure 〈 , 〉 by equation (3.14). Our proposal to deal with
this situation is to modify G so that I1

n becomes an ideal for the product structure
associated with the new tensor field. In doing so, we will lose the Jordan-Lie algebra
structure on the linear functions on O∗n, Indeed, when we modify G, the resulting
symmetric product will no longer be the Jordan product realized on linear functions,
nor will it be compatible with the antisymmetric product { , } associated with Λ̃.

Let us consider the following tensor field on O∗n:
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R̃ := G− ∆̃⊗ ∆̃ = dµνσ xσ
∂

∂xµ
⊗ ∂

∂xν
− ∆̃⊗ ∆̃ , (3.42)

where ∆̃ = xµ ∂
∂xµ

is the Euler vector field representing the linear structure of O∗.
A direct calculation shows that I1

n is an ideal for the product structure 〈〈 , 〉〉 on

functions associated with R̃ by means of:

〈〈f , g〉〉 := R̃ (df , dg) . (3.43)

For future reference, we note that the gradient-like vector fields associated with R̃
are:

Ỹf := R̃ (df , ·) = G (df , ·)− ∆̃(f) ∆̃ = Yf − ∆̃(f) ∆̃ . (3.44)

Remark 12. If we focus on affine functions fa with a ∈ On, we immediately see
that:

〈〈fa , fb〉〉 = fa�b − fa fb . (3.45)

If a = b, then 〈〈fa , fa〉〉 is the variance of a. Moreover, it is clear that linear
functions are no longer an algebra with respect to the product structure associated
with R̃, let alone a Jordan algebra.

Now, we can proceed in complete analogy with what has been done for { } and Λ̃
in order to obtain a symmetric product structure 〈 , 〉1 on F(T1

n), and the symmetric
contravariant tensor field R on T1

n given by:

R =

(
djkl xl +

δjk

n

)
∂

∂xj
⊗ ∂

∂xk
−∆⊗∆ (3.46)

where ∆ = xj ∂
∂xk

.

3.2.1 Hamiltonian and gradient-like vector fields on T1
n

Now that we have the tensor fields Λ and R on T1
n, we can proceed and define

gradient-like and Hamiltonian vector fields in analogy with definition 8:

Definition 9 (Gradient-like and Hamiltonian vector fields on T1
n). Let f ∈ F(T1

n),
and R and Λ be as in equation (3.46) and (3.41). Then, the gradient-like vector
field Yf and the Hamiltonian vector field Xf associated with f are defined as:

Yf := R (df ; ·) , (3.47)
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Xf := Λ (df ; ·) . (3.48)

For the sake of notational simplicity, we will write Ya and Xa for the gradient-
like and the Hamiltonian vector field associated with the affine function fa, where
a ∈ On.

Writing ξ = 1√
n
e0 +xjej, the explicit expressions of the gradient-like and Hamil-

tonian vector fields associated with the affine function fa = a0√
n

+ajx
j, where a ∈ On,

are:

Ya = Tr
(
a� ξ̄ ēk

) ∂

∂xk
− fa∆ =

(
djkl xlaj +

δjkaj
n

)
∂

∂xk
− xjaj ∆ , (3.49)

Xa = cjkl xlaj
∂

∂xk
. (3.50)

Note that the gradient-like vector fields contain a quadratic term with respect to
the coordinate system {xk}k=1,...,n2−1 adapted to T1

n. Moreover, note that the 0-
component of a does not play any role in the definition of Xa and Ya. In particular,
the Hamiltonian and gradient-like vector fields associated with fa are everywhere
vanishing whenever a = a0e

0.

There is a very interesting relation between the vector fields X̃a, Ỹa, Xa and Ya.
To see this, recall that the vector fields on O∗n are derivations of the pointwise product

of F(O∗n). Any such derivation, say D̃, defines a derivation D of the quotient algebra
(with respect to the pointwise product) if and only if D(I1

n) ⊂ I1
n [33], indeed, we

can define:

D([f ]) := [D̃(f)] . (3.51)

It is then clear that Hamiltonian vector fields X̃a and gradient-like vector fields Ỹa

define derivations of F(O∗n)/I1
n. Once we identify T1

n ⊂ O∗n as the affine subspace
characterized by x0(ξ) = 1√

n
, it follows from a direct computation that the derivation

associated with X̃a is the Hamiltonian vector field Xa associated with a by means of
Λ, and the derivation associated with Ỹa is the gradient-like vector field Ya associated
with a by means of R.

We will now prove that Hamiltonian and gradient-like vector fields on T1
n as-

sociated with traceless elements in On close on a realization of the Lie algebra of
SL(An):
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Proposition 11. Let a,b ∈ On be such that Tr(a) = Tr(b) = 0. Then the
associated gradient-like and Hamiltonian vector fields on T1

n satisfy the following
commutation relations:

[Xa , Xb] = X[[a ,b]] [Xa , Yb] = Y[[a ,b]] [Ya , Yb] = −X[[a ,b]] . (3.52)

This means that the gradient-like and Hamiltonian vector fields associated with affine
functions close on the Lie algebra sl(An) of the special linear group SL(An).

Proof. Since the affine functions fa are enough to generate the cotangent space at
each point, we will compute the commutators simply evaluating them on the affine
functions themselves. For the Hamiltonian vector fields we have:

[Xa , Xb](fc) = Xa(Xb(fc))−Xb(Xa(fc)) =

= Xa(f[[b ,c]])−Xb(f[[a ,c]]) = f[[a ,[[b ,c]]]] − f[[b ,[[a ,c]]]] ,

where we have used:

Xa(fb) = Λ(dfa , dfb) = {fa , fb}1 = f[[a ,b]] . (3.53)

It is easy to see that:

[[a , [[b , c]] ]]− [[b , [[a , c]] ]] = [[ [[a ,b]] , c]] , (3.54)

from which it follows that:

[Xa , Xb](fc) = f[[[[a ,b]] ,c]] = X[[a ,b]](fc) , (3.55)

and thus:

[Xa , Xb] = X[[a ,b]] . (3.56)

Before computing the commutator between Hamiltonian and gradient-like vector
fields, let us note that:

Ya(fb) = R(dfa , dfb) = djkl ajbk +
δjkajbk
n

− xjaj xkbk . (3.57)

Now, the Jordan product a� b reads:

a� b = dµνσ aµbν eσ = djk0 ajbk e0 + djkl ajbk el =
δjkajbk√

n
e0 + djkl ajbk el , (3.58)
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where we used d00
j = 0, dµν0 = δµν√

n
, and the fact that a and b are traceless. Comparing

equation (3.57) with equation (3.58) it follows that

Ya(fb) = fa�b − fafb . (3.59)

Computing the commutator, we have:

[Xa , Yb](fc) = Xa(Yb(fc))− Yb(Xa(fc)) = Xa (fb�c − fbfc)− Yb(f[[a ,c]]) =

= f[[a ,b�c]] − fc f[[a ,b]] − fb f[[a ,c]] − fb�[[a ,c]] + fbf[[a ,c]] =

= f[[a ,b�c]] − fc f[[a ,b]] − fb�[[a ,c]] .

A direct computation shows that:

[[a ,b� c]]− b� [[a , c]] = [[a ,b]]� c , (3.60)

and thus:

[Xa , Yb](fc) = f[[a ,b]]�c − f[[a ,b]] fc , (3.61)

which means:

[Xa , Yb] = Y[[a ,b]] . (3.62)

Finally, noting that:

Ya (fb�c − fbfc) = fa�(b�c) − fafb�c − fc (fa�b − fafb)− fb (fa�c − fafc)

we have:

[Ya , Yb](fc) = Ya(Yb(fc))− Yb(Ya(fc)) = Ya (fb�c − fbfc)− Yb (fa�c − fafc) =

= fa�(b�c) − fafb�c − fc (fa�b − fafb)− fb (fa�c − fafc)−

−fb�(a�c) + fbfa�c + fc (fa�b − fafb) + fa (fb�c − fbfc) = −f[[ [[a ,b]] c]]

where, in the last equality, we used equation (3.27). Eventually, we get:

[Ya , Yb] = −X[[a ,b]] . (3.63)

Collecting the results we have:
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[Xa , Xb] = X[[a ,b]] [Xa , Yb] = Y[[a ,b]] [Ya , Yb] = −X[[a ,b]] , (3.64)

which defines a realization of the Lie algebra sl(An) of the special linear group
SL(An) as claimed.

One could be tempted to say that the realization of sl(An) by means of Hamil-
tonian and gradient-like vector fields associated with affine functions, integrates to
a right action of SL(An) on T1

n just as it happens for the realization of gl(An) on
O∗n (see equation (3.20)). However, this is not the case. What happens is that
the gradient-like vector fields in equation (3.52) are, in general, not complete, and
thus the Lie algebra realization does not integrate to an action of the Lie group
(see remark 3). What is very interesting though, is that on the positive elements of
T1
n, that is, the quantum states, these vector fields are complete, and their flow is

precisely the action α of definition 5:

Proposition 12. Let a,b ∈ O be such that Tr(a) = Tr(b) = 0. Then, the evolution
ρt of the quantum state ρ ∈ S along the flow of Xa + Yb is defined by:

ρt(e
j) =

ρ(gt e
j g†t )

ρ(gt g†t )
, (3.65)

where A = a + ıb ∈ sl(An) so that gt = exp( t
2
A) is in SL(An) for all t.

Proof. Let us start recalling that ρ = 1√
n
e0 + xlel, and compute:

dρt(e
j)

dt

∣∣∣∣
t=0

= ρ
(
a� ej

)
− ρ

(
[[ej ,b]]

)
− ρ(ej) ρ(a) =

= dkjl xlak +
δkjak
n

+ ckjl xlbk − akxk xj . (3.66)

The proposition follows from the comparison between equation (3.66) with equations
(3.49) and (3.50). Note that if ρ is not a quantum state (ρ̄ is not positive), we
can not use equation (3.65) to define ρt because the denominator may explode (see
remark 3).

It is clear that Hamiltonian and gradient vector fields on T1
n are tangent to every

manifold Sk of quantum states with fixed rank. Furthermore, comparing proposition
12 with the results of subsection 2.1.1 on the fundamental vector fields of the action
of SL(An) on Sk, we realize that the restriction of the vector field (Ya + Xb) to
the submanifold Sk ⊂ T1

n coincides with the fundamental vector field XA associated
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with A = a−ıb
2

. Consequently, the integral curves γt(ρ) of (Ya + Xb) starting at
ρ ∈ S are clearly complete, and they lie entirely in the space S of quantum states in
the sense that if ρ ∈ Sk then γt(ρ) is in Sk for all t ∈ R. In particular, the integral
curves of Xb lie entirely in the set of isospectral states, and thus Xb may be thought
of as the vector field generating the unitary part of a quantum dynamical process.
On the other hand, the integral curves of Ya +Xb are generically transversal to the
set of isospectral states, however remaining entirely in the set of quantum states
with fixed rank. Clearly, since Ya contains nonlinear terms, its integral curves can
not represent linear quantum dynamical processes. Indeed, in the next section we
will see that if we combine Ya with a properly defined vector field ZK, then the vector
field Ya + ZK may be thought of as representing the dissipative part of a quantum
dynamical process.

Example 1 (Two-level quantum system). To illustrate our general arguments we
consider the example of a two-level quantum system. To make contact with the
widespread notation for qubit, we will here drop the requirement of orthonormality
for the basis {eµ}µ=0,...,3 and {eµ}µ=0,...,3 and consider the orthogonal basis generated
by the Pauli matrices:

σ0 =

(
1 0
0 1

)
σ1 =

(
0 1
1 0

)
(3.67)

σ2 =

(
0 −ı
ı 0

)
σ3 =

(
1 0
0 −1

)
. (3.68)

This choice will affect some numerical factors in the coefficients cjkl and dµνα . How-
ever, from the practical point of view, it is a convenient choice because of the peculiar
properties of the Pauli matrices. The self-adjoint element ξ̄ ∈ On associated with
ξ ∈ O∗n is written as:

ξ̄ =
1

2

(
σ0 + x · σ

)
, (3.69)

and it is the density matrix associated with a quantum state if and only if |x|2 ≤ 1.
In this case, S has only two strata, namely, S1 and S2, and it is a proper manifold
with boundary. As shown in [64] this is the only case in which S is a differential
manifold with a smooth boundary. Specifically, S is the 3-dimensional solid ball and
the two strata are the surface of the ball, that is, the pure states; and the open interior
of the ball, that is, the mixed states. It should be noticed that while pure states are
represented by a compact manifold without boundary, the stratum of mixed states is
bounded but not compact, and its closure is the whole space of quantum states S.
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It is easy to work out the explicit expressions for the structure constants of the
anti-symmetric product [[σµ , σν ]] and the symmetric product σµ�σν, and, once this
has been done, the expressions for R and Λ read:

R = δjk
∂

∂xj
⊗ ∂

∂xk
−∆⊗∆ , (3.70)

Λ = −εjkl xl
∂

∂xj
∧ ∂

∂xk
, (3.71)

where εjkl is the Levi-Civita symbol. Gradient vector fields associated with the affine
function fσj are:

Yj =
∂

∂xj
− xj ∆ , (3.72)

while Hamiltonian ones read:

Xj = −εjkl xl
∂

∂xk
. (3.73)

Together they close on the Lie algebra of SL(A2) = SL(2 ,C). Furthermore, the
Hamiltonian ones are tangent to the sphere of radius r for all r > 0:

LXjr2 = −εjkl xlxk = 0 , (3.74)

while the gradient ones are tangent only to the sphere of radius r = 1 (the pure
states), in fact we get:

LYjr2 = (1− r2)xj . (3.75)

This instance reflects the fact that the manifold of pure quantum states is a homo-
geneous space for both SU(An) and SL(An) for every n.

3.3 Evolution of open quantum systems as an affine

dynamical system

The mathematical description of (Markovian) open quantum systems was initiated
in the pioneriing works [63] and [82]. In these papers, the explicit form of the most
general master equation governing the Markovian dynamics of a finite-level quantum
system was found. The theoretical and experimental richness of the theory of open
quantum systems is continuously growing, and the important increase in the level of
experimental control on quantum systems has led to a wide number of experimental
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realizations of open quantum systems in different fields of physical applications. For
instance, in quantum optics; in atomic and molecular physics; and in mesoscopic
physics.

An open system can be thought of as a physical system S which is not closed,
that is, it is interacting in some way with an environment E . From the conceptual
point of view, one may hope to be able to consider a new physical system T , which is
the sum of S and E , so that T becomes a closed system. This conceptual attitude is
corroborated by a number of mathematical results, both in classical, and quantum
physics. Indeed, given a classical system S the dynamical evolution of which is
described by means of a vector field X on some carrier manifold M , it is always
possible to find a symplectic lift X̃ of X to the cotangent bundle T ∗M , so that X̃
becomes a Hamiltonian vector field, that is, X̃ describes a closed classical system
[15, 1]. On the other hand, the state ρ of a (finite-level) quantum system S with
Hilbert space HS , may be described by a density operator in the space B(HS ) of
bounded linear operators on HS . Here, the evolution of a closed system corresponds
to the unitary evolution:

Φτ (ρ) = Uτ ρU†τ , (3.76)

with Uτ a unitary operator for all τ . An open system is described by a semigroup
Φτ of completely-positive trace preserving (CPTP) maps from B(HS ) into itself. In
this context, Stinespring theorem [97] states that every completely-positive trace-
preserving map K(ρ) from B(HS ) to itself can be obtained in three steps. First,
we have to consider the tensor product HS with an auxiliary Hilbert space HE .
According to the general postulates of quantum mechanics [55], HS ⊗HE represents
the Hilbert space of the composite system S + E . Once we have the composite
system, we let it evolve by means of a unitary evolution depending on the explicit
form of K. Finally, we project the evolved state back from HS ⊗HE to HS to define
an evolution from HS into HS .

Although these prescription seems clear cut, its practical implementation suffers
of some limitations. Indeed, it is often the case that the environment is so com-
plicated that a complete knowledge of the actual state describing it is impossible.
Consequently, it is impossible to determine the evolution of the composite system
because we do not know the initial state of the composite system. Furthermore, it
is very likely that our knowledge of the explicit form of the interaction between the
system and its environment is uknown to us. What we actually have, is only an ef-
fective dynamics on the subsystem S . The Gorini-Kossakowski-Sudarshan-Linbland
equation (or GKLS for short) [63, 82] describes precisely the most general form for
the generator of a finite-level open quantum system from the perspective of the
effective dynamics. For an interesting exposition of the technical and conceptual
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development of the ideas that have led to the discovery of the GKLS equation we
refer to [38].

Recalling that, in the finite-dimensional case, every ξ ∈ O∗n is uniquely related to
an element ξ̄ ∈ On, the GKLS generator L of a linear quantum dynamical process
can be expressed as the linear operator (see [63, 82]):

L(ξ̄) = −2
[[

H , ξ̄
]]
−V � ξ̄ +K(ξ̄) , (3.77)

where H ∈ On, vj ∈ An, V =
∑N

j=1 v†jvj, and the linear map K is a completely-
positive map:

K(ξ̄) =
N∑
j=1

vj ξ̄ v†j with N ≤ (n2 − 1) . (3.78)

In the finite-dimensional case, according to [63, 82], this is the most general form for
the generator of a dynamical process which is linear, completely positive and trace
preserving (CPTP).

The integration of the equations of motion associated with L gives a one-parameter
semigroup {Φτ} of completely-positive maps Φτ : S → S for τ ≥ 0, such that Φ0 is
the identity transformation. Actually, {Φτ} is well-defined and differentiable for all
τ ∈ R on the whole O∗, but, for τ < 0 it fails to preserve positivity, hence, it maps
quantum states out of S.

We will now analyze the vector field Γ̃ ≡ ZL associated with the GKLS generator
L. For this purpose, let {eµ}µ=0,...,n2−1 denote the basis in O∗n which is dual to the
orthonormal basis {eµ}µ=0,...,n2−1 of On introduced before.

Definition 10 (Linear vector field associated with a linear map). Let A(ξ) =
Aµνξ

ν eµ be a linear map from O∗n to itself, and let {xµ} be the Cartesian coordi-
nates system associated with {eµ}µ=0,...,n2−1. We define a linear vector field ZA on
O∗n associated with A as follows (see [33] chapter 2 and 3):

ZA := Aµν x
ν ∂

∂xµ
. (3.79)

Its action on linear functions reads:

ZA(fb)(ξ) = fb(A(ξ)) = Aµν bµx
ν . (3.80)

It is a matter of straightforward calculation to prove that:
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Proposition 13. Let A,B be linear maps from O∗n to itself, then:

ZA+B = ZA + ZB . (3.81)

The GKLS generator L is a linear map from O∗n to itself, therefore, we may

define its associated linear vector field Γ̃ ≡ ZL on O∗n by means of definition 10.

Proposition 14 (GKLS vector field on O∗n). Let L be the GKLS generator of equa-
tion (3.77). Then:

Γ̃ = X̃a + Yb + ZK , (3.82)

where X̃a is the Hamiltonian vector field associated with a = −2H by means of Λ̃,
the gradient-like vector field Yb is the one associated with b = −V by means of
G, and ZK is the linear vector field associated with the CPTP map K by means of
(3.79).

Proof. Let us start writing:

L(ξ̄) = 2
[[

H , ξ̄
]]
−V � ξ̄ +K(ξ̄) ≡ −2CH(ξ̄)− AV(ξ̄) +K(ξ̄) , (3.83)

where the linear maps CH and AV are given by:

CH(ξ) := [[H , ξ̄ ]] = cµνσ hνxµ eσ ,

and

AV(ξ̄) := V � ξ̄ = dµνσ Vνxµ eσ .

According to definition 10, and recalling that O∗n 3 ξ = xµ eµ and On 3 ξ̄ = xµ eµ

with xµ = δµν xν, we have:

ZCH
= cµνσ hνx

σ ∂

∂xµ
= X̃H , (3.84)

ZAV
= dµνσ Vνx

σ ∂

∂xµ
= YV , (3.85)

where we have used the coordinate expressions of Hamiltonian and gradient-like vec-
tor fields given by equations (3.50) and (3.49). Since L is a linear combination of
the three linear maps CH(ξ̄), AV(ξ̄), and K(ξ̄), the results follows from proposition
13 .
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Our aim is to define a vector field on T1
n representing the GKLS generator L.

We will construct such a vector field by means of a reduction procedure applied to
ΓL.

Proposition 15 (GKLS vector field on T1
n). The linear vector field Γ̃ defines a

derivation, say Γ, of the algebra F(T1
n). Furthermore, Γ will decompose into the sum

of three vector fields all of which, spearately, define derivations of F(T1
n). Specifi-

cally, we have:

Γ = Xa + Yb + ZK , (3.86)

where Xa is the Hamiltonian vector field associated with a = −2H, Yb is the
gradient-like vector field associated with b = −V =

∑
j v†j vj, and ZK is a vec-

tor field associated with the linear map K(ξ̄) =
∑

j vj ξ̄ v†j.

Proof. We have to prove that LΓ̃ IT1
n
⊂ IT1

n
, where IT1

n
⊂ F(O∗n) is the ideal of

smooth functions vanishing on T1
n.

Let us start recalling equation (3.44), so that we can introduce the gradient-like

vector field Ỹb associated with the symmetric bivector field R̃:

Ỹb = Yb − fb ∆̃ . (3.87)

From this, it follows that Yb = Ỹb + fb ∆̃, and thus:

Γ̃ = X̃a + Yb + ZK = X̃a + Ỹb + fb ∆̃ + ZK ≡ X̃a + Ỹb + Z̃K . (3.88)

We already know that X̃a and Ỹb define, separately, derivations of F(T1
n). In par-

ticular, we know that the derivation associated with X̃a is the Hamiltonian vector
field Xa, while the derivation associated with Ỹb is the gradient-like vector field Yb.

In order to better understand Z̃K, we start writing the map K(ξ̄) as:

K(ξ̄) = Tr
(
K(ξ̄)ē0

)
e0 + Tr

(
K(ξ̄)ēk

)
ek ≡ A(ξ̄) +B(ξ̄) , (3.89)

where we have used the fact that eµ(eν) = Tr (ēµ eν). From this equation it follows
that:

ZK = ZA + ZB . (3.90)

Next, we look at the map A:

A(ξ̄) =
∑
j

Tr
(
vj ξ̄ v†j ē0

)
e0 =

∑
j

Tr
(
v†jvj ξ̄

) e0

√
n

=
fV(ξ)√

n
e0 . (3.91)
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Recalling that Z̃K = ZK − fV ∆̃, we have:

Z̃K = ZA + ZB − fV ∆̃ = fV

(
1√
n
− x0

)
∂

∂x0
− fV xk

∂

∂xk
+ ZB . (3.92)

The first term in the RHS clearly vanishes when we are on the hyperplane x0 = 1√
n

representing T1
n in O∗n. This means that it defines a derivation of F(T1

n) corre-
sponding to the zero vector field. Furthermore, since the second and third terms in
the RHS have no component along ∂

∂x0
, they define, separately, derivations of the

algebra F(T1
n), that is, vector fields on T1

n. We denote with ZB the vector field on
T1
n which is associated with the vector field ZB on O∗n, and with fV∆ the vector

field on T1
n which is associated with the vector field fV x

k ∂
∂xk

on O∗. Recalling that
O∗n 3 ξ = xµ eµ and On 3 ξ̄ = xµ eµ with xµ = δµν xν, the coordinate expression of
ZB reads:

ZB = Kkµ xµ
∂

∂xk
= Tr

(
K(eµ)ēk

)
xµ

∂

∂xk
, (3.93)

where eµ = δµνe
µ, ēk = δjkēj, and x0 = 1√

n
is implicitely assumed. In the end, Z̃K

defines a derivation of F(T1
n) given by:

ZK = ZB − fV∆ . (3.94)

Now:

Γ̃ = X̃a + Ỹb + Z̃K
is the sum of three vector fields defining, separately, derivations of F(T1

n), and thus,

Γ̃ itself defines a derivation of F(T1
n) which we denote with Γ.

Eventually, we find that the quantum dynamical evolution generated by the GKLS
generator L of equation (3.77) is described by the following GKLS vector field Γ on
T1
n:

Γ = Xa + Yb + ZK . (3.95)

By construction, the integral curves of Xa + Yb starting at ρ ∈ Sk ⊂ S remain
in Sk, and thus, it is the vector field ZK which is responsible for the change of the
rank of a quantum state.

Note that ZK, as well as Yb, contains a quadratic term with respect to the
coordinate system {xk}k=1,...,n2−1 adapted to T1

n given by fV∆. Interestingly, these
quadratic terms cancel out in the sum Yb + ZK, and thus, the GKLS vector field Γ
representing a linear quantum dynamical process is an affine vector field on T1.
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Remark 13. Inspired by the explicit form of ZK, we will give a general prescription
to associate a vector field on T1

n with a CPTP map on O∗n. Let

A(ξ̄) =
∑
j

aj ξ̄ a†j

be a CPTP map from On to On. Next, define A] : On → On as follows:

A](ξ̄) =
∑
j

a†j ξ̄ aj . (3.96)

It is clear that A] is a completely-positive map according to Choi’s theorem [35].
Now, we set:

ZA :=
(
Akµ x

µ − xk fA](e0)

) ∂

∂xk
, (3.97)

where x0 = 1√
n

is implicitely assumed. Note that this way of associating a vector

field ZA on T1
n with a CPTP map A on On is completely unrelated with A being the

CPTP map of some GKLS generator.

As said before, both Yb and ZA contain, in general, nonaffine parts with respect
to the coordinate system {xk}k=1,...,n2−1 adapted to T1

n. This means that their sum
Yb + ZA is, in general, a nonaffine vector field on T1

n. However, if we take

b = −
N∑
j=1

v†j vj , (3.98)

and

A(ξ̄) =
N∑
j=1

vj ξ̄ v†j , (3.99)

then the nonaffine terms in Yb and ZA cancel each other, and Yb + ZA becomes an
affine vector field. This is precisely what happened in the construction of the GKLS
vector field Γ of equation (3.86). We can not describe a linear quantum dynamical
evolution using the vector field Γ = Xa + Yb +ZA, where a,b and A are completely
arbitrary. The linearity requirement for the evolution, which is equivalent to Γ being
an affine vector field on T1

n, forces us to fine-tune Yb and ZA using equations (3.98)
and (3.99).
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Example 2 (Phase damping of a qubit). We will now give the explicit expression
of the GKLS vector field associated with the quantum dynamical process known as
the phase damping of a qubit. For the notation, we refer to example 1.

The GKLS generator for the phase damping is given by equation (3.77) with
H = 0, N = 1, and v ≡ v1 =

√
γ σ3:

L(ξ̄) = −γ
(
ξ̄ − σ3 ξ̄ σ3

)
. (3.100)

To compute the GKLS vector field Γ, note that a = 2H = 0 implies Xa = 0, and,
since −b = V = v† v = γσ0, it is Yb = 0. It follows that Γ = ZK.

Now:

Tr
(
K(ξ̄)σ̄k

)
= γTr

(
σ3ξ̄ σ3 ēk

)
= 2γ x3 δ

3
k − γ xl δlk , (3.101)

and fV = γ, which means: :

Γ = ZK = −2γ

(
x1 ∂

∂x1
+ x2 ∂

∂x2

)
. (3.102)

The flow Φτ generated by Γ reads:

Φτ (ξ) =
1

2

(
σ0 + exp(−2γτ)

(
x1σ1 + x2σ2

)
+ x3σ3

)
, (3.103)

and it is clear that this dynamics only affects the phase terms (off-diagonal terms)
of ξ represented by its components along σ1 and σ2. All the quantum states lying
on the x3 axis are fixed points of the dynamics, and it is clear that every initial
state will evolve towards its projection on the x3 axis. Indeed, from the geometrical
point of view, the integral curves of Γ are radial lines in a two-dimensional plane
orthogonal to the x3-axis. Therefore, the dynamical evolution of every initial state
is always transversal to the spheres centered in x1 = x2 = x3 = 0. These spheres
represent isospectral quantum states, hence, the dynamics will change the spectrum
of the quantum states giving rise to dissipation.

Note that, for τ ≤ 0, the flow of Γ takes a quantum state ρ out of S, and
thus, from the point of view of the space of states S, Γ generates a one-parameter
semigroup of transformations.

Example 3 (Energy damping of a qubit). Let us now look at the dynamical evolution
of a qubit associated with a GKLS generator having H = 0, N = 1, and v ≡ v1 =√
γ (σ1 + ıσ2):

L(ξ̄) = −V � ξ̄ + γ
(
σ1 + ıσ2

)
ξ̄
(
σ1 − ıσ2

)
. (3.104)

60



Now, a = 2H = 0⇒ Xa = 0 as for the phase damping, however, b = −V = v†v =
−2γ(σ0 − σ3), and thus the gradient-like vector field Yb reads:

Yb = 2γ

(
∂

∂x3
− x3 ∆

)
, (3.105)

with ∆ the dilation vector field, and we see that it has a quadratic term. As stated
before, we will see that the vector field ZK contains a quadratic term which will cancel
the quadratic term of Yb. This is a concrete instance of the fine-tuning between Yb
and ZK imposed by the requirement of linearity for the quantum dynamics.

Now, we have:

Tr
(
v ξ̄ v† σ̄k

)
=

1

2

(
Tr
(
v v† σ̄k

)
+ xl Tr

(
v σl v† σ̄k

))
=

= 2γ
(
xl(δ

1lδk1 + δ2lδk2 − δlk) + δk3

)
(3.106)

and fV = 2γ (1− x3). Therefore:

ZK = 2γ
(
1− x3

) ∂

∂x3
− 2γ

(
1− x3

)
∆ . (3.107)

Collecting the results we obtain the following form for the GKLS vector field:

Γ = ZK + Yb = −2γ

(
x1 ∂

∂x1
+ x2 ∂

∂x2

)
+ 4γ

(
1− x3

) ∂

∂x3

= −2γ∆ + 2γ
(
2− x3

) ∂

∂x3
,

(3.108)

where ∆ = x1 ∂
∂x1

+ x2 ∂
∂x2

+ x3 ∂
∂x3

is the dilation vector field on R3. The quadratic
terms in ZK and Yb canceled out, and we are left with an affine vector field as it
should be. We stress the fact that this cancellation occurs because of the fine-tuning
between ZK and Yb imposed by the linearity requirement for the quantum evolution.

Looking at Γ, we immediately see that it has a single fixed point, specifically,
the pure state ρ∞ = 1

2
(σ0 + σ3). Furthermore, we realize that Γ is the sum of the

GKLS vector field of the phase damping with the vector field 4γ (1− x3) ∂
∂x3

. These
two vector fields commute, and thus the flow Φτ of their sum can be written as the
composition of their flows. The specific expression is:

Φτ (ξ) =
1

2

(
σ0 + e−γτ

(
x1σ1 + x2σ2

)
+
(
e−4γτ

(
x3 − 1

)
+ 1
)
σ3

)
. (3.109)
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The asymptotic behaviour of this dynamics is quite interesting. Indeed, every initial
state evolves toward the common asymptotic pure quantum state ρ∞ = 1

2
(σ0 + σ3).

On the one hand, if we start from an initial mixed quantum state, the dynamical
evolution may be read as a “purification” process, which, however, is accomplished
only in the limit τ → +∞. On the other hand, if we start from an initial pure
quantum state, the dynamics will immediately destroy its purity turning it into a
mixed state, and then it will start to “purify” it again. We see here a “collapse” and
“revival” phenomenon.

3.3.1 LaSalle principle and asymptotic behaviour

Now that we have written the GKLS generator of a linear quantum dynamical
process in terms of a vector field Γ on the affine manifold T1

n, we are able to use
all the tools from the theory of dynamical systems in the quantum context. This
will help us, for example, in analyzing the stability properties of a given quantum
dynamical process.

First of all, let us recall that the fixed points of the dynamical evolution asso-
ciated with the GKLS vector field Γ are all those points ξf such that Γ(ξf ) = 0.
Denoting with Φτ the flow of Γ, we have that Φτ (ξf ) = ξf for all τ . Fixed points
are of primary interest in the stability theory of fixed points of dynamical systems.
Essentially, given a fixed point ξf , stability theory consists of understanding the long
time behaviour of the dynamical trajectories with initial conditions belonging to a
neighbourhood of ξf . The literature on the subject is mainly focused on classical
physical systems. What is interesting, is that the geometric reformulation of quan-
tum dynamics we have achieved in the previous section allows us to make good use
of the results of stability theory directly in the quantum case. We do not want to
enter into a detailed and exhaustive discussion of the stability theory of quantum
dynamical evolutions. Our main scope is to show how the geometric formulation of
the GKLS dynamics can be used to gain physical intuition on quantum situations
using mathematical tools coming from classical physics.

Let us start recalling the so-called LaSalle invariance principle (see [81, 2]):

Theorem 5. Let B be a finite-dimensional Banach space, and let M ⊆ B be a finite-
dimensional differential manifold. Consider the smooth dynamical system associated
with the complete vector field Γ. Let Ω be a compact set in M that is invariant under
the flow Φτ of Γ for τ ≥ 0. Let F : M → R be a smooth function such that F ≥ 0
on Ω, and assume that:

LΓF ≤ 0 (3.110)
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on Ω. Let S∞ be the largest invariant set in Ω, for τ ∈ R, where LΓF = 0. If
m ∈ Ω, then:

lim
τ→+∞

(
inf

m∗∈S∞
||Φτ (m)−m∗||

)
= 0 (3.111)

where || · || is the norm of B . In particular, if S∞ is an isolated fixed point of Γ, it
is asymptotically stable.

We call a function F satisfying the hypotesis of theorem 5 a LaSalle function
for the vector field Γ. In the following, we will see how theorem 5 may be applied
to the quantum case at hand, namely, how to find LaSalle functions for the GKLS
dynamical evolutions. Referring to theorem 5, we will take B = O∗n, M = T1

n, Γ the
GKLS vector field of the semigroup at hand, and Ω = S, where S is the space of
quantum states. As usual, we will denote with ρ a generic quantum state in S.

Example 4 (Energy damping of a qubit II). Let us consider the GKLS evolution
of example 3:

Γ = −2γ

(
x1 ∂

∂x1
+ x2 ∂

∂x2

)
+ 4γ

(
1− x3

) ∂

∂x3
. (3.112)

We already know that every initial quantum state ρ tends asymptotically to the pure
state ρ∞ = 1

2
(σ0 + σ3). Consequently, it is reasonable to suppose that the distance

between a quantum state and ρ∞ decreases along the dynamical trajectories, that
is, it is a LaSalle function for Γ. The notion of distance we are referring to is that
associated with the Banach space structure of O2 and obsp∗2, specifically, the so-called
trace distance:

D(ξ , η) := Tr
(
(ξ̄ − η̄)(ξ̄ − η̄)

)
. (3.113)

We will now show that, in accordance with the results of example 3, the function:

F (ξ) := D(ξ , ρ∞) (3.114)

is a LaSalle function for Γ. At this purpose, let us note that:

F (ξ) := D(ξ , ρ∞) =
δjk x

j xk − 2x3

4
, (3.115)

and let us compute:

LΓ F =
∂F

∂xj
Γj = −γ

(
(x1)2 + (x2)2 + 2(1− x3)2

)
. (3.116)
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It is clear that LΓF ≤ 0 for every ξ ∈ O∗2, and thus, in particular, for every quantum
state ρ ∈ S. According to theorem 5, the function F is a LaSalle function for Γ,
and the set S∞ is the largest invariant set in S characterized by the fact that:

LΓF |S∞ = 0 . (3.117)

It is immediate to see that LΓF = 0 if and only if x3 = 1, which means that
S∞ = {ρ∞}, with ρ∞ = 1

2
(σ0 + σ3) as expected.

We will now consider the function:

F (ξ) :=
χ(ξ)

2
=
Tr(ξ̄2)

2
, (3.118)

where χ(ξ) = Tr(ξ̄2) is the purity function. This is a smooth function on T1 such
that F (ρ) ≥ 0. It is connected to the so-called linearized entropy function:

SL(ξ) = 1− χ(ξ) = 1− 2F (ξ) . (3.119)

We will analyze the so-called quantum random unitary semigroups, of which quan-
tum Poisson semigroups and quantum Gaussian semigroups are particular instances
(see [82, 78, 11]), and we will show that the purity function is a LaSalle function for
the GKLS vector field associated with these semigroups in every dimension6. The
GKLS generator L for the quantum random unitary semigroups is characterized by
the following form [11] :

L(ξ̄) = −2[[H , ξ̄ ]]−V � ξ̄ +
n2−1∑
j=1

αje
j ξ̄ ej + β

r≤n2−1∑
j=1

pjUj ξ̄U†j − βξ , (3.120)

where H ∈ An is self-adjoint, α, β are non-negative real numbers, {pj}j=1,..r is a
probability vector, {ej}j=1,...,n2−1 is an orthonormal set of self-adjoint operators in

An, V =
∑n2−1

j=1 αje
2
j , and Uj is unitary for all j.

We will break the problem in steps. We will start analyzing the so-called quan-
tum Poisson semigroups. These form a subclass of the quantum random unitary
semigroups for which H = 0, αj = 0, β = 1, and r = 1:

L(ξ̄) = −ξ̄ + U ξ̄U† . (3.121)

6Note that the energy damping of the qubit studied in examples 3 and 4 does not belong to
this class of GKLS evolutions.
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Next, we will consider “positive linear combinations” of quantum Poisson semi-
groups, and add to them a Hamiltonian term. After the quantum Poisson semi-
groups, we will focus on the so-called quantum Gaussian semigroups. Again, these
semigroups form a subclass of the quantum random unitary semigroups. Their
GKLS generator is characterized by H = 0, pj = 0, α1 = 1 and αj = 0 for j ≥ 2:

L(ξ̄) = −v2 � ξ̄ + v ξ̄ v . (3.122)

We will proceed considering “positive linear combinations” of quantum Gaussian
semigroups, and adding to them a Hamiltonian term. Finally, we will consider the
general case of quantum random unitary semigroups.

From this result we conclude that quantum random unitary semigroups always
minimize the (trace) distance between a given quantum state and the maximally
mixed state ρm, indeed, it is easy to see that the distance between the maximally
mixed state ρm and every quantum state ρ always decreases on the dynamical tra-
jectories of the quantum random unitary semigroups because F is a LaSalle function
for these evolutions. To see this, consider the distance function D(ξ , ρm), where ρm
is the maximally mixed quantum state. Recalling that ρ̄m = I

n
, we have:

D(ξ , ρm) = Tr
(
(ξ̄ − ρ̄m)2

)
= Tr

(
ξ̄2
)
− 2

n
Tr
(
ξ̄
)

+
1

n
, (3.123)

from which it follows that on quantum states:

D(ρ , ρm) = 2F (ρ)− 1

n
, (3.124)

and thus:

LΓ (D(ξ , ρm))|S = LΓ (2F (ξ))|S ≤ 0 , (3.125)

where Γ is the GKLS vector field associated with a quantum random unitary semi-
group.

Quantum Poisson semigroups

Quantum Poisson semigroups are characterized by a GKLS generator L with H = 0,
and with a single, unitary Kraus operator v = U [82, 78, 11]:

L(ξ̄) = −ξ̄ + U ξ̄U† . (3.126)

Since V = U†U = I, it follows from equation (3.49) that the gradient-like vector
field Yb in the GKLS vector field Γ describing L is zero. Being H = 0, the Hamil-
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tonian vector field Xa is zero too, and we are left only with the vector field ZK.
Concerning this vector field, we note that fV = 1, so that:

ZK = ZB −∆ . (3.127)

Then, we note that:

B(ξ̄) = Tr
(
U ξ̄U† ēk

)
ek , (3.128)

and thus (see equation (3.93)):

Γ = ZK = ZB −∆ = Tr
(
U el U

† ēk
)
xl

∂

∂xk
−∆ . (3.129)

An easy calculation, shows that the fixed points for the dynamical system associated
with Γ are all those ξ̄f such that [U , ξ̄f ] = 0, in particular, the maximally mixed
state ρ = e0√

n
= I

n
is a fixed point for every choiche of the operator U. We will show

that F (ξ) is a LaSalle function for Γ.

Proposition 16. The function:

F (ξ) =
Tr
(
ξ̄2
)

2
(3.130)

is a LaSalle function for the GKLS vector field Γ of equation (3.129) representing a
quantum Poisson semigroup.

Proof. Writing

ρ =
1√
n

e0 + ρ∗ =
1√
n

e0 + xjej , (3.131)

it is:

F (ρ) =
1

2n
+
δjkx

jxk

2
. (3.132)

Therefore:

∂F

∂xk

∣∣∣∣
ρ

= δjkx
j . (3.133)

Consequently:
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LΓF |ρ =
∂F

∂xk
Γk = δjkx

j
(
Tr
(
U el U

† ēk
)
xl − xk

)
=

= Tr
(
U ρ̄∗U

† ρ̄∗
)
− Tr (ρ̄∗ ρ̄∗) .

(3.134)

By direct computation, we see that:

Tr
(
U ρ̄U† ρ̄

)
− Tr (ρ̄ ρ̄) = Tr

(
U ρ̄∗U

† ρ̄∗
)
− Tr (ρ̄∗ ρ̄∗) . (3.135)

Writing ρ̄U = U ρ̄U†, we have:

LΓF |ρ = Tr (ρ̄U ρ̄)− Tr (ρ̄ ρ̄) . (3.136)

The expression Tr (ρ̄U ρ̄) on the RHS is nothing but the Euclidean scalar product, in
the Euclidean vector space O∗, between the vectors ρU and ρ. Analogously, Tr (ρ̄ ρ̄) ≡
|ρ|2 is the scalar product between ρ and itself. Therefore:

LΓF |ρ = |ρU | |ρ| cos(θ)− |ρ|2 , (3.137)

where θ is the angle between ρ and ρU . Being ρ̄U = U ρ̄U†, it follows that |ρU | = |ρ|
and thus:

LΓF |ρ = |ρ|2 (cos(θ)− 1) ≤ 0 , (3.138)

where the equality holds if and only if ρU = ρ. This means that theorem 5 applies,
and thus F is a LaSalle function for Γ as claimed.

According to theorem 5, the accumulating set S∞ is the largest invariant subset
in:

E :=
{
ρ ∈ S : LΓF |ρ = 0

}
. (3.139)

From equation (3.138), we have that E coincide with the intersection of the space
of states S with the set of fixed points of the GKLS vector field Γ. Since every
ρ ∈ E is a fixed point, the set E is an invariant set for the dynamics, and thus
E = S∞. From the practical point of view, we can see that S∞ is the intersection of
the commutant7 CU of U with the space of states S. The comutant CU is a vector
space (actually, an algebra with respect to the operator product) the dimension dU
of which depends on the degenerancy of the spectrum of U. Specifically, it is:

7The commutant CA of A ∈ B(H) is the set of all elements in B(H) commuting with A.
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dU =
m∑
j=1

(dj)
2 , (3.140)

where m is the number of different eigenvalues of U, and dj denotes the degenerancy
of the j-th eigenvalue of U. Consequently, the more degenerancy in the spectrum
of U, the bigger is the accumulating set S∞.

Example 5 (Phase damping of a qubit revisited I). Let us come back to the phase
damping studied in example 2. Because of the peculiar properties of the Pauli matri-
ces, we have that v is unitary when we set γ = 1. The GKLS vector field in equation
(3.102) becomes:

Γ = −2

(
x1 ∂

∂x1
+ x2 ∂

∂x2

)
, (3.141)

and its associated flow Φτ is:

Φτ (ξ) =
1

2

(
σ0 + exp(−2τ)

(
x1σ1 + x2σ2

)
+ x3σ3

)
. (3.142)

It is easy to see that the set S∞ is precisely the intersection between the x3-axis and
the Bloch-ball. Furthermore, from the explicit form of Φτ it follows that the initial
state ρ tends to the state ρ∞ which is the projection of ρ onto the x3-axis.

We can go a little further and analyze the “positive linear combinations” of
quantum Poisson semigroups with a Hamiltonian term. These are all those quantum
dynamics characterized by a GKLS generator L for which H 6= 0, vj = αjUj with
Uj unitary and αj ∈ C for all j.

L(ξ̄) = −2
[[

H , ξ̄
]]
−

N∑
j=1

|αj|2ξ̄ +
N∑
j=1

|αj|2Uj ξ̄U†j . (3.143)

Again, there is no gradient-like contribution in the GKLS vector field Γ, however,
being H 6= 0, there is a Hamiltonian contribution. An explicit calculation shows
that (see equation (3.93)):

Γ =
∑
j

|αj|2 Γj − 2XH =

=
∑
j

|αj|2
(
Tr
(
Uj el U

†
j ēk
)
xl

∂

∂xk
−∆

)
− 2Tr

(
[[H , el]] ē

k
)
xl

∂

∂xk
. (3.144)
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where Γj is the GKLS vector field of the quantum Poisson semigroup associated
with Uj. The fixed points of Γ are now all those ξf such that:∑

j

|αj|2
(
U ξ̄f U† − ξ̄f

)
= 2[[H , ξ̄f ]] . (3.145)

Proposition 17. The function:

F (ξ) =
Tr
(
ξ̄2
)

2
(3.146)

is a LaSalle function for the GKLS vector field Γ of equation (3.144).

Proof. Because of the linearity of the Lie derivative, we have:

LΓF |ρ =
∑
j

|αj|2
(
LΓjF

∣∣
ρ

)
− 2 LXH

F |ρ . (3.147)

The Lie derivative of the function F with respect to XH is easily seen to be zero. To
see this, recall that the flow of the Hamiltonian vector field XH is given by

Φ̄τ (ξ̄) = exp(−ıτH) ξ̄ exp(ıτH) , (3.148)

and thus ξ and Φτ (ξ) have the same spectrum (see definition 3) for all τ . Now, we
can write

F (ξ) =
∑
k

λ2
k ,

with λk the k-th eigenvalue of ξ̄, from which it follows that

F (ξ) = F (Φτ (ξ))

for all τ , which is equivalent to LXH
F = 0. Consequently:

LΓF |ρ =
∑
j

|αj|2
(
LΓjF

∣∣
ρ

)
− 2 LXH

F |ρ =

=
∑
j

|αj|2 |ρ|2 (cos(θj)− 1) ≤ 0 ,
(3.149)

where θj is the angle between ρ̄ and ρ̄Uj = Uj ρ̄U†j. This means that theorem 5
applies, and the proposition is proved.
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Note that the Lie derivative in equation (3.149) is zero if and only if ρ̄ commutes
with Uj for all j, and thus:

E :=
{
ρ ∈ S : LΓF |ρ = 0

}
, (3.150)

coincides with the intersection of S with the intersection of the commutants CUj
.

The accumulating set S∞ is then the largest invariant set in E, and the maximally
mixed state is always in S∞. Clearly, S∞ highly depends on the spectral properties
of the unitary operators Uj. One could be tempted to say that the Hamiltonian part
plays no role in this discussion since the Lie derivative of the LaSalle function with
respect to the Hamiltonian vector field vanishes. However, we know that S∞ ⊆ E
must be an invariant set with respect to the total dynamics of the system, and the
Hamiltonian part of Γ obviously takes part in determing the explicit form of the
dynamical trajectories.

Remark 14. In the qubit case, it is enough to take N = 2 with v1,v2 any couple
of different Pauli matrices (except the identity) in order for S∞ to coincide with the
singleton represented by the maximally mixed state.

Example 6 (Phase damping of a qubit, revisited II). Let us come back to the phase
damping studied in example 5, and denote with ΓU its GKLS vector field. We want
to understand what happens when we add a Hamiltonian term to the GKLS vector
field ΓU . The resulting GKLS vector field is:

Γ = Xa + ΓU . (3.151)

Now, let us write the most general expression for the Hamiltonian vector field Xa:

Xa =
(
h3x

2 − h2x
3
) ∂

∂x1
+
(
h3x

1 − h1x
3
) ∂

∂x2
+
(
h1x

2 − h2x
1
) ∂

∂x3
, (3.152)

where a = −2H = −2hµ σ
µ. Recall that the fixed points of ΓU are all those points

ξ such that [U , ξ̄ ] = 0, while the fixed points of Xa are all those points ξ such that
[H , ξ̄ ] = 0. A direct computation shows that:

[Xa ,ΓU ] = h2x3 ∂

∂x1
+ h1x3 ∂

∂x2
. (3.153)

From this, it follows that [Xa ,ΓU ] = 0 if and only if H = h3σ
3. In this case, all the

points in E are fixed points of Γ because[U ,H] = 0. Consequently, E = S∞ exactly
as in example 5.
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On the other hand, if H = h1σ
1 +h2σ

2, the situation changes drastically. Indeed,
let us take h1 = 1, h2 = h3 = 0. The GKLS vector field becomes:

Γ = −2x1 ∂

∂x1
− 2

(
x2 + x3

) ∂

∂x2
+ 2x2 ∂

∂x3

= −2

(
x1 ∂

∂x1
+ x2 ∂

∂x2

)
− 2x3 ∂

∂x2
+ 2x2 ∂

∂x3
.

(3.154)

This vector field has a single fixed point, namely, the maximally mixed state ρm = I
2
.

It is clear that Γ is the sum of two vector fields, one representing a rotation in
the x2 − x3 hyperplane, the other representing a dilation in the x1 − x2 hyperplane.
However, since these vector fields do not commute, the flow of Γ is not the simple
composition of the flows of these two vector fields. The explicit form of Φτ reads:

Φτ (ξ) =



x1(τ) = x1 e−2τ

x2(τ) = −e−τ
(
x2
(

sin(
√

3τ)√
3
− cos(

√
3τ)
)

+ 2x3√
3

sin(
√

3τ)
)

x3(τ) = e−τ
(

2x2√
3

sin(
√

3τ) + x3
(

sin(
√

3τ)√
3

+ cos(
√

3τ)
)) . (3.155)

Now, the set E consits of all those quantum states ρ commuting with U. It is
clear that, given ρ ∈ E, it is Φτ (ρ) ∈ ρ if and only if ρ = ρm wiht ρm = 1

2
σ0 the

maximally mixed state. Otherwise, ρ is mapped outside E by the dynamical evolution
Φτ . This means that the largest invariant set in E is the singleton {ρm}, and we
conclude that S∞ = {ρm}. The Hamiltonian term Xa has thus changed the long-time
behaviour of the dynamics making the maximally mixed state the limiting point of
the dynamical evolution of every quantum state ρ.

Quantum Gaussian semigroups

A quantum Gaussian semigroup [82, 78, 11] is characterized by GKLS generator L
having H = 0, N = 1 and v ≡ v1 self-adjoint:

L(ξ̄) = −v2 � ξ̄ + v ξ̄ v . (3.156)

An explicit calculation shows that the GKLS vector field is (see equations (3.49)
and (3.93)):

Γ = ZK + Yb =
(
Tr
(
v ξ̄∗ v ēk

)
− Tr

(
v2 ξ̄∗ ē

k
)) ∂

∂xk
, (3.157)
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where we have used the notation:

ξ =
1√
n

e0 + ξ∗ =
1√
n

e0 + xjej . (3.158)

Since:

Tr
(
v ξ̄ v ēk

)
= Tr

(
v ξ̄∗ v ēk

)
+

1

n
Tr
(
v2 ēk

)
, (3.159)

and:

Tr
(
v2 ξ̄ ēk

)
= Tr

(
v2 ξ̄∗ ē

k
)

+
1

n
Tr
(
v2 ēk

)
, (3.160)

we may write the GKLS vector field Γ as follows:

Γ =
(
Tr
(
v ξ̄ v ēk

)
− Tr

(
v2 ξ̄ ēk

)) ∂

∂xk
. (3.161)

The fixed points of Γ are all those ξf such that:

Tr
(
v
[
ξ̄f ,v

]
ēk
)

= 0 ∀k = 1, ..n2 − 1 . (3.162)

Proposition 18. The function:

F (ξ) =
Tr
(
ξ̄2
)

2
(3.163)

is a LaSalle function for the GKLS vector field Γ of equation (3.161).

Proof. By direct computation we have:

LΓF |ρ = δjkx
j
(
Tr
(
v ρ̄v ēk

)
− Tr

(
v2 ρ̄ ēk

))
= Tr (v ρ̄v ρ̄∗)− Tr

(
v2 ρ̄ ρ̄∗

)
,

(3.164)
where we have used equation (3.133) for the derivative of F . Since:

Tr (v ρ̄v ρ̄) = Tr (v ρ̄v ρ̄∗) +
1

n
Tr (v ρ̄v) , (3.165)

and:

Tr
(
v2 ρ̄ ρ̄

)
= Tr

(
v2 ρ̄ ρ̄∗

)
+

1

n
Tr
(
v2 ρ̄

)
, (3.166)

we may write:
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LΓF |ρ = Tr (v ρ̄v ρ̄)− Tr
(
v2 ρ̄2

)
. (3.167)

Note that the first and second terms in the RHS are both positive real numbers. Now,
the first term in the RHS is the inner product

〈ρ̄v|v ρ̄〉An = Tr
(
(ρ̄v)† v ρ̄

)
= Tr (v ρ̄v ρ̄)

between ρ̄v and v ρ̄. Analogously, the second term in the RHS is the inner product
〈ρ̄v|ρ̄v〉An = |ρ̄v|2 between ρ̄v and itself. Being 〈ρ̄v|v ρ̄〉An real and positive, we
may write:

〈ρ̄v|v ρ̄〉An = |ρ̄v| |v ρ̄| cos(θ) , (3.168)

where θ is the angle between ρ̄v and v ρ̄. Furthermore, since:

|v ρ̄|2 = Tr
(
(v ρ̄)† v ρ̄

)
= Tr

(
ρ̄v2 ρ̄

)
= Tr

(
v2 ρ̄2

)
= |ρ̄v|2 , (3.169)

we have:

LΓF |ρ = |ρ̄v| |v ρ̄| cos(θ)− |ρ̄v|2 = |ρ̄v|2 (cos(θ)− 1) ≤ 0 , (3.170)

and thus, theorem 5 applies, and the proposition is proved.

If we want to consider the quantum semigroup with GKLS generator:

L(ξ̄) = −2
[[

H , ξ̄
]]
−V � ξ̄ +

N∑
j=1

|αj|2vj ξ̄ vj , (3.171)

with V =
∑N

j=1 |αj|2v2
j , we may proceed in complete analogy with what has been

done for the GKLS generator of equation (3.143), to obtain:

Proposition 19. The function:

F (ξ) =
Tr
(
ξ̄2
)

2
(3.172)

is a LaSalle function for the GKLS vector field Γ associated with the GKLS generator
of equation (3.171).

Essentially, the Hamiltonian term will not contribute to the Lie derivative of
the function F , while the vector field Yb + ZK will be decomposed as a positive
linear combination of vector fields representing the GKLS vector fields of Gaussian
semigroups, and thus, the Lie derivative of F with respect to Γ will be always
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negative when evaluated on the space S of quantum states. This means that F is a
LaSalle function according to theorem 5.

Similarly to what happens for quantum Poisson and quantum Gaussian semi-
groups, the explicit form of the accumulating set S∞ requires a case by case analysis.
However, the maximally mixed state will always be in S∞.

Quantum random unitary semigroups

As said before, the GKLS generator L for a quantum random unitary semigroups is
characterized by the following form [11] :

L(ξ̄) = −2[[H , ξ̄ ]]−V � ξ̄ +
n2−1∑
j=1

αje
j ξ̄ ej + β

r≤n2−1∑
j=1

pjUj ξ̄U†j − βξ , (3.173)

where H ∈ An is self-adjoint, α, β are non-negative real numbers, {pj}j=1,..r is a
probability vector, {ej}j=1,...,n2−1 is an orthonormal set of self-adjoint operators in

An, V =
∑n2−1

j=1 αje
2
j , and Uj is unitary for all j. It is clear that we may write L as:

L(ξ̄) = −2[[H , ξ̄ ]] +
n2−1∑
j=1

αjL
j
G(ξ̄) + β

r≤n2−1∑
j=1

pjL
j
P (ξ̄) (3.174)

where LjG is the GKLS generator of a quantum Gaussian semigroup, and LjP is
the GKLS generator of a quantum Poisson semigroup. From this decomposition, it
follows that the GKLS vector field Γ may be written as:

Γ = Xa +
n2−1∑
j=1

αjΓ
j
G + β

r≤n2−1∑
j=1

pjΓ
j
P (3.175)

where ΓjG is the GKLS vector field of the quantum Gaussian semigroup with gener-
ator LjG, and ΓjP is the GKLS vector field of the quantum Poisson semigroup with
generator LjP . From this, it naturally follows that the maximally mixed state is a
fixed point for every such Γ being it a fixed point for Xa, ΓjG and ΓjP . Furthermore,
we immediately have the following:

Proposition 20. The function:

F (ξ) =
Tr
(
ξ̄2
)

2
(3.176)

is a LaSalle function for the GKLS vector field Γ of equation (3.175)
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Proof. It follows from proposition 17 and proposition 19.

Again, the explicit form of S∞ requires a case by case analysis, but the maximally
mixed state will always be in S∞.

Let us close this chapter with the following observation. Consider the case in
which An decomposes as the tensor product of N C∗-algebras, that is, the quantum
system at hand is the composition of N quantum systems. Regardless of the explicit
form of the decomposition of An, the maximally mixed state ρm is always a separable
state (precisely, a product state), furthermore, it is in the set S∞ of asymptotic
quantum states for every quantum random unitary evolution on An. In all those
cases in which the maximally mixed state is the only asymptotic quantum state,
that is, S∞ becomes the singleton {ρm}, we have that every initial quantum state
ρ, being it a separable or an entangled state, evolves towards the separable state
ρm. Consequently, we conclude that the dynamics of the system destroys quantum
entanglement.
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Chapter 4

Information geometry of the
manifold of invertible quantum
states

In this chapter we will explore the differential geometry of the manifold Sn of in-
vertible quantum states from the point of view of information geometry. The ideas
and results presented here may be seen as a reformulations of those exposed in
[40, 41, 45, 46]. Recent experimental and theoretical developments in situations like
quantum optics and quantum computing have led to an increasing attention towards
the geometry of information theory for finite-level quantum systems. In this context,
the geometrical picture of the space S of quantum states presented in chapter 2 can
be exploited to give an abstract (coordinate-free) presentation of quantum informa-
tion geometry. Roughly speaking, we will first introduce a coordinate-free algorithm
to extract covariant tensor fields of order (0, 2) and (0, 3) from two-point functions.
Then, we will analyze how these two-point functions behave under smooth maps
between manifolds. These will help us formalize the notion of monotone quantum
metrics on the manifold of invertible quantum states, and its connection with the
so-called data processing inequality for quantum divergence functions. The use of
quantum relative entropies as divergence functions in quantum information geome-
try is now well-estabilished (see [20, 26, 70]), and the geometrical methods developed
in chapter 2 and expanded here allow us to consider a coordinate-free theoretical
framework to work with these functions. Indeed, at the end of the chapter we will
compute the family of monotone quantum metric tensors associated with the family
of (q− z)-Rényi relative entropies1, introduced in [20], in any finite dimension with-

1Differently from the notation used in [20], in this work we use the parameter q instead of α,
following the notation adopted in [83]. This relabelling of the parameter helps to compare our
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out introducing particular coordinate charts on the manifold of invertible quantum
states. In the following, we denote with S̄n the image of Sn in On ⊂ An by means
of the isomorphism between On and O∗n. According to remark 4, all the geometrical
structures on Sn can be perfectly transported on S̄n. To make contact with the ex-
isting literature on finite-dimensional quantum information geometry, we will work
here directly in terms of density matrices in S̄n rather than on quantum states in
Sn. In this way, computations will be easier since we will perform them by means
of matrix algebras.

The principal object of interest in classical information geometry is a manifold
M ⊂ P(χ) of parametrized probability distributions on a sample space χ. This
manifold is naturally endowed with a distinguished metric tensor gFR, the so-called
Fisher-Rao metric tensor (see [9] chapter 2, [34] chapter II section 11). This metric
tensor is the only metric tensor which is equivariant with respect to the category
of Markov morphisms characteristics of classical probability theory. Among other
things, classical information geometry deals with the problem of state estimation,
statistical inference, and decision theory. The Riemannian geometry of M associated
with the Fisher-Rao metric tensor gFR plays an important role in all these problems.

In this context, the Fisher-Rao metric tensor may be extracted starting from
a divergence function S. This is a smooth2 function on M ×M (a two-point
function) such that D(m1 ,m2) ≥ 0 for all (m1 ,m2) ∈ M × M , and such that
D(m1 ,m2) = 0 is equivalent to m1 = m2, that is, D vanishes only on the diagonal.
A paradigmatic example of classical divergence function is the so-called Kullback-
Leibler divergence function SKL(ξ , η) (see [9] chapter 3):

SKL(ξ , η) :=

∫
χ

p(ξ , x) ln

(
p(ξ , x)

q(η , x)

)
dµ(x) , (4.1)

where ξ , η ∈ M , p, q ∈ P(χ), and µ is a measure on χ such that p and q are
absolutely continuous with respect to it. Once we have a divergence function S(ξ , η),
the components of the Fisher-Rao metric tensor are:

gjk(ξ) = − ∂S

∂ξj∂ξk

∣∣∣∣
ξ=η

= − ∂S

∂ηj∂ηk

∣∣∣∣
ξ=η

= − ∂S

∂ξj∂ηk

∣∣∣∣
ξ=η

, (4.2)

where {ξj , ηk} is a cordinate chart on M × M which is adapted to the product
structure of the manifold. In general, equation (4.2) need not define the components
of a tensor, however, as it will be thoroughly discussed in the following section, this

results with those in [83].
2According to [87] it suffices for D to be of class C2.
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is always the case when S is a divergence function3. By using third derivatives
of S it is possible to introduce a covariant (0, 3) tensor T , called the skewness
tensor, from which a family, parametrized by a real number α, of dually-related
affine connections can be defined (see [8] chapter 4). From a local point of view, the
Christoffel symbols Γαjkl of an affine connection Γα of the parametrized family are
expressed as:

Γαjkl = Γgjkl −
α

2
Tjkl , (4.3)

where Γgjkl are the Christoffel symbols of the Levi-Civita connection associated with
the Fisher-Rao metric tensor. The duality relation is expressed by the fact that:

LZ (gFR(X , Y )) = gFR (∇α
ZX , Y ) + gFR

(
X ,∇−αZ Y

)
, ∀X, Y, Z ∈ X(M) , (4.4)

where ∇α and ∇−α are, respectively, the covariant derivatives of Γα and Γ−α.
Divergence functions often arise as suitable generalizations of the concept of

distance between probability distributions. They also appear in connection with
explicit problems of statistical inference, and some of them may be thought of as
being relative-entropies. This latter observation will be of capital importance in the
context of the information geometry of the invertible quantum states.

In the quantum case, things are more complicated. First of all, the relevant object
is the space S̄ of quantum density matrices. According to the results of the previous
sections, S̄ is not a differential manifold as a whole, rather, it is the disjoint union
of differential manifolds of different dimension, that is, the manifolds of quantum
states with fixed rank. Among all of them, two are the most studied, specifically,
the manifold S̄1

∼= CP (n) of density matrices associated with pure quantum states,
and the manifold S̄n of invertible density matrices.

Regarding the manifold of pure quantum states, we have seen that it is a homo-
geneous space for two different groups, the complex special linear group SL(An) =
SL(n ,C), and the special unitary group SU(An) = SU(n). In the latter case, we
have seen that S̄1 can be endowed with the structure of a Kähler manifold, that is,
there are a metric tensor g, a symplectic form ω, and a complex structure J on S̄1

such that:

ω (X , Y ) = g (X , J(Y )) , ∀ X, Y ∈ X(S1). (4.5)

3In section 4.1 we will introduce the class of potential functions as a more general class of
two-point functions from which it is possible to extract covariant tensors using a coordinate-free
algorithm.
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In this case, the metric tensor g is known as the Fubini-Study metric tensor, and
it is the unique (up to a constant factor) metric tensor on S̄1 which is invariant
with respect to the action of the special unitary group on S̄1. In some sense, the
Fubini-Study metric tensor on S̄1 plays a role similar to that of the Fisher-Rao
metric tensor of classical information geometry. For instance, Wotters (see [100]) has
shown that an operational definition of statistical distance between pure quantum
states based on distinguishability and statistical fluctuations in the outcomes of
measurements naturally leads to the geodesical distance function associated with
the Fubini-Study metric. A dynamical characterization of this statistical distance
function in terms of the Hamilton-Jacobi theory is given in [40, 46], where it is
shown that Wotter’s statistical distance is precisely Hamilton principal function
(see chapter VII of [79]) for the metric Lagrangian associated with the Fubini-Study.
An abstract characterization of this distance-like function which is based only on
purely operational concepts and which is independent of the quantum mechanical
framework can be found in [30, 31]. Unfortunately, there is no canonical notion
of skewness tensor on S̄1, and the topological nature of S̄1, which is completely
determined by the fact that it is a compact Kähler manifold of constant curvature,
points out the fact that the manifold of pure quantum states does not admit flat
dual connections (see [21, 22]).

Remark 15. An interesting connection between Fubini-Study and Fisher-Rao metric
tensors has been given in [59]. There, a quantum system is described by means of a
Hilbert space H and the pure states of the system are then rays in H conveniently
parametrized by rank-one projectors operators. Given a nonzero |ψ〉 ∈ H we may
associate with it the rank-one projector operator by means of the map:

π : |ψ〉 7→ |ψ〉〈ψ|
〈ψ|ψ〉

. (4.6)

The Fubini-Study metric tensor on pure states may be pulled-back on H0 (the Hilbert
space without the zero vector) by means of the map π. The result is a symmetric
tensor, say G.

Now, let H be realized as the space of square-integrable functions on some config-
uration space χ, and consider a subset of wave functions parametrized by means of
points in M , that is, ψ(x ,m) with m ∈ M . Writing the wave function in its polar
form, we obtain:

ψ(x ,m) = p(x ,m) eıα(x ,m) , (4.7)

where p(x ,m) is a probability distribution on χ for every m ∈ M . The main result
of the paper, is then to show that the pullback of the symmetric tensor G on the
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parameter manifold M is made up of three different contributions. Two of them
depend on the phase function α(x ,m), while the third one depends only on the
probability function p(x ,m). Quite interestingly, the term depending only on p(x ,m)
coincides with the classical Fisher-Rao metric tensor on M that we would have
obtained starting directly with the immersion of m 7→ p(x ,m) as an immersion of
M into the space P(χ) of probability functions on χ, and proceeding as is done in
classical information geometry (see [9] chapter 2). In a certain sense, the quantum
contribution to the classical Fisher-Rao metric tensor is encoded in the phase part
of the wave functions representing pure quantum states (see [41] for an application
of this ideas to some simple cases of geodesical motion on parametrized manifolds of
pure quantum states).

On the other hand, the manifold S̄n of invertible density matrices does not have
a preferred notion of metric tensor. Specifically, while in the case of pure states
the requirement of invariance with respect to the canonical action of the special
unitary group SU(An) unavoidably leads to a unique (up to a constant factor)
metric tensor g, the Fubini-Study metric tensor, this is no longer true for invertible
quantum states. Indeed, it is possible to prove (see [89, 93]) that there is an infinite
number of metric tensors on S̄n satisfying the invariance requirement with respect
to the special unitary group SU(An). Actually, all these metric tensors do satisfy
a more general property known as monotonicity property. This property is
related with the behaviour of metric tensors with respect to a class of maps which
plays a role analogous to the Markov maps in classical probability theory. Roughly
speaking, these maps represent quantum stochastic transformations, and are often
associated with coarse graining procedures or randomization procedures (see [72] and
[73]). Then, to require that a metric g satisfies the monotonicity property means,
essentially, to require that the notion of geodesic distance between quantum states
naturally associated with g does not increase under quantum stochastic maps. In
section 4.2 we will introduce the mathematical definition of the quantum stochastic
maps, and the rigorous formulation of the monotonicity property for a quantum
metric tensor g on S̄n. What we will find is that these notions acquire a well-
defined meaning only when we consider not a single quantum system, but a family
of quantum systems of increasing dimensions, very much like it happens in the
finite-dimensional classical case (see [34] chapters I and II).

The existence of an infinite number of quantum metric tensors satisfying the
monotonicity property may be thought of as a concrete instance in which the com-
plexity of the physics of quantum systems manifests itself. Contrarily to the classical
case, the relevant notion of metric tensor is no longer unique, and the explicit choice
of some specific metric tensor should be made in accordance with the specific prob-
lem at hand. Nevertheless, it is important to give a sort of general classification
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of the quantum metric tensors satsfying the monotonicity property. This is done
in [93], where it is provided a one-to-one correspondence between positive oper-
ator monotone functions and quantum metric tensors satisfying the monotonicity
property. This correspondence is constructive in the sense that, given a positive
operator monotone function f , an explicit expression of the associated metric tensor
gf is given.

The fact that, both in the classical and quantum case, it is possible to extract a
metric tensor from a divergence function plays no role in the analysis given in [93].
However, quantum divergence functions play a central role in quantum information
theory (see [20, 92]). An example of such quantum divergence is given by the so-
called von Neumann-Umegaki relative entropy (see [98], and chapter 12 of [26]):

Sn(ρ̄ , %̄) = Tr (ρ̄(log(ρ̄)− log(%̄))) (4.8)

This quantum divergence function may be thought of as the quantum generalization
of the Kullback-Leibler divergence function used in classical information geometry.
In the asympotic, memoryless setting, it yields fundamental limits on the perfor-
mance of information-processing tasks (see [70]). Analogously to what happens for
the classical case, it is possible to compute the metric tensor associated with this
quantum divergence, and the result is a quantum metric tensor satisfying the mono-
tonicity property. A natural question is then what are the properties a quantum
divergence function must satisfy in order to extract from it a quantum metric tensor
satisfying the monotonicity property. We will provide a partial answer to this ques-
tion in section 4.2, where we will use the results of section 4.1 to express a connection
between the so-called data processing inequality (DPI) for a quantum diver-
gence function S and the monotonicity property of the metric tensor g extracted
from S. Specifically, we will prove that DPI implies monotonicity property. Quite
interestingly, the very definition of the DPI is centered around the behaviour of
quantum divergence functions with respect to the class of quantum stochastic maps
with respect to which the monotonicity property of metric tensors is formulated.
We will give an explicit definition of the DPI in section 4.2, where we will find that
a correct definition of DPI can be done only when we consider a family of quantum
systems of increasing dimensions.

As a concrete application of the abstract scheme presented in section 4.1 and 4.2,
we will compute the covariant metric-like tensor associated with the two-parameter
family of two-point functions introduced in [20], and known as q-z-Rényi Relative
Entropies (q-z-RRE):
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Snq,z(ρ̄ , %̄) =
1

q − 1
log
(

Tr
(
ρ̄
q
2z %̄

1−q
z ρ̄

q
2z

)z)
=

1

q − 1
log
(

Tr
(
ρ̄
q
z %̄

1−q
z

)z)
. (4.9)

According to [20], by suitably chosing the values of the parameters, it is possible
to recover well-known examples of quantum divergence functions. For instance, the
q-Rényi Relative Entropies are recovered when z → 1:

Snq,1(ρ̄ , %̄) := lim
z→1

Snq,z(ρ̄ , %̄) ≡ SnRRE(ρ̄ , %̄) =
1

q − 1
log
(
Tr
(
ρ̄q %̄1−q)) , (4.10)

the q-quantum Rényi divergences are recovered when z → q:

Snq,q(ρ̄ , %̄) := lim
z→q

Snq,q(ρ̄ , %̄) ≡ SnQRD(ρ̄ , %̄) =
1

q − 1
log
(

Tr
(
%̄

1−q
q ρ̄
))

, (4.11)

the von Neumann-Umegaki relative entropy is recovered when q, z → 1:

Sn1,1(ρ̄ , %̄) := lim
z=q→1

Snq,z(ρ̄ , %̄) ≡ SnvN(ρ̄ , %̄) = Tr (ρ̄(log(ρ̄)− log(%̄))) . (4.12)

The data processing inequality for the q-z-RRE was studied in [25, 57, 61, 69], and
it is not established yet in full generality. The results of these analysis are well
summarized in [20].

For computational purposes, it is convenient to consider the following regular-
ization of the logarithm (q-logarithm):

logq(x) =
1

1− q
(x1−q − 1) with lim

q→1
logq(x) = log(x) . (4.13)

Inspired by Petz (see [93]), we will consider this function rescaled by a factor 1/q,
so that the resulting function will be symmetric under the exchange of q → (1− q).
With a slight abuse of notation, we will denote the resulting two-point function with
the same symbol of the q-z-RRE, that is:

Snq,z(ρ̄ , %̄) =
1

q(1− q)

[
1− Tr

(
ρ̄
q
z %̄

1−q
z

)z ]
, (4.14)

and we will call it modified q-z-RRE. Since the analysis of the DPI involves only
the trace functional (see [20] and references therein), we are ensured that the DPI
for the modified q-z-RRE holds whenever it holds for the q-z-RRE.
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Again, by suitably varying the parameters q and z, we are able to recover well-
known examples of quantum divergences. In the limit z → 1, it is possible to recover
the expression for the Tsallis relative entropy in [83]:

Snq,1(ρ̄ , %̄) := lim
z→1

Snq,z(ρ̄ , %̄) ≡ SnTs(ρ̄ , %̄) =
1

q(1− q)

[
1− Tr

(
ρ̄q %̄1−q

)]
, (4.15)

in the limit z = q → 1, we recover the von Neumann-Umegaki relative entropy:

Sn1,1(ρ̄ , %̄) := lim
z=q→1

Snq,z(ρ̄ , %̄) ≡ SnvN(ρ̄ , %̄) = Tr (ρ̄(log(ρ̄)− log(%̄))) , (4.16)

in the limit z = q = 1/2, we recover the divergence function of the Bures metric
tensor:

Sn1
2
, 1
2
(ρ̄ , %̄) := lim

z=q→ 1
2

Snq,z(ρ̄ , %̄) ≡ SnB(ρ̄ , %̄) = 4
[
1− Tr

(
ρ̄ %̄
) 1

2
]
, (4.17)

and, finally, in the limit z = 1 and q → 1/2, we recover the divergence function of
the Wigner-Yanase metric tensor (see [62]):

Sn1
2
,1

(ρ̄ , %̄) := lim
z=1,q→ 1

2

Snq,z(ρ̄ , %̄) ≡ SnWY (ρ̄ , %̄) = 4
[
1− Tr

(
ρ̄

1
2 %̄

1
2

)]
. (4.18)

All these special cases belong to the range of parameters for which Snq,z is actually a
quantum divergence function satisfying the DPI. Consequently, in accordance with
the result of sections 4.2, the family of associated quantum metric tensors satisfies
the monotonicity property.

In order to perform all the calculations in a coordinate-free way, and regardless
of the dimension of the quantum system considered, in section 4.3 we will introduce
an unfolding space Mn for the manifold S̄n of invertible density matrices. This
unfolding space is the direct product of the unitary group U(An) and the open
interior ∆0

n of the n-dimensional simplex ∆n. We will show that there is a surjective
submersion πn : Mn → S̄n so that, according to the results of section 4.1, we obtain a
potential function onMn by taking the pullback of Sq,z toMn by means of πn. Then,
since Mn is a parallelizable manifold, we will exploit its global differential calculus
to perform computations, in any dimension, without introducing coordinates. The
final result will be a symmetric tensor onMn which will be decomposed in the sum
of two symmetric tensors, one which “lives” on the unitary group U(An), and the
other one which “lives” on the open interior ∆0

n of the n-dimensional simplex ∆n

and coincides with the Fisher-Rao metric tensor on ∆0
n.
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4.1 Covariant tensors from two-point functions

Here we will provide an intrinsic definition of the coordinate-based formulae used
in information geometry to derive a metric tensor and a skewness tensor from a
divergence function (see [7] chapter 1, [9] chapter 2 and [87]) according to the results
in [45]. Essentially, we will recast most of the well-known material on divergence
functions and their symmetry properties using the intrinsic language of differential
geometry. This will provide very useful when dealing with quantum information
geometry, where we have to take in consideration nonlinear manifolds. The first
step will be that of introducing the notions of left and right lift of a vector field,
along with the diagonal immersion of a manifold into its double. Then, after some
important properties connecting the diagonal immersion with the left and right lifts
are proved, we introduce a coordinate-free algorithm to extract covariant tensors of
order (0, 2) and (0, 3) from a two-point function. This will lead us to define the class
of potential functions. These are two-point functions generalizing the concept
of divergence functions of classical information geometry. Finally, we will analyze
how potential functions behave with respect to smooth maps between differential
manifolds.

Let M be a differential manifold, TM its tangent bundle, and τ : TM →M the
canonical projection. A point in the tangent bundle TM is a couple (m, vm), where
m ∈ M , and vm ∈ TmM is a tangent vector at m. Note that, in general, TM is
not a cartesian product, hence, the notation (m, vm) should be treated with care
because the second factor vm is not independent from the first one. A vector field
X ∈ X(M) may be thought of as a derivation of the associative algebra F(M) of
smooth functions on M , or as a section of the tangent bundle TM , that is, a map
X : M → TM such that τ ◦X = idM (see [2] chapter 4). In the latter case, we may
write the evaluation of a vector field on m ∈M as X(m) = (m, vXm).

Let M ×M denote the so-called double manifold of M . There are two canonical
projections prl : M ×M →M and prl : M ×M →M acting as:

prl(m1 ,m2) := m1

prr(m1 ,m2) := m2 .
(4.19)

Given f ∈ F(M), we may define the following functions on M ×M by means of prl
and prr:

fl : M ×M → R , fl := pr∗l f

fr : M ×M → R , fr := pr∗rf .
(4.20)
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This means that onM×M we have identified two different subalgebras of F(M×M),
the left and the right subagebras:

Fl(M ×M) := {fl ∈ F(M ×M) : ∃f ∈ F(M) such that fl = π∗l f}

Fr(M ×M) := {fr ∈ F(M ×M) : ∃f ∈ F(M) such that fr = π∗rf} .
(4.21)

The tangent space T(m1,m2)M ×M at (m1 ,m2) ∈ M ×M splits into the direct
sum Tm1M ⊕Tm2M (see [2] page 147). Accordingly, we may write the evaluation of
a vector field X ∈ X(M ×M) at (m1 ,m2) as:

X(m1 ,m2) = (m1 , v
X
m1

;m2 , v
X
m2

) . (4.22)

This motivates the following:

Definition 11. Let X ∈ X(M) be a smooth vector field. We defined the left and
right lift of X to be, respectively, the vector fields Xl,Xr ∈ X(M ×M) defined as:

Xl(m1 ,m2) = (m1 , v
X
m1

;m2 , 0) , (4.23)

Xr(m1 ,m2) = (m1 , 0 ;m2 , v
X
m1

) . (4.24)

By direct computation, it is possible to prove the following:

Proposition 21. Let X, Y ∈ X(M), and f ∈ F(M), and denote with L the Lie-
derivative. The following equalities hold:

[Xl ,Yl] = ([X , Y ])l , [Xr ,Yr] = ([X , Y ])r , [Xl ,Yr] = 0 , (4.25)

(fX)l = flXl , (fX)r = frXr , LXlfr = LXrfl = 0 . (4.26)

There is a natural immersion id of M into its double M ×M given by:

M 3 m 7→ id(m) = (m,m) ∈M ×M . (4.27)

The map id allows us to immerse M in the diagonal of its double, and, by means
of the pullback operation, gives an intrinsic and coordinate-free definition of the
procedure of “restricting to the diagonal” used in information geometry. Indeed,
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the pullback of a function to a submanifold can be identified with the restriction of
the function to the submanifold. Note that the same is not true for covariant tensors
of higher order for which a ”restriction” in the sense of evaluation at specific points
is always possible, however this does not coincide with the value that the pulled-back
covariant tensor will take at the same point as an element of the submanifold.

By using the tangent functor it is possible to associate vector fields on M with
vector fields on M ×M along the immersion id of M into M ×M . We have the
following proposition:

Proposition 22. Let X ∈ X(M), then X is id-related to Xl + Xr, that is (see [2]
page 235):

Tid ◦X = Xlr ◦ id, , (4.28)

where Xlr ≡ (Xl + Xr), and Tid denotes the tangent map of id.

Proof. By direct computation, we have:

Tid ◦X(m) = Tid(m, vXm) = (m, vXm ;m, vXm) , (4.29)

Xlr ◦ id(m) = Xlr(m,m) = (m, vXm ;m, vXm) , (4.30)

and the proposition follows.

Now, we are ready to introduce the coordinate-free algorithm to extract covariant
(0, 2) tensor from a two-point function. In order to do so, we define the following
maps:

Definition 12. Let S ∈ F(M × M). We define the following bilinear, R-linear
maps from X(M)× X(M) to F(M):

gll (X , Y ) := i∗d (LXlLYlS) , grr (X , Y ) := i∗d (LXrLYrS) , (4.31)

glr (X , Y ) := i∗d (LXlLYrS) , grl (X , Y ) := i∗d (LXrLYlS) . (4.32)

Notice that, at the moment, these maps do not have definite symmetry prop-
erties. To prove that these maps give a coordinate-free version of the formulae
for metric-like tensors used in information geometry, we start with the following
proposition:

Proposition 23. Consider the maps in definition 12. Then:

1. glr, grl are covariant (0 , 2) tensors on M , and glr(X , Y ) = grl(Y ,X);
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2. gll is a symmetric covariant (0 , 2) tensor on M if and only if:

i∗d (LXlS) = 0 ∀X ∈ X(M) ; (4.33)

3. grr is a symmetric covariant (0 , 2) tensor on M if and only if:

i∗d (LXrS) = 0 ∀X ∈ X(M) . (4.34)

Proof. To show 1 we have to show that glr and grl are bilinear with respect to vector
fields, and F(M)-linear. We start with glr. According to proposition 21, we have:

glr(fX + hY , Z) = i∗d (LflXl+hlYlLZrS) . (4.35)

The linearity of the pullback, together with the properties of the Lie derivative, imply:

i∗d (LflXl+hlYlLZrS) = i∗d (flLXlLZrS) + i∗d (hlLYlLZrS) . (4.36)

Since LXlLZrS and LYlLZrS are smooth functions, we have that

i∗d (fl LXlLZrS) = i∗dfl i
∗
d (LXlLZrS) ,

i∗d (fl LYlLZrS) = i∗dfl i
∗
d (LYlLZrS) ,

and thus:

glr(fX + hY , Z) = f i∗d (LXlLZrS) + h i∗d (LYlLZrS) = f glr(X ,Z) + h glr(Y , Z) .
(4.37)

According to last equality of proposition 21, we have LXlfr = LXrfl = 0 for all X
and f . Taking this equality into account, we may proceed as above, and show that:

glr(Z , fX + hY ) = f glr(Z ,X) + h glr(Z , Y ) . (4.38)

This proves that glr is a covariant (0 , 2) tensor field on M . With exactly the same
procedure, we can prove that grl is a covariant (0 , 2) tensor field on M . Finally, the
equality glr(X , Y ) = grl(Y ,X) follows from direct computation.

To show 2, again, we have to show that gll is bilinear with respect to vector fields,
and F(M)-linear. The linearity and F(M)-linearity on the first factor are proved
analogously to the previous case. Concerning the second factor, we start with the
following chain of equalities:

gll(Z , fX + hY ) = i∗d (LZlLflXl+hlYlS) = i∗d (LZl (flLXlS)) + i∗d (LZl (hlLYlS)) =
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= i∗d (LZlfl LXlS) + i∗d (flLZlLXlS) + i∗d (LZlhl LYlS) + i∗d (hlLZlLYlS) =

= i∗d (LZlfl) i
∗
d (LXlS) + f gll(Z ,X) + i∗d (LZlhl) i

∗
d (LYlS) + h gll(Z , Y ) . (4.39)

It is then clear that:

gll(Z , fX + hY ) = f gll(Z ,X) + h gll(Z , Y ) (4.40)

is equivalent to:

i∗d (LZlfl) i
∗
d (LXlS) + i∗d (LZlhl) i

∗
d (LYlS) = 0 . (4.41)

Being f and h arbitrary functions, equation 4.41 is satisfied if and only if:

i∗d (LXlS) = 0 ∀X ∈ X(M) (4.42)

as claimed. Now, we prove that gll is a symmetric tensor:

gll (X , Y ) = i∗d (LXLYS) = i∗d (LYLXS) + i∗d
(
L[X ,Y]S

)
= i∗d

(
LỸLX̃S

)
= gll (Y ,X) ,

(4.43)
where, in the last passage, we have used the first equality of proposition 21. With
exactly the same procedure we can prove 3.

Interestingly, when S satisfies condition (4.33) and condition (4.34), the covariant
tensor fields are all related to one another. In order to clearly see this, we recall the
following proposition (see [2] page 239):

Proposition 24. Let φ : N → M be a smooth map between smooth manifolds. Let
X ∈ X(N) and Y ∈ X(M) be φ-related, that is Tφ ◦X = Y ◦ φ, then:

LX φ
∗(f) = φ∗ (LY f) ∀f ∈ F(M) . (4.44)

This means that X and Y agree along the image of N into M . In particular,
since X ∈ X(M) is id-related to Xl + Xr, we have that:

LX i
∗
d(f) = i∗d (LXl+Xr f) ∀f ∈ F(M ×M) . (4.45)

Now, we are ready to prove:

Proposition 25. Let S be a smooth function on M ×M satisfying condition (4.33)
and condition (4.34). Then, all the maps in definition 12 define covariant (0, 2)
tensor fields on M , and it holds:

gll = grr = −glr = −grl . (4.46)

In particular, all these tensor fields are symmetric.
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Proof. According to definition 12, we have:

gll (X , Y ) + glr (X , Y ) = i∗d (LXlLYl+Yr S) = i∗d (LYl+YrLXl S) + i∗d
(
L[Xl ,Yl+Yr] S

)
= i∗d (LYl+YrLXl S) = LY i

∗
d (LXl S) = 0 ,

(4.47)

where we used the fact that [Xl ,Yr] = 0 because of the third equality in proposition
21, that S satisfies condition (4.33), and equation (4.45). This proves that gll = −glr.
Proceeding analogously, we obtain grr = −grl. Then, being gll and grr symmetric (see
proposition 23), and being glr (X , Y ) = grl (Y ,X) (see proposition 23), we obtain
glr = grl, and thus gll = grr.

Remark 16. Note that conditions (4.33) and (4.34) are are not equivalent to
i∗d(dS) = 0. For instance, take M = R, and

S =
x2 − y2

2
.

We have:

dS = xdx− ydy ,

and thus i∗ddS = 0, while, an easy calculation shows that

i∗d(LXlS) = x 6= 0 if Xl =
∂

∂x
,

and

i∗d(LXrS) = −y 6= 0 if Xr =
∂

∂y
.

It can be checked that the maps gll and grr associated with S do not define tensor
fields because they are not F(M)-linear in the second factor.

Motivated by proposition 25, we give the following definition:

Definition 13 (Potential function). Let S be a smooth function on M ×M . We
call S a potential function if it satisfies condition (4.33) and condition (4.34),
that is:
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i∗d (LXlS) = 0 ∀X ∈ X(M) ,

i∗d (LXrS) = 0 ∀X ∈ X(M) .

(4.48)

We denote with g the symmetric covariant (0, 2) tensor field associated with S (see
proposition 25).

We stress that proposition 25 gives necessary and sufficient conditions for S to
give rise to a (unique) symmetric covariant (0, 2) tensor field on M . This gives a
formal and intrinsic characterization of potential functions.

To make contact with the coordinate-based formulae of information geometry, we
introduce coordinate chart {xj} on M , and a coordinate chart {qj , Qj} on M ×M .
Then, we have:

X = Xj(x)
∂

∂xj
, Xl = Xj(q)

∂

∂qj
, Xr = Xj(Q)

∂

∂Qj
. (4.49)

Consequently, it is easy to see that:

g =

(
∂2 S

∂qj∂qk

)∣∣∣∣
d

dxj ⊗s dxk =

(
∂2 S

∂Qj∂Qk

)∣∣∣∣
d

dxj ⊗s dxk = −
(

∂2 S

∂qj∂Qk

)∣∣∣∣
d

dxj ⊗s dxk , (4.50)

and these expressions are in complete accordance with the ones used in information
geometry (see [7] chapter 1, [9] chapter 2 and [87]).

Remark 17. If S is not a potential function, we can not define the tensor gll,
or the tensor grr, or both. However, we can always define the tensors glr and grl.
These tensors will not be symmetric, and we can decompose them into symmetric
and anti-symetric part. For example, let M = R2, let {xj}j=0,1 be a global Cartesian
coordinates system on M , and let {qj , Qj}j=0,1 be a global Cartesian coordinates on
M ×M . Consider the function:

S(q0 , q1 ;Q0 , Q1) = −1

2

(
(q0 −Q0)2 + (q1 −Q1)2 + q0Q1 − q1Q0

)
. (4.51)

An explicit calculation shows that:

glr = dx0 ⊗ dx0 + dx1 ⊗ dx1 + dx0 ∧ dx1 . (4.52)

The coordinate expressions in equation (4.50) allow us to give a “local” charac-
terization of potential functions:
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Proposition 26. A function S ∈ F(M ×M) is a potential function according to
definition 13 if and only if every point (m,m) on the diagonal of M×M is a critical
point for S.

Proof. The proof follows upon comparing the local expression for (m,m) to be a
critical point for S with the coordinate expressions of condition (4.33) and condition
(4.34) in the coordinate system {qj , Qj} introduced before.

This characterization of potential functions allows us to better understand what
kind of tensor field is g. Specifically, resorting to the theory of multivariable calculus
it is possible to prove the following proposition:

Proposition 27. Let S be a potential function on M ×M . Then:

1. g is positive-semidefinite if and only if every point on the diagonal is a local
minimum for S. In particular, g is a metric if and only if every point of the
diagonal is a nondegenerate local minimum for S;

2. g is negative-semidefinite if and only if every point on the diagonal is a local
maximum for S.

It is now easy to see the relation between the class of potential functions in-
triduced here and the class of divergence functions of classical information geometry:

Definition 14 (Divergence function). A smooth function S on M×M such that:

S(m1 ,m2) ≥ 0 , S(m1 ,m2) = 0 ⇐⇒ m1 = m2 , (4.53)

is called a divergence function.

According to proposition 26 S is a potential function (see definition 13) and
thus it gives rise to a symmetric covariant (0 , 2) tensor field g on M . According to
proposition 27, the tensor field g is positive-semidefinite.

In information geometry, divergence (contrast) functions give rise to metric ten-
sors by means of the second derivatives, and to symmetric covariant (0, 3) tensors
by means of third derivatives. These tensors are referred to as skewness tensors.
We will now give an intrinsic definition for these skewness tensors using again Lie
derivatives. Let S be a potential function on M ×M . For j = 1, ..., 8, define the
following maps Tj : X(M)× X(M)× X(M)→ F(M):

T1(X, Y, Z) := i∗d (LXlLYlLZl S) , T2(X, Y, Z) := i∗d (LXrLYrLZr S) , (4.54)
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T3(X, Y, Z) := i∗d (LXlLYlLZr S) , T4(X, Y, Z) := i∗d (LXrLYrLZl S) , (4.55)

T5(X, Y, Z) := i∗d (LXlLYrLZr S) , T6(X, Y, Z) := i∗d (LXrLYlLZl S) , (4.56)

T7(X, Y, Z) := i∗d (LXlLYrLZl S) , T8(X, Y, Z) := i∗d (LXrLYlLZr S) , (4.57)

Following the line of reasoning developed above, patient but simple calculations
show that:

T12(X , Y , Z) := T1(X , Y , Z)− T2(X , Y , Z) , (4.58)

T34(X , Y , Z) := T3(X , Y , Z)− T4(X , Y , Z) , (4.59)

T56(X , Y , Z) := T5(X , Y , Z)− T6(X , Y , Z) , (4.60)

T78(X , Y , Z) := T7(X , Y , Z)− T8(X , Y , Z) (4.61)

are actually tensors fields on M . Recalling that X is id related to Xl + Xr, and
applying equation (4.45), we have:

T1(X , Y , Z) + T6(X , Y , Z) = i∗d (LXl+XrLYlLZl S) = LXg(Y , Z) , (4.62)

T2(X , Y , Z) + T5(X , Y , Z) = i∗d (LXl+XrLYrLZr S) = LXg(Y , Z) , (4.63)

and thus T12 = T56. Similarly, it can be shown that T34 = T78. Furthermore:

T3(X ,Y , Z)+T5(X ,Y , Z) = i∗d (LXlLYl+YrLZr S) = LY g(X ,Z)+g ([X ,Y ] , Z) , (4.64)

T4(X ,Y , Z)+T6(X ,Y , Z) = i∗d (LXrLYl+YrLZr S) = LY g(X ,Z)+g ([X ,Y ] , Z) , (4.65)

and thus T34 = −T56, from which it follows that

T12 = T56 = −T34 = −T78 . (4.66)

This means that we can define a single symmetric tensor field T of order 3 on M
starting with a potential function S. For instance, we set:

T (X , Y , Z) := i∗d (LXlLYlLZr S − LXrLYrLZl S) . (4.67)

We have thus proved the following proposition:

Proposition 28. Let S be a potential function on M × M . Then, all the maps
defined in equations (4.58), (4.59), (4.60), and (4.61) define the same symmetric
covariant (0 , 3) tensor field T on M .
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For the sake of simplicity, we write T as in equation (4.67). In the coordinate
charts {xj} and {qj , Qj} introduced above, we have:

T =

(
∂3S

∂qj∂qk∂Ql
− ∂3S

∂Qj∂Qk∂ql

)∣∣∣∣
d

dxj ⊗s dxk ⊗s dxl , (4.68)

and this expression is the one coventionally used in information geometry for the
skewness tensor in information geometry (see [9] chapter 2 and [87]).

4.1.1 Potential functions and smooth mappings

Now that we have a formal intrinsic characterization for potential functions, we may
ask what happens to a potential function through the pullback operation. This will
be of capital importance when we analyze the monotonicity properties of metric
tensors on the space of invertible quantum states.

Suppose φ : N → M is a smooth map between differential manifolds. Let iN
and iM denote, respectively, the diagonal immersions of N and M into their doubles
N ×N and M ×M . Let Φ: N ×N →M ×M be the map defined by:

(n , n) 7→ Φ(n , n) := (φ(n) , φ(n)) . (4.69)

A direct calculation shows that:

Φ ◦ iN = iM ◦ φ . (4.70)

Furthermore:

Proposition 29. Let X ∈ X(N) be φ-related to Z ∈ X(M), that is, Tφ◦X = Z ◦φ.
Then Xl is Φ-related to Zl, that is, TΦ ◦Xl = Zl ◦Φ, and Xr is Φ-related to Zr, that
is, TΦ ◦ Xr = Zr ◦ Φ

Proof. By hypotesis, it is Tφ ◦X = Z ◦ φ. We want to cast this equality in a more
useful form. We start noting that:

Tφ ◦X(n) = Tφ(n , vXn ) = (φ(n) , Tnφ(vxn)) , (4.71)

Z ◦ φ(n) = Z(φ(n)) =
(
φ(n) , vZφ(n)

)
, (4.72)

from which it follows that Tφ ◦X = Z ◦ φ implies:

Tnφ(vXn ) = vZφ(n) . (4.73)

Now, we have

TΦ(n1 , vn1 ;n2 , vn2) = (φ(n1) , Tn1φ(vn1) ;φ(n2) , Tn2φ(vn2)) , (4.74)
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and thus:

TΦ ◦ Xl(n1 , n2) = TΦ(n1 , v
X
n1
, n2 , 0) =

(
φ(n1) , Tn1φ(vXn1

) ;φ(n2) , 0
)
. (4.75)

On the other hand:

Zl ◦ Φ(n1 , n2) = Zl(φ(n1) , φ(n2)) =
(
φ(n1) , vZφ(n1) ;φ(n2) , 0

)
. (4.76)

Plugging equation (4.73) into equation (4.76), and then comparing equation (4.76)
with equation (4.75) we obtain:

TΦ ◦ Xl = Zl ◦ Φ (4.77)

as claimed. Proceeding analogously, we prove that Xr is Φ-related to Zr. This
completes the proof.

With the help of proposition 29 we are able to analyze the behaviour of potential
functions with respect to smooth maps. Specifically, we have the following:

Proposition 30. Let φ : N → M be a smooth map between smooth manifold, and
let Φ: N × N → M × M be defined as Φ(n1 , n2) := (φ(n1) , φ(n2)). Let S be a
potential function on M ×M then Φ∗S is a potential function on N × N , and the
symmetric covariant tensor extracted from Φ∗S is equal to the pullback by means of
φ of the symmetric covariant tensor extracted from S.

Proof. Suppose that S is a potential function on M×M . Take a generic X ∈ X(N),
and consider a vector field Z ∈ X(M) which is φ-related to X. Then:

i∗N (LXlΦ
∗S) = i∗NΦ∗ (LZlS) = (Φ ◦ iN)∗ (LZlS) =

= (iM ◦ φ)∗ (LZlS) = φ∗i∗M (LZlS) = 0 ,
(4.78)

where we used equation (4.45), proposition 29, equation (4.70), and condition (4.33).
In a similar way, it is possible to show that i∗N (LXrΦ

∗S) = 0, and this means that
Φ∗S is a potential function on N ×N .

Denote with gN the symmetric covariant tensor field on N generated by the po-
tential function Φ∗S, and with Z (W ) the vector field on M which is φ-related to X
(Y ). Recalling equation (4.45), proposition 29, and equation (4.70), we have:

gN(X , Y ) = i∗N (LXlLYlΦ
∗S) = i∗NΦ∗ (LZlLWl

S) =

= (Φ ◦ iN)∗ (LZlLWl
S) = (iM ◦ φ)∗ (LZlLWl

S) =
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= φ∗i∗M (LZlLWl
S) = φ∗ (gM(Z ,W )) .

Being gN(X , Y ) a function, we may evaluate it at n:

(gN(X , Y )) (n) = (φ∗ (gM(Z ,W ))) (n) =

= (gM(Z ,W )) (φ(n)) = gM |φ(n)

(
Z|φ(n) , W |φ(n)

)
(4.79)

Now, by the very definition of the pullback φ∗gM we have:

((φ∗gM)(X , Y )) (n) = gM |φ(n)(φ∗X|φ(n) , φ∗Y |φ(n)) . (4.80)

Being Z and W φ-related to, respectively X and Y , we have:

Z|φ(n) = φ∗X|φ(n) , W |φ(n) = φ∗Y |φ(n) , (4.81)

and thus the symmetric covariant tensor we can extract from Φ∗S coincides with the
pullback φ∗gM we can extract from S.

We are now in the position to say something about the connection between the
symmetry properties of g and the symmetry properties of the potential function
S with which it is associated. Let G be a Lie group acting on M by means of
diffeomorphisms φg with g ∈ G. Then G acts on M ×M by means of the maps
Φg(m1 ,m2) := (φg(m1) , φg(m2)). Let S be a potential function on M ×M . It then
follows from proposition 30 that:(

φ∗gg − g
)

(X , Y ) = −i∗d
(
LXrLYr

(
S − Φ∗gS

))
= 0 . (4.82)

From this equation we conclude that if S is invariant under the action of G on
M ×M associated with the action of G on M , then(

φ∗gg − g
)

(X , Y ) = 0 ∀X, Y ∈ X(M) , (4.83)

and thus G is a symmetry group for the metric-like tensor g associated with S, that
is:

φ∗gg = g ∀g ∈ G . (4.84)

4.2 Quantum divergence functions and monotonic-

ity

We will now use the geometric tools developed in the previous section in order to
define the monotonicity property for quantum metric tensors, to define the data
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processing inequality (DPI) for quantum divergence functions, and to prove that
quantum divergence functions satsifying the data processing inequality give rise
to quantum metric tensors satisfying the monotonicity property. Essentially, the
monotonicity property is a quantum version of the so-called invariance criterion
of classical information geometry (see [7, 34]), where classical stochastic mappings
are replaced with quantum stochastic mappings. Consequently, we will introduce
the notion of quantum stochastic mapping according to [93]. These class of maps
plays a prominent role not only in the definition of the monotonicity property for
quantum metric tensors, but also for the definition of the data processing inequality
for quantum divergence functions.

Let us start denoting with N2 the set of natural number without {0} and {1},
and considering the family {S̄n}n∈N2 of manifolds of invertible density matrices. The
notion of quantum stochastic map is then formulated in terms of completely-positive
trace preserving (CPTP) maps on An:

Definition 15. Let φ : An → Am be a CPTP map with n,m ∈ N2. According to
[93], we say that φ is a quantum stochastic map if:

φ
(
S̄n
)
⊆ S̄m . (4.85)

Note that the family of quantum stochastic map form a category precisely as the
family of classical stochastic map (see [34], chapter I and II).

In Holevo’s books [72] and [73] there is an interesting discussion on the theo-
retical and operational relevance of the class of quantum stochastic maps. Once
we have fixed this class of maps between invertible density matrices, we are ready
to give a definition of the monotonicity property for quantum Riemnnian metric
tensors. Clearly, since the family of quantum stochastic maps may connect systems
with different dimensions, we must not consider a single tensor field defined on the
manifold of invertible density matrices of a single quantum system, but, rather, a
family of tensor fields.

Definition 16. The family {gn}n∈N2, where each gn is a covariant tensor on S̄n for
each n ∈ N2, satisfies the monotonicity property if:

gn(X ,X) ≥ (φ∗gm) (X ,X) , (4.86)

for all X ∈ X(S̄n) and for all quantum stochastic maps φ. By the very definition of
the pullback operation, the monotonicity property is equivalent to:

gn|ρ
(
X|ρ , X|ρ

)
≥ gm|φ(ρ)

(
φ∗X|φ(ρ) , φ∗X|φ(ρ)

)
, (4.87)
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where ρ ∈ S̄n.

Remark 18. Note that, in principle, the elements in the family {gn}n∈N2 are generic
covariant tensor fields, that is, they need not be symmetric, nor invertible, nor having
positivity properties.

Roughly speaking, the monotonicity property for a family of quantum Rieman-
nian metric tensors ensures that the notion of geodesical distance between invertible
density matrices, as encoded in the family of quantum Riemannian metric tensors,
does not increase under quantum stochastic maps. We will now rephrase the mono-
tonicity property of the family {gn}n∈N2 in terms of the behaviour, with respect to
quantum stochastic maps, of the family {Sn}n∈N2 of two-point functions from which
{gn}n∈N2 is extracted.

Proposition 31. Consider the family of two-point functions {Sn}n∈N2 on {S̄n ×
S̄n}n∈N2, and suppose that the family {gn}n∈N2 of covariant tensors on {S̄n}n∈N2,
extracted from {Sn}n∈N2 according to the third map in definition 12, satisfies the
monotonicity property of definition 16. Let φ : S̄n → S̄m be a stochastic map, and
let Φ: S̄n × S̄n → S̄m × S̄m be defined as:

Φ(ρ̄ , %̄) := (φ(ρ̄) , φ(%̄)) . (4.88)

Then, setting SnmΦ = (Sn − Φ∗Sm), the monotonicity property of {gn}n∈N2 is equiv-
alent to:

gnmφ (X ,X) := −i∗n (LXlLXrS
nm
Φ ) ≥ 0 (4.89)

for all X ∈ X(S̄n) and for all stochastic maps φ.

Proof. According to proposition 30, we know that φ∗gm is the covariant tensor field
generated by the divergence function Φ∗Sm. This means that we may write:

(φ∗gm) (X , Y ) = −i∗m (LXlLYrΦ
∗Sm) (4.90)

where we used the third map in definition 12. Again, using definition 12, we write:

gn(X , Y ) = −i∗n (LXlLYrS
n) . (4.91)

Comparing these two equations, it then follows that:

gn(X ,X) ≥ (φ∗gm) (X ,X) (4.92)

is equivalent to:
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gnmφ (X ,X) := −i∗n (LXlLXrS
nm
Φ ) ≡ −i∗n (LXlLXr (Sn − Φ∗Sm)) ≥ 0 (4.93)

as claimed.

As anticipated before, there is a very interesting connection between this result
and the so-called data processing inequality (DPI) for quantum divergences:

Definition 17. Let {Sn}n∈N2 be a family of two-point funcions on {S̄n × S̄n}n∈N2.
We say that {Sn}n∈N2 satisfies the DPI if:

Sn(ρ̄ , %̄) ≥ Sm(φ(ρ̄) , φ(%̄)) (4.94)

for all ρ̄, %̄ and for all stochastic maps φ.

The operational meaning of this inequality is to ensure that the information-
theoretical content encoded in the family of quantum two-point functions does not
increase under quantum stochastic maps. Then, the following proposition shows
that the DPI “implies” the monotonicity property:

Proposition 32. If the family {Sn}n∈N2 of quantum divergence functions on {S̄n×
S̄n}n∈N2 satisfies the DPI, then, the family {gn}n∈N2 of symmetric covariant tensor
fields we can extract from {Sn}n∈N2 satisfies the monotonicity property.

Proof. The function Φ∗Sm is a potential function because Sm is a potential function
(see proposition 30). According to the DPI, we have:

SnmΦ (ρ̄ , %̄) := Sn(ρ̄ , %̄)− Φ∗Sm(ρ̄ , %̄) =

= Sn(ρ̄ , %̄)− Sm(φ(ρ̄) , φ(%̄)) ≥ 0 . (4.95)

From this, we conclude that SjkΦ is a non-negative potential function vanishing on
the diagonal of S̄n×S̄n. This means that every point on the diagonal of S̄n×S̄n is a
local minimum for SnmΦ . Then, according to proposition 27 the symmetric covariant
tensor gnmφ it generates is positive-semidefinite. In particular it is:

gnmφ (X ,X) ≥ 0 . (4.96)

According to proposition 31 this is equivalent to the monotonicity property for the
family {gn}n∈N2, and the proposition is proved.

The result expressed in proposition 32 may be seen as a sort of generalization to
the quantum case of the invariance criterion of classical information geometry (see
[7], chapter 3 and 6). Furthermore, the abstract coordinate-free framework in which
proposition 32 is contextualized may prove to be useful for a generalization to the
infinite dimensional case.
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4.3 Quantum metric tensors from modified (q−z)-
Rényi relative entropies

Here we will actually compute the symmetric covariant tensors associated with the
modified (q − z)-Rényi relative entropy of equation (4.14). We want to perform
calculations without referring to explicit coordinate systems, therefore, we will un-
fold the manifold S̄n of invertible density matrices to the more gentle manifold
Mn = SU(An) × ∆0

n, where ∆0
n is the open interior of the n-dimensional simplex

∆n, that is:

∆0
n :=

{
~p ∈ Rn : pj > 0 ,

n∑
j=1

pj = 1

}
. (4.97)

This manifold is parallelizable since it is the Cartesian product of parallelizable
manifolds, and thus, we have global basis of vector fields and differential one-forms
at our disposal. We will use these basis to perform coordinate-free computations in
any dimension. However, before entering the description of these basis, we want to
explain why Mn may be thought of as an unfolding manifold for S̄n. To do this,
let us consider an invertible density matrix ρ̄ ∈ S̄n. It is well known that ρ̄ can be
diagonalized, and that its eigenvalues are strictly positive and sum up to one. This
means that, denoting with ~p ∈ ∆0

n a vector the components of which coincide with
the eigenvalues of ρ̄, we can find a U ∈ SU(An) such that:

ρ̄ = U ρ̄0 U† , (4.98)

where ρ̄0 is a diagonal matrix in the sense that its only nonzero components with
respect to the canonical basis {Ejk}j,k=0,...,(n−1) of An introduced in chapter 1 are
those relative to {Ejj}j=0,...,(n−1). It is clear that every ρ̄0 can be identified with a
point ~p in ∆0

n and viceversa. This one-to-one correspondence is given by the map
ρ̄0 = pjEjj.

Remark 19. It is important to point out that the correspondence between ρ̄0 and
~p explicitely depends on the choice of the basis {Ejk}j=0,...,(n−1) as a reference basis.
For instance, if we consider a multipartite system for which:

AN =
r⊗
j=1

Anj , (4.99)

where N = n1 n2 · · ·nr, the canonical basis in AN is made up of separable elements
with respect to the decomposition of AN . Consequently, the reference density matrix
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ρ̄0 associated with the probability vector ~p is separable, and this clearly has conse-
quences with respect to the entanglement properties of the system. Specifically, when
we unfold the density matrix ρ̄ into the couple (U , ~p), all the information regarding
the entanglement properties of ρ̄ will be encoded in U because ~p is associated with
the separable density matrix ρ̄0.

The diagonalization procedure for ρ̄ ∈ S̄n provides us with a map:

πn : SU(An)×∆0
n → S̄n

(U , ~p) 7→ πn(U , ~p) = U ρ̄0 U† with ρ̄0 = pj Ejj .
(4.100)

Obviously, the map πn is a surjection because for a given ρ̄ ∈ S̄n there is an infinite
number of elements (U , ~p) ∈ Mn such that πn(U , ~p) = ρ̄. It is in this sense that
we think ofMn as an unfolding manifold for S̄n. Now that we have the map πn, we
proceed to prove the following:

Proposition 33. The map πn : Mn → S̄n is a surjective submersion, and the kernel
of its differential at (U , ~p) ∈Mn is given by (ıH ,~0), where H is a self-adjoint matrix
such that [H , ρ̄0] = 0.

Proof. The surjectivity of the map πn follows from the spectral decomposition for
every density matrix ρ̄. To prove that πn is a submersion, we consider the following
curve γt on Mn:

γt(U , ~p) = (U exp(ıtH), ~pt) , (4.101)

where H is self-adjoint and traceless, and ~pt is any curve in the interior of the

n-simplex ∆0
n starting at ~p0 = ~p and such that d~pt

dt

∣∣∣
t=0

= ~a with
∑

j a
j = 0. The

differential:

(Tπn)(U, ~p) : T(U, ~p)Mn → TρSn
of π at (U , ~p) is then:

(Tπn)(U,~p)

(
dγ(U, ~p)

dt

∣∣∣∣
t=0

)
=

d

dt

(
U exp(ıtH) ρ̄0(t), exp(−ıtH)U†

)
t=0

=

= U
(
ı [H , ρ̄0] + ajEjj

)
U† .

(4.102)

The tangent space Tρ̄S̄n at ρ̄ = U ρ̄0 U† is the space of traceless self-adjoint matrices,
and it is clear that every such element can be written in the form
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U
(
ı [H , ρ̄0] + ajEjj

)
U† .

This means that πn is a submersion at every (U, ~p) ∈ Mn. Furthermore, it follows
that the tangent vector (ıH,~a) at (U, ~p) is sent to the null vector 0 at ρ̄ = U ρ̄0 U†

if and only if ~a = ~0 and [H , ρ̄0] = 0.

The global differential calculus onMn is easily defined considering the projection
maps:

prSU(An) : Mn = SU(An)×∆0
n → SU(An) , (U , ~p) 7→ prSU(An)(U , ~p) = U ,

pr∆0
n

: Mn = SU(An)×∆0
n → ∆0

n , (U , ~p) 7→ pr∆0
n
(U , ~p) = ~p .

(4.103)

Then, since SU(An) is a Lie group, we have, for instance, a basis of gloabally defined
left-invariant differential one-forms {θj}j=1,...,n2−1 and a basis of globally defined left-
invariant vector fields {Xj}j=1,...,n2−1 which is dual to {θj}j=1,...,n2−1. Consequently,
we can take the pullback of every θj by means of prSU(An) and obtain a set of globally
defined differential one-forms on Mn. With an evident abuse of notation, we will
keep writing {θj}j=1,...,n2−1 for this set of one-forms. Regarding ∆0

n, we will construct
an “overcomplete” basis of differential one-forms as follows. First of all, we define
n functions Pj : ∆0

n → R:
~p 7→ Pj(~p) = pj . (4.104)

This functions are globally defined and smooth, and thus their differential dPj = dpj

are globally defined differential one-forms. Clearly, we have n of them, and since
dim(∆0

n) = n−1, these one-forms are not functionally independent. Indeed, it holds:

n∑
j=1

Pj(~p) =
n∑
j=1

pj = 1 , (4.105)

and thus:
n∑
j=1

dPj =
n∑
j=1

dpj = 0 . (4.106)

Now, the set {dpj}j=1,...,n of globally defined differential one-forms on ∆0
n is a basis

of the module of one-forms on ∆0
n, that is, for every differential one-form ω on ∆n,

it always exists a decomposition:

ω = ωj dpj , (4.107)
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where ωj ∈ F(∆0
n). This is the sense in which {dpj}j=1,...,n is an overcomplete

basis for the space of differential one-forms on ∆0
n. Now, similarly to what we

have done for SU(An), we consider the pullback of dpj by means of pr∆0
n
, and

we obtain a set of globally defined differential one-forms on Mn. Again with an
abuse of notation, we will keep writing this set as {dpj}j=1,...,n. Eventually, the set
({θj}j=1,...,n2−1 , {dpj}j=1,...,n) is a basis of the module of differential one-forms on
Mn.

Now that we have the global basis for a differential calculus onMn (for all n), we
may proceed with the explicit computations. First of all, we consider the modified
(q − z)-Rényi relative entropy of equation (4.14):

Sq,z(ρ̄ , %̄) =
1

q(1− q)

[
1− Tr

(
ρ̄
q
z %̄

1−q
z

)z ]
, (4.108)

and take its pullback to Mn ×Mn by means of the map:

Πn : Mn ×Mn → S̄n × S̄n
(U , ~p1 ; V , ~p2) 7→ (πn(U , ~p1) ;πn(V , ~p2)) .

(4.109)

The result is the following function on Mn ×Mn:

Dn
q,z (U , ~p1 ; V , ~p2) =

1

q(1− q)

(
1− Tr

[(
(U ρ̄0 U†)

q
z (V %̄0 V†)

1−q
z

)z])
, (4.110)

where ρ̄0 = pj1Ejj and %̄0 = pj2Ejj. At the moment, we do not know if Dn
q,z is a

potential function, but we can always extract a covariant tensor field from it by
computing (see proposition 23):

gnq,z(X , Y ) := −i∗d
(
LXl LYr D

n
q,z

)
. (4.111)

Here, we will discuss the result of the computations and simply refer to subsection
4.3.1 for all the details. The final result is:

gnq,z = gn⊥q,z + gn‖q,z =
n∑

α=1

pαd ln pα ⊗ d ln pα +
z

q(1− q)

n2−1∑′

j,k=1

Cjk θj ⊗ θk , (4.112)

where {pα}α=1,..n denote the eigenvalues of ρ̄, the coefficients Cjk are given by:
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Cjk =

n∑′

α,β=1

Eαβ <
[
Mαβ

j Mβα
k

]
, (4.113)

with Mαβ
j being numerical coefficients depending on the choice of a basis in the Lie

algebra of U(An), and with:

Eαβ :=
(pα − pβ)(p

q
z
α − p

q
z
β )(p

1−q
z

α − p
1−q
z

β )

(p
1
z
α − p

1
z
β )

. (4.114)

It turns out that the coefficients Cjk are symmetric in j and k, and thus gnq,z is a
symmetric tensor. Furthermore, the sum over j and k in Eq. (4.112) does not involve
the basic left-invariant 1-forms dual to the Cartan subalgebra. Indeed, the only
terms which contain the left-invariant 1-forms associated with the Cartan subalgebra
are those with α = β which have vanishing coefficients Cjk.

Whenever the parameters q and z are such that the modified q, z-RRE Snq,z of
equation (4.14) is a divergence function in the sense of definition 14, we have that
Dn
q,z is a non-negative potential function, and that gnq,z is a positive-semidefinite

symmetric covariant tensor field which is the pullback of the positive-semidefinite
symmetric covariant tensor field on S̄n extracted from Snq,z (see proposition 30 and
proposition 27). Recalling that gnq,z does not contain the basic left-invariant 1-forms
dual to the Cartan subalgebra, and since dpj and θj are basis elements, we conclude
that the kernel of gnq,z is given by the span of the vector fields dual to the left-
invariant 1-forms associated with the Cartan subalgebra. According to proposition
33, these vector fields are πn related with the null vector field on S̄n. This means
that gnq,z is the pullback to Mn of a symmetric invertible tensor on S̄n, that is, a
Riemannian metric tensor on the space of invertible density matrices.

If the values of q and z for which Snq,z is a divergence function are such that
{Snq,z}n∈N2 satisfies the DPI, then the family of symmetric tensors {gnq,z}n∈N2 , where
gnq,z is given by equation (4.112), is the pullback to {Mn}n∈N2 of a family of quantum
Riemannian metric tensors on {S̄n}n∈N2 satisfying the monotonicity property. In
particular, according to the formulae in the introduction of this chapter, the family
of metric tensors associated with the von Neumann-Umegaki relative entropies, with
the Tsallis relative entropies, with the Wigner-Yanase skew informations, and with
the Bures divergences, all satisfies the monotonicity property.

Equation (4.112) points out another interesting fact. The first term in the ex-
pression of gnq,z is precisely the Fisher-Rao metric tensor related to the component
of the “classical” probability vector ~p = (p1, . . . , pn) identified with the diagonal
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elements of the invertible density matrix. Consequently, since the monotonicity
property is connected to the DPI, since the DPI depends on the explicit values of q
and z, and since the Fisher-Rao contribution to gnq,z does not depend on (q, z), the
“obstruction” to the monotonicity property is completely encoded in the unitary
contribution to gnq,z.

4.3.1 Explicit computations

Here we will perform the detailed computation of the covariant tensor field:

gnq,z(X , Y ) := −i∗d
(
LXl LYr D

n
q,z

)
, (4.115)

where:

Dn
q,z (U , ~p1 ; V , ~p2) =

1

q(1− q)

(
1− Tr

[(
(U ρ̄0 U†)

q
z (V %̄0 V†)

1−q
z

)z])
, (4.116)

with ρ̄0 = diag(~p1) and %̄0 = diag(~p2). At this purpose, we start setting:

A = ρ̄
q
z = U ρ̄

q
z
0 U† , B = %̄

1−q
z = V %̄

1−q
z

0 V† . (4.117)

Since z ∈ R+, it can take both integer and noninteger values. Therefore, in order to
have a well defined expression, we consider the analytical expansion of the function
(AB)z with respect to the identity, say:

(AB)z =
∞∑
n=0

cn(z)(AB − 1)n . (4.118)

Let us notice that, as stressed in [20], even if AB = ρ̄
q
z %̄

1−q
z is not Hermitian, the

spectrum of AB coincides with the spectrum of BA = (AB)† for A and B Hermitian
operators as in (4.117). This ensures that the spectrum of AB is real and hence
(AB)z as a function of z does not have nonanalyticity branches and can be expanded
as in (4.118).

Next, we consider:

LXl LYr Tr [(AB)z] =
∞∑
m=0

cm(z)LXl LYr Tr [(AB − 1)m] . (4.119)
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Using the Leibniz rule together with the cyclic property of the trace and with the
relation LYr = iYrd which is valid on functions, we have:

LYr Tr [(AB)z] =
∞∑
m=0

cm(z)LYr Tr

(AB − 1) . . . (AB − 1)︸ ︷︷ ︸
m

 =

=
∞∑
m=0

cm(z) Tr
(
A (iYrdB) (AB − 1)m−1 + (AB − 1)A (iYrdB) (AB − 1)m−2 +

+ · · ·+ (AB − 1)m−1A (iYrdB)
)

=

=
∞∑
m=0

mcm(z) Tr
(
(AB − 1)m−1A (iYrdB)

)
(4.120)

where we used the fact that iYrdA = 0 because A depends only on the elements of
the left factor of Mn ×Mn. Then:

LXl
LYr

Tr [(AB)
z
] =

∞∑
m=0

mcm(z)LXl
Tr

(AB − 1) . . . (AB − 1)︸ ︷︷ ︸
m−1

A (iYr
dB)

 =

=

∞∑
m=0

mcm(z)
[

Tr
(
(AB − 1)m−1 (iXl

dA) (iYrdB)
)

+ Tr
(
(iXl

dA) B (AB − 1)m−2 (iYrdB) +

+ (AB − 1) (iXl
dA) B (AB − 1)m−2A (iYrdB) + · · ·+ (AB − 1)m−2 (iXl

dA) BA (iYrdB)
)]

=

= zTr
(
(AB)z−1 (iXl

dA) (iYr
dB)

)
+

+

∞∑
m=0

mcm(z)

m−2∑
a=0

Tr
(
(AB − 1)a (iXl

dA) B (AB − 1)m−a−2A (iYr
dB)

)
, (4.121)

where we used the fact that iXl
dB = 0 because B depends only on the elements

of the right factor of Mn ×Mn, and, in the first term of the last equality, we have
used the relation

z(AB)z−1 =
∞∑
m=0

mcm(z)(AB − 1)m−1 (4.122)

for the first-order derivative of a analytical function. The metric is then:

gnq,z(X , Y ) =
z

q(1− q)
i∗d
[
Tr
(
(AB)z−1 (iXldA) (iYrdB)

)]
+
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+
1

q(1− q)
i∗d

[ ∞∑
m=0

mcm(z)

m−2∑
a=0

Tr
(
(AB − 1)a (iXl

dA) B (AB − 1)m−a−2A (iYr
dB)

)]
. (4.123)

In order to perform computations for a generic N -level system it is useful to use
the canonical basis {Ejk}j,k=1,...,n of An introduced in chapter 1. The left-invariant
Maurer-Cartan 1-form U−1dU can be then written as:

U−1dU = iσkθ
k = iEαβθ

αβ (4.124)

where {σk}k=0,...,n2−1 denote the basis for the u(An) algebra with σ0 = I, {θk}k=0,...,n2−1

the dual basis of left-invariant 1-forms. The matrices σ can be expressed into the
standard basis as a linear combination of the Eαβ matrices with complex coeffi-
cients4, say:

σk =
N∑

α,β=1

Mαβ
k Eαβ , Mαβ

k ∈ C (4.125)

from which, according to Eq. (4.124), it follows that:

θαβ =
N2−1∑
k=0

Mαβ
k θk . (4.126)

The complex coefficients Mαβ
k have to satisfy the following property5:

Mβα
k = Mαβ

k ∀ k = 0, . . . , N2 − 1 (4.127)

as can be seen by taking the Hermitian conjugate of Eq. (4.125) which yields:

4For instance, in the U(A2) case we have:

σ0 =

(
1 0
0 1

)
, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

τ11 =

(
1 0
0 0

)
, τ12 =

(
0 1
0 0

)
, τ21 =

(
0 0
1 0

)
, τ22 =

(
0 0
0 1

)
.

Therefore
σ0 = τ11 + τ22, σ1 = τ12 + τ21, σ2 = i(τ21 − τ12), σ3 = τ11 − τ22

from which, by imposing the equality (4.124), it is easy to see that

θ11 = θ0 + θ3, θ12 = θ1 − iθ2, θ21 = θ1 + iθ2, θ22 = θ0 − θ3 .

5Here Mαβ
k denotes the complex conjugate of Mαβ

k .
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σk = Mαβ
k (ταβ)† = Mαβ

k τβα = Mβα
k τβα , (4.128)

where we have used the fact that the σ’s are Hermitian and the property of the real
matrices E according to which (Eαβ)† = (Eαβ)T = Eβα.

Remark 20. More precisely, when we write the left-invariant 1-form U−1dU in the
standard basis as in (4.124), we are exploiting the fact that the σ matrices provide a
basis both of the vector space underlying the u(An) Lie algebra and of its complexifi-
cation. Consequently, we are able to consider suitable complex linear combinations
to express the basis matrices of u(An) in terms of the Eαβ and to recast then the
matrix-valued Maurer-Cartan 1-form U−1dU in terms of the Eαβ and the 1-forms
θαβ given in (4.126). This is just a computational trick which allows to simplify the
calculation of the metric and in the end we should check that it does not introduce
any additional information by rewriting the resulting expression of the metric in
terms of the basic left-invariant 1-forms on the group.

The diagonal density matrix ρ̄0 can be written in terms of the E basis as:

ρ̄0 =
n∑

α=1

pαEαα , (4.129)

where the pα denote the n eigenvalues of ρ̄0 satisfying the constraint Tr(ρ̄0) =∑
α pα = 1, and the sum (4.129) involves only the diagonal matrices Eαα. Moreover,

by using the decomposition (4.129) and the commutation relations:

[Eαβ,Eα′β′ ] = δβα′Eαβ′ − δβ′αEα′β , (4.130)

we have: [
U−1dU, ρ̄r0

]
= i
∑
α,β

(prβ − prα)Eαβθ
αβ , (4.131)

for any power ρ̄r0 of ρ̄0. Consequently, we have:

LXl
ρ̄

q
z = dρ̄

q
z (Xl) = U

(
dρ̄

q
z (Xl)

)
U† + U

[(
U†dU((Xl))

)
, ρ̄

q
z

]
U† =

=
q

z

∑
α

UEααU
† p

q−z
z

α dpα(Xl) + U i
∑
α,β

(p
q
z

β − p
q
z
α )Eαβ θ

αβ(Xl)U† ,
(4.132)

LYr %̄
1−q
z = d%̄

1−q
z (Yr) = V

(
d%̄

1−q
z (Yr)

)
V† + V

[(
V†dV(Yr)

)
, %̄

1−q
z

]
V† =

=
1− q
z

∑
α

VEααV
† p̃

1−q−z
z

α dp̃α(Yr) + V i
∑
α,β

(p̃
1−q
z

β − p̃
1−q
z

α )Eαβ η
αβ(Yr)V† ,

(4.133)
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where %̄0 =
∑n

α=1 p̃αEαα. Now, coming back to the expression (4.123) for the
tensor:

gnq,z(X , Y ) =
z

q(1− q)
i∗d
[
Tr
(
(AB)z−1 (iXldA) (iYrdB)

)]
+

+
1

q(1− q)
i∗d

[
∞∑
m=0

mcm(z)
m−2∑
a=0

Tr
(
(AB − 1)a (iXldA) B (AB − 1)m−a−2A (iYrdB)

)]
,

we focus on the first term in the RHS, and, using (4.133) and (4.133) and performing
the pullback along id, we obtain:

z

q(1− q)

Tr

ρ̄ z−1
z

0

q
z

∑
α

Eαα p
q−z
z

α dpα(X) + i
∑
α,β

(p
q
z

β − p
q
z
α )Eαβ θ

αβ(X)

 ·
·

(
1− q
z

∑
α

Eγγ p
1−q−z

z
γ dpγ(Y ) + i

∑
γ,µ

(p
1−q
z

µ − p
1−q
z

γ )Eγµ θ
γµ(Y )

))]
.

(4.134)

It is easy to see that the terms with dpα(X) · θγµ(Y ) and θαβ(X) · dpγ(Y ) vanish,
indeed:

i

1− q
∑
αβ γ µ

p
z−1
z

β p
q−z
z

α (p
1−q
z

µ − p
1−q
z

γ ) Tr (Eββ Eαα Eγµ)︸ ︷︷ ︸
δβµδβαδαγ

dpα(X) · θγµ(Y ) = 0 , (4.135)

i

q

∑
αβ γ µ

p
z−1
z

µ p
1−q−z
z

γ (p
q
z
β − p

q
z
α) Tr (Eµµ Eαβ Eγγ)︸ ︷︷ ︸

δµγδµαδβγ

dpγ(Y ) · θαβ(X) = 0 . (4.136)

On the other hand, the terms with dpα(X) · pγ(Y ) and θαβ(X) · θγµ(Y ) are:

1

z

∑
α

p−1
α dpα(X) · dpα(Y ) , (4.137)

z

q(1− q)
∑
αβ

p
z−1
z

α (p
q
z
β − p

q
z
α) (p

1−q
z

β − p
1−q
z

α ) θαβ(X) · θγµ(Y ) . (4.138)

Concerning the second term in the RHS of (4.123), using (4.133) and (4.133) and
performing the pullback along id, we obtain:
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1

q(1− q)

∞∑
m=0

mcm(z)

m−2∑
a=0

Tr

(ρ̄
1
z
0 − 1)a

q
z

∑
α

Eαα p
q−z
z

α dpα(Xl) + i
∑
α,β

(p
q
z

β − p
q
z
α )Eαβ θ

αβ(X)

 ·
·ρ̄

1−q
z

0 (ρ̄
1
z
0 − 1)m−a−2 ρ̄

q
z
0

(
1− q
z

∑
γ

Eγγ p
1−q−z

z
γ dpγ(Y ) + i

∑
γ,µ

(p
1−q
z

µ − p
1−q
z

γ )Eγµ θ
γµ(Y )

))
.

(4.139)

Again, it is easy to see that the terms with dpα(X) · θγµ(Y ) and θαβ(X) · dpγ(Y )
vanish, and we are left with the term in dpα(X) · dpα(Y ):

1

z2

∞∑
m=0

∑
α

m(m− 1) cm(z) (p
1
z
α − 1)m−2 p

2 1−z
z

α dpα(X) · dpα(Y ) =

=
z − 1

z

∑
α

p−1
α dpα(X) · dpα(Y ) ,

(4.140)

where we have used the expression:

z(z − 1)(p
1
z
α)z−2 =

∞∑
m=0

m(m− 1) cm(z)(p
1
z
α − 1)m−2 (4.141)

for the second-order derivative of an analytical function, and the term in θαβ(X) ·
θγµ(Y ):
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−1

q(1− q)

∞∑
m=0
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mcm(z) Tr
(
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)
·
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z
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z
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(4.142)

where we have used equation (4.129) and the binomial expansions:

(ρ̄
1
z
0 − I)a =

a∑
b=0

(
a

b

)
(−1)bρ̄

a−b
z

0 (4.143)

(ρ̄
1
z
0 − I)m−a−2 =

m−a−2∑
c=0

(
m− a− 2

c

)
(−1)cρ̄

m−a−2−c
z

0 , (4.144)

in the first equality; the relations:

p
1
z
α(p

1
z
α − 1)m−a−2 =

m−a−2∑
c=0

(
m− a− 2

c

)
(−1)c p

m−a−1−c
z

α (4.145)

(p
1
z
α − 1)a =

a∑
b=0

(
a

b

)
(−1)b p

a−b
z

α (4.146)

in the second equality; the expression for the finite sum of a geometric series:
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m−2∑
a=0

xa =
1− xm−1

1− x
, with x =

p
1
z
α − 1

p
1
z
β − 1

(4.147)

in the third equality, and the expression:

∞∑
m=0

mcm(z)(p
1
z
α − 1)m−1 = z p

z−1
z

α (4.148)

for the first-order derivative of an analytical function in the last equality.

Collecting the terms in dpα(X)·dpα(Y ) (equations (4.137) and (4.140)) we obtain:

gn⊥q,z (X , Y ) =
1

z

∑
α

p−1
α dpα(X) · dpα(Y ) +

z − 1

z

∑
α

p−1
α dpα(X) · dpα(Y ) =

=
n∑

α=1

1

pα
dpα(X) · dpα(Y ) .

(4.149)

From this it follows that:

gn⊥q,z =
n∑

α=1

1

pα
dpα ⊗ dpα =

n∑
α=1

pαd ln pα ⊗ d ln pα (4.150)

which is the Fisher-Rao metric related to the component of the “classical” proba-
bility vector ~p = (p1, . . . , pn) identified with the diagonal elements of the invertible
density matrix.

Collecting the terms in θαβ(X)·θγµ(Y ) (equations (4.138) and (4.142)) we obtain:
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 θαβ(X) · θβα(Y ) .

(4.151)
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Let us now rewrite this expression in the basis of left-invariant su(An)-valued 1-
forms. In order to do this, let us introduce the shorthand notation for the coefficients:

Eαβ :=
(pα − pβ)(p

q
z
α − p

q
z
β )(p

1−q
z

α − p
1−q
z

β )

(p
1
z
α − p

1
z
β )

∈ R s.t. Eαβ = Eβα . (4.152)

Then, g
n‖
q,z can be written as

gn‖q,z =
z

q(1− q)

n∑′

α,β=1

Eαβ θαβ ⊗ θβα

=
z

q(1− q)

n∑′

α,β=1

1

2
Eαβ(θαβ ⊗ θβα + θβα ⊗ θαβ) .

(4.153)

Using now the expression (4.126) of the θαβ in terms of the θj we have:

gn‖q,z =
z

q(1− q)

n2−1∑
j,k=1

n∑′

α,β=1

1

2
Eαβ

(
Mαβ

j Mβα
k +Mβα

j Mαβ
k

)
θj ⊗ θk , (4.154)

from which, according to the property (4.127), it follows that:

gn‖q,z =
z

q(1− q)

n2−1∑′

j,k=1

Cjk θj ⊗ θk , (4.155)

with:

Cjk =

n∑′

α,β=1

Eαβ <
[
Mαβ

j Mβα
k

]
. (4.156)

The coefficients Cjk in Eq. (4.156) depend only on the eigenvalues of the density
matrix ρ̄ and on the transformation matrices relating the two basis. Moreover, the
Cjk are symmetric with respect to the exchange of j and k (i.e., Cjk = Ckj) and,
being the Eαβ defined in Eq. (4.152) real, they are also real.

Eventually, summing equations (4.150) and (4.155) we obtain the expression of
the tensor gnq,z:
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gnq,z = gn⊥q,z + gn‖q,z =
n∑

α=1

pαd ln pα ⊗ d ln pα +
z

q(1− q)

n2−1∑′

j,k=1

Cjk θj ⊗ θk . (4.157)

Note that the sum over j and k in Eq. (4.157) does not involve the basic left-invariant
1-forms dual to the Cartan subalgebra. Indeed, the only terms which contain the
left-invariant 1-forms associated with the Cartan subalgebra are those with α = β
which have vanishing coefficients Cjk.
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Chapter 5

Conclusions

Now that we have reached the final chapter of the thesis, it is time to pause and
comment on the ideas exposed in view of future developments. We will focus on two
main branches of possible future developments, specifically, “the geometry of en-
tanglement of quantum states in finite dimensions”, and “the geometry of quantum
states in infinite dimensions”. There would be a third branch, namely, “the geom-
etry of entanglement of quantum states in infinite dimensions”, but we will simply
ignore it because it presents a huge amount of technical difficulties, and, what is
more, it necessarily depends on the previous development of the first two branches.

Before discussing possible future developments, let us briefly recall the content
of the previous chapters. The overall focus of the thesis was the study of the geo-
metrical structures available on the space S of quantum states of a quantum system
the observables of which are the self-adjoint elements in the finite-dimensional C∗-
algebra An introduced in chapter 1. In chapter 2 we presented the geometry of the
space S of quantum states of the model C∗-algebra An introduced in chapter 1. The
attitude towards the problem was of group-theoretical character. According to the
work in [64, 65, 66], we selected the Lie group SL(An) of invertible elements with
unit determinant in An, and showed that it acts on the space S of quantum states
in such a way that S is partitioned into the disjoint union:

S =
n⊔
k=1

Sk

of orbits Sk of SL(An). The orbit Sk consists of quantum states with fixed rank
equal to k (see definition 3), and it is a homogeneous space for SL(An) admitting
the structure of differential manifold for every k = 1, ..., n. Except the case n = 2,
in which it is a manifold with boundary (the so-called Bloch ball), the space S of
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quantum states does not admit the structure of differential manifold as a whole.
In particular, all the orbits Sk have different dimension (increasing as k increases).
From the topological point of view, it is worth to mention that the manifold S1

of pure quantum states is a compact submanifold1 of O∗n, while the manifold Sn
of invertible quantum states is an open submanifold2 of the affine hyperplane T1

n

of self-adjoint linear functionals ξ in O∗n such that ξ(I) = 1. By construction, the
action of SL(An) on Sk is smooth, and we used this fact to analyze the orbits in
Sk of the compact subgroup SU(An) ⊂ SL(An) made up of unitary elements with
unit determinant in An. All the orbits of SU(An), except the one passing through
the maximally mixed state, are Kähler manifolds. In particular, the manifold S1

of pure quantum states turns out to be a homogeneous space for both SL(An) and
SU(An), and its Kähler structure is widely studied in the literature.

In chapter 3 we presented here a geometric formulation of the dynamics of open
quantum systems governed by the GKLS master equation (3.77) (see [63, 82]). The
geometrization consists in describing the infinitesimal generator of these dynamical
processes as an affine vector field Γ on the affine hyperplane T1

n in O∗n consisting
of self-adjoint linear functionals ξ on An such that ξ(I) = 1. By construction, Γ is
written as the affine combination of three vector fields, namely, a Hamiltonian vector
field XH associated with the Hamiltonian operator H in equation (3.77) by means
of a Poisson tensor Λ on T1

n, a gradient-like vector field YV associated with the pos-
itive operator V in equation (3.77) by means of a symmetric bivector field R, and
a vector field ZK associated with the completely-positive map K in equation (3.77).
The decomposition of Γ is adapted to the geometry of the space S of quantum states
when we thought of as a compact convex body in T1. In particular, Hamiltonian
and gradient-like vector fields provide a realization of the Lie algebra sl(An) of the
special linear group SL(An) on T1

n, “integrating” to a nonlinear action only on the
space S of quantum states. In particular, every Hamiltonian and gradient-like vec-
tor fields on T1

n are tangent to the manifolds Sk of quantum states with fixed rank,
and their restrictions are related to the fundamental vector fields of the canonical
action of SL(An) on Sk constructed in chapter 2. The flow of the vector field ZK
turns out to be responsible for the change of rank of quantum states characteristic
of dynamical evolutions of open quantum systems. Interestingly, it is found that
XH is completely unrelated to the vector fields YV and ZK. On the other hand, the
linearity of the GKLS generator L implies that the vector field Γ is affine, and this

1This follows from the fact that it is an orbit of the canonical action of the compact group
SU(An) on O∗n (see section 2.2).

2This follows from the fact that it is the complement of the inverse image of the closed set
{0} ∈ R by means of the smooth function det (see definition 3).
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requires a fine tuning between YV and ZK so that their sum preserves the affine char-
acter of Γ. After having introduced the vector field Γ, we proceded to analyze the
long-time behaviour of the so-called quantum random unitary semigroups, of which
quantum Poisson semigroups and quantum Gaussian semigroups are particular in-
stances (see [11, 78, 82]). The analysis is carried out exploiting LaSalle’s invariance
principle (see [2, 81]), an exquisitely classical tool that proves to be particularly
useful in the quantum context thanks to the geometrical structures introduced on S
in chapter 2 and chapter 3. The explicit result is that, in any finite dimension, the
purity function χ(ρ) := Tr (ρ̄2 ) always decreases along the dynamical trajectories of
quantum random unitary semigroups, and allows for a characterization of the set of
asymptotic quantum states of the dynamics generated by Γ as the set of quantum
states for which the Lie derivative of χ with respect to Γ vanishes. Interestingly,
the maximally mixed state is always an element of the set of asymptotic quantum
states for every possible Γ associated with a quantum random unitary semigroup in
any finite dimension, and, in some cases, it is the only element in that set. From
the point of view of entanglement this has an interesting consequence. Indeed, given
any decomposition of the quantum system described by An in terms of its quantum
subsystems, the maximally mixed state is always a separable state (actually, it is a
product state). Consequently, the dynamics of the quantum random unitary semi-
groups destroys the entanglement of the initial quantum state, and this could have
interesting consequences at the level of experimental applications. A more thorough
analysis of this and related istances will be the subject of future work.

In chapter 4 we studied the information geometry of the manifold Sn of invertible
quantum states. The main idea was to exploit the geometrical structures on S and
introduced in chapter 2 to provide a coordinate-free treatment of quantum infor-
mation theory which is well-suited in order to deal with situations where nonlinear
changes of coordinates are naturally used like, for instance, when considering non-
linear parametrized submanifolds of quantum states in problems of state estimation.
We started introducing an abstract framework for extracting, in a coordinate-free
way, covariant tensor fields on a generic differential manifold M starting from two-
point functions on M ×M . This led us to define the class of potential functions
as all those two-point functions for which the coordinate-free extraction algorithm
works. This family of functions turns out to generalize the class of divergence
(contrast) functions of classical information geometry (see [9]) used as a mean to
extract metric tensors. Next, we reviewed the notion of quantum stochastic maps,
the so-called monotonicity property for quantum metric tensors, and the so-called
Data Processing Inequality (DPI) for quantum divergence functions in the abstract
framework just introduced. Both the monotonicity property and the DPI are for-
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mulated in terms of the behaviour of a family of relevant objects (metric tensors in
one case, and quantum divergence functions in the other) with respect to the action
of quantum stochastic maps. The coordinate-free formalism introduced allows us to
point out a deep connection between the monotonicity property for quantum metric
tensors and the so-called Data Processing Inequality (DPI) for quantum divergence
functions. Specifically, we showed that “DPI implies monotonicity property” (see
proposition 32). Eventually, we computed the quantum metric tensors associated
with the family of (α − z)-Rényi relative entropies introduced in [20]. In order to
perform calculations in any dimension without introducing coordinates, we decided
to exploit the diagonalization procedure for density matrices to unfold the manifold
Sn of invertible quantum states to the better-behaved manifoldMn = U(An)×∆0

n,
where ∆0

n is the open interior of the n-dimensional simplex. This manifold is paral-
lelizable and we can exploit its global differential calculus to perform coordinate-free
calculations. The final result is a symmetric covariant tensor on Mn which is the
pullback of a metric tensor on Sn satisfying the monotonicity property. The symmet-
ric covariant tensor field on Mn decomposes as the sum of two objects, one which
“lives on” U(An) and depends also on ∆0

n, and the other one which “lives” and
depends only on ∆0

n. Quite interestingly, the latter coincides with the Fisher-Rao
metric tensor on ∆0

n characteristic of classical information geometry.

Now, we will collect some final comments and perspectives on future work. Let
us start with some comments on the geometry of entanglement of quantum states in
finite dimensions. Even though in this thesis we have not dealt with entanglement
and separability, we feel that the geometrical approach presented will be particu-
larly useful because entangled states constitute a “nonlinear” subset of the space of
quantum states. From the experimental point of view, entanglement seems to be
a particularly useful resource for example in quantum computation and quantum
cryptography, and we believe that a more geometrical understanding of the phe-
nomenon could reflect in a sensible broadening of the set of tools by means of which
it is possible to manipulate and exploit entanglement.

For the sake of simplicity, let us consider a bipartite system of distinguishable
particles. From the mathematical point of view, we are chosing a decomposition of
the C∗-algebra of the total system into the tensor product:

AAB
nm = AA

n ⊗ AB
m , (5.1)

where AA
n and AB

m are the C∗-algebras of the two subsystems. The map:

AA
n 3 A 7→ A⊗ IB ∈ AAB

nm

gives a realization of AA
n as a sub-C∗-algebra of AAB

nm , and the observables of the form
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A⊗ IB with A ∈ An are called local observables on the subsystem A, and similarly
for AB

m. From the physical point of view, we may think of local observables as all
those observables pertaining exclusively to a single subsystem.

A quantum state ρ ∈ SAB on AAB
nm is said to be a product state if:

ρ(A⊗B) = ρ(A⊗ IB) ρ(IA ⊗B) ∀A ∈ AA
n , ∀B ∈ AB

m . (5.2)

It is easy to see that this is equivalent to the density matrix ρ̄ associated with ρ
being decomposable as:

ρ̄ = ρ̄A ⊗ ρ̄B , (5.3)

where ρ̄A and ρ̄B are, respectively, density matrices on AA
n and AB

m. Note that this
decomposition is unique. Considering convex combinations of product states we
obtain the so-called separable states, that is, a state ρ is said to be separable if it
can be decomposed as a convex combination of product states. In particular, this is
easily seen to be equivalent to the density matrix ρ̄ of ρ admitting a decomposition
as:

ρ̄ =
∑
j

pj ρ̄
j
A ⊗ ρ̄

j
B , (5.4)

where ρ̄jA and ρ̄jB are, respectively, density matrices on AA
n and AB

m for all j, and
pj > 0 with

∑
j pj = 1. Clearly, the space of separable quantum states is a convex

set. Note that, unlike for product states, the decomposition of a separable state
into a convex combination is in general not unique3. If ρ is a pure quantum state,
the notions of separable state and product state coincide, while, if ρ is not pure,
then, all product states are separable but the converse does not hold. A quantum
state ρ ∈ SAB which is not separable is called entangled. The set of entangled
states is highly nonlinear being it the topological complement of the convex set
of separable states in the convex set SAB. From the operational point of view,
the measure of local observables on separable states dos not exhibit correlations
between subsystems, while the measure of local observables on entangled states
does present correlations among subsystems. These kind of “nonlocal” correlations
between subsystems are characteristic of quantum mechanics, and led Schrödinger
to point out entanglement as “the” characteristic feature of quantum mechanics. A
proper discussion on the physical meaning of entanglement requires the introduction
of a mathematical model for measurement operations, and this is out of the scope

3The only convex sets with the property that all their elements admit a unique decomposition
as convex combinations are the simplexes.
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of this brief chapter, hence, for a detailed discussion on the operational and physical
meaning of entanglement we refer to [26] (in particular chapter 15), and [74], as well
as references therein.

Geometrical methods have already proven to be useful in the context of quantum
entanglement, see for instance [10, 64, 65, 75], and references therein. One interesting
result is the geometrical decomposition of the manifold SAB1 of pure quantum states
of a bipartite system of distinguishable particles into submanifolds of separable
and entangled states. It turns out that the manifold of separable pure states is
the Cartesian product SA1 × SB1 of the manifold of pure quantum states of the
subsystems. The pullback to SA1 × SB1 of the canonical symplectic form on SAB1

coincides with the product of the symplectic forms of the pure quantum states of
the subsystems. The pullback of the canonical symplectic form to the manifolds of
entangled states presents a kernel, and the dimension of this kernel may be used as
a sort of geometrical measure of entanglement. Indeed, the manifold of maximally
entangled states turns out to be a Lagrangian submanifold of the manifold of pure
quantum states of the composite system. Furthermore, similar results hold for the
Fubini-Study metric tensor.

Since the space of pure quantum states is the only manifold of quantum states
with fixed rank possessing a canonical symplectic structure and a canonical metric
tensor, it is difficult to directly extend the line of reasoning leading to these results to
the case of mixed quantum states. Nevertheless, we could try to apply the Lie group
theory approach to the geometry of quantum states in the context of entanglement
in order to understand the structure of the space of separable and entangled mixed
states of fixed rank. As an illustrative example, let us briefly consider what happens
for product states. The map:

SL(AA
n )× SL(AB

m) 3 (gA , gB) 7→ gA ⊗ gB ∈ SL(AAB
nm) (5.5)

gives a realization of the Lie group SL(AA
n )×SL(AB

m) as a Lie subgroup of SL(AAB
nm).

By means of the canonical action α of SL(AAB
nm) on SAB we obtain an action of

SL(AA
n )× SL(AB

m) on the quantum states of the composite system:

ρ 7→ ρgA⊗gB

ρgA⊗gB(A) :=
ρ(g†A ⊗ g†B A gA ⊗ gB)

ρ(g†A ⊗ g†B gA ⊗ gB)
∀A ∈ AAB

nm .

In terms of density matrices we have:

ρ̄ 7→ ρ̄gA⊗gB
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ρgA⊗gB :=
gA ⊗ gB ρ̄ g†A ⊗ g†B

Tr
(

gA ⊗ gB ρ̄ g†A ⊗ g†B

) .
It is clear that this action preserves product states. If we define the product state
ρ ∈ Sk with density matrix ρ̄ = ρ̄A⊗ ρ̄B to have (A,B)-rank equal to (kA, kB) when
rk(ρ̄A) = kA and rk(ρ̄B) = kB, it is immediate to see that, according to the results
of chapter 2, the action of SL(AA

n )×SL(AB
m) on SABk is transitive on product states

with fixed (A,B)-rank. In particular, since the rank and the (A,B)-rank coincide
when we consider pure product states or invertible product states, we conclude
that pure product states and invertible product states are homogeneous spaces of
SL(AA

n )× SL(AB
m).

Concerning the geometry of the GKLS dynamical evolutions in the context of
composite systems, we already pointed out that the analysis pursued in chapter 3
has shown that, in some cases, the the long-term behaviour of the so-called quantum
random unitary groups destroys entanglement because all the initial states evolve
towards the maximally mixed state, which is the only asymptotic quantum state
of the dynamics and it is a product state. Accordingly, a characterization of the
asymptotic states of open quantum dynamics in relation to the geometry of separable
and entangled states could present some useful insight on possible experimental
implementations of open system dynamics as a way to manipulate entanglement
and/or separability of quantum states. This, in turns, may reveal useful in the
context of quantum information theory and quantum computation. A possible way
to proceed would be to analyze the bivector fields ΛAB and RAB associated with the
Lie-Jordan algebra structure of OAB

nm = OA
n ⊗OB

m in terms of the bivector fields ΛA,
RA and ΛB, RB associated, respectively, with the Lie-Jordan algebra structures of
OA
n and OB

m.

From the point of view of information geometry, an iteresting development would
be to analyze the relation between quantum divergence functions, their associated
metric tensors, and the submanifolds of separable/entangled states. For instance, it
is customary to require quantum divergence functions (quantum relative entropies)
to satisfy the additivity property. Specifically, given a family {SN}N∈N2 of quantum
divergece functions and two product states ρ , ω ∈ SABnm with associated density
matrices ρ̄ = ρ̄A ⊗ ρ̄B and ω̄ = ω̄A ⊗ ω̄B, then {SN}N∈N2 is required to satisfy (see
[20]):

Snm(ρ̄ , ω̄) = Sn(ρ̄A , ω̄A) + Sm(ρ̄B , ω̄B) . (5.6)

According to the abstract framework exposed in chapter 4, the additivity property
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implies that on the manifold of invertible product states the pullback of the metric
tensor associated with the metric tensor extracted from Snm is the “sum” of the
metric tensors extracted frm Sn and Sm. To see this, let us consider the product
manifold S̄An × S̄Bm of invertible density matrices on the two subsystems. Being a
product manifold, we may decompose its tangent bundle into the direct sum of the
tangent bundle of S̄An and S̄Bm. A generic vector field X on S̄An × S̄Bm can be written
as:

X = fAXA + fBXB , (5.7)

where XA and XB are, respectively, vector fields along S̄An and S̄Bm, while fA and
fB are functions on S̄An × S̄Bm. Now, let us denote with Inm the immersion of the
manifold S̄An ×S̄Bm in the manifold S̄ABnm of invertible density matrices of the composite
system given by:

(ρ̄A , ρ̄B) 7→ Inm(ρ̄A , ρ̄B) := ρ̄A ⊗ ρ̄B . (5.8)

Because of the additivity property for Snm, its pullback Dnm to S̄An × S̄Bm by
means of the double of the map Inm (see equation (4.69)) reads:

Dnm(ρ̄A , ρ̄B ; ω̄A , ω̄B) = Sn(ρ̄A , ω̄A) + Sm(ρ̄B , ω̄B) . (5.9)

Consequently we can extract from Dnm the following symmetric covariant tensor G
(see definition 12 and proposition 23):

G(X , Y ) := −i∗d (LXlLYrD
nm) =

= −i∗d (LXlLYrS
n + LXlLYrS

m) =

= gn(XA , YA) + gm(XB , YB) ,

(5.10)

where gn and gm are the metric tensors extracted, respectively, from Sn and Sm.
This is structurally similar to what happens with the Fubini-Study metric tensor in
the case of pure quantum states, and it would be interesting to understand what
happens in the case of separable and entangled states. On the one hand, quantum
divergence functions and their associated metric tensors may be used to investigate
the geometry of composite systems. On the other hand, the geometry of composite
systems may help in characterizing particular information-theoretic properties of
quantum divergence functions and quantum metric tensors.

Since we considered only finite-dimensional systems, it is natural to ask what
can be generalized to the infinite-dimensional case, and how can we perform this
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generalization. Concerning the geometrical structures on the space of quantum
states presented in chapter 2, we point out that the group GL(A) of invertible
elements of an infinite-dimensional C∗-algebra A is a Banach-Lie group, that is, a
(complex and real analytical) Banach manifold with a compatible group structure,
and its Banach-Lie algebra is precisely A (see for instance [39] page 81, [99] page
96). Furthermore, the map ρ 7→ αg(ρ) ≡ ρg, where g ∈ GL(A) and with ρg defined
by (see equation (2.10)):

ρg(A) :=
ρ
(
g†A g†

)
ρ(g† g)

∀A ∈ A , (5.11)

can be proved to be an action of GL(A) on S ⊂ O∗ ⊂ A∗. Having an action of
the Banach-Lie group GL(A) on S, we may try to exploit the differential geometry
of Banach-Lie groups (see [27, 39, 80, 99]) to endow the orbits of GL(A) in S with
the structure of a Banach manifold. At this purpose, we note that, in the infinite-
dimensional setting, the closed subgroup theorem 2 is not valid. Specifically, even if
it is true that the orbit Orb(ρ) of α through ρ is in one-to-one correspondence with
the coset space GL(A)/Gρ, where Gρ is the isotropy subgroup of ρ with respect
to α, the coset space GL(A)/Gρ is a real Banach manifold if and only if Gρ is a
real Banach-Lie split subgroup of GL(A) (see [27] page 105, and [99] page 136),
and this, in infinite dimensions, is a more stringent requirement than being a closed
subgroup. If GL(A)/Gρ is a real Banach-Lie split subgroup of GL(A), then we
can endow Orb(ρ) with the structure of a real Banach manifold. Obviously, it is
not necessarily true that the isotropy subgroup of every quantum state ρ ∈ S is
a Banach-Lie split subgroup of GL(A) when A is a generic infinite-dimensional
C∗-algebra.

As an illustrative example, let us consider the case where A is the C∗-algebra
B(H) of all the bounded linear operators on the complex separable (infinite-dimensional)
Hilbert space H. Let us denote with TN the set of bounded linear operators on H
having fixed finite rank N . Note that TN is a subset of the space TC(H) of trace-class
operators on H. For every positive ρ̄ ∈ TN such that Tr(ρ̄) = 1 (density operator)
there is a normal4 state ρ ∈ S such that:

ρ(A) = Tr (ρ̄A) ∀A ∈ B(H) . (5.12)

Note that ρ is faithful, that is, ρ(A) = 0 ⇐⇒ A = 0. According to the spectral
theory of compact operators (see [96]), there is a decomposition:

4This functional is continuous in both the norm topology and the ultraweak topology on B(H).
Furthermore, ||ρ|| = ||ρ̄||1, where ||ρ̄||1 = tr(|ρ̄|).
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H = Hρ ⊕H⊥ρ
with dim(Hρ) = N < +∞ and a countable orthonormal basis {|ej〉} adapted to this
decomposition such that ρ̄ can be written as:

ρ̄ =
N∑
j=1

pj |ej〉〈ej| , (5.13)

with pj > 0 and
∑

j p
j = 1. We will now show that the action of GL(A) on S

is transitive on the set of normal states associated with density operators in TN .
Indeed, let ρ0 be associated with the density operator ρ̄0 ∈ TN such that pj = 1

n
for

all j = 1, ..., N , and let ρ̄1 ∈ TN be an arbitrary density operator. Let {|e0
j〉} and

{|e1
j〉} be the orthonormal basis adapted to the decompositions H = Hρ0 ⊕H⊥ρ0 and

H = Hρ1 ⊕ H⊥ρ1 associated with, respectively, ρ̄0 and ρ̄1. The operator ρ̄1 may be
written as:

ρ̄1 =
N∑
j=1

pj1 |e1
j〉〈e1

j | . (5.14)

Now, let us define the following map5 T :

|e0
j〉 7→ aj|e1

j〉 , (5.15)

with aj =
√
pj1 for j = 1, ..., N , and aj = 1 for j ≥ N + 1. Being {|ej〉} and {|e1

j〉}
orthonormal basis, we can extend this map by linearity so that it becomes a linear
map from H to itself. A straightforward calculation shows that T is bounded, and
thus there is an element g ∈ A = B(H) representing T . Since pj1 > 0 for all j, it is
immediate to check that g admits an inverse, and thus it is an element of GL(A).
Now, if g ∈ A, then the range of g ρ̄0 is certainly contained in the range of ρ̄0. Being
g invertible, its action on the range of ρ̄0 does not have kernel, and thus the rank of
g ρ̄0 is the same as that of ρ̄0. With a similar reasoning, we conclude that the rank
of g ρ̄0 g† is the same as that of ρ̄0. Furthermore, a direct calculation shows that:

g ρ̄0 g†

Tr (g ρ̄0 g†)
= ρ̄1 , (5.16)

which means ρ1 = (ρ0)g, and we find that the action of GL(A) is transitive on the
spaces of normal states associated with density operators with fixed rank.

5There is no summation on the index j.
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We will now show that the set Sk of quantum states associated with density
operators with rank equal to k can be endowed with the structure of a real Banach
manifold. In accordance with the above discussion we will do so by showing that
the isotropy subgroup Gρ of ρ is a Banch-Lie split subgroup of GL(A). An element
K in the isotropy subgroup Gρ is characterized by the fact that:

ρ̄ =
K ρ̄K†

Tr (K ρ̄K†)
. (5.17)

Now, bounded linear operators on H are completely and uniquely determined by
their matrix elements with respect to an orthonormal basis of H ([3] chapter II.26
p. 48). This means that we can look at them as infinite-dimensional matrices, and
manipulate them using the rules of matrix algebra. Consequently, proceeding as in
proposition 3, it is easy to see that every K ∈ Gρ is of the form:

K =

(
U C
0 B

)
, (5.18)

where U ∈ U(Hρ), B ∈ B(H⊥ρ ) and C ∈ W with W ∼= (H⊥ρ )⊗N . A direct com-
putation shows that every element k in the Lie algebra gρ of Gρ can be written
as:

k =

(
ıH c
0 A

)
, (5.19)

where H is a self-adjoint matrix, while c and A are complex, infinite-dimensional
matrices6. According to [99] (page 129) the closed Banach-Lie subgroup Gρ of the
Banach-Lie subgroup GL(A) is a Banach-Lie split subgroup if and only if the closed
subalgebra :

gρ = {A ∈ A : exp(tA) ∈ Gρ ∀t ∈ R} , (5.20)

is a split subspace of A, and for every neighbourhood V of 0 ∈ gρ, exp(V ) is a
neighbourhood of the identity element in Gρ. Direct inspection shows that for every
neighbourhood V of 0 ∈ gρ, exp(V ) is a neighbourhood of the identity element in
Gρ. Therefore, in order for GL(A)/Gρ to carry a manifold structure, we must show
that gρ is a split subspace of A.

At this purpose, let us define fρ to be the subset of A made up by all those
elements F such that their matrix representation with respect to the orthonormal
basis {|ej〉} is:

6Clearly, the matrices H, c and A must be such that k is a bounded linear operator on H ([3]
chapter II.26 p. 48).

124



F =

(
B 0
d 0

)
, (5.21)

where B is a self-adjoint matrix, and d is a complex, infinite-dimensional matrix7.
It is clear that fρ is a vector subspace of A, and that fρ ∩ gρ = ∅. We will now show
that fρ is closed. To see this, let us note that for every F is in fρ if and only if for
every |ψ⊥ρ 〉 ∈ H⊥ρ we have F|ψ⊥ρ 〉 = 0. Now, let us take sequence {Fn} ∈ fρ such
that it converges to F in A. This means that for every ε > 0 there exists a n̄ ∈ N
such that:

||Fn − F|| < ε (5.22)

for all n > n̄. Now, suppose F /∈ fρ. Then, there is |ψ⊥ρ 〉 ∈ H⊥ρ such that F|ψ⊥ρ 〉 =
|φ〉 6= 0. Consequently:

||Fn − F|| >
∣∣∣∣(Fn − F)|ψ⊥ρ 〉

∣∣∣∣ = ||φ|| . (5.23)

From the arbitrariness in the modulus of |ψ⊥ρ 〉 and |φ〉, we conclude that either {Fn}
does not converge to F, or F ∈ fρ. This means that fρ is closed in A. The whole
Lie algebra A of GL(A) can thus be decomposed as A = gρ ⊕ fρ, where gρ and fρ
are closed subspaces of A having null intersection, which means that gρ is a split
subspace of A, and fρ is a complement of gρ in A.

Eventually, according to [27] (page 105) and [99] (page 136), GL(A)/Gρ acquires
the structure of a real Banach manifold modelled on the Banach space fρ, and we
can transport this differential structure on the orbit Sk of GL(A) in S as claimed.

We hope to be able to extend these results to orbits through generic quantum
states on A = B(H), and to be able to work out some results in cases in which
A is no longer B(H) but some other example of infinite-dimensional C∗-algebra.
For instance, the case of factors of type III1 would be relevant for quantum field
theory8.

Once we have a more thorough understanding of the geometry of the space of
quantum states in infinite dimensions we could start to study the infinite-dimensional
analogue of quantum information geometry using some of the well-known examples
of quantum relative entropies that are naturally formulated in the context of C∗-
algebras without any assumption of finite-dimensionality (see [12, 13, 70, 92, 98]).

7Again, the matrices B and d must be such that F is a bounded linear operator on H ([3]
chapter II.26 p. 48).

8At this purpose, some topological results have been presented in [52], where the action of the
unitary group U(A) on the space of states of a factor of type III1 von Neumann algebra A has
been analyzed.
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The geometrical structures introduced in chapter 3 in relation with the dynamical
evolutions of open quantum systems depend on the Lie-Jordan algebra structure of
On. In the infinite-dimensional case, the space O of observables is a Lie-Jordan-
Banach algebra, which may be thought of as an infinite-dimensional counterpart
of a finite-dimensional Lie-Jordan algebra. Consequently, a natural direction of
investigation would be to understand to what extent the constructions of chapter
3 generalize to the infinite-dimensional case. Furthermore, a careful analysis of
LaSalle’s invariance principle (see [81]) suggests that a generalization to the case
of arbitrary Banach spaces may be feasible. This would give us a very important
tool for the study of the asymptotic behaviour of infinite-dimensional dynamical
systems, both quantum and classical.

To conclude, what the author has learned during his PhD experience may be
summarized by saying that “the search for an ever increasing level of geometrization
of quantum mechanics (and quantum theories in general) seems to be a promising
route to take”.
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