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Your assumptions are

your windows on the world.

Scrub them off every once in a while,
or the light won’t come in.

Isaac Asimov






Abstract

This thesis presents a combined experimental and numerical investigation of Rayleigh-
Bénard convection without and with a background rotation. Rayleigh-Bénard con-
vection, the buoyancy-driven flow induced by temperature gradients, is relevant to
a wide variety of both natural phenomena (of which motions in the atmosphere
and in the oceans are only the most straightforward examples) and technological
applications (like melting of pure metals or flows in turbomachinery). Despite the
numerous works on the subject, different aspects of this phenomenon are still unclear
or deserving of further investigation. Due to its inherently turbulent nature, the
analysis of the flow field makes three-dimensional measurements mandatory to
get an unambiguous picture of the underlying rich dynamics. Three-dimensional
whole-field velocity measurements are very rare in literature and anyway very recent;
in consideration of this, the present work focuses on the application of a state-of-art
optical investigation technique, namely the tomographic particle image velocimetry,
to the study of such a phenomenon. An experimental apparatus suitable for this
purpose is designed and developed. Some technical issues inherent to the optical
measurements are extensively addressed; in particular, an innovative camera model
is formulated to precisely account for the optical distortions caused by the cylinder
sidewall, through which the measurement volume is imaged. In addition to exper-
imental measurements, direct numerical simulations are performed, in which the
non-adiabaticity of the lateral wall is accounted for by simulating the presence of the
wall itself with its physical properties. The comparison between the experimental
and numerical results offers the chance of validating the physical models and com-
putational approaches used in the numerical environment and, at the same time,
pointing out unavoidable non-idealities of the experimental setup that make the
phenomenon to differ from the canonical problem addressed not only numerically,
but also theoretically.
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Introduction

1.1. Historical background and applications

HERMALLY-DRIVEN convection, i.e. the fluid motion induced by the density dif-

ferences due to temperature gradients, is a transport process relevant to a wide
variety of natural phenomena and technological applications. Such a process is
characterized by the formation of patterns of motion and coherent structures, which
were first meticolously investigated by Henri Bénard in 1900 [1, 2], although ear-
lier evidences of the same date back half a century to the works of Weber [3] and
Thompson [4].

Bénard used optical methods to analyze the behavior of very thin layers of
different fluids standing on a copper plate maintained at a constant temperature
with an upper surface in contact with ambient air. He observed that, by increasing
the temperature of the lower surface beyond a certain threshold, the layer assumed
a reticulated structure (figure 1.1a). Bénard referred to the constituent hexagonal
cells of this structure as “cellular vortices” (tourbillons cellulaires) and described
the inherent fluid motion, consisting of ascending hot currents at the center and
descending cold currents at the periphery. Bénard’s «careful and skillful experiments»
inspired the theoretical work of Lord Rayleigh in 1916 [5]. By means of linear stability
analysis, Rayleigh formulated a criterion for the onset of the convective motion in
a layer of fluid, heated from below and delimited by two no-shear boundaries, in
terms of the non-dimensional difference of temperature across the layer, the later
defined Rayleigh number. Successive studies of linear stability were those of Jeffreys
[6, 7] and Low [8]. In those years, Bénard noticed a satisfactory agreement between
his measurements of the size of the convective cells and the predictions of the
Rayleigh’s theory [9]. However, a later analysis of the same results [10] showed a
net discrepancy in terms of the critical value of the Rayleigh number (up to three
orders of magnitude). The source of “the Rayleigh’s deficiency” — as Bénard called
such an inconsistency — was clarified only after two decades, when Block, in a
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Figure 1.1: Some examples of Rayleigh-Bénard convection in nature. (a) Picture from the famous Bénard’s
experiment [13]: hexagonal cells in a layer of spermaceti heated from below. (b) Schematic representation
of the global thermohaline circulation (source: Rahmstorf [14]). (c) Sunspot and solar granules imaged
by Hinode’s Solar Optical Telescope (source: Hinode JAXA/NASA [15]). (d) Polar map of Jupiter’s South
constructed from images taken by Cassini on December 11th and 12th, 2000, as the spacecraft neared the
planet during a flyby on its way to Saturn (source: NASA/JPL/Space Science Institute [16]).

succinct paper on Nature in 1956 [11], ascribed the formation of the Bénard’s cells
to the variation of the surface tension of the bounding free surface with temperature,
i.e. the Marangoni effect. By repeating the linear stability analysis of Rayleigh,
Pearson [12] demonstrated that «cellular convective motion of the type observed by
H. Bénard (...) can also be induced by surface tension forces». In the latter case, he
also determined a critical value of the relevant control parameter, the Marangoni
number.

In modern language, the convective motion induced by the variations of the
surface tension with temperature is referred to as Bénard-Marangoni (BM) convec-
tion; conversely, the convective motion driven by buoyancy forces in a layer of fluid
subjected to a temperature gradient parallel to the gravity is called Rayleigh-Bénard
(RB) convection. BM convection occurs only in a very thin layer of fluid with an
upper free surface (provided that the Marangoni number exceeds a critical value).
On the other side, RB convection is observed in a broad range of flow motions in
which buoyancy effects have some relevance with respect to viscous/inertia forces.

The ubiquitous character of the RB convection explains the growing and growing
interest that such a phenomenon has been arousing throughout the last century.
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Not only has it prompted the development of stability theories, as above discussed
(for further details the reader is referred to the classical textbooks [17, 18]), it
has also become a paradigm for the explanation and understanding of different
mechanisms inherent to motions in atmosphere and oceans [19, 20], geophysical
and astrophysical flows [21-27] and technological processes [28, 29]. In most of
these contexts, the convective motion is also affected by a background rotation,
which significantly changes the underlying physics. Thermal convection in presence
of rotation is often referred to as rotating RB convection.

The origin of the so-called “trade winds” as a result of the combined action of the
buoyancy-driven convection in the atmosphere and Earth’s rotation was conjectured
by Hadley a long time before the Benard’s experiments [19]. Thermal convection is
also responsible of the global thermohaline circulation (figure 1.1b), which interacts
in a non-linear way with wind-driven oceanic currents (affected by rotation) [20].
Such phenomena have considerable effects on our planet’s climate.

On the geophysical side, plate tectonics is associated with Earth’s mantle convec-
tion [21]. In fact, although predominantly solid, Earth’s mantle behaves as a viscous
fluid on geologic time scales and RB convection can apply to model its movements.
Within such a convective motion, the rising of deep mantle plumes (with a diameter
approximately equal to 150 km and a speed of 2m/year) results in superficial hot
spots, which, after the plate motion, cause the formation of volcanic island chains
and aseismic ridges [22]. In the last decade of the past century, rotating convection
models were also used to account for the generation of the Earth’s magnetic field
[23]. Geodynamo theories thrived on the discovery that the Earth’s core is fluid
[30]. In an interesting investigation [24], Glatzmaier and Roberts simulated the
magneto-hydrodynamic equations in a rapidly rotating spherical fluid shell with a
solid conducting inner core and they observed, near the end of their simulation, a
magnetic field reversal. This result is considered as an evidence that the rotating
magneto-convection models can effectively describe also the magnetic pole inversions,
occurred several times in the Earth’s history and documented by magnetofossils.

On the astrophysical side, solar granulation, which remarkably resembles the
reticulated structures first observed by Bernard in 1900 (figure 1.1c), can be at-
tributed to thermal convection in the Sun’s outer layer [25]. On the other hand,
solar deeper convection is likely to be more influenced by rotation and to affect
Sun’s magnetic activity [26]. The emergence of zonal flows in the major planets of
the solar system (like Jupiter, see figure 1.1d) exhibits striking similarities with the
patterns of the buoyancy-driven flows in rapidly rotating spherical fluid shells [27].

In technological applications, examples of thermal convection influenced by
rotation include the cooling process of the turbine blades in turbomachines [28]
and the efficient separation of carbon dioxide (CO;) from methane or nitrogen gas
[29]. The latter process consists essentially in centrifuging the gas mixture at high
pressure: the centrifugal forces cause the CO, to be concentrated at the walls of
the centrifuge and, due to radial compression, the gas is then condensed. Being an
exothermic process, condensation is accompanied by heat release and thus a radial
temperature gradient adds to the rotation.

In the light of the above-presented variety of applications, a large number of
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experimental, numerical and theoretical works have been carried out in last years
aiming at analyzing and understanding in depth different and relevant aspects of
the RB convection. As pointed out by Xia in a recent review article [31], the major
directions in the studies of convective thermal turbulence are: turbulent heat transfer,
boundary layer dynamics, coherent structures and flow dynamics and small-scale
turbulence. The present investigation focuses mainly on the third direction, i.e.
investigation of the large scale structures in the flow fields of rotating and non-
rotating RB convection.

In the remainder of the present chapter, an introduction to the basic theories
and the current status of knowledge on RB convection is given. Such an overview is
solely intended to let the reader to familiarize with the concepts invoked in other
parts of the dissertation; therefore, it does not cover all the relevant results achieved
in the research field of thermal convection. For a more comprehensive introduction
to the major issues of RB convection, the reader is referred to the recent reviews by
Ahlers et al. [32], Lohse and Xia [33] and Xia [31]. A thorough review of rotating
RB convection is given by Stevens et al. [34].

1.2. Governing equations

1.2.1. Oberbeck-Boussinesq approximation and rotation effects

B convection is usually studied by employing the so-called Oberbeck-Boussinesq

(OB) approximation [35-37], which holds in most situations where large temper-
ature gradients do not occur. Within the OB simplification, density can be treated as
a constant in all the terms in the governing equations of motion, with the exception
of the term related to the external forces, i.e. buoyancy. To account for variations of
the buoyancy forces, a linear relationship between the density p and the temperature
T is assumed:

p(T) = po[l — B(T — Tp)] (1.1)

where f is the thermal expansion coefficient, T} is a reference temperature and pg
the corresponding value of density. In addition, all the material properties of the
fluid, such as 3, the kinematic viscosity v and the thermal diffusivity «, are supposed
to be constant. With the above assumptions, the governing equations of the motion
for a Newtonian fluid are the Oberbeck-Boussinesq equations [37]:

vV-U = 0 (1.2)
HU4+U.-YVU = —-VP+vV?U - pOg (1.3)
80+U-VO = aV?e (1.4)

where U is the velocity vector, P = P;/py — % is the reduced pressure with Ps/pg
being the kinematic pressure and ¢ being a potential for the gravitational field
(V¢ =g), ® =T — T, and 0; denotes the temporal partial derivative.
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Equations (1.2-1.4) are valid in any inertial reference frame and still hold when
the fluid is affected by a background rotation. In the latter case, rotation enters the
governing equations through the boundary conditions, as the boundaries of the fluid
domain are rotating with respect to the inertial reference frame. On the other side,
the effects of rotation can be easier understood by analyzing the fluid motion directly
in the rotating reference frame. This approach requires a transformation of equations
(1.2-1.4) from the inertial reference frame to the rotating one. For an incompressible
flow, only the momentum equation (1.3) is modified with the introduction of two
kinds of apparent forces: the Coriolis forces and the centrifugal forces. In particular,
applying the relation:

(at)inertial = (at)rot + % (1.5)

to the radius vector R! yields U = U, + 2 x R and, applying again equation (1.5)
to the velocity vector U, it follows that:

8 U = 0,Uror + 29 x Uy + 2 x (2 x R). (1.6)

In the above equations, U and Uy, denotes the velocity in the inertial and rotating
reference frames, respectively, whereas (2 is the angular velocity. In equation (1.6)
2 x Uy, is the Coriolis acceleration, while Q2 x (2 x R) is the centrifugal acceleration.
It is now worth remarking that within the OB approximation it is not generally
acceptable to ignore variations in density due to variations in temperature for the
term related to the centrifugal forces, while such variations are negligible for the
Coriolis term. By applying the linear relationship (1.1) to account for density
variations in the centrifugal force term, equation (1.6) turns into:

p0:U = po0; Uror + 2002 X Urer + po2 X (2 X R) — pofO 2 x (2 x R).  (1.7)

The momentum equation in the rotating reference frame can be obtained by replacing
the first term in equation (1.3) by equation (1.7) and assuming U = Uy, in the
remaining terms. Finally, the equation of motions in the rotating reference frame
are:

V-U = 0 (1.8)
U+U.-YVU = —VP+vV?U - pBOg +

20xU+00Q x (2 xR) (1.9

20+U-VO = aV?e (1.10)

where the term €2 x (€2 x R) has been absorbed in the reduced pressure term by

! The radius vector R. is defined as the vector that identifies the position of a point in the fluid domain
with respect to a point arbitrarily located on the rotation axis.
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using the vectorial identity 22 x (2 x R) = V(|2 x R|?) and the subscript ‘rot’ has
been avoided for clearness. It should be noted that the above equations stands in the
case of constant angular velocity, otherwise there occur additional fictitious forces
related to the angular acceleration 9,2, known as Euler forces.

The closure of the problem governed by equations (1.8-1.10) requires the def-
inition of a fluid domain and appropriate boundary conditions. In canonical RB
convection, the fluid domain is delimited by two flat surfaces that are horizontal (i.e.,
normal to g), separated by a distance L and maintained at constant temperature,
with the lower one at a temperature T}, greater than that of the upper one T; (i.e.,
A =T, —T; > 0). No-slip condition is applied to both surfaces (U = 0). In principle,
the fluid domain should not be confined laterally, so as to present only one direction
of inhomogeneity. Although stability studies usually rely on such an assumption,
in both experimental and numerical practice it is almost impossible to satisfy a
similar condition. In fact, also when in numerical simulations an artificial horizontal
periodicity is assumed, the lateral size of the computational domain bounds the
lowest frequency that can be reproduced in the flow field. For the above reasons, a
large number of recent investigations have focused on the analysis of RB convection
in presence of a sidewall; this has made it possible to carry out a direct comparison
between experimental, numerical and theoretical results.

The most popular geometry for confined RB convection is perhaps the cylindrical
one, which has only one additional direction of (statistical) inhomogeneity (the
radial one). This also results in only one more characteristic length, i.e. the cylinder
diameter D. The boundary conditions commonly imposed at the sidewall are the
no-slip condition and the adiabatic condition (i.e., the heat flux across the sidewall
is assumed to be zero). As shown below (section 1.6), the latter condition is never
completely achieved in a laboratory experiment and, thus, appropriate considerations
or corrections are needed when measurements are compared with numerical and
theoretical results.

1.2.2. Dimensionless parameters

ON-DIMENSIONALIZATION of equations (1.8-1.10) and of the corresponding

boundary conditions leads to the introduction of the main control parame-
ters of RB convection. By using the free-fall scaling, which adopts L as length scale,
the so-called free-fall velocity ug = \/SAgL as velocity scale and A as temperature
scale, the non-dimensionalized equations of motion are:

V-u = 0 (1.11)
| P
du+u-Vu = —-Vp+ —TVQu—Qg
Ra
1 A 2Fr ~ ~
—EQXU-FTQQX(QXI') (1.12)

— 1 2
OO +u-Vo = 5oV, (1.13)
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Here, g and € are the unit vectors parallel to the directions of the gravity and the
angular velocity, respectively, and five dimensionless number can be defined, namely
the Rayleigh number Ra, the Prandtl number Pr, the Rossby number Ro, the Froude
number Fr and the aspect ratio I':

3
Ra = 9°AL (1.14)
[69%
pr = 2 (1.15)
8]
/BAGIL
Ro = 52799/ (1.16)
02D
Fr = % (1.17)
r - % (1.18)

In the above equations the non-dimensional quantities are denoted with the lower-
case variants of the symbols used for the corresponding dimensional quantities in
equations (1.8-1.10).

In canonical rotating RB convection, it is supposed that Q = +g, while the effects
of centrifugal forces are typically neglected. From equation (1.12) this is clearly
possible only when Fr <« 1. At a closer look, the adopted scaling suggests that
centrifugal effects are important for very slender cylinders, i.e. I' < 1, which seems
to be contrary to the physical expectations. Such a contradiction comes from the fact
that the non-dimensional centrifugal acceleration is, in general, not unit order. This
is evident when the term € x (Q x r) is written in the form —r#, with r being the
(non-dimensional) distance from the rotation axis and f the unit vector 12 the radial
direction. Since the maximum value of r is 0.5, the term 2I'"1Q x (€2 x r) is at
most equal to unity and, thus, the Froude number defined in equation (1.17) indeed
determines the order of magnitude of the term related to the centrifugal forces.

The Rossby number is not the only possible choice to nondimensionalize the
angular velocity €2. Among the most common alternatives employed in literature are
the Taylor number 7a and the Ekman number Fk:

2012\ >
Ta = ( iy > (1.19)
Ek = é (1.20)

While the Rossby number compares the Coriolis forces to the buoyancy ones, the
Taylor and the Ekman numbers compare the Coriolis forces to the viscous ones. Note
also that Ta = (2/Fk)2.
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In addition to the above-defined control parameters, further non-dimensional
parameters can be introduced to characterize the global response of the RB system.
A first key parameter is represented by the area- and time-averaged total heat flux ¢
across any horizontal section of the fluid domain. With an adiabatic sidewall, such a
quantity is independent of the vertical coordinate. In non-dimensional terms, ¢ can
be expressed as the Nusselt number:

_ 4

Nu —
u/-eA

(1.21)

with « being the thermal conductivity of the fluid. From equation (1.13), it follows
that:
Nu =V PrRa (@Mz — Bx@)y,z (1.22)

where (-), . denotes the average over a horizontal plane and over time, v is the
vertical velocity component, 9, indicates the spatial derivative in the vertical direction
and both velocity and temperature are non-dimensional. Focusing on equation
(1.21), it is interesting to note that the quantity kA /L is the pure conductive heat
flux obtained in absence of the fluid motion; therefore, Nu is equal to the unity in
the conductive case, and greater when thermal convection occurs. On the other
side, the quantity ¢L/A may be interpreted as the effective thermal diffusivity xeg of
the convective layer. This leads to the conclusion that in the pure conductive case
Keff = K, Otherwise Keg > K.

The second key parameter of the RB convection is a Reynolds number defined as:

_uL
_l/

Re (1.23)

where U is a characteristic velocity scale of the turbulent motion. Different definitions
for this characteristic velocity scale have been proposed, as reported in the Ahlers et
al.’s review [32]. Basically, it is possible to distinguish between two different types of
Reynolds numbers: those based on the large scale circulation (LSC) and those based
on the plume motion. Some discussion about these dynamical structures of the RB
convection is carried out in section 1.4.

1.3. Thermal wind balance and Ekman pumping

N this section, it is shown, by virtue of appropriate simplification of equations
(1.11-1.13), that rotation can significantly affect the dynamics of the thermal
turbulence, introducing important effects both in the bulk and in proximity of the
boundary layers that form on the walls of the cell. Classical textbooks dealing with
the effects of rotation are [38, 39].
Let us suppose that Ro is small enough to make convective accelerations (u - Vu)
negligible with respect to the Coriolis ones and Fr < 1. Sufficiently far from the
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walls, the effects of the fluid viscosity can be neglected and, if the flow is steady, the
momentum equation (1.12) simplifies to:

1 ~
—uxQ=Vp+08. (1.29)
Ro

Supposing that the rotation axis is vertical Q= —g) and coincident with the z-
direction of an arbitrarily chosen Cartesian reference frame Oxyz, the horizontal
components of equation (1.24) read as:

w = Ro dyp (1.25)
v = —Rod.,p (1.26)

which constitutes the so-called geostrophic balance, a balance between the pressure
gradient and the Coriolis force that makes streamlines coincident with isobars (from
the above equations pressure is in fact a streamfunction for the flow in the horizontal
plane). Now, applying the rotor operator to equation (1.24) yields (after some
algebra):

O,u= RoVl x g (1.27)

which represents the so-called thermal wind balance. The projections of equation
(1.27):

du = 0 (1.28)
8,0 = —Rod.0 (1.29)
d,w =  Rod,0 (1.30)

show that, in such a regime, the vertical gradients of the vertical velocity are zero
(although in general u can be non-zero) and the vertical gradients of the horizontal
velocity are in fact related to horizontal gradients of temperature. When only vertical
gradients of temperature are present (i.e., V@ is parallel to §) no vertical gradients
of the velocity vector are possible. This happens as well when Ro < 1, as clearly
shown by equation (1.27). Such a result is known as Taylor-Proudman theorem
and states that a steady, slow and inviscid flow in a rotating fluid is indeed two-
dimensional in the plane perpendicular to the rotation axis. The Taylor-Proudman
theorem explains, on one side, the formation of columnar structures in strongly
rotating thermal convection (see section 1.4), on the other, the drop of turbulent
heat transfer with at very small Ro, which was observed since the first experiments
of Rossby in 1969 [40] (see section 1.5).

If the geostrophic balance can apply to the bulk motion, where the effects of
viscosity are in fact negligible, the boundary layers on the top and the bottom plates
can be effectively modelled by the Ekman boundary layer theory. Ekman layers are
boundary layers induced by small differences in relative rotation between the fluid
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and the wall, occurring in a quasi-steady flow at Ro < 1. These boundary layers have
a thickness independent of the radial and azimuthal coordinates and determined only
by the two relevant quantities of the flow phenomenon, i.e. the kinematic viscosity
and the angular velocity. Leaving aside the mathematical treatment of the theory, it
can be demonstrated that the Ekman boundary layer is characterized by a vertical
velocity profile given by:

1
u = §wb5E {1 — exp (—;;) {Sin (;;) + cos (;;)] } (1.3D)

where wy, is the z-component of the vorticity at the edge of the boundary layer (i.e.,
in the bulk motion) and ér = /v/< is the thickness of the Ekman boundary layer.
Note that 65 = LV/EF. Equation (1.31) shows the strict dependence of the motion
in the Ekman boundary layer on the bulk flow. In particular, positive vorticity wy,
at the edge of the boundary layer induces an ascending flow in the Ekman layer
(mechanism known as Ekman pumping), while negative w, causes descending flow
(mechanism known as Ekman suction). As below commented, Ekman pumping is
responsible of the increase of Nu at moderate values of Ro (see section 1.5).

1.4. Flow dynamics and coherent structures

NE of the first and undoubtedly most detailed descriptions of the coherent
O structures in the RB convection is due to Zocchi et al. [41]. They used the liquid
crystals visualization technique to study non-rotating thermal convection in a cubic
box filled with water at Ra = 1.2 x 10° and Pr = 5.6, insulated from the outside
with styrofoam. In the epilogue of their article, referring to the complex organization
of the turbulent flow investigated, they wrote: «It is a small world of its own, with
clouds and rain, wind and storms». This is also one of the most suggestive and
concise definition of confined thermal turbulence.

Zocchi et al. [41] identified essentially five kinds of coherent structures, namely
the large scale circulation (LSC), the plumes, the thermals, the waves and the
spiraling swirls. Figure 1.2 is a schematic representation of such structures, adapted
from figure 3 of the Zocchi et al.’s article. The LSC (also known as wind of the
turbulent convection) is a domain-filling circulatory motion that exhibits a “flywheel”
structure confined mainly in a near-vertical plane. In the case of a rectangular
domain, this plane coincides with one of the two diagonal planes, as shown in figure
1.2. Plumes are identified both as columns of hot (cold) fluid that rise up (fall down)
from the thermal boundary layers due to buoyancy forces and as sheet-like structures
that move horizontally near the boundary layers, driven by the LSC. Vertical plumes
can be either attached to the boundary layers where they form or be detached and, in
the latter case, they are called thermals (or often “puffs”). The clustering of plumes
on the sides of the LSC is often referred to as “jet” [42]. When plumes or thermals,
in the form of jets, hit the boundary layer on one plate, they produce waves that
are sustained by the wind of the convection. During their propagation, waves can
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Figure 1.2: Sketch of the coherent vortex structures in thermal convection. Adapted from [41].

result in new plumes, if buoyancy effects dominate over inertia, or in spiraling swirls,
in the opposite case. Zocchi et al. [41] observed that swirls are very reminiscent of
the vortices in the Kelvin-Helmholtz instability, typical of free-shear flows. In the
outlined picture, the release of plumes is triggered by waves produced by the arrival
of plumes at the boundary layer; these plumes, in turn, will rise up or fall down to
the opposite boundary layer and excite new waves, thus sustaining the life cycle of
the turbulent convection.

While in this life cycle the interplay between the LSC and the plumes is straight-
forward, what is less evident is the mechanism leading to the onset of the LSC. In a
combined shadowgraph and particle image velocimetry (PIV) investigation, Xi et al.
[43] found that the initial horizontal motion required by the LSC is subsequent to
the entrainment caused by the plume’s vertical motion. Such an entrainment causes
the formation of vortices and the gradual merging of plumes and vortices results
in a coherent circulatory motion mainly consisting of the plumes themselves and
spanning the whole convection box.

The dynamics of the flow structures in a cylindrical geometry is even more
complex than that of a rectangular box. While a quasi-planar LSC is still observed
in this case, the rotational invariance of the governing equations implies the ax-
isymmetry of the statistically-average flow field, which means that there exists no
preferential azimuthal orientation of the LSC plane. Based on this, one expects a
continual re-orientation of the LSC plane, which, in fact, has been observed in several
experimental investigations [44-49]. Such a rotation is a spontaneous diffusive
meandering characterized by a linear increase of the azimuthal angle with the time.
Re-orientations add to other interesting oscillatory modes, namely a torsional mode
[50, 51], a sloshing mode [52, 53] and cessations and reversals (i.e., abrupt inter-
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ruptions and changes in orientations) of the circulatory direction [47, 49, 54]. Due
to the torsional mode, LSC undergoes azimuthal oscillations that are out of phase
between the upper and lower halves of the cell. On the other side, the sloshing mode
consists of an in-phase horizontal displacement of the entire LSC and is associated
with horizontal fluctuations of both velocity and temperature in the bulk. Before
the discovery of such a mode, these oscillations had been associated to the periodic
and alternate emissions of plumes from the opposite boundary layers [55]. However,
the work by Xi et al. [52] elucidated conclusively that thermal plumes are emitted
neither periodically nor alternately, but randomly and continuously, from the top and
bottom plates. Cessations and reversals of the thermal convection have been often
associated with Earth’s magnetic pole inversion [24] and also reversals of the wind
in Earth’s atmosphere [56]; hence, the great interest of the scientific community in
determining the features of their statistical occurrence. Studies in this direction have
shown that, after a cessation, any azimuthal orientation has the same probability
to occur and, thus, reversal is only a special case of cessation. Moreover, since
cessation events are Poisson distributed in time, successive cessations are statistically
uncorrelated [54].

Most of investigations mentioned above are related to thermal convection inside
cylinders with aspect ratio equal to 1. In slender cylinders (I' < 1), the LSC has been
observed to switch between different states. In their direct numerical simulations
on thermal turbulence in a cylindrical sample with I" = 1/2, Verzicco and Camussi
[57] found out the existence of a flow mode consisting of two vertically-stacked
near-circular counterrotating rolls, which were later observed experimentally by Xi
and Xia [58]. The latter study revealed random temporal successions of one-roll and
double-roll states, with a prevalent occurrence of the two-roll state as I is decreased.
In [59] a simple model for the prediction of this bimodality was also given.

As one can expect, the addition of rotation significantly alters the flow dynamics
of the RB convection. As discussed in more detail in section 1.5, also the global heat
transfer is affected to large extent by the effects of rotation and, when the Nusselt
number in presence of rotation is compared to that in absence of it, three different
regimes can be detected, corresponding to weak, moderate and strong rotation,
respectively.

In the regime of weak rotation, the LSC is still present, but its dynamical properties
are considerably affected by rotation [60-63], even though the global heat transfer
is nearly unchanged with respect to the non-rotating case. From a dynamical
viewpoint, the two perhaps most interesting features that have been observed are the
precession of the LSC in the direction opposite to the background rotation [60, 61]
and the increase in the frequency of cessations [62]. Although some models have
been developed to predict these phenomena, a clear understanding of the physical
mechanisms from which they origin is still missing. Further relevant characteristics
of this regime are the increase in the temperature amplitude of the LSC and the
decrease of the temperature gradient along the sidewall [63].

The regimes of moderate and strong rotation are characterized by the breakdown
of the LSC and the emergence of vertically-aligned vortices, often denoted as Taylor-
Proudman columns. Figure 1.3 illustrates how the morphology of the coherent vortex
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Figure 1.3: Evolution of the coherent vortex structures with increasing Taylor number. (a) Ta = 3.0 x 108;
(b) Ta = 1.2 x 10%; (¢) Ta = 4.8 x 10%; (d) Ta = 1.9 x 10'°. Adapted from [64].

structures, identified by the three-dimensional Q-criterion [65, 66], varies within
these regimes as rotation (expressed in terms of the Taylor number) increases. At
Ta = 3.0 x 10® the flow consists of an intricate network of elongated vortical tubes,
which gradually turn into vertically stretched vortices for larger Ta. Several works
[64, 67, 68] have shown that the number of the columnar vortices near the plates
(or better, at the edge of the thermal boundary layers) greatly increases passing from
the first regime to the second one. Moreover, vortex concentration is reduced in the
region adjacent to the sidewall, while a uniform and regular pattern is found in the
center. It should be noted, however, that the columnar vortices do not extend from
the bottom to the top: indeed, they lose gradually vorticity entering the bulk and
experience a spin-down approaching the opposite plate [64].

The behavior of rotating plumes shows features significantly different from that
of the non-rotating case. If on one side the entrainment of plumes is suppressed
by rotation (according to the Taylor-Proudman theorem), on the other side the
mutual interaction of plumes leads to a mixing of their properties with the bulk fluid
without any change in the volume of the plumes themselves [69, 70]. The mixing
tends to reduce the plume buoyancy anomaly, leading to a decrease in the total heat
transported by a plume as it migrates across the layer.

Another relevant feature of the regimes of moderate and strong rotation is the
presence of a strong temperature gradient at the sidewall. The latter has been
associated to a recirculation in the Stewartson boundary layer on the sidewall with
upward (downward) transport of hot (cold) fluid close to the sidewall in the bottom
(top) part of the cell [71]. Such a secondary flow is generated by the Ekman pumping,
which is also responsible of the strong increase in the vertical velocity fluctuations
at the edge of the thermal boundary layer [67, 68]. For very strong rotation, the
vertically aligned vortices tend to merge and this also leads to an intense destabilizing
temperature gradient in the bulk [69, 70, 72-75].
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1.5. Turbulent heat transfer

NE of the main issues of the research on RB convection, to which a great
O amount of work has been devoted, is to determine how the turbulent heat
transfer depends on the control parameters, i.e. the identifcation of the functional
relationship Nu(Ra, Pr, Ro, I).

For non-rotating RB convection (i.e., in the limit of Ro — c0), among the several
theoretical models that have been proposed over the years, the Grossman and Lohse
(GL) theory [76-79] seems to be the most successful one. The basic idea of this
theory is to split the volume- and time-averaged kinetic and thermal dissipations
€, and ey in two contributions, one related to the bulk motion (i.e., the large scale
circulation) and the other related to the boundary layer (i.e., the plumes). The
contributions of the first type are modeled according to the Kolmogorov’s energy-
cascade picture, thus assuming isotropic and homogeneous turbulence in the bulk,
while the boundary layer contributions are modeled by the Prandtl-Blausius laminar
boundary layer theory for steady flows over an infinite flat plate. Four different
regimes are then detected (depending on which of the two contributions dominates
the terms ¢,, and/or ¢¢) and, for each of them, different exponents in the Ra and Pr
scalings of Nu and Re are found.

The most arguable point of the GL theory is its capability to predict correctly
the turbulent heat transfer in the so-called “ultimate”, or “asymptotic”, regime,
reached at high Ra and low to moderate Pr. In the ultimate regime, which was
first postulated by Kraichnan in 1962 [80] and Spiegel in 1971 [81], the heat flux ¢
does not depend anymore on the molecular diffusivities of the fluid and this should
be possible as a result of the transition of the boundary layers to a fully turbulent
state. In the GL theory the ultimate regime is predicted as one of the several states,
where the Ra and Pr dependencies for Nu and Re are given by: Nu ~ Ra'/?Pr'/?
and Re ~ Ra'/?Pr~'/2. Kraichnan’s model predicts a different exponent for the
Pr dependencies in the range 0.15 < Pr < 1 and logarithmic corrections for the
Ra dependencies. So far, experiments approaching the ultimate regime have been
performed with helium gas operated near its critical point at very low temperatures
[82-84] or with pressurized gases close to ambient temperatures [85]. However, the
almost controversial results of such investigations leave open the question about the
existence of the ultimate regime.

As concerns the Pr dependence of Nu at small or moderate Ra, several mea-
surements with mercury [40, 44, 86], liquid sodium [87] or helium gas [82-84],
but also water, have proved a strong increase for Pr < 1 (where the GL theory
predicts a scaling with an exponent of 1/8, in good agreement with experiments)
and a saturation for greater values of Pr. For even larger Pr, as those obtained in
experiments with organic fluids [88, 89], a gradual decrease of Nu with Pr is found,
which is, once more, successfully described by the GL model.

Although the dependencies of Nu and Re on Ra and Pr are effectively caught
by the GL theory, the latter neglects the influence of I" on the response parameters.
Indeed, the main ingredient of the GL model is the existence of a large-scale cir-
culatory motion (the LSC), well distinguished from the boundary layers. Several

14 CHAPTER 1. Introduction



N
w

— —
O )
2]
Y
L]

Nu(1/Ro)/Nu(0)
o
© N
P
Ei

©
™

0.75= -
10 10 10
1/Ro

Figure 1.4: Normalized heat transfer as a function of 1/ Ro on logarithmic scale. The red dots and black
squares correspond to experimental and numerical data, respectively, in the case Ra = 2.73 x 10% and
Pr = 6.26 for I' = 1. The vertical dashed lines demarcate the three different regimes of rotating RB
convection. The picture is taken from Stevens et al.’s review paper [34].

investigations [90, 91] have shown that very different flow structures are observed in
cells of different I" and that the domain-filling LSC is replaced by multi-roll structures
as I’ roughly exceeds 4 [92]. Nonetheless, Nu has been found to exhibit a very
weak dependence on I' in both cylindrical and rectangular samples [93-95]. This
ultimately suggests an insensitivity of the heat flux to the actual configuration of the
coherent vortex structures present in the flow field.

The addition of rotation deeply modifies the above-discussed behavior of the
global heat transfer. Specifically, as aforementioned, rotation introduces three
different regimes that are reflected in the variation of Nu with Ro. These regimes
are identified in figure 1.4, where the behavior of the Nusselt number as a function
of the inverse Rossby number 1/Ro (which is proportional to ) is reported.

In the first regime (weak rotation), the turbulent heat transfer is substantially
unaffected by the rotation, i.e., Nu keeps approximately the same value as in the
non-rotating case. The flow field is still characterized by the existence of a domain-
filling LSC, although, as discussed in the previous section, its dynamical properties
are considerably influenced by rotation. Conversely, in the second regime (moderate
rotation), increasing the rotation rate leads to an enhancement in the global heat
flux. This circumstance was already noted by Rossby in his experiments on rotating
RB convection [40]. Rossby had measured an increase up to 10%, using water as
working fluid. Such an increase seems counterintuitive in the light of the results of the
stability analysis of Chandrasekhar [96], which shows that the onset of convection
is indeed delayed by rotation. Several works have identified the Ekman pumping
as the mechanism responsible for such an increase [40, 97, 98]: associated with
the detachment of plumes from the thermal boundary layers, the Ekman pumping
determines the formation of the vertically aligned vortices, inside which hot fluid
is transferred directly from the bottom plate to the top plate. Finally, the third
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Figure 1.5: Normalized heat transfer as a function of Ro on logarithmic scale. (a) Results at different
Rayleigh numbers with fixed Prandtl number, Pr = 4.38 (water at 40°C). Red solid circles: Ra =
5.6 x 108; black open circles: Ra = 1.2 x 10%; purple solid squares: Ra = 2.2 x 10°; blue open squares:
Ra = 8.9 x 10?; green solid diamonds: Ra = 1.8 x 10'°. (b) Results at different Rayleigh and Prandtl
numbers. Black stars: Ra = 1 x 108 and Pr = 0.7 (DNS); red solid circles: Ra = 2.73 x 10® and
Pr = 6.26 (experiment); black open circles: Ra = 2.73 x 108 and Pr = 6.26 (DNS); red open squares:
Ra = 1 x 10% and Pr = 6.26 (DNS); blue solid squares: Ra = 1 x 10° and Pr = 6.26 (DNS); green
open diamonds: Ra = 1 x 108 and Pr = 20 (DNS). Data taken from [102].

regime is characterized by an abrupt decrease of Nu with 1/Ro, which is associated
to the suppression of the vertical velocity fluctuations as predicted by the geostrophic
balance (see section 1.3). Indeed, different turbulent states are observed in the latter
regime, also depending on the value of Pr [99, 100].

The above-mentioned behavior of Nu as a function of Ro is not universal. In
fact, the values of 1/Ro delimiting the different regimes have been found to depend
on the other control parameters. Weiss et al. [68], based on both experiments and
direct numerical simulations, explained the Nu enhancement in the second regime
as a finite size effect occurring at a critical value of the inverse Rossby number 1/ Ro..
inversely proportional to the aspect ratio, i.e., 1/Ro. « 1/T'. This means that in
the case of a horizontally unbounded domain (I' — oo) the first regime does not
exist. Moreover, for stronger rotation, i.e. 1/Ro > 1/Ro, the heat transport becomes
independent of I' [101]. The latter result has been justified considering that in
the rotating regime the heat transfer is essentially related to the vertically aligned
vortices, which are local structures rather than domain-filling ones.

Figure 1.5 summarizes the influence of Ra and Pr on Nu in the case of rotating
RB convection [61, 102, 103]. In particular, figure 1.5a reports different curves of the
ratio of Nu in presence of rotation to Nu in absence of it corresponding to a unique
value of Pr and different values of Ra ranging from 5.6 x 108 and 1.8 x 10'°. It is
possible to see that, as Ra is increased, the second regime tends to cover a smaller
range of Ro and also the maximum of the heat transfer enhancement diminishes,
while the Rossby number at which this maximum is achieved tends to increase.
Figure 1.5b suggests an analogous trend when Pr is decreased. Interestingly, for
Pr = 0.7 the second regime is not found: this can be associated with the larger
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thermal diffusivity at low values of Pr which makes the Ekman pumping inefficient
(the heat that is carried by the vertical vortices spreads out in the middle of the
cell). Indeed, Stevens et al. [104] found even for large Pr a reduced effect of the
Ekman pumping, associated with the fact that the columnar vortices do not reach
the thermal boundary layer, which is, at high Pr, much thinner than the kinetic one.
Therefore, they concluded that the heat transfer enhancement has a maximum as a
function of Pr.

1.6. Effects of finite conductivity of plates and side-
walls

INCE the current dissertation presents the results of a combined experimental
S and numerical investigation of RB convection, it is useful to mention here that
some discrepancies between measurements and computational simulations arise as
a consequence of the physical properties of the sidewall and the finite conductivity
of the bottom and the top plate. These topics have been extensively addressed in
the case of non-rotating convection [54, 105-111], while smaller attention has been
paid in the rotating case.

As explained in section 1.2, in canonical RB convection the top and bottom plates
are supposed to be at constant temperature, whereas the sidewall is adiabatic. The
constant-temperature condition requires, theoretically, an infinite thermal conductiv-
ity of the plates, since each local temperature variation due to the dynamics of the
fluid flow has to be counteracted instantly (or at least within a very short time com-
pared to the characteristic times of the convective motion) by the thermal sources.
If k, is the plate conductivity and ¢, its thickness, this requirement is equivalent
to a large value of the non-dimensional number X, = x,L/(Nu«kt,), where Nukx
is in fact the effective thermal conductivity kg of the convective layer. Note that
R, = t,/k, can be interpreted as the thermal resistance of the plate (since the
temperature drop across the plate subjected to a steady heat flux ¢ is A, = R,q)
whereas Ry = L/ker = L/(Nuk) is the thermal resistance offered by the layer of
fluid. Therefore, X, > 1 equals to the requirement R, < Ry, in such a way that
A, ~ 0. When such a condition is not satisfied, the deficiency (excess) of enthalpy
caused by the emission of a plume from the bottom (top) boundary layer leaves a
cold (warm) spot where the probability of a plume emission is diminished, until this
spot is diffused away. This process, of course, affects considerably not only the flow
dynamics but also the global heat transfer.

As noted by Verzicco [107], as the Rayleigh number increases, the effect of
finite conductivity of the plates becomes the bottleneck of the system, since the
increase of Ra results in a heat transfer enhancement, i.e. an increase of Nu, which
corresponds to a decrease of R;. At very high Ra one can expect that R, ~ O(Ry)
or even that R, is greater enough than R; to dominate the thermal resistance of the
whole experimental setup. Verzicco [107] performed direct numerical simulations to
evaluate the effects of the plate thermal properties on the turbulent heat transfer and
determine a correction for Nu. On the experimental side, Brown et al. [54] carried
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out experimental measurements for both copper and aluminum plates and were able
to determine the Nusselt number Nu., corresponding to infinite thermal conductivity
of the plates by extrapolating an empirical formula relating Nu., to the measured
Nusselt number Nu.

As concerns the influence of the plate diffusivity on the flow dynamics, Hunt
et al. [106] observed that elongated plumes are the dominating structures of thermal
turbulence when &, > k, whereas, when «, < k, these plumes break into elongated
puffs, and for s, < x only small-scale puffs can form near the plate.

If the finite conductivity of the plates plays a fundamental role in the range of
large Rayleigh numbers, the influence of the sidewall properties is relevant at small
or moderate values of Ra. In principle, the adiabatic condition is imposed at the
internal side of the lateral wall (i.e., at the surface delimiting the fluid domain), but,
in practice, it is possible at most to thermally insulate the external side. Therefore,
the lateral wall represents a solid domain of thickness ¢, and thermal conductivity &,
thermally coupled with the fluid in the convection cell. The heat transfer between the
solid wall and the fluid is negligible only if the ratio X; = k,L/(Nu; kt;) = Ry/Rs
is sufficiently small, with Nu; being the lateral Nusselt number at a certain height.
Indeed, the greater influence of the sidewall on the heat transfer has been observed
at small Rayleigh numbers. Several investigations have shown that corrections up to
20%—-25% for Ra = 106 are needed [108-110].

In early works, corrections of Nu for the sidewall effect were assumed negligible
or estimated by subtracting the heat transfer for the empty cell. As first noticed by
Ahlers [108], this approach is not a good approximation since the wall shares with
the fluid, by virtue of the thermal BLs, a large vertical temperature gradient near the
top and bottom and a much smaller gradient in the center. This causes a heat current
entering the wall at the cell bottom and an equal but opposite current at the cell top;
such currents are usually much larger than those for an empty cell. Indeed, Verzicco
[110] found that the heat travelling from the hot to the cold plates directly through
the sidewall is negligible compared with the heat exchanged at the lateral fluid/wall
interface.

It is also worth noting that, although the coupling between the sidewall and the
convecting fluid is likely to influence the structure and intensity of the LSC [111], the
global heat transfer is determined primarily by processes within the top and bottom
boundary layers and thus it is not much affected by the later heat transfer occurring
at the fluid/wall interface. In other words, Nu is only determined by the amount of
heat that enters the fluid at the bottom plate.

In a more recent study, Stevens et al. [112] investigated the influence of the
boundary conditions at the external side of the sidewall on the heat transfer. They
showed that, by imposing an isothermal condition with the temperature of the
external side T, equal to the mean temperature T, inside the convection cell, a higher
heat transfer is obtained at lower Ra, because part of the heat current circumvents
the thermal resistance of the fluid by going through the sidewall. However, this effect
diminishes at higher Ra. Moreover, in agreement with previous experimental results
[85], at T, > T,, they observed a lower heat transfer at the bottom plate and also
found that this decrease is not a function of Ra. In the same work, it was noticed
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that different properties of the sidewall can determine different flow organizations
and, correspondingly, different heat transport.

1.7. Motivation and structure of the thesis

s outlined in the previous sections, a considerable number of experimental,
Anumerical and theoretical studies have been devoted to the investigation of
different aspects of RB convection both in absence and in presence of a background
rotation. A great focus has been given on the characterization of the system response
in terms of global parameters, like the Nusselt number, as a function of the input
parameters. On the other side, attention has been paid to the flow field and its
relationship with the overall heat transfer. On the experimental side, the dynamical
modes of the turbulent convection have been inspected by either the multi-thermal-
probe method [46, 51, 93] or velocity field measurements [45, 58, 95].

The first approach consists in measuring the azimuthal temperature profiles over
different levels of the convection cell and infer, indirectly from them, information
about the flow evolution. Although such a method is suitable for measurements
over considerably long times (in some cases, weeks) with the advantage of building
well-converged, robust statistics, it could result in misinterpretation of the character
of the large-scale flow [101].

Conversely, anemometric techniques, such as laser Doppler anemometry (LDA)
and PIV, have the advantage of providing a clear and often unambiguous picture
of the velocity field. However, due to inherently three-dimensional nature of the
phenomenon, these techniques allow only a limited description of the flow dynamics.
For instance, in their investigation Sun et al. [95] tilted the convection cell by a
small angle to lock the LSC in a specific plane, so as to analyze the properties of the
velocity field in different planes with respect to the LSC by planar PIV. Although this
approach has proven useful to investigate the release of thermal plumes from the
boundary layers on the opposite plates of the cylindrical sample and their interaction
with the bulk turbulent flow, the inclination is known to prevent reorientations of the
LSC, lower the global heat transfer with respect to the leveled case and also make a
selection between different possible flow states [95, 113]. In fact, the evolution of the
thermal convection in a leveled cylinder turns out to be significantly more complex
due to the statistical azimuthal symmetry of the flow field and its chaotic behavior,
as already discussed. A complete characterization of the oscillatory modes of the LSC
is therefore possible only through full-field three-dimensional measurements.

To the author’s knowledge, in literature on RB convection, the number of ex-
perimental works featuring three-dimensional measurements of the velocity field is
limited. Some examples are [114-118]. However, in none of these investigations 3D
velocity or acceleration measurements have been performed in the whole domain of
the turbulent convection. The first goal of the present work is to design an experi-
mental apparatus for carrying out full-field velocity measurements of RB convection
inside a cylinder by means of tomographic particle image velocimetry (T-PIV). Then,
thermal convection in both non-rotating and rotating reference frame is studied in
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operating conditions largely investigated in literature. The employed methodology
offers the possibility to investigate the chaotic dynamics of the flow in a quantitative
and visual way overcoming the inherent limits of the 2D two-components PIV and
other similar techniques. For the first time, to the author’s knowledge, the char-
acteristic modes of the turbulent convection are extracted with state-of-art modal
analysis techniques (namely, proper orthogonal decomposition) and the statistical
behavior of the large-scale structures is inspected using such modes. The experimen-
tal investigation is carried out in conjunction with direct numerical simulations; this
allows, on one side, to validate the physical models and computational approaches
used to simulate the phenomenon in a numerical environment, on the other side,
to point out unavoidable non-idealities of the experimental setup that makes the
phenomenon to differ from the canonical problem addressed not only numerically,
but also theoretically.

In the following, we first present a literature overview of the current state of the
T-PIV technique in chapter 2, focusing on the main issues related to the application of
such a technique to the analysis of RB convection. The advantages of some cutting-
edge approaches, such as the motion-enhanced reconstruction methods for time-
resolved T-PIV and the shake-the-box technique for 4D particle tracking velocimetry,
are also presented and discussed. The design of the experimental apparatus, the
details of the image processing techniques employed and the numerical methods and
procedures are described in chapter 3. Chapter 4 addresses the issue of managing
the effects of the optical distortions caused by the cylinder curved sidewall on
the tomographic reconstruction. We introduce an innovative camera calibration
model, which ensures high accuracy in tomographic reconstruction and thus velocity
estimation when the cylinder interior is imaged through the later wall. Chapter 5
reports the experimental results of non-rotating RB convection in a cylinder with
aspect ratio equal to 1/2 at Ra = 1.8 x 10® and Pr = 7.6 in non-rotating frame;
a comparison with the numerical results of the DNS and other results available in
literature is also carried out. In chapter 6, numerical simulations and experimental
measurements of rotating RB convection are comparatively presented and plausible
reasons of the observed experiment/DNS mismatch are discussed. Finally, conclusions
and future perspectives are drawn in the final chapter.
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2

Tomographic particle image velocimetry

AS a non-intrusive, whole-field technique for measuring velocities in small to
considerably large domains of complex flows, particle image velocimetry (PIV)
has evolved, over the last four decades, to perhaps the principal tool to experimentally
investigate turbulent motions in a countless number of applications [119-121]. Some
hardware improvements, such as the development of double-oscillator Nd:YAG lasers
and specific digital cameras and the growth of computational power (essential to cope
with the burdensome image processing), but also the progresses on the theoretical
and the “software” sides, have conclusively contributed to such a success.

So far, several works have used PIV for the analysis of turbulent thermal con-
vection [45, 61, 64, 95, 122-125], however, as aforementioned, rare are the cases
in which three-dimensional PIV or particle tracking velocimetry (PTV) have been
applied [116, 126], although these techniques have already reached a fairly good
level of development [127].

This chapter presents the working principles of tomographic PIV, with the goal
of clarifying which are the inherent difficulties in applying such a technique to the
study of RB convection.

2.1. Fundamentals of technique

T OMOGRAPHIC PIV (T-PIV) [128, 129] is an optical technique that allows for in-
stantaneous three-components velocity measurements in multiple points of a flow
field by exploiting the scattering of light by small particles that are disseminated in
the fluid and follow the flow with sufficiently high accuracy. Specifically, stroboscopic
light sources (typically laser or LED) are used to illuminate the seeding particles at
two consecutive instants separated by a small time delay At and the scattered light
is recorded by multiple cameras from independent viewing directions. A common
setup for T-PIV measurements is shown in figure 2.1, where, in addition, the various
steps of the T-PIV processing are outlined.

The acquired images (“projections”) are analyzed to reconstruct the 3D distribu-
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Figure 2.1: Working principle of tomographic PIV. Reproduced from [128].

tion of the light intensity in the investigated volume of fluid by means of tomographic
algorithms. After reconstruction, the displacement field between the instants ¢ and
t+ At is determined via statistical techniques. For this purpose, the two reconstructed
volumes are divided in smaller volumes, called “interrogation volumes” (or “inter-
rogation window”), and 3D cross-correlation between corresponding interrogation
volumes yields a displacement vector s for each of these volume pairs. The vector s
is representative of the displacement averaged over the time interval At and over the
interrogation volume. A second-order estimate of the velocity vector u in the center
of the interrogation volume at the time ¢ + At/2 is obtained simply as u ~ s/At.
In such a way, the velocity field is sampled in several points (the centroids of the
interrogation volumes, typically arranged on a regular Cartesian grid) within the
whole 3D domain.

Indeed, the above described process is comprised of some additional steps that
play a crucial role for the efficiency and speed of the process itself. Firstly, for the
3D reconstruction to be accurate, a calibration of the camera system is needed. This
usually consists of two stages, a target-based calibration, preceding the recording
step and based on capturing images of a target swept through the measurement
volume, and a self-calibration [130-132], based on analysis of the acquired particle
images. Secondly, in order to both enhance the reconstruction quality and speed-up
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the involved computations (which may be very extensive for large volumes), particle
images are pre-processed. Finally, since the determination of velocity vectors by
virtue of cross-correlation does not come without errors, spurious vectors have to be
detected and conveniently replaced before further post-processing [133]. Indeed, the
latter step is necessary also when the vector field is determined by a multi-resolution
and multi-grid approach based on iterative deformation of the interrogation volumes.

In the next sections, the various steps of the T-PIV process are briefly discussed in
more detail, thus highlighting the relevant aspects, and also the practical problems,
connected with each of them.

2.2. Seeding particles

HE selection of seeding particles is among the most critical aspects of the T-PIV
T setup, especially in experiments on thermal convection.

PIV is an indirect anemometric technique, in the sense that the output of the
measurement is not the velocity of the fluid under investigation, but indeed that of
the tracer particles. This requires, in order to extract reliable information on the flow
dynamics, that the particles faithfully follow the bulk motion of the fluid. In addition,
seeding particles have to satisfy two further requirements: scatter light of intensity
sufficient to form clear images and have an almost uniform size. In the following,
focus on the implications of each of these requirements is given. More space is
indeed spent for discussion of the first requirement (fidelity of seeding particles
as motion tracers), since this aspect may become critical in the investigations on
thermal convection.

The equation of motion for a spherical particle suspended in a homogeneous field
is the equation of Basset, Boussinesq and Oseen [134, 135]:

U, =3 " Y o po @.1)
Tp Pp

where 7, is the particle relaxation time given by:

pp dp”

Tp = i 8p 2.2)
L

whereas d; denotes the total derivative with respect to time, U and U, are the
velocities and p and p, are the densities of the fluid and the particle, respectively, x
is the fluid dynamic viscosity, d,, is the particle diameter and F is an additional force
per unit particle mass. Note that the second term in equation (2.1) is the viscous
resistance expressed according to the Stokes’ law, which is valid when the particle
Reynolds number Re;, = pAUd,/; based on the characteristic slip velocity AU, is
lower than unity. The latter condition is usually satisfied in thermal convection since
seeding particles have typically micrometric size, i.e. d, ~ O(107%). The third term
represents the buoyancy acceleration. As concerns the additional force term, some
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effects included in it are the “virtual mass” force, related to the inertia of the fluid
mass attached to the particle, the forces related to pressure gradients or velocity
gradients in the bulk flow and the contribution to resistance due to the unsteadiness
of the bulk flow.

It is useful to non-dimensionalize equation (2.1). In this regard, supposing
that the particle velocity lag U — U, is small (i.e., the particle is a good tracer),
it is possible to assume an unique characteristic velocity scale U for the fluid and
the particle velocities. If L is the characteristic length scale of the flow, then the
characteristic time scale is 7y = L/U. Still in the hypothesis that the particle is a
good tracer, it has also to follow faithfully the fluid acceleration; therefore, the time
derivative d, U, scales as U/7;. Moreover, it could be demonstrated that F scales as
(p/pp)(U/1s). With the above premises, non-dimensionalization yields:

Ar, p
Stpdiup =u —u, + R—ezg + Stpgf (2.3)

where the non-dimensional quantities are denoted by the lower-case variants of the
same symbols used for the dimensional counterparts and four more dimensionless
parameters appear, namely the ratio of the fluid density to the particle density p/p,,
the particle Reynolds number Re, = pUd,/u, the particle Stokes number St, and
the particle Archimedes number Ar,, with the latter two defined as follows:

Tp U

gd3p(pp—p)
A'f'p = plT (2.5)

Note that the Archimedes number has in general a sign, being related to the difference
of densities between the fluid and the particle.

In equation (2.3), the terms u and u,, are unit order, thus the condition of zero
velocity lag (u = u,) requires that all the remaining terms are sufficiently small.
Ultimately, this results in the conditions S¢, < 1 and Ar, ~ 0. The first condition
Stp, < 1 reads also as 7, < 74 and has a clear physical meaning: the characteristic
response time of the particle (i.e, its relaxation time) has to be sufficiently smaller
than the characteristic times of the fluid flow in such a way that the particle can
adjust rapidly to any (temporal) variation in the flow itself. The second condition
implies neutral buoyancy of the tracer. It should be also noted that in order that the
effects of the buoyancy forces are negligible, Re, does not have to be too small.

So far, the fluid and particle properties have been implicitly supposed to be con-
stant. Nevertheless, in thermal convection the variation of density with temperature
cannot be neglected, since it represents the driving force of the motion itself. Within
the OB approximation, introducing the relationship (1.1) in equation (2.3), a second
Archimedes number can be defined:
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where py now denotes the mean density of the fluid and #A is the temperature
deviation from the mean temperature 7y. Thus, in this case, the negligibility of the
buoyancy forces imposes the additional constraint Ar; < 1.

Obviously, such a condition, along with the previous ones, has to be satisfied
locally in any region of the investigated fluid. A more careful analysis reveals that
T-PIV (and, generally, PIV) measurements in the kinetic boundary layers forming on
the top and the bottom plates of the convection cell is indeed a very hard task. In fact,
in the kinetic boundary layer fluid velocities decrease, while the absolute value of 6
increases; therefore, relatively small value of Re, and large value of Ar; are indeed
expected, and the buoyancy forces, weighted by the coefficient Ar/,/Re, in equation
(2.3), may become considerably important. Several investigations have shown that
such an effect leads to particle sedimentation on the top and bottom plates [136—
140]. Although Okada et al. [137] observed, through flow visualization, that the
fluid motion during particle sedimentation is almost the same as that of thermal
convection without particles, Joshi et al. [140] pointed out that the particle deposit
constitutes a porous layer with non-ideal thermal properties (and, in particular, low
thermal conductivity), which not only decreases the heat flux, as shown by their
work, but is also expected to influence the flow dynamics, similarly to non-ideal
thermal sources (see section 1.6).

Of paramount importance for particle sedimentation is the particle size distri-
bution. In fact, suspended particles tend to coalesce for their natural tendency to
minimize the large specific surface area and excess surface energy [141]. A wide
particle size distribution facilitates the formation of particle clusters, which, by virtue
of their larger diameters, settle out under the effect of the buoyancy forces. Even
when the aggregates remain in the bulk, they do not have the properties of a good
tracer because of their long relaxation times.

Following the above discussion, it is evident that good dynamical properties of
the seeding particles are ensured by a small diameter d,,, a uniform particle size
distribution and a density matching as much as possible the fluid density. However,
the selection of the particle size is generally a compromise between the dynamical
and optical properties of the particles [134]. In fact, the scattering power of small
spherical particles is proportional to between d2 and d;‘;, depending on the light
wavelength [142]. On the other hand, the scattering efficiency strongly depends on
the ratio of the refractive index of the particles to that of the fluid, according to the
Mie’s scattering theory [143].

In consideration of all the above factors, seeding particles typically employed
in water experiments are large hollow glass spheres and polymer particles with
diameters ranging from 10um up to 500 um, while air flows are typically seeded
with oil droplets or DEHS particles generated by means of a Laskin nozzle with
mean diameters of 1um. In fact, in air a perfect density matching between the
working fluid and the seeding material is never accomplished and, thus, smaller
diameters are generally required to limit the effects of the buoyancy forces; however,
this also reduces significantly the amount of scattered light as well. Recently, the
use of helium-filled soap bubbles has been proposed as a feasible solution to reach
considerably low relaxation times (=11 wm) with a brightness 10* times greater than
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that of standard oil aerosol [144].

2.3. Optical system and imaging

HE two main components of a PIV optical system are the light source and the

digital cameras. Additional elements, such as lenses, mirrors and filters, are used,
on one side, to shape the light beam in an appropriate pattern, on the other side, to
enhance the particle imaging, thus obtaining high contrast (or better, signal-to-noise
ratio) images.

In most PIV applications, the high-energy stroboscopic illumination of the flow
field is provided by dual-cavity pulsed lasers. These lasers use Q-switching to obtain
energetic short pulses with a duration of few nanoseconds and a variable energy,
depending on the repetition rate. High pulse energy is achievable only at low or
moderate frequencies and thus available for low-speed applications. Nd:YAG lasers
are used in these cases, with typical maximum repetition rates of 10 Hz to 15 Hz
and energy pulses of 300 mJ. High-speed setups comprise Nd:YLF lasers, which,
while operating at frequencies between 0.01 kHz to 10 kHz, are characterized by a
considerably lower pulse energy (15 mJ to 30 mJ). The wavelength of the emitted
light is 532 nm for the Nd:YAG lasers and 526 nm for the Nd:YLF ones.

In time-resolved tomographic experiments, the low pulse energy of Nd:YLF lasers
can preclude investigation of large volumes, as large as the compact convection cell
of the present experiments. As a matter of fact, the intensity of the scattered light
drops off as the size of the illuminated volume increases. In air experiments, this is
an even more limiting factor due to the small size of the employed seeding particles.
To face up with the insufficiency of the light energy density, some expedients, like
multi-pass light amplification [145, 146], can be used. However, in this regard, it is
worth noting that, since thermal convection features very low velocities and, thus,
long characteristic times, the repetition rates of the high-energy Nd:YAG lasers are
suitable for the investigation of such a phenomenon.

Common PIV cameras comprise CCD (charge-coupled device) and CMOS (com-
plementary metal-oxide-semiconductor) sensors. CCD sensors typically offer higher
dynamic range and higher resolution, but they are also slower, more expensive and
more power-consuming. CMOS sensors allow for repetition rates up to few thousands
per second and have also a better anti-blooming behavior. The more recent sCMOS
(scientific CMOS) technology combines the advantages of modern CCD and CMOS
sensors to provide high performance. Typical sensor sizes vary between 1 to 16
millions of pixels.

[lumination and cameras are the first ingredients for an optimal particle imaging,
but certainly not the only ones involved. High accuracy in measurements requires
particles to be in focus throughout the illuminated region and to have images on
the sensor plane with an appropriate size (in pixel units). For this purpose, cameras
have to be equipped with appropriate lenses.

The particle image is determined by both geometric and diffraction effects, with
the former determined essentially by optical magnification and the latter influenced
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also by the lens aperture area and the light wavelength. Specifically, the diameter of
the particle on the sensor is given by [142]:

dr = \[Beom + BB = £/ (Md,)? + [244 f(1+ M)2]2 @2.7)

where dgeom and dgig are the contributions related to the geometric and diffraction
effects, respectively, M is the magnification factor (equal to the ratio dgeom/dp), A
is the light wavelength and f4 is the f-number (ratio of the lens focal length to
the aperture diameter). In most cases, dgiff > dgeom and d, ~ fyx. Typically, d; is
expressed in pixel units and d% = d, /dpix, with dpix being the pixel size in physical
units. As a rule of thumb, d* should be greater than 2 and lower than 5, leading
values smaller than 2 to problems of “peak locking”, a bias error in the displacement
estimation [147, 148], and values larger than 5 to higher uncertainty in the same
computation.

As regards the condition of good focus, the extent of the in-focus region is referred
to as “depth of field” and is defined as the distance along the optical axis over which
there does not occur a significant blurring of the particle image. Such a distance is
indeed related to the diffraction diameter by the equation [119]:

(2.8)
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In the case of volumetric measurements, the required depth of field can be consider-
ably large and such requirement can be satisfied only by increasing f. Moreover, in
some arrangements, cameras are tilted with respect to the midplane of the measure-
ment volume and this causes a reduction of the effective depth of field. This difficulty
is overcome by using specific lens-tilt adapters that make the plane of focus parallel
to the imaged plane (Scheimpflug condition). Finally, it should be noted that the
increase in fy leads to a decrease in the recorded light intensity, as a consequence of
the decrease of the aperture area.

2.4. Camera calibration

ALIBRATION of the camera system is a crucial step in T-PIV process, since the
C accuracy in tomographic reconstruction is strictly related to the accuracy of the
mapping function. The aim of the calibration is to establish a relationship between
the 3D world coordinates x of a point in the physical space and the 2D image
coordinates X, of its projection on the camera sensor. This projection transformation
is defined in terms of a function m. (mapping function), that depends on a certain
number of constants p. (calibration parameters); the output of the calibration is
essentially an estimate of the calibration parameters for each camera of the optical
system.

The mapping function identifies a vector correspondence X, = m.(x; p.) which
is not one-to-one, since the same location X . on the sensor plane may correspond to
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Figure 2.2: Schematic outline of the volume self-calibration procedure for a system of four cameras.
Reproduced from [131].

multiple locations x. in the physical space. The set of points in the physical space
that have the same image on the camera sensor constitutes a line-of-sight (LOS). As
explained below, the determination of the LOSs of the pixels of the camera sensor is
the first step in tomographic reconstruction strategies.

Calibration consists in identifying a sufficient number (generally much greater
than the number of calibration parameters) of coordinate pairs (x,X.), in such a
way that it is then possible to estimate p. by means of optimization algorithms. This
process involves typically two steps: the first (target-based calibration) is based on
recording images of a calibration target, the second (volume self-calibration) relies
on recording images of the particle themselves.

As regards the target-based calibration, the target is generally made of high con-
trast markers (dots or crosses) arranged in a regular grid, which act as control points
and also enable to identify the coordinate directions of the world reference frame.
Images of the target positioned at different known locations within the measurement
volume are acquired. For each of these images, the 3D world coordinates x of the
control markers are precisely known, whereas the 2D image coordinates X, are
determined by template-matching techniques using cross-correlation or detection
methods based on threshold and geometric computation of the centroids.

In a target-based calibration there might be some factors that could compromise
the accuracy in the identification of the calibration parameters, namely manufactur-
ing imperfections, residual errors in determining the markers’ image positions and
misalignment in target positioning. Volume self-calibration [130, 131] allows for a
further adjustment of the calibration parameters, causing the residual errors to be
reduced from 0.5-1 voxels, which are typical values for a target-based calibration, to
less than 0.1 voxels.

The working principle of volume self-calibration is schematically represented in
figure 2.2 for a system of four cameras. The basic idea of the method is to triangulate
the 3D positions of the particles in the illumination volume starting from their 2D
projections and determine the disparities between such projections and the back-
projections of the triangulated positions. To do this, as a first step, it is necessary to
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match the particle images on the four cameras that correspond to the same particle in
the physical space. Starting from a particle image on the first camera, the projection
of its LOS on the second camera’s sensor plane is computed. Around this line,
possible matching particle images are searched within a rectangular region defined
by a maximum search radius (indicated as ¢ in the figure). For each match found, a
guess 3D position of the particle in the physical space is determined via least-squares
triangulation (at this stage, using only two particle images). This position is then
projected on the next camera’s sensor plane and, once again, matching particle
images are searched in the neighbor of this projection (a circular area of radius
€s). For each new match, the 3D position of the particle is again triangulated and
projected onto the last camera to find further matches. If a match between all the
four cameras is found, the corresponding triangulated particle is used to compute
a disparity vector for each camera. Disparities are then represented as Gaussian
or parabolic functions in a histogram map (disparity map) and summed up over
sub-volumes of the entire measurement domain. The peaks in the disparity maps
corresponding to the different sub-volumes constitute residual triangulation errors
that can be used to correct the calibration parameters.

In T-PIV applications, the most commonly used camera models are the pinhole
camera model [149, 150] and the Soloff’s model [151]. Based on perspective laws,
the pinhole camera model treats the LOSs as straight lines, whereas lens non-linearity
is included via second-order spherical distortion terms. The Soloff’s model uses a
polynomial function with second order in the depth-of-field direction (namely z) and
third order in the two orthogonal directions (x and y). Indeed, the Soloff’s model is
generally used for illuminated volume with limited thickness in the z-direction. For
larger volumes, multi-plane polynomial calibration models are used. Such models
use independent third-order polynomials on selected planes at different = location
within the measurement volume to perform third-order polynomial interpolation in
the z and y directions and piecewise linear interpolation along the z-direction.

In the comparison with polynamial functions, the main advantage of the pinhole
camera model is its simplicity and the physical relevance of the calibration parameters
involved. However, this model does not include the effect of distortions along
the LOSs (except the localized lens distortions). Optical misalignment, thermal
deformation and refraction by optical windows or fluid interfaces are some of the
elements not accounted for by the model and that might lead to potentially large
calibration errors. When one or several of these effects become important, polynomial
mapping functions generally offer higher performance. In the experiments of the
present work, the optical deformation caused by the curvature of the cylinder sidewall
compromises the application of the pinhole camera model. However, to retain the
inherent simplicity of this model, a consistent modification of the same is introduced
in chapter 4. The advantages in the comparison with polynomial models and limits
of application of this novel model are also extensively discussed.
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Figure 2.3: Schematic representation of the voxel discretization of the measurement volume and imaging
model adopted in tomographic reconstruction. The weighting function for the pixel denoted by 1 is
non-zero only in the red-shadowed region; thus, only the voxels falling in this region contribute to the
light intensity of the pixel. Reproduced from [129].

2.5. Tomographic reconstruction

2.5.1. Statement of reconstruction problem

OMOGRAPHIC reconstruction aims at determining the 3D distribution of the scat-

tered light intensity E(x) starting from its projections on the cameras, which
constitute a set of 2D function I.(X). Since the investigated fluid is typically trans-
parent, the projections I.(X) can be regarded as integrals of E(x) along the viewing
directions. More specifically, the functions 7.(X) are known in a discrete form, i.e.
the light intensities recorded by the cameras’ pixels I, Z-(C) ; likewise, F(x) is discretized
by dividing the illuminated volume in smaller portions (voxels) where the light in-
tensity is supposed to be constant and equal to E;. The relationship between the
3D intensity values £; and the 2D intensity values I, Z-(c) can be approximated by the
following linear equations:

SwE; =17 withi=1,...,l, ¢=1,...,N (2.9)
j=1

where i, j and c are the indexes for the i-th pixel, the j-th voxel and the c¢-th camera,
[ is the number of voxels, n the number of pixels, N the number of cameras and
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wfj) is a weighting coefficient, which expresses the contribution of the light intensity
over the j-th voxel to the light intensity over the i-th pixel of the ¢-th camera. The
coefficient wz@ is typically calculated as the fraction of the volume of the j-th voxel
intersecting the LOS of the i-th pixel of the ¢-th camera and, thus, it varies between 0
and 1. For simplicity and speed of computation, the voxel is represented as a sphere,
while the LOS is schematized as a cylinder, as shown in figure 2.3. Since only a
small percentage of voxels contributes to the pixel light intensity, a large number of
weighting coefficients is indeed equal to zero.

Equations (2.9) are a system of [ x N equations in m unknowns, which can
be concisely written as WE = 1. Since m is usually much larger than | x N, the
system is undetermined and its solution is not feasible by matrix inversion; on the
contrary, iterative approximate methods have to be used. In the next subsection a
brief overview of the algebraic methods [128, 152-154] is given.

2.5.2. Algebraic techniques

LGEBRAIC techniques are divided in two main categories: additive and multiplica-

tive. The standard methods belonging to these two classes are ART (algebraic
reconstruction technique) [155] and MART (multiplicative algebraic reconstruction
technique) [156]. The update equations from the k-th iteration to the (k + 1)-th one
for these two methods are:

() (c) (k)
I —ijij E;

. (k+1) _ (k) | = ()
T - T L (2.10)
Zj Wi
k+1 k 1 s’
MART:  E\"D = E(P — (2.11)
22, wiy B

where [ is a relaxation coefficient that determines the stability of the method (the
stability criterion for MART is that 0 < g < 2).

The above equations show that in ART the update term depends on the difference
between the projection I, Z-(C) and the 3D light field back-projection > ; wEJC.)E](.k), which
is in fact the residual of WE — I equation (2.9); thus, the convergence of the method
implies that this residual is zero. Vice versa, the update term of MART is related to
the ratio of the projection I, i(c) to the 3D light field back-projection and convergence
implies that this ratio is equal to the unity. By virtue of such a property, MART works
as an AND operator, in the sense that the voxel intensity E; is non-zero only if the

intensities I Z.(c) of all the pixels that “view the voxel” (wg;) > () are non-zero. This
is, in general, the reason why multiplicative methods generally work better than
additive ones. A typical number of 5 MART iterations is, in most cases, sufficient to
reach convergence [129].

In literature, several variants of the ART and MART algorithms have been formu-
lated and their performance investigated (see, for instance, [157, 158]). A review of
such methods is beyond the scope and the focus of this dissertation. However, it is
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worth noting that, when no further information than that contained in the projections

I Z.(C) is exploited, MART has proved to be the best choice in the comparison with other
methods (which, although less expensive than MART, require a larger number of
iterations to achieve equivalent reconstruction quality). Beyond MART, a significant
improvement in the reconstruction quality can be obtained by the so-called “motion
tracking-enhanced” (MTE) methods, which are presented in section 2.5.4.

2.5.3. Ghost particles

OR the discussion to follow, it is useful to mention that tomographic reconstruction

by conventional algebraic methods is affected by unavoidable errors that affect
the uncertainty of the computed displacement. As noticed by Novara et al. [159],
these errors are essentially of three kinds: discretization errors, due to reconstructed
particles smaller than 3 voxels, elongation of the particles along the depth direction
due to small angles between adjacent cameras and formation of ghost particles.
Ghost particles are regions of non-zero light intensity formed at the intersection of
LOSs where no actual particle is indeed located in the physical space. Figure 2.4a
shows schematically the emergence of ghost particles in the case of a 2-camera setup
imaging two actual particles.

Ghost particles are the dominant source of error in T-PIV measurements, especially
at high seeding densities. Indeed, at low to moderate seeding densities, ghost parti-
cles exhibit lower intensity than actual particles [128, 160] and, in principle, they
might be detected and removed from the reconstructed volumes. In the displacement
estimation by cross-correlation, the effect of ghost particles is twofold: on one side,
ghost particles constitute a noisy background that affects the cross-correlation map,
potentially reducing the peak intensity and increasing uncertainty in its detection;
on the other side, pairing of ghost particles between consecutive snapshots can result
in a modulation of the displacement field. Figure 2.4b reports a simplified case in
which a ghost particle outlives the displacement of the actual particles from the LOSs
of which it has been generated and is found also in the following snapshot, whereas,
in the case drawn in figure 2.4c, the ghost particle is present only in one exposure.
Although in the first case (figure 2.4b) the ghost particle displacement is coincident
with the mean displacement of the “parent” actual particles, the ghost particles may
be located very far from the parent particles and thus they can spread the actual
velocity information out over the entire volume (and also outside of it). This results
in a velocity modulation and subsequent reduction of the velocity gradient.

In the case of a N-camera system, an approximate estimate of the ratio of the
number of ghost particles N, to the number of true particles IV, is given by [162]:

N, g N—1 y4N-2 M Afieiq 4
9= AN-2 g Zhed
ppp P s dpix rd.

NYM Agend (2.12)
N,

where ppp (particle per pixel area) is the particle image density, while Ng is the so-
called source density given by the product of ppp and the average particle area in pixels
(therefore, Ng equals the fraction of the area sensor that is actually illuminated).
Since the ghost particles are artifacts of the tomographic reconstruction, the ratio
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Figure 2.4: Ghost particles: (a) formation of ghost particles in tomographic reconstruction with a 2-camera
setup; (b) example of ghost particle surviving through two consecutive snapshots and contributing to the
displacement modulation; (c) example of ghost particle passing away through two consecutive snapshots.
Reproduced from [161].

N, /N, is an indicator of the signal-to-noise (SN) ratio. Therefore, equation (2.12)
suggests that an increase of the seeding density leads to a deterioration of the SN
ratio, due to the increase in the number of ghost particles. The same effect is brought
about by an increase of the depth-of-field and a decrease of the particle image
diameter at constant Ng. In fact, the latter effect, which could seem counterintuitive,
can be explained considering that a decrease in d, at constant Ng implies an increase
in the number of true particles, which corresponds to a larger increase in the number
of LOS intersections (and, thus, of the ghost particles).

A direct corollary of the above considerations is that there exists an optimal
value of the source density Ng for given values of the depth-of-field and the imaging
properties of the optical system (included the particle size). It is also noted that the
spatial resolution of T-PIV measurements is related to the seeding density, since the
requirement for a reliable displacement estimate is that at least 5-7 particles fall
in the interrogation window [163]. Typical suggested values of Ng are around 0.2
(the total area occupied by particles in the recording is the 20% of the total imaging
area), which corresponds, generally, to ppp ~ 0.05 [129]. Beyond this threshold, the
detrimental effects of the ghost particles lead to unacceptable levels of uncertainty in
velocity field estimation. Nevertheless, strategies capable of reducing the number
of the ghosts, like the MTE methods, can allow for accurate measurements up to
ppp ~ 0.1. Therefore, such methods are essential in investigation of large-scale
volumes (like that of the present experiments), which are characterized by large
values of Agelg-

2.5.4. Motion tracking-enhanced techniques

TE methods are a recently developed class of reconstruction techniques that
M exploit the coherence of particle motion over two or more frames to enhance
the tomographic reconstruction by reducing the number of ghost particles. The basic
idea of this approach can be explained with the aid of figure 2.4c: while actual
particles always occur in pair between a pair of snapshots separated by a small time
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At, ghost particles sometimes do not, and such a feature can be exploited to detect
and remove them or at least to smooth out their intensity in the reconstruction
process.

The first implementation of the MTE approach is due to Novara et al. [159]. In
their algorithm (MTE-MART), as a first step, a pair of snapshots, namely the 3D light
fields E,, and E,, ;1 (taken at the times ¢ and ¢ + At, respectively), is reconstructed by
MART and the corresponding displacement field u,, is computed via cross-correlation.
Secondly, the snapshot E,, is deformed according to this displacement field to obtain
an a-posteriori estimation E;, , ; of the 3D light field at the time ¢ + At. Similarly, the
backward (time) projection of the snapshot E,,, ; provides an a-posteriori estimation
E/,. Then, the fields E! = 1(E, + E,,) and E/ ., = 1(E,4+1 + E/,| ;) are computed.
Finally, the latter are used as first guess for a new MART reconstruction. The above
described steps can be repeated until the result exhibits convergence.

The strength of this method lies in performing, at each iteration, the arithmetic
mean of one snapshot with its a-posteriori estimate. In fact, in such operation the
intensity of particles that do not match between the two snapshots is reduced roughly
by a factor of 2; as the iterations go on, these potential ghost particles are therefore
smoothed out and their initial intensity is redistributed among the actual particles,
which are then reconstructed more accurately.

Novara et al. [159] also demonstrated, through numerical simulations, that the
maximum seeding density that can be treated with the MTE-MART algorithm is
tripled with respect to the conventional MART. However, the method is computation-
ally expensive, given its iterative nature.

A recent development of MTE-MART is the sequential MTE-MART (SMTE-MART)
algorithm [164], which is suitable for time-resolved measurements. SMTE-MART
relies on a time-marching estimation of the 3D light field to obtain an enhanced
first guess given as input to MART. Differently from MTE-MART, the displacement
field u,, = uj,,; is used to forward-project the field E,; and estimate the initial
guess field E , for the MART reconstruction. This is now an a-priori estimation of
the light field at the successive time instant. In comparison with MTE-MART, such
an approach has two key advantages. First, the only iterations required are those
related to the MART reconstruction, with a considerable saving of computational
time; indeed, the enhanced guess potentially allows even for a reduced number of
the MART iterations. Second, as the process goes ahead, eventually all the ghost
particle are removed from the reconstructed volume since, in the long term, each
ghost particle will experience soon or later an evolution similar to that represented
in figure 2.4c.

Among all the state-of-art reconstruction methods based on voxel discretization
of the light intensity field, SMTE-SMART is by far the most efficient one, although
its applicability is limited to time-resolved measurements. However, other advanced
techniques have been developed recently, which relies on a completely different
approach, i.e., particle reconstruction by means of triangulation, in a fashion very
similar to methods traditionally employed in 4D particle tracking velocimetry (PTV).
These techniques are the iterative particle reconstruction (IPR) method proposed first
by Wieneke [165] and ‘shake-the-box’ (STB) which, based on IPR, was developed by
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Schanz et al. [166] at DLR. Both methods are briefly outlined below.

2.5.5. Iterative particle reconstruction and ‘shake-the-box’

HREE-DIMENSIONAL PTV is based on detection of the 2D particle image locations
T and successive triangulation of their 3D positions in the physical space. By pairing
of 3D particles between two successive snapshots, it is then possible to determine the
velocities of the tracer particles. In its classical implementation, such an approach
requires low seeding density for unambiguous identification of particle pairs (in most
cases, lower than 0.001 ppp) and thus suffers from sparsity. In other words, even
though the computed velocity field is not modulated as in T-PIV, it is measured at
irregular positions and often interpolation of such scattered data to a regular grid for
further analysis is in fact not feasible without smoothing and, thus, modulation of
the signal.

IPR [165] has overcome these limits of 3D PTV with an hybrid approach between
algebraic reconstruction techniques and triangulation. In IPR, a particle is not
defined only by its position in the physical space but also by its geometric and optical
properties, i.e., diameter and peak intensity. Iterations are needed for optimizing all
these properties. This is done by projecting the 3D particle distribution, obtained by
triangulation as in 3D PTV, onto the image planes of the cameras and comparing the
back-projections with the original images. The locations, intensities and diameters of
the particles are refined by minimizing the norm of the residual image, defined by the
difference between the back-projection and the original image. In such an iterative
procedure, particles that happen to get intensity or diameter below certain thresholds
are identified as ghost particles and removed; this allows for further refinement of
the properties of the true particles.

The fundamental advantage of IPR is its ability to operate at seeding densities
higher than up to 100 times those of the conventional PTV. However, for a good
quality reconstruction, a large number of iterations is typically required with times
comparable to those of MART (and slower than sparse implementation of MART
[157D.

The STB technique [166, 167] can be regarded as a motion-tracking enhanced
variant of IPR that exploits the coherence of particle motion over time to distinguish
and remove ghost-particles. As SMTE-MART, STB applies only to time-resolved
measurements. The basic idea of this method is to extrapolate particles along their
trajectories to predict their positions at a successive time instant. These positions
are refined by ‘shaking’ (an optimization consisting in minimization of the residual
images in the same way as in IPR), then new particles are introduced and refined by
triangulation/IPR. The latter step is indeed necessary because at any time there are
some particles leaving or entering the measurement volume.

In the comparison with T-PIV reconstruction methods, the two main advantages
of STB are essentially the drastically (10 to 100 times) lower computational time
with respect to the SMTE and the higher accuracy [168]. In principle, determination
of the velocity vectors does not suffer from modulation, but only from reconstruction
errors (dictated by possible calibration inaccuracies, background reflections and
camera noise, etc.), which, however, when measurements are performed in a high-
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frequency regime, can be significantly reduced by temporal filtering of particle
positions, velocities and even accelerations along trajectories.

It is worth noting that, although IPR and STB should be classified as 4D PTV
techniques, hybrid methods that combines reconstruction strategies typical of T-PIV
with the particle-tracking ones are indeed not only possible, but also potentially
susceptible of better performance. Such a combination can be obtained by switching
between voxel-representation and particle-based representation of the light intensity
field, by either converting the 3D particles into artificial light blobs or extracting
them from voxelized volumes.

In this optic, the present dissertation often uses the locution “time-resolved T-PIV”
to indicate, without distinction, both cross-correlation-based tomographic 3D PIV
and 4D PTV.

2.6. Velocity field estimation

STIMATION of the velocity fields in PIV is commonly based on cross-correlation
E of interrogation volumes [120, 169, 170], as explained in section 2.1.

The normalized windowed cross-correlation function C between the two inter-
rogation volumes W,, and W, reconstructed from the recordings at time instants
separated by the interval At is given by:

Z ¢%/V(X) (Wn(x) = ptn) Whpi(x+1) = piny1)

Clu) = (2.13)

¢Z B (W) — 10)? - 3 6 () (Wora (6 1) — rn)?
X X

where x and u now denotes vectors of integer indexes and integer displacements (in
pixel units), respectively, p,, and u,, 1 are the mean intensities over the volumes W,
and W, 11 and ¢w (x) is a weighting window. If ¢y (x) is constant (top-hat window),
equation (2.13) returns the standard normalized cross-correlation. The value u
for which C exhibits a maximum represents the average displacement of particle
within the interrogation volume. Since the correlation map is discrete, in order to
achieve sub-voxel accuracy the correlation peak is typically detected by Gaussian
fitting [119, 169].

In volumetric measurements, the accuracy in the displacement estimation is
mainly influenced by two effects, i.e., the out-of-volume displacement of particles
occurring for large values of the displacement itself (compared to the dimension of the
interrogation volume) and the presence of velocity gradients within the interrogation
volume. These effects are competing because small volumes are desirable to avoid
large velocity gradients, but the smaller the volume, the greater the probability
that particles fall outside of it owing to the flow displacement. To avoid both these
effects, multi-grid iterative window deformation (MGIWD) is generally employed
[171]. This basically consists in determining, as a first step, a predictor displacement
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field on a rather coarse grid, which is used to deform the interrogation volumes
accordingly; a gradual grid refinement in the successive steps allows to determine a
correction for the predictor by means of cross-correlation of the deformed volumes.
In such a way, not only it is possible to recover most of the particle pairs between the
two exposures, but also the modulation effect due to velocity gradients is limited by
using smaller volumes in the final iterations of the procedure.

Computation of the direct cross-correlation is among the most time-consuming
tasks of the T-PIV process and, since it occurs a significant number of times in the
MGIWD process, several expedients are used to speed it up. A first acceleration
is provided by performing the cross-correlation in the frequency domain using the
fast Fourier transform (FFT) and the convolution theorem [120]. This reduces the
number of multiplications from o(N3,) to Ny log(Nyw ) for each linear dimension.
Other fundamental guidelines for a significant speed-up of the cross-correlation
have been given by Discetti and Astarita [172]. On one side, they suggested to
use, in the first iterations of the MGIWD process, FFT cross-correlation on blocks
to avoid redundant calculations in case of overlapping interrogation volumes. The
blocks have dimensions equal to the selected overlaps and the correlation map
in each interrogation volume is obtained by summing up the maps related to the
constituent blocks. On the other side, they proposed to determine the correction
field in the final iterations by computing direct cross-correlation only for a maximum
displacement in each direction of +1 voxel (correction is expected to be at a sub-voxel
level). This offers the advantage of a smarter and a more accurate computation.
In addition, direct cross-correlation can exploit the sparsity of the reconstructed
volumes (typically not greater than 90%, since ppp is at most 0.1) for an even more
rapid displacement estimation.
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Experimental and numerical arrangements

3.1. Experimental setup

sketch of the experimental apparatus is shown in figure 3.1. The details of
Athe convection cell and the temperature control systems related to it are given
in section 3.1.1. Section 3.1.2 describes the optical system used for the T-PIV
measurements. Finally, the features of the rotating system employed are reported in
section 3.1.3.

3.1.1. Convection cell

HE convection cell consists of a Plexiglas cylinder filled with water. The internal

diameter of the cylinder is D =74.0 mm, the aspect ratio T" is one half (height
equal to twice the internal diameter) and the thickness of the sidewall is 3 mm.

The cylinder is immersed in an octagonal tank, which is also filled with water.
The tank is made of a mammoth resin frame obtained by means of the 3D printing
technology and Plexiglas windows which are glued to the columns of the frame
with silicone sealant. The shape of the tank is not regular and has been designed in
such a way that the directions normal to four adjacent windows form angles of 40°
between each other, while the relative angles between the remaining four windows
are 30°. Moreover, each set of adjacent windows is located at the same distance from
the cylinder axis. The above design ensures that the digital cameras can be easily
arranged in such a way to have the same spatial resolution and a constant angular
spacing. For this purpose, in fact, it is sufficient to position each camera with its
optical axis normal to the Plexiglas window at a fixed distance from the latter and in
a such a way that the cylinder is centered in the image. The orthogonality between
the camera axis and the Plexiglas window ensures minimal refraction distortions of
the optical rays through the window itself.

The convection inside the cylinder is induced by heating the bottom and cooling
the top; a high-precision thermo-electric control is used to maintain the temperatures
of the cell bases constant to +0.01 °C throughout the duration of the experiment.
The several components of the temperature control systems are shown in figure 3.2.
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Figure 3.1: Schematic of the experimental apparatus.

Figure 3.2: The temperature control systems of the experimental apparatus. A: power supplies; B: TEC
controllers; C: pump of the water circuit feeding the heat exchanger at the top of the convection cell;
D: Peltier device along the circuit of the top cooling system; E: pump of the water circuit for cooling
of the tank water; F: Peltier device along the circuit of the tank cooling system; G: immersion thermal
probe for measurement of the tank water temperature; H: thermal probe for measurement of the ambient
temperature; I: tubes of the water circuits coated with neoprene rubber; J: inertial measurement unit
(used in rotating experiments).

40 CHAPTER 3. Experimental and numerical arrangements



Thermal probe i (b)

N
Ui rt
‘pper pa convection cell

epoxy glue
layer —__|

[s §T

thermal probe

Ilme

mica-insulated
flat heater

Figure 3.3: Bottom heating system: (a) photograph of the copper insert before gluing the two parts; (b)
sketch of the connection between the copper insert and the cylinder.
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Figure 3.4: Top cooling system: (a) top view with the cylinder in situ; (b) structure of the heat exchanger
at the top of the convection cell.

The reader is referred to the caption for a description of the devices shown in the
picture.

The bottom heating system (not visible in figure 3.2) consists of an electrolytic
copper insert connected to a mica-insulated flat heater, which can provide a heating
power up to 100 W. The copper insert is made of two parts in between which a
PT100 1/10-DIN RTD sensor (Omega RTD-3-F3105-80-T-1/10) is embedded (figure
3.3). A highly conductive epoxy (Omega OB-101-16) is used to glue this sensor to
the upper part, as shown in figure 3.3, and the two parts to each other. The sensor
is placed at a depth of 12 mm below the cell bottom (figure 3.3b); due to the high
conductivity of the copper, the temperature drop across this layer is negligible and
the sensor measurement provides the actual temperature of the cell bottom. The
copper insert is housed in an apposite recess realized on the bottom of the tank.
The cylinder is fastened to the copper insert with a slight interference fit; thus, the
cylinder sidewall is in contact with the copper insert for a depth of about 20 mm.

The top cooling system consists of a water heat exchanger obtained by assem-
bling a set of Plexiglas layers, as shown in figure 3.4b. These layers comprise two
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recirculation chambers (the upper chamber consisting of the layers A-C and the
lower chamber consisting of the layers C-E) with nearly opposite tangential inlet
and outlet, separated by a thin slab with a small central hole (layer C). The various
layers are silicone-glued and pressed against each other with the aid of a set of
screws and bolts inserted in 14 holes evenly spaced along the periphery of the heat
exchanger. This prevents leakages due to the over-pressure of the water pumped
into the recirculation chambers. As concerns the pump, we opted for a small size
solution and used a model designed for desktop PC water cooling; specifically, the
pump is Alphacool VPP655 with a maximum flow rate of 1500 L./h and is assembled
with the Alphacool Eisfach Bay Res, a reservoir specifically designed for such model
of pump (figure 3.2C). The reservoir is fundamental to eliminate bubbles that are
entrapped in the circuit in the initial phase of filling. For this purpose, the water
pump is initially operated at its maximum rotational speed; after all the bubbles have
left the circuit, the pump is driven to the minimum rotational speed and the bay is
completely filled and hermetically closed to avoid new air to enter the watercircle.

Before entering the heat exchanger, the water is refrigerated by a Peltier device
(figure 3.2D). This device consists of a copper waterblock connected to a Peltier
element (Mouser Electronics P/N:490-CP85435) with a maximum heating/cooling
power of 118 W and a maximum allowable temperature difference between its sides
of £75°; to avoid overheating of the Peltier element, the latter is connected to a heat
sink with fan. It is worth noting however that both the bottom and the top systems
are oversized with respect to the thermal power required by the RB convection in the
cell and, in the steady operation, the current loads of both the heater and the Peltier
element are considerably small. The water tubes of the cooling circuit are thermally
insulated by neoprene rubber coating (figure 3.2J) in order to prevent heat losses
due to thermal exchange with the surrounding ambient.

The heat exchanger water temperature is measured at the heat exchanger inlet
by an immersion PT100 1/10-DIN RTD sensor (Omega P-M-1/10-1/8-6-1/4-P-6),
as shown in figure 3.4a. Such temperature differs from the actual temperature of
the cylinder top because of the temperature drop across the lower Plexiglas layer
of the heat exchanger (layer E in figure 3.4), which is directly in contact with the
convective fluid. To reduce such a drop, this layer is just 0.25 mm thick (it consists
of a transparent Goodfellow PMMA sheet). The temperature drop for the present
experiments reported is expected to be at worst equal to 0.2 °C. This estimation is
based on a one-dimensional thermal analysis assuming that the power heat flowing
through the cell is equal to the power output provided by the TEC to the Peltier
element; therefore, it is conservative since it does not include heat losses through
the circuit. A better estimation can be however obtained from the computation of
the heat transfer through the cell; this is done later in chapter 5 based on the results
of the numerical simulations carried out in analogous conditions to those of the
experimental tests.

As aforementioned, the temperatures of the copper slab and the refrigerating
water are continuously monitored and maintained constant by a high-precision
thermo-electric controller (TEC) (figure 3.2B). The TEC (Meerstetter Engineering
TEC-1123-HV) performs a PID control by adjusting the current inputs to the flat
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heater and the Peltier element and ensures a temperature stability of 0.01°C, as
aforementioned. Since the temperature difference between the top and the bottom
plates is 5 °C in the experiments presented here, this corresponds to a percentage
stability of the imposed unstable temperature gradient of 0.2%.

The early version of the experimental apparatus was not designed to control
the temperature of the water in the tank surrounding the convection cell; such
a temperature was simply measured by means of an immersion PT100 1/10-DIN
RTD probe (Omega P-M-1/10-1/8-6-0-P-6) (figure 3.2G). After the experiment in
non-rotating conditions, it was realized that the temperature at the external side of
the sidewall has a significant influence on the fluid dynamics of the RB convection,
despite the low thermal conductivity of the Plexiglas wall. A more detailed discussion
about this point is given in chapter 5. To obviate this problem, a specific temperature
control system was designed for the rotating experiments. This system is similar
to that employed for the temperature control of the heat exchanger placed at the
top of the convection cell; it consists of a water circuit comprising a pump (figure
3.2E), a Peltier cooling device (figure 3.2F) and two loop tubes immersed in the
tank: water is withdrawn from the bottom of the tank, refrigerated by the Peltier
cell passing through a copper waterblock and pumped back to the tank from the top.
This generates a convective motion outside of the cylindrical sample, which allows
to maintain the temperature of the external side of its wall constant at the tank bulk
temperature. Such a temperature is in fact monitored by means of the thermal probe
and controlled by a second TEC of the same kind as that employed for the top and
the bottom plates. It is worth noting that the canonical problem of RB convection
is defined inside a cylinder with adiabatic lateral wall. Obviously, the requirement
of optical accessibility makes it impossible to reproduce such a condition in the
present experimental apparatus. However, as shown later, an isothermal condition
of the external side of the cylinder sidewall at a temperature equal to the average
between the top and the bottom temperatures leads to an evolution exhibiting strong
similarities with the canonical case.

3.1.2. Imaging system

HE T-PIV system consists of a dual pulse Nd:YAG laser with maximum pulse
T energy of 200mJ and four sCMOS cameras with a resolution of 2560 x 2160
pixels. The laser light is shaped into a cylindrical beam that passes through the
transparent heat exchanger on the top of the cell and illuminates the entire convection
domain. The cylindrical shape is obtained by using an appropriate system of mirrors
and lenses, as shown in figure 3.1.

The four cameras are arranged in a planar configuration and the angular spacing
chosen in the present experiments is 40°. In order to focus the whole cylinder
interior, 28 mm focal length objectives set at f-number equal to 22 are used. The short
focal length allows to reduce the distance of the cameras from the measurement
volume and this is crucial in the rotating experiments in order to limit the inertial
forces acting on the cameras themselves. The digital resolution of the cameras is 14
voxel/mm for the non-rotating experiments and 15 voxel/mm for the rotating ones.

The seeding particles used in the experiments are orange fluorescent polyethylene

3.1. Experimental setup 43



microspheres (Cospheric UVPMS-BO-1.00); the average particle diameter is 58 um,
while the particle density is 1.00 g/cm?, resulting in a relaxation time lower than
1ms (which is significantly below the turbulent dissipative time scales of the ther-
mal convection at the currently investigated conditions). In some preliminary tests,
polyamide Vestosint powder with a nominal density of 1.016 g/cm?® and nominal
diameter of 56 um was used, but it was observed that this kind of seeding particles
undergoes rapid sedimentation, which makes it unfeasible to perform measurements
over a long time, as in the present experimental investigations. The faster sedimen-
tation in the latter case is associated, on one side, with the greater density of the
particles, on the other side, with the large particle size distribution (section 2.2). It is
worth noting that sedimentation occurs also in the case of polyethylene microspheres
and thus the seeding density decreases with time. It has been observed that an initial
particle density of 0.05 ppp reduces to about 0.03 ppp over seven hours in the case of
non-rotating convection. In the present experimental apparatus, the working fluid
is seeded before placing the cylinder in situ and it is not possible to add further
seeding particles after the beginning of the experiment. This, in conjuction with
the PC memory resources, limits the duration of the experiment; consequently, the
longest run lasted about four hours.

Fluorescence of the particles is exploited to reduce the green reflections from the
copper base and increase the particle contrast. For this purpose, the camera lenses
are equipped with HOYA YA3 orange filters. Indeed, after the particle sedimentation,
both the top and the bottom plates are covered by a layer of bright particles and
this affects considerably the tracking of particles passing near the plates. As a
consequence, the accuracy of the measurements in proximity of the plates is reduced;
in addition, it should be commented that the seeding density is not high enough to
resolve the boundary layers on both the plates and the cylinder sidewall.

Optical calibration of the camera system is a critical point of the present experi-
mental setup, because of inaccessibility of the cylinder interior and optical distortions
caused by the curvature of the sidewall. The beneficial refractive index-matching
effect provided by the surrounding water in the tank was found to be insufficient to
reach high accuracy in the tomographic reconstruction of the particle distribution
via the classical pinhole camera model [149, 150]. To obviate this, a modification
of the pinhole camera model has been introduced and experimentally validated.
This innovative model is presented and diffusely discussed in chapter 4, where a
comparison with other camera models is also carried out.

3.1.3. Rotating apparatus

F IGURE 3.5 reports a photo of the experimental rotating apparatus. A structure
composed by Bosch aluminum profiles is mounted on a rotating table. The
structure holds both the tank with the convection cell (A), the equipment (water
circuits, TECs and power supplies) for the control of the top, bottom and tank bulk
temperatures (B) and the four cameras (C). Also the computer controlling the image
acquisition (G) is placed on the rotating table, while the laser (D-E) and the optics
used to shape the cylindrical beam are on the ground. This is possible because
the cylinder axis coincides with the rotation axis and, thus, after the laser beam is
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Figure 3.5: Experimental rotating apparatus. A: water tank with the cylindrical sample; B: supplementary
devices for temperature control (see figure 3.2); C: cameras; D: laser chiller; E: laser; F: optics for beam
shaping; G: on-board PC for data acquisition; H: translational stage used in the camera calibration phase;
I: rotating table.

centered on the cylinder, its position and orientation relative to the measurement
volume does not change during the rotation.

A mercury slip ring with six conductors (Mercotac 630, 4-30 A per conductor,
0-250 V AC/DC) is installed on the rotating shaft for power transmission to the
computer. Since the synchronizer that controls the timing of the cameras and the
laser is also on the rotating table and is driven by the same computer, two of the
channels of the slip ring are used to transmit the trigger signals to the laser.

The rotating table is driven by a synchronous brushless motor (STIMA MIRA 71b6
B5) with 6 poles (1000 rpm), a nominal power of 0.73kW and an efficiency of 83.1%.
The motor is piloted by an inverter (Sinus H 0002 4T BA2K2) that performs a vector
control to ensure stability of the angular velocity. The rotation is transmitted through
a gear box connected to the motor and a system of two wheels (Gates 8M-50S-21
and 8M-40S-21) with a toothed belt (the tooth depth is 5.9 mm, while the tooth pitch
is 8mm). The total gear ratio is approximately 1:31. Finally, a ball bearing provides
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the rotation to a square aluminum base plate on which the entire structure of figure
3.5 is screwed.

The rotation rate of the convection cell is varied between 0.5 and 1.3 rad/s in the
present experiments. The rotation stability is measured by means of the gyroscopes
integrated in an inertial measurement unit (SBG Systems IG-500N, GPS enhanced
attitude and heading reference system) and the standard deviation of the rotation
rate is found to be 0.5% of the rotation rate itself in the case of the slowest rotation
investigated. Also tangential accelerations are found to be very small; the angular
acceleration magnitude is below 10~2 rad/s? in all the tested conditions.

Before mounting the aluminum structure, the rotating table was leveled with
a water-digital level; subsequently, also the convection cell is leveled to minimize
angles between the cylinder axis and the rotation axis.

3.1.4. Image processing

N all the investigated cases, measurements are carried out over about four hours

with a sampling frequency of 7.5 Hz (corresponding to a sequence of 108,000
snapshots). This is sufficient to carry out a time-resolved analysis of the particle
images and exploit the advantages of the motion enhanced approaches presented in
the previous chapter. The image analysis consists essentially of three stages: image
pre-processing, time-resolved motion analysis and velocity data post-processing.

Image pre-processing is aimed at eliminating undesirable image characteristics,
such as constant and time-varying background intensity not associated to the particles
and non-uniformity within an image and between cameras. This fundamentally
affects the reconstruction quality and the accuracy of the velocity field. In the present
case, non-uniformity of the light recorded by the different cameras is limited since
the orientation of the cameras with respect to the cylindrical beam is the same and
all the cameras record essentially the lateral scattering of the light from particles.
Also time variations of the background intensity are considerably small since the two
lasers are shot in the same camera frame in such a way to increase the recorded light
intensity of the cylindrical beam. Non-uniformity within the image is affected by the
reflections of the particle deposit on the two plates; indeed, without an appropriate
pre-processing, the images of the particles passing in front of the plates are practically
indistinguishable from the brighter background (after long time from the beginning
of the experiment). Several techniques for the background noise removal were
tested and it was found that the POD-based one [173] leads to the better results in
comparison with other classical techniques, such as pixel-wise historical minimum
subtraction or sliding minimum subtraction. After pre-processing, the quality factor
of the tomographic reconstruction [174] is > 0.89 throughout the duration of the
test.

Time-resolved motion analysis is based on a combination of the most recent
algorithms for particle motion tracking and consists essentially of two steps. Initially,
a first set of snapshots (typically 5-10) is analyzed by the sequential-motion-tracking
enhancement (SMTE) algorithm [164]. At this stage, the light intensity distribution is
reconstructed with multiple iterations of the SMART [157] and CSMART [175, 176]
algorithms, using a multi-resolution approach [163]; multi-pass volumetric cross-

46 CHAPTER 3. Experimental and numerical arrangements



correlations are performed with an efficient algorithm using sparse matrices [172].
This process is based on window deformation as explained in [177-180] for planar
PIV. In the second phase of the process, the STB method [167] is used for particle
tracking. Particle triangulation is performed by iterative particle identification [165],
while forward-time projection of particles is based on both extrapolation of known
trajectories and cross-correlation. Therefore, the present methodology falls in the
class of the hybrid approaches that combine some characteristics of the T-PIV and
the 4D-PTV techniques. However, most of the images are in fact processed with the
latter technique and this allows a considerable saving of time.

The output of the above process consists of the particle tracks. The velocity data
processing is aimed at estimating the instantaneous velocity fields from the particle
trajectories. This implies estimation of the particle velocities and interpolation of
the latter onto a structured grid. The particle velocity at a certain time instant is
the slope of the particle trajectory at the same instant and is generally calculated
with discrete derivative schemes. In doing this, small errors in the position of the
particle result in large errors in the velocity and therefore temporal filters are typically
employed to increase the accuracy of the velocity measurements. In the present
experiments, a quadratic polynomial fitting based on a kernel of 5 time positions
of the particles was used to calculate velocities. The employed kernel, with the
current sampling frequency, corresponds to a time interval of 0.66s, which is smaller
than the Kolmogorov time scale 7, for the non-rotating case investigated here. The
latter is 7, = /v/e, with ¢, the kinetic energy dissipation that can be estimated via
the exact relationship ¢, = v3L~*(Nu — 1) RaPr™ 2. In the operating conditions of
the non-rotating experiment presented below, Nu is calculated from the numerical
simulations and, being the remaining parameters known, 7, is estimated to be about
1.8 s. Note however that the employed relationship holds for the case of a cylinder
with adiabatic sidewall. Moreover, although we have sufficient temporal resolution to
filter trajectories without smoothing high frequencies, the spatial resolution is not so
high to resolve dissipation. In fact, using the same relationship above, the Kolmogorov
length scale 7, = (v®/¢)/* is found to be 1.4 mm. In the experiments, with a seeding
density of about 0.04 ppp, only 65,000 particles (with trajectories longer than 5
sampling times) are reconstructed in the measurement volume. Supposing that these
particles are uniformly distributed over the cylinder interior, in a volume of 3 this
corresponds to a number of particles of 0.275. However, the following analysis is
focused mainly on the behavior of the coherent structures of the RB convection
rather than that of the small-scale turbulent fluctuations; in this regard, the spatial
resolution of the current measurements is enough to capture the main features of
the flow dynamics.

As concerns the interpolation of the particle velocities onto a structured grid
(i.e., transformation from a Lagrangian reference frame to an Eulerian one) different
approaches are possible, among which are collocation methods, inverse distance
weighting average and interpolation based on least-squares polynomial fitting of
local data. In the current investigation, only the latter method is used. In the present
implementation, a structured (Cartesian or cylindrical) grid is chosen within the
measurement volume; for each point of the grid, particles falling within a fixed
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search radius are identified and the velocities of such particles are used to determine
a local polynomial fitting function which is then evaluated at the location of the grid
point. Moreover, to reduce the effects of the ghost particles on the determination
of the velocity field, only particles with trajectories longer than a fixed number of
time instants are used in the above procedure. For the present experiments, we use a
search radius of 30 voxels (about 2 mm) and a second-order polynomial function for
the fit and employ only particles with trajectories longer than 7 time instants.

3.1.5. Experimental parameter settings

HE current work presents the results of the T-PIV measurements of RB convec-

tion in one specific non-rotating configuration and two rotating configurations
differing for the value of Ro. The experimental parameter settings for such cases are
summarized in Table 3.1.

Table 3.1: Experimental parameter settings.

parameter value wunit
(non-rotating; rotating)

Cylindrical material Plexiglas (PMMA)

sample height, L 148 mm
diameter, D 74  mm
sidewall thickness, t 3 mm
sidewall density, ps 1190  kg/m?
sidewall specific heat, Cj, 1470  J/(kgK)
sidewall thermal 0.19 W/(mK)
conductivity, ks
bottom temperature, T} 20; 26 °C
top temperature, T 15;21 °C
tank temperature (sidewall 17.35;23.5 °C
external side), T

Fluid type water, liquid
average temperature, 1;, 17.5;23.5 °C
density, ps 998.8; 997.5  kg/m?
specific heat, Cy 4183.5; 4180 J/(kgK)
thermal conductivity, 0.593; 0.604 W/(mK)
kinematic viscosity, v 1.08 x 107%;0.924 x 107 m?/s
thermal diffusivity, o 1.42x1077;1.45 x 1077 m?/s
thermal expansion 1.79 x 107%; 242 x 107*  °C™!
coefficient, 8

Seeding type orange fluorescent

particles polyethylene
diameter, dp, 58 upm
density, p, 1000  kg/m?

relaxation time, 7,
Stokes number’, St,,
Reynolds number’, Re,

1.73 x 1074; 2.02 x 1074
422 x 107%; 5.73 x 1075
1.93; 2.62
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Archimedes number, Ar,

1.12 x 107%; 3.12 x 1074

buoyancy Archimedes 4.08 x 107°; 7.50 x 107°
number’, Ar/,
Laser type Nd:YAG, dual cavity
maximum pulse power 200 mJ
Cameras type sCMOS, 5.5 megapixel
employed sensor area 2480 x 1280  pixel
pixel size 6.5x 6.5 um
Imaging lens focal length, f 28 mm
lens aperture, fy 22
view angles —60,—-20,20,60 °
digital resolution 14; 15  pixel/mm
size of reconstructed 148 x 80 x 80 mm
volume 2072 x 1120 x 1120;  pixel
2200 x 1200 x 1120
Seeding particle per pixel, ppp 0.04; 0.03  pixel ™2
concentration mean particle spacing 24; 32 voxel
Acquisition sampling frequency 7.5 Hz
duration 4  hours
~ 3500; =~ 4080 77 = L/uo
# of acquired snapshots 108,000
Analysis size of interrogation 60; 90  voxel
volumes for interp. 29x107%40x107% L
final grid resolution 69 x 69 x 99
(Ny X Ny X Ng)
Rotation rate, €2 0; 30,75 °/s
stability (s.t.d.) 0.5 %0
Dimensionless aspect ratio, I' 0.5
parameters Rayleigh number, Ra 1.86 x 10%; 2.86 x 10%
Prandtl number, Pr 7.6; 6.4
Rossby number, Ro 00; 0.25, 0.1

Froude number, Fr 0; 1.03 x 1073, 6.46 x 1073

“ based on free-fall velocity ug.
T calculated from equation (2.6) with § = 0.5.

3.2. Numerical method and procedure

HE numerical study of RB convection is carried out by solving the three-

dimensional Navier-Stokes equations within the Boussinesq approximation, i.e.
equations (1.11)-(1.13) presented in section 1.2.2. In these simulations, the presence
of a physical sidewall is included. This implies solving the heat equation also in the
domain constituted by the solid wall. Thus, we solve the following non-dimensional
equations [112]:
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where (pC)); and (pC)), are the heat capacity of the fluid and the sidewall and «
and «; are the thermal conductivity of the fluid and the sidewall, respectively. The
adopted scaling is the free-fall one (L and A are the length and temperature scales,
while the velocity scale is the free-fall velocity ug) and the centrifugal forces due to
buoyancy have been neglected (Fr = 0). Note that p is a reduced pressure separated
from its hydrostatic contribution, but containing the centripetal contributions.

Equations (3.1-3.3) are solved in cylindrical coordinates; all the details about
the numerical procedure are available in [57, 181, 182]. Equations (3.1-3.2) are
solved over the fluid volume, i.e. for 0 < 2 < 1,0<r <T/2and 0 < ¢ < 2m,
while equation (3.3) is solved the overall domain, consisting of both the fluid and
the sidewall, i.e. for 0 < z < 1,0 <r < T +t¢;/L and 0 < ¢ < 2w, with ¢
being the thickness of the sidewall. No-slip condition is imposed at all the solid
walls of the fluid domain, while constant temperature boundary condition is used
at the bottom and top plates. Since the temperature field is solved on the whole
domain no temperature boundary condition is required at the fluid/sidewall interface.
Instead, a temperature boundary condition is imposed at the external side of the
cylinder wall; in particular, here it is possible to assign both constant temperature
and adiabatic condition. In all the simulations performed in the present thesis, we
use the constant temperature condition. Temperature of the external side of the
sidewall is considered uniform over the whole surface and its value is denoted by T,
(or 4. in non-dimensional terms).

In the simulations, it is supposed that the bottom and the top thermal sources
extend below and above the sidewall. This geometry is consistent with the connection
between the sidewall and the heat exchanger in the present setup, but not with that
between the sidewall and the bottom copper insert (see figure 3.3b).

The employed computational grid is the same for all the simulations reported in
this thesis and consists of 257 x 97 x 385 nodes in the azimuthal, radial and axial
directions, respectively. Nodes are clustered near the wall, where kinematic and
thermal boundary layers are formed. The number of nodes was chosen based on
the resolution criteria of Stevens et al. [183] for a fully resolved DNS and that of
Shishkina et al. [184] for the minimal number of nodes that should be placed inside
the boundary layers. 12 nodes are placed inside the sidewall.

For all the investigated cases, the flow is simulated for at least 300 dimensionless
time units to make sure to have reached the statistically stationary state and all
transient effects are washed out, then data is collected for at least 1,000 additional
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dimensionless time units (and in some cases even for 4,000 dimensionless time units)

so that the statistical convergence could be verified.

Calculations are carried out on SURFSara Cartesius supercomputer located in
Amsterdam using 32 cores for each run. The numerical parameter settings for the
various simulations of the present work are reported in Table 3.2.

Table 3.2: Numerical parameter settings.

parameter

value
(non-rotating; rotating)

Computational grid

Statistical
information

Boundary conditions

Initial condition

Dimensionless
parameters

Sidewall properties

azimuthal distribution type
radial distribution type
axial distribution type
number of nodes

(N, X Ny X Ng)

time step

run duration

averaging time
velocity on the plates and
sidewall external side

temperature at
the bottom plate, 6,

temperature at the top plate, 6,
temperature at the external side
of the sidewall, 6.

velocity

temperature

aspect ratio, I'
Rayleigh number, Ra
Prandtl number, Pr

Rossby number, Ro

Froude number, Fr
thickness, ¢s/L

density, ps/ps
specific heat, Cp /Cp
thermal conductivity, xs/x s

uniform
Chebyshev
Chebyshev

257 x 97 x 385

variable, max.= 0.01
1,300-4,300 time units

1,000-4,000 time units
no-slip

0 (uniform)

1 (uniform)
0.48; 0.5 (uniform)

fluid at rest

pure conductive steady
distribution + sine perturbation

0.5

1.86 x 108

7.6

00; 1, 0.5, 0.25, 0.15,
0.1, 0.075, 0.05

0

0.020270
1.1915
0.41866
0.32031
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Camera calibration model for imaging
through a cylinder

4.1. Introduction

HIS chapter presents a novel camera calibration model designed to account for

the optical deformation of the image caused by the cylinder sidewall.

Such a distortion is related to a twofold refraction of the optical rays passing
through the cylindrical wall, as shown in figures 4.1a: a first refraction occurring at
the external surface of the wall and a second one occurring at its internal surface.
Both the refractions follow Snell’s law (figure 4.1b):

n; sin; = n, sin 9, “4.1)

where n; and n,. are the refractive indexes of the medium transmitting the incident
ray and the medium transmitting the refracted ray, respectively, while #; and ¥, are
the angles between the normal of the interface and the incident and refracted rays.
Equation (4.1) shows that the deviation of the optical ray depends essentially on
the ratio ¢ = n;/n, between the refractive indexes of the two optical media and the
incident angle ¥,. In particular, the incident ray normal to the external wall of the
cylinder (¢; = 0) does not undergo deviation, while the remaining rays are diverted
from their original directions.

It is worth noting that although Snell’s law is typically formulated for light rays,
it applies to LOSs as well by virtue of the principle of optical reciprocity. In other
words, it is possible to imagine that the optical rays drawn in figures 4.1a are either
the light rays emerging from a point source or the LOSs starting from the optical
center of an imaging system placed outside the cylinder. For the discussion to follow,
we are interested in the latter case.

The situation depicted in figures 4.1a is similar to the case of a Plexiglas wall
submerged in water (case under investigation), that is to say the optical media
outside and inside the cylinder are identical and their refractive index is lower than
that of the cylindrical wall. This results in an opposite deviation of the LOSs at the
external and the internal side of the sidewall; more specifically, the deviation at the

53



=)

distorted ray  distortion A

oncoming ray

ng interface

undistorted ray Ny

(2) (b)

Figure 4.1: Schematic representation of the distortion of the optical rays through the cylinder sidewall: (a)
view in the direction of the cylinder axis; (b) local refraction of the incident ray at the interface between
the fluid and the wall.

external side results in a decrease of the angle between the LOS and the surface
normal (¥, < 19;), whereas the deviation at the internal side leads to an increase of
this angle (9, > ¥J;). It is then evident that the distortion evaluated as distance of a
point on the distorted ray from the extension of the incident ray is strongly variable
with the position inside the cylinder and generally larger in the regions adjacent to
the wall.

The above-discussed problem is relevant to a broad range of optical investigations
on fluid flows inside cylinders, among which, apart from RB convection, are the wall-
bounded turbulence in pipes [185, 186], the in-cylinder flows of internal combustion
and diesel engines [187, 188] and the Taylor-Couette flow [189, 190]. In these cases,
the most common solution adopted to reduce the effect of the cylindrical deformation
is based on refractive index matching techniques. These imply an appropriate design
of the experimental facility since the cylinder has to be inserted in a box filled
with the index-matching fluid (see for instance [95, 191]) or, alternatively, optical
prisms filled with this fluid have to be attached directly to the cylinder sidewall (as
in [116]). However, in most situations, the optical deformation is not completely
removed since the internal fluid is required to have specific physical properties and it
is not possible to achieve a perfect matching between its refractive index and that of
the cylindrical wall. In such a way, only the deviation of the LOSs at the external side
of the cylindrical wall is obviated, while that occurring at the internal side remains.
Obviously, the larger the curvature (i.e., the smaller the internal radius), the greater
the latter deviation.

In T-PIV applications, the deformation caused by the cylinder sidewall plays a fun-
damental role in the tomographic reconstruction step. As a matter of fact, the camera
calibration model has to account for it to accurately describe the correspondence
between the 3D world coordinates and the 2D image ones. As mentioned in section
2.4, the most common camera models are the Tsai-Heikkila pinhole camera model
and the polynomial functions. The former has the advantage of being very simple
and consisting of a small number of calibration parameters, but on the downside,
it does not include the effects of distortions along the LOSs (some corrections are
indeed introduced in the model to account for distortions in the direction normal
to the LOSs). The cylindrical deformation is among these kinds of distortion and,
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therefore, the pinhole camera model cannot be applied to precisely map the inner
volume of a transparent cylinder without any modification. Conversely, polynomial
mapping functions work in principle as a Taylor series expansion and can describe
any sufficiently smooth correspondence between the 3D world and the 2D image
coordinates, accounting for effects like optical misalignment, thermal deformation
and refraction by optical windows or fluid interfaces. The main downside of the
polynomial models is that they require a very high number of constants when large
volumes are mapped or moderate to strong distortions are present in the field of view.
This results in very high-degree polynomials that can introduce local oscillations
leading to high reconstruction errors. Alternatively, piecewise polynomial interpolat-
ing functions (as the multi-plane polynomial model, see section 2.4) may be used,
but this increases the complexity of the model and the computational burden related
to the operations of inverse mapping (from 2D images to 3D world).

In this work, an innovative camera calibration model is introduced to overcome
the limits of both the pinhole camera model and the polynomial models. Such a
model relies on the pinhole camera model and preserves its simplicity by integration
of Snell’s laws to model the refraction of the optical rays at the external and internal
surfaces of the cylindrical wall. Making use of the perspective and refraction laws,
the mapping function consists of a relatively small number of parameters and all of
these parameters have a clear geometrical or physical meaning. This model offers the
additional advantage of allowing a calibration procedure that does not require the
sweeping of a target in the cylinder interior. This feature is of paramount importance
because of the inaccessibility of the inner volume of the convection cell in the present
experimental apparatus.

In the following, firstly the pinhole camera model is briefly introduced and its
limits in mapping the inner volume of the cylindrical sample are discussed, secondly,
the novel model is presented, then an effective calibration procedure is outlined.
Finally, the novel model is comparatively assessed against other polynomial models
by using experimental data.

4.2. Pinhole camera model

4.2.1. Definition of the model

T HE pinhole camera model is based on a pure perspective projection model. An
ideal pinhole camera is characterized by a point aperture that focuses the light
rays from the field of view without the aid of lenses; these rays form an inverted
image of the scene on a photographic film or a digital sensor placed behind the
aperture (which is the center of projection). Pinhole cameras are not suitable for
imaging in low light conditions or recording of fast moving objects due to their very
small aperture. Therefore, digital cameras typically feature sufficiently large aperture
and use spherical lenses to focus light without blurring. Similarly to a pinhole, the
imaging of a high quality lens can be still described by a perspective projection model,
as that shown in figure 4.2 (here, the lens is not represented for clearness). However,
the imperfections of the lens introduce some distortions (greater at the edges of the
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Figure 4.2: Pure perspective projection model.

lens itself) that have to be appropriately included in the camera model.

Referring to figure 4.2, it is possible to identify three different reference frames:
the world reference frame Oxyz, the image reference frame O’ XY and the camera
reference frame Cz.y.z.. C is the center of the projection (pinhole or lens focus)
and the x.- and y.-axes are chosen to be parallel to the X- and Y-axes for simplicity,
whereas the z.-axis (principal axis) is normal to the image plane. The intersection C”
of the principal axis with the image plane (orthogonal projection of C on the image
plane) is named principal point and its coordinates in the image reference frame are
[Xo, Yp]T. The distance C'C’ is the focal length and is denoted with f. The LOS of
the object point P is the line C'P and its intersection with the image plane is the
image point P’. The orthogonal projection of P on the principal axis is indicated
with Q.

The perspective transformation is simply given by:

P-C  P-Q
fooole-C

4.2)

the projections of which along the z.- and y.-axes yield:
X . i T X()
=B =

where [X, Y]T are the image coordinates of P’ (in physical units) and [z, y., zc]"

56 CHAPTER 4. Camera calibration model for imaging through a cylinder



are the coordinates of P in the camera reference frame. The latter are related to the
world coordinates of P by the geometric transformation:

T x T
yve| Rt |yl _m |y
ze| {O 1} z| T z (4.4)
1 1 1

with R being a rotation matrix defined by three Euler angles ¢, 6 and ¢ and t =
[tz, ty, t.]T the translation of the origins between the camera frame and the world
frame.

Ultimately, in homogeneous coordinates the projection transformation from the
3D world coordinates to the 2D image ones can be written as:

X

c|Y| =KT (4.5)

— N 8

where c is a scaling constant and K is the perspective projection matrix given by:

Xf/dpix 0 Xo O
K= 0 f/dpix Yo O]. (4.6)
0 0 1 0

In equations (4.5-4.6), the image coordinates are now expressed in pixel units, dpix is
the pixel size in the Y-direction and x is the ratio of this size to the pixel size along
the X -direction and has been introduced to account for the image stretching due to
a rectangular shape of the sensor pixels. The parameters ¢,, t,, t., ¢, 0, ¢ are called
the extrinsic parameters of the pinhole camera model, while f, Xy, Yo, x, dpix are
the so-called intrinsic parameters.

As previously mentioned, the pinhole camera model includes some corrections
to account for unavoidable distortions affecting the imaging system. A first source
of distortion is the non-orthogonality of the camera sensor that is corrected by
multiplying the matrix K by the matrix:

146y ba 0
B= ba 1-b6; 0]. 4.7)
0 0 1

where b; and by are the so-called linear distortion coefficients. Such a correction is
explicit in the sense that it does not depend on the position of the image points and is
simply obtained by linearly combining the undistorted image coordinates. Secondly,
distortions are caused by the imperfections of the lenses used to focus the light.
Following Weng et al. [192] it is possible to identify three main types of geometrical
lens distortions, namely the radial distortions, the decentering distortions and the
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thin prism distortions. Each of this type of distortion depends on the position of the
image point and the resulting total distortion is given by:

SX(X,Y) = X(kir® 4 kor®) + pi(r? +2X2%) + 202 XY + 517%  (4.8)
SY(X,Y) = Y(kir? + kor®) +2p1 XY +po(r? +2Y2) + 5072 (4.9)

where k1, ko are the coefficients for the radial distortions, p;, p» those for the decen-
tering distortions and si, so those for the thin-prism deformation. Note that terms of
order greater than the second have been retained only for radial distortions (terms
weighted by the coefficient k;). Moreover, the thin prism distortion is commonly
neglected [150]. Therefore, the inclusion of a distortion model adds six intrinsic
parameters (b1, bo, k1, ko, p1, p2), for a total of 17 parameters.

It is worth noting that the image position correction given by terms in equations
(4.8-4.9) is implicit (i.e., dependent on the same image position) since the corrected
correspondence between the 3D world coordinates and the 2D image coordinates is:

X +6X(X,Y)
¢|Y +6Y(X,Y)| = BKT
1

(4.10)

— N 8

From equation (4.10), starting from the 3D world coordinates [z, y, z|T the im-
age coordinates [X, YT can be determined iteratively by non-linear least squares
optimization algorithms. Since this procedure is computationally expensive and
distortions are typically very small, in most situations an explicit image correction is
indeed applied. Therefore, first the pair of ideal undistorted coordinates [X;, Y;]T
is determined from equation (4.5), then the correction for the image distortions
is calculated by using such coordinates as [0 X (X;,Y;), §Y (X;,Y;)]! and finally the
corrected, distorted coordinates are obtained as [X; — 60X (X;,Y;), V; — Y (X;, Y;)].
The pinhole camera model used in the present work relies always on explicit image
correction for the lens distortions.

4.2.2. Limits of the pinhole approximation

HE two basic assumptions of the pinhole camera model are that the LOSs are
T straight lines and these lines converge in a unique point, the center of projection.
When one of these two conditions does not hold, the model is no longer suitable for
describing the correspondence between the 3D world and the 2D image coordinates.
In the present experimental apparatus, there are basically three factors that can
compromise the applicability of the pinhole camera model:

1. the local variations of the refractive index of the convective fluid with tempera-
ture, that might cause curvature of the LOSs;

2. the distortion of the LOSs through the Plexiglas windows of the tank, i.e. the
refraction experienced by the optical rays passing from air to Plexiglas and
from Plexiglas to water;
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Figure 4.3: Deviation of optical rays through a plane wall of finite thickness: (a) example corresponding to
the case of a Plexiglas wall separating air and water (the focal point is in air); (b) sketch of the geometry
of refraction at both interfaces.

3. the optical deformation caused by the cylinder sidewall, as diffusely discussed
above.

In order to asses the importance of the first effect, we use a procedure similar to
that of Ni et al. [116]: a calibration target is placed behind the cylinder (it is not
possible to place it inside the cell) and the displacement of the control points over
the time is evaluated. The rms value of such displacements in the image plane is
estimated to be lower than 0.01 pixel (which is significantly below the search radius
used in the triangulation for IPR) and this confirms that the effects of the temperature
gradients can be neglected from the viewpoint of the identification of the cameras’
mapping functions. Furthermore, since a temporal filter (see section 3.1.4) is used to
estimate the particle positions, velocities and accelerations, these effects are expected
to affect to no extent the accuracy in the estimation of the dynamic quantities of the
flow, as shown by the analysis of Ni et al. [116].

As concerns the second effect, figure 4.3a shows the distortion of the optical rays
passing through a plane wall of finite thickness made of Plexiglas and separating air
from water. The deviation of the rays has been calculated numerically by applying
Snell’s law and assuming refractive index of air, Plexiglas and water respectively
equal to 1, 1.49 and 1.33. It is possible to note that the extensions of the refracted
rays (blue transparent lines) almost converge in a virtual focus, placed at a distance
from the wall greater than that of the actual focus. This property can be readily
demonstrated analytically. For this purpose, consider figure 4.3b. Here, the actual
focus is denoted with C and its distance from the interface between the media 1
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and 2 is indicated with d; C represents the intersection of the extension of the
twice-refracted ray (i.e., the ray propagating in the medium 3) with the z.-axis.
Each ray can be identified by the distance of its intersection point with the interface
1-2 from the z.-axis, which is denoted with y;. To prove that all the extensions of
the refracted rays converge in the point C it is sufficient to demonstrate that d’ is
independent of y;. If it is supposed that d > y;, than also d’ >> y; and the following
relationships hold:

Y1 Y1
d = —=~=— A1
tan191 191 (4 )

Y1 Y1
d = - 12
tan193 193 (4 )

From the above equations it follows that:

Uy

/

=d— 1
d dﬁ3 (4.13)

while the application of Snell’s law to the refraction at the interfaces 1-2 and 2-3, by
virtue of the smallness of the angles ;, ¢ and 93, gives:

n1 191 = N2 192 = N3 193. (414)
Combining equations (4.13-4.14) finally yields:

d=d %‘Z’ —doi_s3 (4.15)

and this proves that d’ does depend only on the distance d of the actual focus from
the external side of the plane wall and the ratio g; _3 of the refractive indexes of the
media separated by the wall. Interestingly, the location of the virtual focus depends
neither on the material constituting the wall (i.e., the refractive index ny) nor the
wall thickness t,,.

The existence of a virtual focus for the refracted rays means that the pinhole-
camera model can be employed to map the region 3 of figure 4.3b, although by
adopting as center of projection the virtual focus C instead of the actual focus C.
Nevertheless, such an approximation holds provided that the angles of the optical rays
to the window normal are sufficiently small. In fact, the refracted rays corresponding
to incident rays characterized by large ¥J; do not converge in the virtual focus C.
However, the deviation of these rays from C remains sufficiently small even when
the approximation 1#; ~ tan; = sin1}; does not hold and this deviation is partially
compensated by the radial distortion model. In the present experiments, the camera
sensor is nearly parallel to the Plexiglas window between air and water and only
a small portion of the latter is used to image the field behind; despite the short
focal length of the camera lenses, the maximum value of the angle between the LOS
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Figure 4.4: Deviation of optical rays through a cylindrical wall of finite thickness (case of a Plexiglas wall
submerged in water).

and the window normal is estimated to be 6° which is small enough for the above
approximation to hold.

The inadequacy of the pinhole camera model in mapping the cylinder interior
is evident in figure 4.4. In fact, differently from the case of the plane wall, the
extensions of the twice-refracted rays do not merge in a virtual focus. In particular,
the rays intersecting the lateral parts of the cylinder undergo stronger deviations and
diverge significantly from the remaining rays. This also elucidates that the cylindrical
distortion is more severe in the regions adjacent to the cylinder wall. In conclusion,
a modification of the pinhole camera model is needed to map accurately the cylinder
interior.

4.3. Pinhole camera model with refraction correction
for imaging through a cylinder

T HE optical distortion caused by the cylinder sidewall can be included in the
pinhole camera model by using Snell’s law to model the refractions of the LOSs
at both sides of the sidewall itself. The corresponding imaging model is represented
in figure 4.5. The main difference from the model in figure 4.2 is the addition of
an optical cylindrical element of internal radius r; and thickness Ar. G&n( is a
reference frame attached to the cylinder with the £-axis coincident with the cylinder
axis. Due to the axisymmetry, the »- and (- axes can be chosen arbitrarily. Moreover,
for the discussion to follow, it is assumed that the cylinder extends infinitely along
the ¢-direction. If the following treatment can be applied in principle also to the case
of a finite-height cylinder, the assumption of an infinite cylinder, which is always
acceptable when interested in mapping only the cylinder interior, greatly reduces the
computational burden. In the case of an infinite cylinder, also the location of G can
be chosen in an arbitrary way, provided that it lies on the cylinder axis.

With the above assumptions, the location and orientation of the cylinder with
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Figure 4.5: Perspective projection model with inclusion of a cylindrical optical element.

respect to the world reference frame are identified by only four parameters, namely
two translations and two Euler angles. This can be readily understood by considering
the transformation from the cylinder reference frame to the world reference frame
shown in figure 4.6. Such a transformation is obtained by three consecutive rotations
ve, Be and «a. about the &-, n- and (-axes respectively and the origin translations
o, Mo and ¢y about the same directions. Due to the axisymmetry, 7. can be chosen
arbitrarily, as well as £y can be assigned any value by virtue of the infinite height of
the cylinder. Obviously, the simplest choices are v. = 0 and & = 0. In such a way,
the coordinate transformation between the two reference frames is:

I3 cos(a.)  sin(ac) cos(Be.) 0 sin(B.)| [= 0

0
n| = |—sin(a.) cos(ae) 0 0 1 0 yl + [70 (4.16)
¢ 0 0 1

—sin(B:) 0 cos(B.)| |2 o

Figure 4.6: Geometric transformation from the cylinder reference frame G&n¢ to the world reference
frame Oxyz: rotations about (a) the £-axis, (b) the n-axis and (c) the ¢-axis and (d) origin translation.
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Figure 4.7: Definition of the cylindrical deformation. Distortion is exaggerated for clarity.

from which it is evident that the relative position and orientation of the cylinder
depends only on four parameters (a., (¢, 10, (o). These parameters are called the
cylinder extrinsic parameters.

As concerns the cylinder geometry, it is identified uniquely by the internal radius
r; and the thickness Ar (when assuming an infinite height). These parameters, along
with the extrinsic parameters, contribute to identify the three-dimensional position
of the internal and external surfaces of the cylindrical element, which represent the
interfaces external fluid/sidewall and sidewall/internal fluid. The refraction of the
LOSs occurring at each of these interfaces depends, as shown by equation (4.1),
also on the ratio of the refractive indexes of the two confining material media. We
indicate this ratio with g, for the external surface and p, for the internal surface.
In the present experiments, o, = 1/p;. The parameters r;, Ar, g. and g; are the
so-called cylinder intrinsic parameters.

Let us now give an unambiguous definition of the cylindrical distortion. For
this purpose, we refer to figure 4.7, where it has been supposed that the (-axis is
coincident with the line connecting the projection center C and the origin G of the
cylinder reference frame. Note that in figure 4.7 the distortion is represented in a
view parallel to the cylinder axis and, since in general the image plane is not parallel
to the cylinder axis, its projection onto this view is a parallelogram. The figure shows
that (neglecting lens distortions) the point P is imaged along the LOS PEDBC and
its image is the point P’. Without the cylinder, P would be imaged along the line
PC and its image would be the point P, while the LOS corresponding to the point
P’ would be the line AC. The image distortion caused by the cylinder is given by the
vector P’ — P. Once determined such a distortion, the image point P in absence of
the cylinder can be computed by applying the classical pinhole camera model (see
4.2) and then the actual image point P’ is obtained simply by adding the distortion
itself.

It is now noted that the determination of the image distortion P’ — P is possible
only in an implicit way. In fact, given the image point P’, the LOS AC is identified
and it is immediate to determine the distorted LOS PEDBC by using Snell’s law.
This implies:

1. determining the intersection B between the line AC and the external surface
of the cylinder;
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2. applying Snell’s law to determine the deviation of the LOS BC' through the
interface external ambient/sidewall;

3. determining the intersection D between the distorted LOS propagating through
the sidewall and the internal surface of the cylinder;

4. applying Snell’s law to determine the new deviation of the LOS DB through
the interface sidewall/cylinder interior.

Conversely, given the object point P, the LOS PEDBC is not immediately
identified. In this case, the problem is finding among the infinite rays that start from
P the one that reaches the projection center C. Obviously, by virtue of the principle
of the optical reciprocity, this is equivalent to find among the infinite rays that start
from C the one that reaches the object point P. We approach the problem from this
second point of view.

By focusing on the LOS AC in figure 4.7, we can define a ray distortion as the
distance of the point A from the distorted LOS PEDBC. If the easiest way to
measure this distance is in the plane normal to one of the two LOSs, in principle
it is possible to measure it in any plane except that parallel to the distorted LOS.
For instance, the vectors F — A, P — A and F' — A are all representative of the LOS
deviation and can be assumed as ray distortion indifferently. In the present case, the
ray distortion is evaluated in the plane passing through A and normal to the (-axis;
therefore, it is coincident with the vector P — A. We denote such a distortion with
the symbol 6. P.

Therefore, given the point A, it is possible to determine the distorted LOS
PEDBC similarly to the case when the image point P’ is assigned, as above ex-
plained, calculate the ray distortion §.P and then the “distorted” position P as:

P=A+6P(A). (4.17)

Vice versa, given the object point P, an iterative procedure has to be applied to
determine the position A from equation (4.17). In particular, we use a Newton-
Raphson method starting from the initial guess A = P, which corresponds to the
case of zero distortion. Once determined A, the image point P’ is readily obtained
by applying the classical pinhole camera model.

In short, the above described model is based on straightening the LOSs of the
points imaged through the cylinder. This is done by subtracting the cylindrical
ray distortion from the position of the object points and subsequently applying the
perspective projection transformation. The determination of the ray distortion is
performed in the cylinder reference frame: in such a way it is possible to reduce the
computational burden since both the intersections line/cylindrical surface and the
application of Snell’s law are cheaper when the cylinder axis coincides with one of
the coordinate directions. To sum up, the application of the model consists of the
following steps:

1. the coordinates of the object point P are transformed from the world reference
frame to the cylinder reference frame via the direct transformation (4.16);
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2. the point A on the undistorted LOS is determined by solving equation (4.17)
iteratively via a Newton-Raphson method with initial guess A = P;

3. the coordinates of A are transformed back to the world reference frame via the
inverse transformation (4.16);

4. the image point P’ is obtained by applying the perspective projection transfor-
mation with corrections for distortion (4.10) of the classical pinhole camera
model to the point A.

Although the above treatment has focused on the projection of points inside the
cylinder, the present model can be applied to map the whole region surrounding the
cylinder sidewall. In fact, the points that are not imaged through the cylinder are
characterized by a zero ray distortion (6.P(A) = 0) and therefore consistent with
the model. For the points behind the cylinder, the ray distortion can be computed by
determining the deviation of the LOSs through the sidewall both when entering and
when exiting the cylinder. This implies a distinction between different possible cases,
since some LOSs can intersect the external side of the cylinder but not the internal
one and exit from the cylinder propagating entirely through the sidewall. In principle,
also the points falling inside the sidewall can be mapped by the model. Nevertheless,
it should be noted that some LOSs intersecting the external surface undergo total
internal reflection and following their path may become very complicate. In such a
case, the ray distortion is assigned a value equal to zero; this ensures that in the step
2 of the application of the model, the iterative procedure converge to the solution
at the first iteration. Although this results in the projection of a point that is not
actually visible, it does not represent a problem since the interior of the sidewall is
generally not imaged. On the other side, imaging of the points behind the cylinder is
used in the calibration of the camera system as explained in the next section.

4.4. Calibration procedure

HE camera calibration based on the pinhole camera model with the refrac-

tion correction for imaging through a cylinder consists essentially of two steps:
identification of the pinhole-camera parameters and identification of the cylinder
parameters. If possible, it is convenient to perform these two steps separately in order
to facilitate the convergence of the optimization algorithms used for the estimation
of the same parameters.

The pinhole-camera parameters can be determined via a classical target-based
calibration, as shown in Figure 4.8a. The target is swept through the measurement
volume along its normal direction in absence of the cylinder and its images at different
depths are recorded by all the cameras. From the analysis of such images, it is possible
to determine the pinhole-camera parameters for each camera with a procedure
similar to [150]. Such a procedure consists of two steps: first, the parameters of
the perspective projection transformation and the linear distortion b; and b, are
estimated using a direct linear transformation (DLT), then iterative methods are
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Figure 4.8: Camera calibration procedure: (a) identification of the pinhole-camera parameters via
target-based calibration; (b) identification of the cylinder parameters; (c) volume self-calibration.

used to solve the full pinhole camera model with lens distortion corrections using
the parameters from the DLT method as the initial values for the optimization. To
improve the accuracy in the determination of the pinhole-camera parameters, a
volume self-calibration can be performed still in absence of the cylinder.

Once determined the pinhole-camera parameters, the cylinder parameters can be
identified by placing the cylinder in situ and recording and analyzing images of the
calibration target distorted by its sidewall. This is done in principle by inserting the
calibration plate inside the cylinder, placing it in several known positions within the
cylinder inner volume. In the present experiments, it is not possible to operate in
such a way since the cylinder is attached to the heater exchanger at its top and, thus,
its interior is not accessible when it is placed in situ. As an alternative, the calibration
target is placed in a known position behind the cylinder, at a small distance from
the sidewall in such a way that a sufficient number of markers is in focus in that
position (see figure 4.8b). Figure 4.9 reports the images of the calibration plate
recorded by one of the four cameras employed in the same position with and without
the cylinder placed in situ in front of the camera. From the comparison of these
two images, it is possible to determine for each object point in the field of view of
the camera (in absence of the cylinder) the image distortion caused by the cylinder
sidewall. Indeed, the cylinder parameters are determined via nonlinear least-squares
optimization starting from the known 3D world position of the markers and their
2D locations detected in the distorted image. This optimization is performed in a
combined way for all the cameras of the imaging system and thus a unique set of
optimal cylinder parameters for all the cameras is found, keeping the pinhole-camera
parameters unchanged.

The initial values of the cylinder parameters can be easily assigned when the geo-
metrical and physical properties of the cylindrical sample are known (or measured)
and the relative location and orientation of the world reference frame with respect to
the cylinder reference frame are correctly estimated. Obviously, the best practice is
to choose a world reference frame such that the extrinsic cylinder parameters (o, S,
Mo, Co) are small, in such a way that their initial values can be set to zero. As concerns
the intrinsic parameters, the internal radius and the thickness of the cylinder sidewall
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Figure 4.9: Image of the calibration plate (a) without the cylinder and (b) with the cylinder in situ.

can be measured, whereas the value of the refractive index ratios can be inferred
from databases once the material constituting the sidewall and the working fluid are
known. It is interesting to note that uncertainty on the latter parameters does not
play a fundamental role, as proved by some tests performed both numerically and
experimentally showing that convergence is obtained also starting from values of o,
and p; different by 90% from their optimized ones.

The last step of the calibration procedure consists in a volume self-calibration
(figure 4.8c), where all the parameters of the model, both the pinhole-camera ones
and the cylinder ones, are optimized simultaneously.

It is worth noting that the above procedure is effective when it is possible to
place the cylinder in situ after the calibration of the pinhole-camera parameters.
Otherwise, the estimation of the calibration parameters can be considerably hard,
since the non-linearity of the model implies, as above explained, use of iterative
methods, the convergence of which strongly depends on the initial guess values.
While the cylinder parameters can be readily estimated, some of the pinhole camera
parameters might be difficult to guess (for instance, consider that the actual focal
length f depends on both the lens employed and the presence of optical windows or
lens filters). In the latter case, a feasible approach might be the following one. The
cylinder interior has to be swept by a calibration plate, which should be designed
appropriately to cover regions adjacent to the cylinder sidewall. As a first step, the
pinhole-camera parameters can be estimated by using the control points affected by
the smallest cylindrical ray distortions. For this purpose, it is possible to neglect the
cylindrical distortion and use the DLT for estimation of the perspective projection
parameters and then determine the distortion parameters from the full pinhole-
camera model by means of non-linear optimization methods. This procedure is
carried out separately for each camera and provides a fairly good estimation of the
pinhole-camera parameters to be used as initial values for the calibration of the full
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Figure 4.10: Experimental assessment of the novel pinhole-camera model with the refraction correction
for the cylindrical deformation against the classical pinhole camera model. Histograms and scatter plots of
the calibration residual errors. The blue bars and dots correspond to the classical pinhole camera model,
the red ones to the novel model with the refraction correction. Histogram are normalized. Disparity
values are in pixel units.

model with the refraction correction for the cylindrical distortion. The following
step is indeed to optimize both the pinhole-camera parameters and the cylinder ones
using all the control points available. Finally, in the case of PIV applications, a further
refinement of the calibration parameters can be obtained via volume self-calibration.

4.5. Assessment of the novel model

N the present section, the novel camera calibration model is comparatively assessed
I against the classical pinhole camera model (section 4.2) and the polynomial models
(see section 2.4). The comparison is based on the experimental data deriving from
the calibrations performed for the present T-PIV investigation of RB convection.
Figure 4.10 reports a comparison of the distributions of the self-calibration resid-
ual disparities of the classical pinhole camera model and the above-introduced model
for one of the four cameras employed. Such distributions have been obtained using
an identical self-calibration process (in particular, the same number of sub-volumes
where to calculate the disparity errors) and starting from the same pinhole-camera
calibration parameters, which were determined via a target-based calibration. The
initial values of the cylinder parameters for the self-calibration were determined
through the first procedure described in the previous section of this chapter. The
histogram related to the camera model with the refraction correction for the cylin-
drical deformation (red) shows that the most frequent values of the disparity errors
are around 0.08 pixels, while the relative frequency goes to zero at about 0.5 pix-
els. Conversely, the histogram related to the classical pinhole camera model (blue)
exhibits a broader distribution with fairly high values of the relative frequency of
occurrence up to 0.64 pixels. When observing the error distribution in the disparity
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Figure 4.11: Tomographic reconstruction of the light intensity field by means of (a) the classical pinhole
camera model and (b) the model with the refraction correction for the cylindrical deformation. Projection
view along the direction of the cylinder axis.
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Figure 4.12: Averaged profile of the voxel intensity (a) in the zz-plane and (b) in the yz-plane correspond-
ing to the reconstructions of the snapshot in figure 4.11. Blue curves correspond to the reconstruction
based on the classical pinhole camera model, red curves to the model with the refraction correction for
the cylindrical deformation.

plane (scatter plot in the top right part of figure 4.10), it is clear that the greatest
component of the disparity errors is that in the Y-direction, which is roughly normal
to the cylinder axis, as reasonably expected.

Figure 4.11 compares the reconstructions of the light intensity field related to the
same snapshot obtained by means of the two pinhole camera models without and
with the refraction correction for the cylindrical distortion. For such reconstructions,
an SMTE procedure relying on CSMART and SMART algorithms has been used
(corresponding to the first stage of the procedure described in section 3.1.4); the

4.5. Assessment of the novel model 69



2 (mm)

z (mm)

-30 -20 -10 0 10 20 30
y (mm)

Figure 4.13: Reconstructed light intensity field averaged over 500 snapshots by means of (a) the classical
pinhole camera model and (b) the model with the refraction correction for the cylindrical deformation.
Projection view along the direction of the cylinder axis. Colored lines represent the LOSs of the four
different cameras delimiting the region of the reconstructed volume with non-zero light intensity values
in the case of the classical pinhole camera model.
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Figure 4.14: Averaged profile of the voxel intensity (a) in the zz-plane and (b) in the yz-plane correspond-
ing to the time-averaged reconstructions of the snapshots reported in figure 4.13. Blue curves correspond
to the reconstruction based on the classical pinhole camera model, red curves to the model with the
refraction correction for the cylindrical deformation.

presented snapshot is the fifth reconstructed one in the sequence of the snapshots
analyzed. It is remarked that the imaging system consists of four cameras lying in
a plane parallel to the yz-plane and forming angles with the z-axis angles of about
—60°, —20°, 20° and 60°, respectively. As visible in figure 4.11, when using the
pinhole camera model without the correction for the cylindrical deformation, such a
configuration leads to significant losses of light intensity in the reconstructed field
especially in the regions at large distances from the xz-plane. This is evident in
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figure 4.12 where the average profiles of the voxel intensity in the zz-plane and in
the yz-plane corresponding to the snapshot in figure 4.11 are reported. The most
significant differences are found in the y-profile of the laser beam (figure 4.12a): the
profile corresponding to the reconstruction with the classical pinhole camera model
has a maximum at the location of the cylinder axis (y = 0 mm) and decreases almost
linearly moving away from it; on the other side, the profile related to the corrected
model exhibits a nearly uniform distribution over the region covered by the laser
beam. As concerns the z-profile, the difference in the light intensity is distributed
over the entire depth of the laser beam.

Figure 4.13 reports the reconstruction of the light intensity field averaged over
500 snapshots (corresponding to about 1 min of measurements), while figure 4.14
shows the corresponding average profiles in the zz- and yz-planes. Differently from
the results of figure 4.11, these reconstructions are based on the full process described
in section 3.1.4. Therefore, all the snapshots, except the first 10, are analyzed via
STB and IPR and the corresponding 3D light fields are determined starting from
particles and using an appropriate imaging model. More specifically, each particle is
treated as an isotropic Gaussian light blob and is identified by a set of five parameters
corresponding to its 3D world coordinates, its diameter and the maximum light
intensity level of the blob [176].

In figure 4.13a, it is possible to note that the use of the classical pinhole camera
model leads to the generation of a considerable amount of ghost light outside of the
region actually illuminated. This is clearly shown by the colored lines superimposed
to the picture, which represent the LOSs of the four different cameras (projected in
the considered view) delimiting the region of the analyzed volume with non-zero
light intensity values. In particular, ghost particles are concentrated in the region
around z = —30 mm, i.e. the backward part of the cylinder interior, as a consequence
of the fact that the LOSs along which all the cameras image particles in such a
portion of the measurement domain intersect the latter for a fairly large depth. This
behavior results in a sort of “bump” extending over —15mm < y < 15mm in the
y-profile of the average light intensity field (see blue curve in figure 4.14a). Outside
of such a range, the average intensity in the xz-plane for the case of the classical
pinhole camera model is lower than that corresponding to the reconstruction with
the corrected model (red curve) up to the edge of the laser beam (approximately the
cylinder sidewall), whereas beyond this point we observe a ghost intensity level in
the first case and zero values in the second one. In fact, very few artifacts are found
in the reconstruction with the corrected model as also noticeable in figure 4.13b. As
already seen for the snapshots in figure 4.12, the differences in the z-profiles (figure
4.14b) are less relevant, although in the case of the classical pinhole camera model
ghost particles cause larger levels of the average light intensity in the central region
and a pronounced local peak at the edge of the light beam around z = —37mm. It
should also be noted that in both the time-averaged reconstructions of figure 4.13
a small ring-like region of lower intensity level is found at a radial distance from
the cylinder axis approximately equal to5 mm. The latter corresponds to the edge of
the central hole of the layer C of the heat exchanger shown in figure 3.4, which is
evidently the only part of the top cooling system that is not perfectly transparent.
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Figure 4.15: Volume self-calibration with (a) the classical pinhole camera model and (b) the model with
the refraction correction for the cylindrical deformation. Mean positions of the triangulated particles
falling in separate sub-volumes of the whole illuminated volume. The sub-volumes are represented with
solid gray lines.

The above analysis suggests that the classical pinhole camera model does not
provide sufficient accuracy for the tomographic reconstruction in the regions adjacent
to the cylinder sidewall. This seems to be in disagreement with figure 4.10 where
maximum disparity errors for the classical pinhole camera model are found to be
lower than 0.6 pixels. The reason of this apparent inconsistency is that in the self-
calibration procedure it is not possible to assign a disparity vector to sub-volumes
where the triangulation errors are too large. In fact, in such sub-volumes the disparity
maps are characterized by a large dispersion (i.e., the sum of the disparity vectors
corresponding to the matched particles is not convergent) and it is not possible
to detect a principal peak with sufficient signal-to-noise (SN) ratio'. In order to
assess the accuracy of the camera calibration model over the different regions of
the illuminated volume, figure 4.15 reports the mean positions of the triangulated
particles in the sub-volumes where a disparity vector is detected with sufficient SN
ratio (greater than 2) for both the case of the classical pinhole camera model and
the novel model. The illuminated volume is divided in 26 x 13 x 13 sub-volumes
with the same dimensions along the three coordinate directions (about 80 voxels
corresponding to 5.6 mm). The figure confirms that the regions adjacent to the
cylinder sidewall at large y locations are affected by the greatest triangulation errors;
in particular, these errors are expected to be greater than the search radius used in
the triangulation procedure itself, which is equal to 2 pixels for the considered case.

All the previous observations are an experimental evidence that the pinhole
camera model without any modification is not suitable for mapping of the cylinder

1 The signal-to-noise ratio is defined as the ratio of the principal peak to the second largest peak detected
in the disparity map.
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interior with the accuracy required for T-PIV measurements. In the following, we
try to explain the superior performance of the corrected pinhole camera model in
the comparison with the polynomial mapping functions. As aforementioned, this
model has the advantage that there is no need of sweeping a calibration target
through the cylinder interior to perform the camera calibration. On the other hand,
this is not possible in the case of polynomial camera models for two main reasons:
first, polynomials are smooth functions and, as such, they cannot generally describe
correctly the projection transformation both outside and inside the cylinder; second, it
is well known that extrapolation via polynomials can lead to significant triangulation
errors. Therefore, in order to correctly calibrate a polynomial camera model, an
appropriate calibration target should be designed in such a way to place control points
everywhere in the cylinder interior, even sufficiently near the sidewall. In the present
experiments, a direct comparison between polynomials and the innovative camera
model is not possible due to inaccessibility of the cylinder volume, which makes
calibration of the polynomial models impracticable. However, a virtual calibration of
the polynomial models can be performed assuming that the correspondence between
the 3D world and 2D image coordinates is exactly described by the pinhole camera
model with the refraction correction for the cylindrical distortion. Figure 4.16 reports
the results of the virtual calibrations of different polynomial models in terms of the
distribution of the calibration residual errors. These calibrations are based on a
grid of 28 x 14 x 14 control points with constant spacing along the three coordinate
directions equal to about 5 mm (70 voxels); indeed, only points falling in the cylinder
interior are used.

For completeness, the results of the virtual calibration for the classical pinhole
camera are reported in figure 4.16a. Differently from the counterpart of figure 4.10,
the error distribution in figure 4.16a is characterized by a greater dispersion. This is
due to the fact that the latter includes errors related points adjacent to the cylinder
sidewall, which contribute to the estimation of the calibration parameters in the
same way as points located in the central part of the cylinder inner volume. In figure
4.16b three different types of polynomial functions are compared: 3rd, 5th and
6th-order, respectively. It can be noted that the 3rd-order polynomial function leads
to unacceptably high errors, while the other two models offers better performance,
with the higher order polynomial having about the 75% of errors below 0.1 pixels.
Figures 4.16¢-d present the distribution of the calibration errors for several multi-
plane polynomial models using a different order of in-plane polynomials (third order
in figure 4.16¢ and fifth order in Figure 4.16d) and a different number of z-planes
(2, 6 and 9 respectively). It is worth noting that, in the current implementation
of the multi-plane polynomial model, the number of the base z-planes to be used
for the piecewise linear interpolation in the z direction is chosen independently
from the distribution of the control points. This means that it is possible to select a
base z-plane that contains no control points; the coefficients of the corresponding
polynomial are determined via linear least-squares optimization algorithms starting
from the control points falling in the two z-intervals at the sides of the z-plane itself.
In such a way, polynomial models using only 2 z-planes are meaningful, although,
as shown in figures 4.16c-d, they lead to considerably large errors. Among all the
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Figure 4.16: Experimental assessment of the novel pinhole-camera model with the refraction correction
for the cylindrical deformation against the classical pinhole camera model and polynomial models.
Histograms and scatter plots of the calibration residual errors. Results of the virtual camera calibrations
performed using: (a) the classical pinhole camera model; (b) polynomial mapping functions with orders:
Ny = Ny = N, = 3 (blue), N, = Ny = N, = 5 (red), N, = Ny = N, = 6 (green); (c) multi-
plane polynomial models based on third-order polynomials on selected z-planes and piecewise linear
interpolations along the z-direction; the numbers of z-planes employed are 2 (blue), 6 (red) and 9 (green).
(d) multi-plane polynomial models based on fifth-order polynomials on selected z-planes and piecewise
linear interpolations along the z-direction; the numbers of z-planes employed are 2 (blue), 6 (red) and 9
(green). Histogram are normalized. Disparity values are in pixel units.

investigated multi-plane polynomial models, that using fifth order polynomials on 9
nine different > planes appears to have a performance comparable with that of the
modified pinhole camera model. However, there are at least two problems related to
the use of polynomial functions: introduction of local oscillations with increasing
the order of the polynomial and the very large number of the calibration parameters
involved.

Figure 4.17 shows the phenomenon of the oscillations introduced by high order
polynomial function. Here, AY represents the difference of the Y coordinate of an
object point projected by using a polynomial model and the Y coordinate of the same
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Figure 4.17: Local projection error of the polynomial model with 6th order in z, y and = at fixed z location
and variable z location. The errors are relative to the results of the pinhole-camera model with the
refraction correction for the cylindrical distortion, assumed as representative of the exact correspondence
between the 3D world and the 2D image coordinates.

point projected via the pinhole camera model with the refraction correction for the
cylindrical distortion. The polynomial function considered is the 6th-order one and
the behaviors of AY along chords parallel to the y-axis and contained in the yz-plane
for different ~ locations are shown. From the figure it is evident that in the central
part of the cylinder volume the image positions obtained by the polynomial model
oscillate around the exact solution (assumed to be represented by the corrected
pinhole camera model) of up to 0.2 pixels. These oscillations result in an augmented
noise in the tomographic reconstruction or iterative particle identification, increasing
the uncertainty in the particle displacement estimation. Moreover, the error in
proximity of the cylinder sidewall is very large (greater than 2 pixels in some cases)
and this suggests that a very high order is indeed required to correctly map these
regions of the cylinder interior. Finally, the number of the calibration parameters in
the case of the 6th-order polynomial function is 168 against the 25 of the pinhole
camera model with the refraction correction for the cylindrical distortion.

In conclusion, table 4.1 summarizes the main features of the camera models
investigated in this paragraph. From the table it is possible to understand that the
polynomial models that offer errors comparable to those of the pinhole camera model
with the refraction correction for the cylindrical distortion (polynomial with 6th
order in z, y and z and the multi-plane polynomial with 5th order and 9 planes) are
characterized by a number of calibration constants more than 6 times greater (168
and 378, respectively, against 25).
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Table 4.1: Main features of the investigated camera models: number of parameters, root mean square
error, median error and 99th percentile of the calibration residual error distribution. Results are related to
the virtual calibrations performed starting from the calibrated pinhole camera model with the refraction
correction. Results for the reference model are related to volume self-calibration. Errors are in pixel units.
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model # of par. rmserr. median err. 99th percent.
pinhole with correction” 25 0.13 0.11 0.47
classical pinhole 17 1.42 1.06 6.37
polyn. 3 x 3 x 3 40 0.53 0.36 3.72
polyn. 5 x 5 x 5 112 0.18 0.10 1.05
polyn. 6 X 6 X 6 168 0.085 0.047 0.65
2 z-planes polyn. 3 x 37 40 3.48 3.27 10.27
6 z-planes polyn. 3 x 37 120 0.29 0.23 1.34
9 z-planes polyn. 3 x 3 180 0.23 0.16 1.19
2 z-planes polyn. 5 x 5 84 3.46 3.30 10.54
6 z-planes polyn. 5 x 5 252 0.19 0.15 0.76
9 z-planes polyn. 5 x 5 378 0.097 0.07 0.44

* reference model.
T piecewise linear interpolation along the z-direction.
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Investigation of non-rotating
Rayleigh-Bénard convection

T HiS chapter focuses on the results of the T-PIV investigation of RB convection
in the cylindrical sample with aspect ratio I' = 1/2 at Rayleigh number equal to
1.86 x 108 and Prandtl number equal to 7.6. The values of these governing parameters
are based on the physical and thermal properties of the water at the nominal mean
temperature between the top and the bottom of the convective cell.

In the present experiment, the temperature of the bottom is 20°C and the
temperature of the top is 15°C, thus the nominal mean temperature is 17.5°C,
while the nominal temperature difference is 5 °C. The actual temperature difference
over the fluid is reduced by the temperature drop across the Plexiglas top plate.
Such a drop and the effective Rayleigh number can be calculated by means of a
one-dimensional heat conduction analysis; this requires the knowledge of the Nusselt
number of the convective system in order to define its effective thermal conductivity.
Preliminary simulations were performed to estimate the Nusselt number at the
nominal operating Rayleigh number. Based on the results of the simulations, the
estimated temperature drop across the Plexiglas plate is 0.048 °C, which results in
an effective mean temperature of 17.476°C. The Prandtl number and the other
properties of the working fluid at this temperature are practically coincident with
those at the nominal mean temperature.

Once set the temperature difference, the system is allowed to adapt for about
two hours before starting the experiment. Time-resolved measurements have been
carried out over four hours with a sampling frequency of 7.5 Hz (corresponding to a
sequence of 108,000 snapshots). A subset of the data corresponding to two hours
has been processed in the whole with the procedure described in section 3.1.4. To
improve statistical convergence, one instantaneous velocity field per each minute
of the remaining two hours has also been used in the computation of the statistical
fields.
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5.1. Structure of the mean velocity field and its rela-
tionship with the instantaneous evolution

F IGURE 5.1 shows the morphology of the time-averaged velocity field. The time-
average velocity field is found to be azimuthally axisymmetric, as observed in
previous experimental and numerical investigation [45, 57, 193]. Therefore, the
structure of the mean flow can be inspected by focusing on the dynamics in one of the
azimuthal planes (passing through the cylinder axis). For this purpose, the contour
map of the vertical velocity component (component along the cylinder axis x) in the
xz-plane is reported in figure 5.1a; here, velocity values are scaled by the so-called
free-fall velocity u which in the present case is equal to 38.2 mm/s (assuming as A
the effective temperature difference over the fluid). In the lower part of the cylinder,
the flow is observed to rise up in the regions adjacent to the sidewalls and fall down
in the central part; a specular behavior is observed in the upper part. This results in
four rolls in the planar pattern (shown clearly by the velocity vectors superimposed
to the map in figure 5.1a), which indeed are related to the existence of two toroidal
vortex structures near the top and bottom plates. These vortex structures have been
identified in the 3D flow field by the Q-criterion [65, 194], i.e. as the regions of the
flow field where the second invariant of the velocity gradient tensor is positive and
greater than a predefined threshold, and represented in figure 5.1b, along with the
isosurfaces of the vertical velocity component corresponding to values of £0.026 u
(red and blue for positive and negative, respectively).

This structure of the flow field is strictly connected to the dynamics of the
plumes and the LSC. In fact, the region of positive (negative) vertical velocities
adjacent to the cylinder sidewall in the lower (upper) half of the cell is related to
hot (cold) plumes detaching from the thermal boundary layer on the bottom (top)
plate and rising upward (falling down); conversely, the central region of negative
(positive) velocities is associated with the arrival of the plumes coming from the
opposite plate. Such dynamics is clear in figure 5.2, which reports two instantaneous
velocity fields corresponding to two different times of the measurements. In the
instantaneous velocity, the axisymmetry is broken and the flow organizes in ascending
and descending currents which extend over the entire cell height. Such currents are
indeed clusters of plumes that survive the shearing and the mixing of the turbulent
flow in the bulk and reach the opposite plate, as noted by Sun et al. [123]. The
clusters of plumes are observed to deviate from the sidewall at a certain height
as a consequence of the thermal and kinematic diffusion experienced during their
rising/falling and finally impinge the opposite plate in the central part. In both the
instantaneous velocity fields reported in figure 5.2 the vertical currents form a LSC,
which exhibits an elliptical structure inclined with respect to the cylinder axis with
two counterrotating rolls in the corners where the currents deviate from the sidewall.

It is worth noting that in the selected snapshots the LSC is localized in two
perpendicular planes (the zy and zz coordinate planes). As discussed in the introduc-
tion of this dissertation, due to the axisymmetry of the geometry and the boundary
conditions, in a cylindrical sample there may exist no preferential orientation of
the LSC. In fact, all the possible azimuthal orientations are observed in the present
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Figure 5.1: Mean velocity flow field: (a) vertical velocity component map with vectors superimposed
(velocity are scaled by the free fall velocity ug); (b) isosurfaces of the vertical velocity component
corresponding to values of 4-0.026u¢ (red and blue for the positive and negative values, respectively)
and isosurfaces of the second invariant of the velocity gradient field showing the mean vortical structures,
corresponding to approximately 10% of the maximum value.

experiment. Sun et al. [45] identified the continual reorientation of the elliptic LSC
as responsible of the azimuthal symmetry and the existence of the vortex-ring-like
structures attached to the bottom and the top plates in the time-average velocity
fields. Such a picture is simplistic in the range of Rayleigh and Prandtl numbers
including the investigated case, since the dynamics of the convective flow is character-
ized by a variety of different states and transitions from one state to another. A more
detailed description of the flow states and their statistical occurrence is presented in
the following sections. However, figure 5.3 reports a snapshot of the velocity field in
which the dominant pattern is not a single-roll structure, but indeed the flow appears
to be organized in two counterrotating vertically stacked rolls, laying approximately
in the zy-plane, each extending over one half of the convective cell. Such a state
is typically referred to as “double-roll state” (DRS) in opposition to the “single-roll
state” (SRS) which essentially consists of the domain-filling LSC. The existence of the
DRS in a cylinder with I" = 1/2 was first found numerically by Verzicco and Camussi
[57] and then observed in several experimental investigations, among which are the
investigations of Xia et al. [92] and Weiss and Ahlers [195]. Obviously, also the DRS
has no preferential orientation and thus its occurrence does not introduce azimuthal
asymmetries in the time-averaged velocity field.

From figure 5.1 it can be also seen that the time-averaged velocity field is char-

acterized by the presence of a saddle point located on the cylinder axis. One could
expect the saddle point to be positioned at half-height of the cell, while in the present
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Figure 5.2: Instantaneous maps of the vertical velocity component (a) in the zy-plane and (b) in the
zz-plane at two different times. Superimposed are the 2D streamlines. Values are scaled by the free fall
velocity ug.

case it is found at «/D =~ 0.43. This is due to fact that the cylinder sidewall is not
adiabatic and, in the present experiment, the temperature of its external side (i.e.,
the tank temperature) was lower than the average temperature over the cylinder
volume. More specifically, the tank temperature was not controlled by means of the
corresponding cooling system (see chapter 3.1.1) and set to a specific value. It was
simply measured and found to be equal to 17.35°C.

The effects of the temperature at the external side of the cylinder sidewall on
the time-average velocity field are shown in figure 5.4, where the results of the
simulations of the RB convection in a one-half aspect ratio cylinder with a physical
sidewall and isothermal boundary condition at its external side are reported for
different values of the imposed temperature 7T.. The Prandtl and the Rayleigh
numbers are the same of the experimental case, as well as the physical properties
of the sidewall ((pCp)s/(pCp)s = 0.5, ks/ks = 0.32 and t,/L = 0.0207). In figure
5.4, the time-mean velocity fields have been averaged azimuthally by exploiting the
axisymmetry of the flow field.

Figure 5.4 shows that, by decreasing the temperature 7, from the value T,
corresponding to the mean temperature of the fluid to the temperature T}, of the
bottom plate, the axisymmetric radial recirculation in the lower part of the cell
reduces progressively, while that in the upper part grows and covers a larger and
larger portion of the sample. This corresponds to a strengthening of the toroidal
structure attached to the top plate and a weakining of the one near the bottom
plate. Such an average behavior can be explained by considering that when T, < T,
the hot plumes moving near the sidewall lose their heat excess faster than the cold
plumes, which are subjected to a reduced heat transfer with the physical sidewall,
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Figure 5.3: Snapshot of the velocity field in the double-roll state: maps of the vertical velocity component
with 2D streamlines superimposed. Values are scaled by the free fall velocity ug.

and thus they are carried into the bulk motion earlier (i.e., at a smaller distance
from the bottom plate) with respect to the case T, = T,,, or the case with adiabatic
wall. In the extreme case T, = T}, hot plumes detaching near the sidewall are rapidly
pushed away from it by the descending opposite cold currents and this results in the
formation of a very small vortex near the lower corner of the cylinder, which is the
only legacy of the lower toroidal structure observed in the case T, > T, (see figure
5.4). Consequently, the average flow consists of a unique domain-filling axisymmetric
radial recirculation with ascending fluid in the center and descending fluid near the
sidewall. Obviously, an increase of T, above the mean temperature 7;,, would cause
an opposite evolution, with the recirculation in lower part of the cell growing at the
expenses of that in the upper part.

The experimental measurements presented in this chapter correspond to the case
presented in figure 5.4b, that is 6. = (T, — T})/A = 0.48. By visual inspection, it is
possible to note that the structure of mean flow field is considerably similar between
the experiment and the simulation and, in particular, the saddle point is found at
the same height in both cases. Figure 5.5 presents a quantitative comparison of the
experimental and numerical data, by reporting the vertical profiles of the time- and
azimuthally-averaged vertical velocity at different radial locations. The agreement
between the measurements and the numerical results is very good for r/L < 0.6,
i.e. in the central part of the sample, whereas slightly greater differences are
observed moving towards the sidewall. In figure 5.6 the experimental and numerical
maps of the azimuthally-averaged root-mean-square vertical velocity fluctuation are
comparatively shown. Although the spatial distributions look identical, different
levels of fluctuation are observed between the experiment and the simulation. In
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Figure 5.4: Effects of the temperature at the external side of the cylinder sidewall on the time-average
velocity field. Results of the simulations at Ra = 1.86 x 108, Pr = 7.6 and " = 0.5, including the presence
of a physical sidewall with the same thermal and geometrical properties of that of the present experimental
apparatus ((pCp)s/(pCp)s = 0.5, ks/ky = 0.32 and ts /L = 0.0207). The boundary condition at the
external side of the wall is isothermal and the imposed temperature is: (a) T. = T + 0.50A = T,
(6e = 0.50); (b) Te = Tp + 0.48A (0 = 0.48); (¢) Te = Ty + 0.46A (6. = 0.46); (d) Te = Tp + 0.40A
(0e = 0.40); (e) Te = T}, (e = 0). Contour maps of the time- and azimuthally-averaged axial velocity
component with streamlines superimposed. Values are scaled by the free fall velocity ug.

particular, the fluctuations measured experimentally have smaller values than those
computed numerically. Indeed, the maximum vertical velocity fluctuation intensity
is found to be 0.054 u¢ in the experimental case and 0.065 ug in the numerical one,
which amounts to a percentage difference of 17%. It is very difficult to argue about
the origin of such a discrepancy, which might be related to some specific feature of
the experimental apparatus that is not correctly (or at all) modeled in the numerical
simulation. Among these could be the geometry of the connection between the
sidewall and the plates not correctly modeled in the simulation, the presence of
a temperature gradient in the tank (which would imply a non-uniform surface
distribution of T,) and the modulation of the Lagrangian velocity measurements due
to the interpolation on a structured grid in the T-PIV process.

It should however be considered that the relevance of one of the first two factors
could involve significant asymmetries in the time-averaged velocity field, which,
in fact, are not observed. On the other side, in order to assess the importance of
modulation effects in the experimental determination of the fluctuating velocity
fields, data obtained by the numerical simulations has been reduced with a process
analogous to that used for the T-PIV measurements, based on a sparse sampling of
the instantaneous velocity fields and reinterpolation onto the computational grid.
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solid lines the numerical solutions.
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Figure 5.7: POD spectrum of the fluctuating velocity field: (a) energy of the first 200 modes normalized
by the total amount of energy. (b) focus on the behavior of the normalized energy for the first 50 modes
in logarithm scale.

Such process is applied to 1,000 evenly spaced numerical snapshots covering a total
interval of 2,000 non-dimensional time units. Then, the root-mean-square velocity
fluctuations are computed and compared with the raw numerical data. Percentage
differences have been found to be lower than 1%: this means that the modulation of
the velocity measurements by post-processing cannot justify the discrepancy between
the experiment and the DNS. Further work is indeed required to clarify such a point.

5.2. Characteristic modes of the turbulent convection

I N this section, the proper orthogonal decomposition (POD) [196] is used to
capture the most energetic modes of the turbulent convection. The principle
and mathematical foundation of POD are outlined in appendix A. The focus here is
essentially on the first POD modes which are related to the different states of the
turbulent convection and the complex dynamics of the LSC, indicating the occurrence
of oscillatory modes that have already been observed in literature both experimentally
and numerically.

The POD is applied only to the fluctuating part of the velocity field. Figure 5.7
reports the normalized energy spectrum of the POD modes for the first 200 modes. It
can be noted that the energetic budget of the first modes is not very large compared
to that of the other modes. The 1st mode retains only the 6.7% of the total turbulent
kinetic energy, while the sum of the energies of the first 200 modes amount to the
87% and the energy of the 200th mode is the 0.0079% of that of the 1st mode. This is
a clear indication of the absence of dominant modes in the turbulent flow evolution.
At a closer look, in figure 5.7b it is possible to see a sort of pairing between the
normalized energy levels of the 1st and the 2nd mode (respectively equal to 6.7%
and 6%), as well as those of the 3rd and the 4th mode (4.4% and 4%) and those of
the 5th and the 6th mode (3.2% and 3%). This is not casual since each of these pairs
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Figure 5.8: First pair of POD modes. 3D isosurfaces of the vertical velocity component corresponding to
values of £10% of the maximum for (a) the 1st and (b) the 2nd mode (red corresponds to the positive
value) and (c) contour map of the vertical velocity component in the zz-plane for the 2nd mode. Values
are scaled by the maximum of the vertical velocity component.

of POD modes exhibit essentially the same flow structure except for a 90° rotation
about the cylinder axis, as shown below, and their combination allows such a pattern
to occur in any possible azimuthal orientation in the instantaneous flow field.
Figure 5.8 shows the flow morphology of the first two modes via the isosurfaces
of the vertical velocity component. In both modes, we note two vertical currents
forming a domain-filling circulation; this is clearer in figure 5.8c, where the map
of the vertical velocity in the zz-plane with the 2D streamlines superimposed for
the 2nd mode is reported. Therefore, these POD modes are representative of the
SRS observed in numerous experimental and numerical investigations over different
ranges of the control parameters. It is noted that the single roll (SR) has a quasi-
planar structure and is not tilted with respect to the cylinder axis; moreover, four
small counterrotating rolls are observed in the corners between the SR and the plates.
This pattern has to be considered as the main contribution to the LSC existing
in the instantaneous evolution. A remarkable difference between the SR of the first
two modes and the LSC is that the latter has a significant inclination with respect
to the cylinder axis, as visible in figure 5.2 and also observed in other works ([45]
to cite one). Indeed, the inclination of the LSC results from the combination of the
mean velocity field (see figure 5.1) and the first two modes. In fact, when the SR
structure is superimposed to the time-average flow field, the ascending currents
near the sidewall are strengthened on the side of the ascending flow in the SR and
weakened on the opposite side; vice versa for the mean descending currents. This
behavior leads two of the four rolls observed in 5.1a to merge in the plane of the SR
structure and form the LSC, while the other two originate counterrotating rolls at the
diagonally opposite corners, as observed experimentally by Sun et al. [45]. It is also
interesting to remark that the flow far the SR plane is not significantly affected by its
dynamics, so, after the superimposition of the SR structure, the pattern in the plane
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Figure 5.9: Azimuthal profiles of the axially and radially-averaged vertical velocity for the 1st and the 2nd
mode. The data points represent the experimental measurements, whereas the solid lines are the cosine
fits based on this probe data. Values are scaled by the maximum of the vertical velocity component in
each mode.

normal to the SR plane is similar to that reported in 5.1a. This seems consistent with
the observations of Sun et al. [95].

As aforementioned, the only significant difference between the patterns of the
first two modes is their azimuthal orientation, which differs by 90°. In order to show
that, figure 5.9 reports the azimuthal profiles of the axially and radially-averaged
vertical velocity for both modes; the calculated phase shift between these two profiles
is 91.86°. Such a feature can be explained by considering that the 1st mode could
describe by itself only one azimuthal orientation of the LSC. On the contrary, the
combination of the first two modes can result practically in any azimuthal orientation
of the LSC plane in the instantaneous flow field. This explains also why the two
modes occur to have comparable energetic levels, as discussed above.

The 3rd and 4th modes are represented in figure 5.10. Similarly to the first pair
of POD modes, these modes share an identical pattern, except for a 90° rotation
about the cylinder axis. Such a pattern consists of two counterrotating large-scale
rolls laying approximately in the same azimuthal plane, as clearly detectable from
the 2D streamlines of the 4th mode in the xy-plane (figure 5.10c). These POD modes
resemble considerably the DRS observed in cylindrical samples with aspect ratio
lower than 1 [57, 92, 195]. In the previous section, it has been showed that such a
pattern is clearly detectable at certain time instants of our experiment (figure 5.3).
However, it is here essential to remark that both the pairs of modes 1-2 and 3-4
generally contribute to the structure of the instantaneous velocity fields. Indeed,
the emergence of the DRS in the instantaneous evolution is associated with a weak
correlation of the instantaneous velocity field with the first POD modes (i.e., a small
value of the projection of the snapshot onto these POD modes). On the other side,
when both the contributions of the first and the second pair of POD modes are not
negligible, the SRS and DRS are combined with each other in the instantaneous flow
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Figure 5.10: Second pair of POD modes. 3D isosurfaces of the vertical velocity component corresponding
to values of £10% of the maximum for (a) the 3rd and (b) the 4th mode (red corresponds to the positive
value) and (c) contour map of the vertical velocity component in the zy-plane for the 2nd mode. Values
are scaled by the maximum of the vertical velocity component.

field. Interestingly, the superimposition of the first four modes can result in a torsion
of the LSC as shown in figure 5.11. Here, the POD based low-order reconstructions
(LORs) of a specific snapshot by using a different number of modes are reported.
The LOR based only on the first two modes (figure 5.11a) is characterized by the
presence of a LSC circulation laying approximately in the zz-plane. When the second
pair of modes is added (figure 5.11b) to this field, the ascending and descending
currents appear to swirl around the vertical direction; the addition of the remaining
modes does not alter significantly this pattern, which in fact is present in the full
snapshot (figure 5.11f).

The above considerations seem to suggest a strict relationship between the
torsional oscillation of the LSC and the nature of the DRS. On a speculative level, the
DRS could be regarded as the result of an extreme torsion of the LSC; this hypothesis
would be corroborated by the evidence that the two rolls are not in fact separated,
on the contrary, as visible in figure 5.11f, they appear twisted around each other.
However, in literature the transition from the SRS to the DRS has been associated to
different mechanisms. For instance, Weiss and Ahlers [195] speculated that during
such a transition the single roll shrinks towards one of the plates and subsequently
a new roll is established near the opposite plate; a similar but opposite evolution
could explain the inverse transition from the DRS to the SRS. It is interesting to note
that this mechanism in principle can be captured and reproduced by the first four
POD modes. As a matter of fact, when the contributions of the two modes’ pairs
are such that the SR structure and a DR one lay in the same azimuthal plane, their
combination causes the SR to be weakened on one side and strengthened on the
opposite one. In summary, it can be argued that the first four POD modes are, in
principle, capable of describing the occurrence of the LSC in the SRS, its torsional
oscillation, the occurrence of the DRS (supposedly, a torsion led to the extreme point)
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Figure 5.11: POD based low-order reconstruction of a specific snapshot by using the time-averaged

velocity fields and (a) 2, (b) 4, (c) 6, (d) 8 or (e) 20 POD modes of the velocity fluctuation field and (f)
instantaneous velocity field. Red and blue isosurfaces correspond to values of £0.04ug.
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Figure 5.12: Azimuthal profiles of the vertical velocity at the heights /L = 0.25 (red), z/L = 0.5
(green) and /L = 0.75 (blue) and radial position r/L = 0.20 for (a) the 2nd POD mode and (b) the 4th
POD mode. The data points represent the experimental measurements, whereas the solid lines are the
cosine fits based on this data. Values are scaled by the maximum of the vertical velocity component in
each mode.

and the transition between the SRS and the DRS.

Before moving to the analysis of the 5ht and the 6th mode, it is worth highlighting
that the SR present in the first two POD modes is not a purely planar circulation,
but has itself a swirled structure. This can be seen in figure 5.12a, which reports
the azimuthal profiles of the vertical velocity at three different heights, namely, 0.25,
0.5 and 0.75 of the cell height, for the 2nd mode. Here, the data points indicate
the experimental data (obtained by interpolation on an evenly spaced mesh), while
the solid lines are the cosine fits to this data. The phase angle of these curves are
clearly not coincident and the absolute difference between the phases of the signals
related to the top and the bottom is about 15°. It can be furthermore noted that
the profiles are slightly different from their cosine regressions, which suggests local
flow velocity variations likely due to the presence of thermal plumes. Both the above
features (twisting of the SR and local flow velocity variations) are related to the fact
that first POD modes, while capturing the most energetic coherent structures, are
typically contaminated by smaller structures that exhibit a high degree of temporal
correlation over the investigation time [197]. For the purpose of comparison, in
figure 5.12b the azimuthal profiles of the vertical velocity at the same heights and
radial position of figure 5.12a are reported for the 4th mode. In such a case, the
cosine fits of the profiles related to the top and the bottom are shifted by nearly 180°,
whereas the profile at /L = 0.5 has a distribution very different from its cosine fit,
since it corresponds to the flow region between the two rolls.

Figure 5.13 shows the 5th and the 6th POD mode. These two modes are charac-
terized by the presence of four adjacent vertical currents localized in separate angular
sectors of the cylindrical sample, as clearly visible in the section of the velocity field
at mid-height (Figure 5.13c). The vertical currents generate four large-scale rolls,
two by two with opposite circulation, which are distributed azimuthally around the
cylinder axis. Interestingly, these rolls, when superimposed to the flow pattern given

5.2. Characteristic modes of the turbulent convection 89



0.75 4

/L

0.5

0.25

il
0.125 0.25
y/L

(@) (b) (©

Figure 5.13: Third pair of POD modes. 3D isosurfaces of the vertical velocity component corresponding to
values of +£10% of the maximum for (a) the 5th and (b) the 6th mode (red corresponds to the positive
value) and (c) contour map of the vertical velocity component in the yz-plane for the 2nd mode. Values
are scaled by the maximum of the vertical velocity component.

by the first four modes, can be responsible of an out-of-plane motion of the LSC,
which squeezes it onto a side of the cylindrical cell.

To show this, LORs of a specific snapshot by varying the number of modes em-
ployed are reported in figure 5.14. In this case, it can be noted how the addition of
the contribution due to the second pair of POD modes (compare figures 5.14a and
5.14b) does not change significantly the structure of the LSC, which lays approxi-
mately in the azimuthal plane y = —z. However, when the contributions related to
the 5th and the 6th mode are added (figure 5.14c), the LSC is observed to move in the
direction normal to its plane and approach the sidewall on one side. The addition of
two more POD modes (figure 5.14d) does not introduce significant changes, whereas
the high-order POD modes (figure 5.14e-f) appear to modify the region of the flow
opposite to the squeezed LSC. The case reported in figure 5.14 shows that the 5th
and the 6th mode are responsible of the sloshing mode of the LSC, that have been
reported in numerous works ([52, 53, 198]).

In conclusion, it should be mentioned that the pairing of two POD modes is
often investigated by analyzing the trajectories in the phase planes identified by the
corresponding POD temporal coefficients (see the appendix A for a definition of POD
coefficients and more details). Often, such an analysis leads to the identification
of Lissajous curves in the phase planes, which suggest that the pairs of POD modes
exhibit complex harmonic evolution and typically allow to associate each mode with
a specific frequency. In the present case, when trajectories on the phase planes are
represented, no coherent patterns are indeed detected (corresponding figures are not
reported here for brevity); conversely, a quite random distribution of the states in the
phase plane is observed for any pair of POD modes examined. This is due to the fact
that turbulent thermal convection in a confined geometry is a chaotic flow, which
does not exhibit predominant modes occurring with constant oscillation frequencies;
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out-of-plane displacement of the LSC due to the mean and the first four modes’ contributions.
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rather, it is characterized by multiple states alternating in a very complex way. Insight
into such a chaotic evolution is indeed possible only through a statistical analysis, as
done in the following.

5.3. Statistical behavior of the LSC

THIS section focuses on the oscillating behavior of the LSC. In experimental
investigations, the LSC orientation and oscillations are identified by measuring
the azimuthal temperature distribution at the sidewall [46, 51, 93]. Thermal probes
are typically arranged with uniform angular spacing along circumferences at three
different heights, namely z = 0.25 L, = 0.5 L and = = 0.75 L; the most common
number of probes is 8. The discrete temperature measurements #(*) are then fitted
to a cosine function:

k) — 0 + Ag; cos(cp(k) - <Poj) 5-1)

where p(¥) are the angular positions of the probes and 0, Ag; and g ; are the
average temperature, the amplitude and the initial phase of the cosine fit at the j-th
height where measurements are taken. In the following, the indices b, m and ¢ are
used in place of the generic index j to denote the above quantities in correspondence
of the distribution at x = 0.25 L (bottom), x = 0.5 L (middle) and x = 0.75 L (top).
The LSC orientation is identified by the angle ¢y,,, while the differences between
each pair of the angles ¢y, ¢y, and ¢y, provide insight in the oscillations of the
LSC.

In our investigation, temperature measurements are not available, since the
requirement of optical accesibility makes it impossible to place thermal probes in the
cylinder sidewall. However, velocity measurements are carried out within the entire
cell volume; therefore, virtual anemometric probes can be placed at the same heights
and at a selected distance from the cylinder axis to sample the vertical velocity
component at each measurement time. A fitting procedure similar to that expressed
by equation (5.1) can be applied to the azimuthal vertical velocity profile, thus
obtaining a velocity amplitude A, ; and an azimuthal orientation of ¢, ; of the LSC at
the j-th height. In their numerical investigation, Stevens et al. [199] demonstrated
that the two approaches lead essentially to the same results, at least from a statistical
point of view.

Since the present investigation is carried out in a relatively low Ra regime,
as suggested by Stevens et al. [199] it is necessary to use a number of probes
significantly larger than 8 to have sufficient resolution to distinguish between the
SRS and the DRS of the LSC. In the present case, 98 probes are indeed employed,
which corresponds to an angular spacing of about 3.6° and linear spacing of about
2.13 mm (30 voxels) on the selected circumference (the radius of which is equal to
0.9 times the internal radius of the cylinder). The point measurements are obtained
by interpolating the Lagrangian trajectories as explained in section 3.1.4, thus the
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Figure 5.15: Probability distribution of the vertical velocity amplitudes of the LSC at the bottom (/L =
0.25), middle (z/L = 0.5) and top (x/L = 0.75): (a) probability density function; (b) cumulative density
function. Each amplitude is normalized by the corresponding time-averaged value.

azimuthal profiles can be very noisy in the instantaneous velocity field. In order to
reduce noise a moving time-averaging filter is used as still suggested in [199].

In addition to the time-resolved behavior of the quantities A,; and ¢, ; (in the
following also denoted simply by A; and ¢;), the time-resolved relative LSC strength
S; is calculated again as proposed by Stevens et al. [199]. S; is the ratio of the
energy in the first Fourier mode of the azimuthal vertical velocity profile to the the
total energy in all Fourier modes and a value of S; greater than 0.5 indicates a high
goodness of the cosine fit (condition necessary to the occurrence of the LSC).

Of course, the strength of the LSC is also related the vertical velocity amplitudes
A;. According to Weiss and Ahlers [63], the existence of the LSC in the SRS or
the DRS implies that all the three amplitudes A; for the top, the middle and the
bottom have to be higher than a certain threshold, otherwise a transitional state
of the turbulent convection is observed. Weiss and Ahlers [63] fixed as reasonable
threshold 15% of the time-averaged amplitude A; and they defined as “events” all
the realizations in which one of the three amplitudes is lower than such a threshold.
In particular, the simultaneous drop of all the amplitudes below the threshold is
associated with a cessation of the LSC.

5.3.1. Statistical behavior of the LSC strength

IGURE 5.15 reports the probability and the cumulative distribution functions of

the amplitudes A, for the top, middle and the bottom. With the chosen scaling
(A; normalized by its time-averaged value A;), the three probability distributions
essentially collapse on each other, as already observed in the work of Weiss and
Ahlers [63] for Ra = 9 x 10'°, Pr = 4.38 and I = 0.5 (figure 10 of their article).
Differently from the latter case, however, the maximum of the p.d.f is reached at
a value smaller than 1. In figure 5.15b, where the cumulative density functions
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Figure 5.16: Probability distribution of the LSC strength at the bottom (/L = 0.25), middle (z/L = 0.5)
and top (z/L = 0.75) of the cell: (a) probability density function; (b) cumulative density function.

are reported, the dashed line represents the threshold chosen by Weiss and Ahlers
[63] to identify an event. The probability that each amplitude is lower than the
threshold is 3.15%, 1.73% and 2.98% for the bottom, middle and top, respectively.
These values correspond to frequencies of such events that, non-dimensionalized
by the viscous time 7, = L/v, are equal to 112, 53 and 106. Those values are very
similar to that observed by Weiss and Ahlers [63] and Xi and Xia [58] in their works
at higher Rayleigh numbers (> 10°) and lower Prandtl number (~ 4.3) within a
cylinder with aspect ratio equal to one-half. The only difference is that the occurrence
frequency of the events at mid-height is found to be remarkably lower than (half)
those at the bottom and the top. Moreover, no cessations (i.e., events when all the
three amplitudes are reduced below their thresholds) are observed in the present
investigation. This seems to be in agreement with the experimental observations
of Weiss and Ahlers [63] and Xi and Xia [58], who found a very small frequency of
the cessations. It should be remarked that the duration of the T-PIV experiment is
lower than that of the investigations cited above; therefore, the reported values of
the frequencies of the events represent an indication rather than a robust statistics.

The statistical behavior of the LSC strengths .S; can be inferred from figure 5.16.
The behavior of S,,, (black data points) looks very similar to that reported in [199]
for a numerical investigation carried out in analogous operating conditions (but
with adiabatic zero-thickness wall). S,,, can be considered as representative of the
strength of the LSC in the SRS, while S; and S, are related to both the SRS and the
DRS. At a closer look to the figure 5.16, it is indeed possible to note that the p.d.f of
S exhibits higher values for S < 0.2; this is essentially related to the occurrence of
the DRS which causes S,,, to have values smaller than those of S; and S}.

Focusing on the c.d.f.s (figure 5.16b), S,, and S, appear to have very similar
probability distributions for S; > 0.5 (i.e., in the region of a high goodness of the
cosine fits), while S, exhibits smaller values of the cumulative probability density.
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Figure 5.17: Probability distributions for the absolute difference between the orientation of the LSC at
the bottom (x/L = 0.25), middle (z/L = 0.5) and top (z/L = 0.75). Only the samples satisfying the
criterion for the amplitudes (see the text for explanation) have been considered. When exceeding T,
the difference |6¢;;| was replaced by 2m — |d¢p;;|. The dashed lines indicate the definition of the SRS
(|6¢i;] < 7/3 for any ¢ # j) and the DRS (|6pyp| > 27/3) according to [58] and [63]. Phase differences
are in radians.

In particular, for any value S such that 0.5 < S < 0.75, the probability that S; > S
is greater than the probabilities that S,, > S and S, > S (this indeed holds also
for S < 0.5). At a first glance, such a statistical behavior might be related to the
influence of the sidewall on the flow field. In section 5.1, it has been shown that the
condition of a sidewall external temperature smaller than the average temperature
introduces an asymmetry of the flow field between the top and the bottom half of the
cell, since the cold plumes are subjected to a reduced heat transfer with the sidewall
than the hot plumes. As a consequence, the strength of the LSC might be expected
statistically higher in the top half of the cell than in the bottom half. However, such
an argument is not supported by the numerical simulations carried out at the same
conditions of this experiment, as shown in the following (see section 5.4).

5.3.2. Statistical occurrence and properties of the SRS and DRS

I N order to identify the occurrence of the SRS and the DRS in the instantaneous
evolution, the criteria introduced by Xi and Xia [58] and Weiss and Ahlers [63]
are used here. Therefore, the LSC is recognized to be in the SRS when the three
amplitude A; are simultaneously above the thresholds 0.15 A; and the differences
|0i;] = |¢wi — ;| for each i # j are lower than 60°. Conversely, the occurrence of
the DRS requires |0¢yp| > 120° and the amplitudes of the top and the bottom vertical
velocity profiles to be above their thresholds.

After the above definitions, the p.d.f.s of the absolute differences |d¢;;| provide
insight into the statistical occurrence of these two modes of the LSC. Consequently,
such distributions have been reported in figure 5.17. More specifically, in order
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Figure 5.18: Probability distributions for the LSC orientation at the bottom (z/L = 0.25), middle
(z/L = 0.5) and top (z/L = 0.75) for (a) the SRS and (b) the DRS. Angles are in radians.

to construct such a diagram only the samples satisfying the criterion for the LSC
amplitude have been considered. The distributions of |5y, | and |0y, | are practi-
cally coincident and they exhibit a broad Gaussian-like shape. This is in very good
agreement with the experimental results of Weiss and Ahlers [63] (figure 21) and
the numerical results of Stevens et al. [101] (figure 11). On the other side, [§py|
shows a nearly uniform distribution with a mild decrease towards high values of the
phase difference. As a consequence of the latter evidence, based on the criterion
above introduced, the probability of occurrence of the DRS (i.e., the probability
of the event |0yy| > 120°) is expected to be slightly lower than 30%. Indeed, the
computed value is 29.3%, whereas the relative frequency of occurrence of the SRS
is 27.1%. This means that the transitional states have a probability of occurrence
of 43.7% among states that are not classified as events. Such results are again in
agreement with the much longer experiments of Weiss and Ahlers [63], who found
that for Ra = 1 x 10% and Pr = 4.38, the flow state is undefined for about the 50%
of the time (in this regards, it is remarked that the events cover only the 6% of the
total time in the present experiments, thus the transitional states constitute the 41%
of the time).

In figure 5.18 the probability distributions of the LSC orientations at the top,
middle and bottom are presented for both the SRS and the DRS. As expected, the
distributions for the SRS (figure 5.18a) are essentially the same at all the three
levels and they exhibit a pronounced peak around ¢ = 0°, while the p.d.f.s go to
zero towards +180°. It is difficult to argue why ¢ = 0° is a preferential orientation
in the present case. Brown and Ahlers [46] demonstrated that symmetry-breaking
inhomogeneities can be generated by several factors, among which are the Earth’s
Coriolis force and imperfections of the experimental apparatus like a slight tilt of
the sample, small horizontal thermal gradients in the top and the bottom plate and
eccentricity of the circular cross-section. The investigations of Xi and Xia [58] and
Weiss and Ahlers [63] have shown that the first effect (Earth’s Coriolis force) seems
to be smaller in the case of I' = 0.5 than for I = 1. Among the small imperfections
of the experimental apparatus, the existence of small horizontal thermal gradient
in the top plate cannot be ruled out, although the structure of the heat exchanger
would get one to expect radial inhomogeneities rather than azimuthal ones. As
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Figure 5.19: Probability distribution for the angular velocity of the LSC.

regards the tilt angle, the cell was leveled with an accuracy of 0.1°, while no data is
available on the non circularity of the cross section from the producer. Ultimately,
we cannot rule out that, in the present case, Earth’s rotation has no influence on the
LSC orientation. Interestingly, the p.d.f. of the LSC orientation for the DRS (figure
5.18b) is remarkably uniform for all the three levels. Although, at a closer look,
a mild dip for the top distribution and a rise for the bottom and middle ones are
observed around ¢ = 0°, it is possible to conclude that it does not exist a preferential
orientation for the DRS.

Figure 5.19 reports the p.d.f. of the LSC angular velocity, estimated as the time
derivative of the LSC orientation at mid-height. The distribution has a Gaussian
shape in the central part with fairly heavy tails, in agreement with the results from
the previous investigations of Xi and Xia [58] and Weiss and Ahlers [63]. In the
same diagram, the p.d.f. for the samples satisfying the Stevens et al.’s criterion for
identification of a coherent LSC based on circulation strength, i.e. S,,, > 0.5, (black
squares) and that related to the samples with A,, > A,, (red diamonds) are also
reported. Such curves exhibit an almost identical narrower Gaussian shape, which
indicates that the high values of the angular velocity of the LSC indeed are related to
states of the turbulent convection where a well defined LSC is indeed not found and
thus the determination of the LSC orientation is affected by greater uncertainty.

5.3.3. Relationship of the SRS and the DRS with low order POD
modes

N section 5.2, it has been shown that the first POD modes are essentially related
to the SRS and the DRS of the LSC. In the preceding paragraphs of the present
section, the identification of the SRS and the DRS have been performed via the
criteria adopted in previous works on this subject. It is interesting to analyze the
relationship of the thus identified SRSs and DRSs with the first two pairs of POD
modes. For this purpose, we can focus on the statistical behavior of the corresponding
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Figure 5.20: Probability distributions of the energy contribution due to the (a) the first pair and (b) the
second pair of POD modes for the different states of the LSC. Energies are scaled by the maximum value
detected over the entire measurement duration.

POD coefficients, which are the projection of the snapshots onto the POD modes
(see appendix A for more information). Since the POD represents an orthogonal
decomposition, such coefficients are representative of the energy contribution of
each mode to the total kinetic energy of the instantaneous flow field. Following the
observation that the first POD modes appear to be paired, it is reasonable to define
an energy contribution related to the pairs of the POD modes and study the statistical
distribution of this quantity. With the notation adopted below, F(“/) represents the
energy contribution due to the pair of the i-th and the j-th POD mode.

Figure 5.20 reports the c.d.f. of the energy contributions £(!?) and E®% distin-
guishing between the samples characterized by the SRS, the samples characterized
by the DRS and those related to a transitional state (TS), i.e. a state that is not an
event nor the SRS or the DRS (according to the definitions introduced in the previous
paragraph). It is here remarked that a high value of the c.d.f. corresponding to a
certain energy level £ means that the probability that (/) > E is small (this proba-
bility is equal to 1 — c.d.f.(E)). Consequently, figure 5.20a shows that the first pair of
POD modes statistically contributes more to the SRS than to the DRS. On the other
side, figure 5.20b shows that the second pair of POD modes statistically contributes
more to the DRS than to the SRS. This is consistent with the observation that a high
contribution from the second pair of POD modes can cause either a considerable
torsion of the LSC to the point of setting it in the DRS or a shrinking of the single
roll structure towards one of the two plates according to the mechanism sketched by
Weiss and Ahlers [63] (figure 9 of their article). Another interesting point emerging
from figure 5.20 is that the energetic contributions of the POD modes’ pairs to the
TSs are on an intermediate level between those related to the SRS and the DRS in
a statistical sense. The above considerations are essentially a confirmation that the
most energetic POD modes capture the main states of the turbulent convection.

Another useful perspective on the relationship between the states of the LSC

98 CHAPTER 5. Investigation of non-rotating Rayleigh-Bénard convection



0.8+ 0.8

— 1st mode — 1st mode

0.6 —2nd mode 0.6 —2nd mode

o —3rd mode o —3rd mode
s 4th mode 1 4th mode
e 0.4 —5th mode e 0.4 —>5th mode
——6th mode ——6th mode

— 7th mode ——7th mode

—8th mode —8th mode

02 ——9th mode 02 ——9th mode

— 10th mode —10th mode

higher order higher order
0[] 0.02 0.04 0.06 0.08 0.1 00 0.02 0.04 0.06 0.08 0.1
E“’/Al E(’)/)\l
(a) (b)

Figure 5.21: Probability distributions of the mode energies for (a) the SRS and (b) the DRS. Energies are
scaled by the first POD eigenvalue.

and the POD modes is obtained by representing the c.d.f. of the different mode
energies E() for all the samples corresponding to the same state of the LSC. Such a
representation is given in figure 5.21 for the SRS and the DRS; here, energy values
are scaled by the first POD eigenvalue, which represents the total mean energy
contained in the first POD mode. Figure 5.21a shows that the contribution of the
first pair of POD modes is statistically preponderant with respect to the contributions
of the remaining modes. This could seem an obvious consideration since the POD
modes retain most of the time-averaged fluctuating kinetic energy. However, it
should be remarked that the c.d.f.s in figure 5.21a were constructed by using only
the samples in a SRS and not the entire collection of samples available. When a
subset of samples is indeed considered, it is not true in general that the first two
POD modes contain the greatest amount of kinetic energy. On the other hand, this is
proved by figure 5.21b where indeed it is noted that the major contribution from the
energetic point of view to the subset of samples corresponding to the DRS is given by
the 3rd and the 4th mode. The observation that the first two POD modes are strictly
related to the SRS leads to the conception of a different way of detecting the LSC
orientation, which is based on the correlation of the snapshot with the first two POD
modes. Such a technique and its relationship with the method employed in section
5.3.2 is discussed in the next paragraph.

5.3.4. Identification of LSC orientation based on POD

N alternative method of detecting the LSC orientation could be founded on
LOR of snapshots based on only the first two POD modes, which, as shown in
the previous paragraph, capture most of the fluctuating kinetic energy in the SRS.
Theoretically, each snapshot can be reconstructed by the mean and the first two POD
modes, subsequently the cosine fit of the azimuthal vertical velocity profile at the
middle level provides an LSC orientation that is filtered out of the contributions of
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Figure 5.22: Statistical behavior of the LSC orientation identified by means of the first two POD modes:
(a) probability density function; (b) comparison with the LSC orientation identified by the cosine fit of the
azimuthal velocity profile at /L = 0.5. Angles are in radians.

the oscillating modes (torsion and sloshing), which are represented by the high order
POD modes as previously explained. However, in practical implementation, it is
possible to combine simply the azimuthal profiles of the axially and radially-averaged
vertical velocity for the 1st and the 2nd mode, i.e. the profiles reported in figure
5.9. More specifically, these profiles are summed by weighting them through the
corresponding mode coefficients for the selected snapshot; then the LSC orientation
is obtained as the phase angle corresponding to the maximum in the resulting profile.
It should be commented that the same procedure can be performed considering the
azimuthal profiles of the vertical velocity at mid-height and a specific radial position.
Nevertheless, due to the residual swirling component of the single roll structure in
the first pair of POD modes (see figure 5.12a), we believe that it is more robust to
employ the radially- and axially-averaged profiles.

Figure 5.22a presents the probability distribution of the LSC orientation based
on the method described above (denoted by the symbol ®). It can be noted that,
differently from the distribution of ¢,,, (figure 5.18a), that of ® does not feature a
well-defined Gaussian distribution; this is also due to the fact that all the samples
were employed to construct such a p.d.f.. The absence of a clear behavior of the
p.d.f. suggests that also the method based on POD fails in detecting a correct LSC
orientation in the transitional states. However, a preferred orientation is still detected,
approximately at ® ~ —12°. This is indeed corresponds to the phase angle of the
blue curve in figure 5.9. Such a result is not surprising if we consider that when
a preferential orientation exists the first POD mode is prone to capturing such an
orientation. The fact that the method based on the cosine fit of the azimuthal velocity
profile at mid-height does not present a prominent peak at the LSC orientation of
the first mode could indicate a bias error in the estimation of the LSC orientation.
However, it is very difficult to state if this is just a conjecture or not. Indeed, when
the p.d.f. of the difference between ® and ¢,, is plotted (figure 5.21b, blue dots), a
peak at the above-mentioned angle is not observed. Nevertheless, by restricting to
only the samples related to the SRS, a peak is instead found. The origin of such a
bias is not clear, but a plausible explanation could be that the level /L = 0.5 in the
present case is not suitable for the identification of the LSC orientation because of
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the axial asymmetry introduced by the specific thermal condition of the sidewall.

5.4. Comparison with numerical simulations

N this section, the experimental measurements presented above are compared

with the results of direct numerical simulations performed in similar conditions.
These simulations include the presence of a sidewall with physical properties equal
to that of the cylindrical sample used in the present setup. The boundary condition
imposed at the external side of the sidewall is uniform temperature equal to the
temperature of the tank measured during the experiment. In non-dimensional
terms, this corresponds to 0(p,r = r; + Ar,z) = 6, = 0.48 V¢,Vx. Complete
information about the boundary conditions used in the simulation is reported in
Table 3.2. It is important to underline that, while the physical behavior of the
sidewall is correctly modeled in the simulation, the imposed thermal boundary
condition could be different from the actual one, since the presence of thermal
gradients on the external surface of the cylinder cannot be ruled out. On the other
hand, mapping the external temperature distribution of the cylinder sidewall (with
an appropriate number of thermal probes) is unfeasible due to the requirement of
optical accessibility.

In section 5.1, a good agreement between the mean fields of the vertical velocity
component and its fluctuation determined experimentally and numerically has al-
ready been shown. In the following, the POD analysis and the study of the statistical
behavior of the LSC are repeated for the numerical simulations and differences with
the experimental observations are appropriately highlighted.

5.4.1. Extended POD modes

INCE in numerical simulations temperature is determined in any point of the flow

field (and also inside the physical sidewall), the correlation of the temperature
fluctuations with the velocity fluctuations can be studied by means of the extended
POD modes [200-202] (the reader is referred to appendix A for further information).
Figure 5.23 presents the velocity POD modes obtained from the numerical simulation.
The flow structure in each mode is still represented by 3D isosurfaces of positive
and negative vertical velocity, which identify the ascending and descending currents
in the modal field; however, such isosurfaces are now flooded by the values of the
corresponding extended POD modes of the temperature fluctuation. These have been
determined essentially by projecting the POD “temporal” basis of the velocity fields
onto the instantaneous temperature fields. Figure 5.23 essentially confirms that the
ascending currents carry fluid warmer than the bulk, while the descending ones
consists of colder fluid. However, the extended POD modes (here non represented
for brevity) exhibit a distribution significantly less smooth than that of the velocity
modes, because of the local variations of the temperature field related to the plumes
that are clustered in or carried by the vertical currents.

Interestingly, the first two POD modes from the numerical simulation (figure
5.23a-b) have the same morphology of those obtained by the experimental measure-
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Figure 5.23: Velocity POD modes from the numerical simulation. 3D isosurfaces of the vertical velocity
component corresponding to +7% of the maximum for the first eight modes (from (a) to (h), respectively).
Colors correspond to values of the extended POD mode of the temperature fluctuations, normalized by
the maximum for each mode.
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ments, with a SR structure filling the entire domain. The only evident difference is
a rotation of 90° about the cylinder axis. Conversely, the modes 3-4 have a quite
different structure from the experimental counterparts. In the 3rd and the 4th POD
mode (figure 5.23c-d) the DRS is now replaced by twisted currents that resemble
the torsional mode of the LSC. A DRS is remarkably noticed in the two successive
modes (figure 5.23e-f). As noted in section 5.2, also these modes are able to describe
a torsional oscillation of the LSC, we cannot exclusively associate the 3rd and the
4th numerical POD mode with such an oscillatory mode. However, since the energy
of POD modes decrease with increasing order, the pattern related to the 3rd and the
4th mode has a higher degree of correlation with the instantaneous velocity fields
than that related to the 5th and the 6th mode (i.e., to the DRS). The 7th and the
8th mode (figure 5.23e-f) are very similar to the 5th and the 6th experimental POD
mode and thus they are related to the off-plane displacement of the LSC.

We may summarize the above results by concluding that the high order POD
modes from the numerical simulations are essentially the same of the experimental
case, although an additional pair of POD modes indicating a torsion of the LSC is
found in the former case. The reason of such a discrepancy is not simple to predict,
but however it does not represent a major difference between the experimental and
the numerical observations.

Another interesting perspective on the characteristic modes of the thermal con-
vection is offered by the analysis of the POD modes of the temperature fluctuations
and the corresponding extended velocity POD mode. Such modes are represented
in figures 5.24 and 5.25. The first two POD temperature modes do not feature an
LSC as main structure. Conversely, in these modes it is possible to detect some
structures that arise in the center of the top and the bottom plates or the corner
between these plates and the sidewall and extend over the entire volume of the cell
in an intricate path. Such structures are still ascribable to the plumes forming at the
thermal boundary layers on the plates, which, under the effect of their buoyancy
forces, propagate from one plate to the other. In particular, in the first extended
mode the structures arising from the center of one plate reach the opposite plate in
correspondence of the corner and vice versa. It is noted that, even though the field
represented in figure 5.24a-b is characterized by positive temperature fluctuations in
the center of the bottom plate and negative temperature fluctuations in the outer
region adjacent to the corner, the contribution given by such a mode to a generic
snapshot can be opposite in sign since the mode is weighted by a coefficient that
occurs to be negative at certain time instants. Therefore, generally speaking, it can
be concluded that, in this characteristic mode, heat is convected from the central part
of the bottom plate to the corner of the top one and from the corner of the bottom
plate to the central part of the top one. On the contrary, in the second mode, heat is
convected from the center of the bottom plate to the center of the top one and from
corner to corner. It is then evident that the first two POD temperature modes are not
paired differently from the first POD velocity modes; on the contrary, they capture
different mechanisms of the convective heat transfer relying on a different structure
of the velocity field.

Focusing on the modes 3-6 (figure 5.25), it is possible again to detect the SRS

5.4. Comparison with numerical simulations 103



x/L

x/L
Ss558
i1

Figure 5.24: Temperature and extended velocity POD modes from the numerical simulation. 3D isosurfaces
of the vertical velocity component for (a) the 1st and (c) the 2nd mode and slices of the temperature
field for (b) the 1st and (d) the 2nd mode. Colors correspond to values of the temperature fluctuations,
normalized by the maximum for each mode.

and the DRS of the LSC. Interestingly, the 5th and the 6th temperature mode exhibit
a well-defined DRS, similarly to the 3rd and the 4th experimental velocity modes.
It is worth noting that the presence of the same flow structures in both the
extended POD temperature and velocity modes indicate that these structures con-
tribute fundamentally not only to the temporal fluctuation of the temperature and
the velocity but also to their correlation, i.e. to the convective heat transfer. However,
the absence of a LSC in the first two POD temperature modes means that the main
contribution to the temperature fluctuation is not given by the LSC itself. Indeed, the
flow morphology detected in these modes could be associated with the transitions
between the different states (SRS and DRS) of the LSC, suggesting that the highest
temperature fluctuations in the flow field occur in correspondence of these states.

5.4.2. Statistical behavior of the LSC

HE analyses carried out in section 5.3 have been repeated for the numerical simu-
lations. In general, a very good agreement with the experimental measurements
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Figure 5.25: Temperature and extended velocity POD modes from the numerical simulation. 3D isosurfaces
of the vertical velocity component for the modes 3-6 (from (a) to (d), respectively). Colors correspond to
values of the temperature fluctuations, normalized by the maximum for each mode.

has been found. In the following, focus is given essentially on the discrepancies
observed between the two sets of data.

A first remarkable difference concerns the statistical distribution of the LSC
strengths at the three levels /L = 0.25, /L = 0.5 and «/L = 0.75. The p.d.f:s
and the c.d.f.s of these strengths for the numerical simulation are reported in figure
5.26. Differently from the experimental measurements, the three curves show a very
similar trend, except for the range S; < 0.1 where the p.d.f. related to the middle
level reaches higher values than those corresponding to the top and the bottom. As
explained before, this is ascribed to the occurrence of the DRS. On the other hand,
the c.d.f.s for the top and the bottom are found to be essentially coincident with each
other. Since the present simulation includes the effects of the physical sidewall, this
results suggest that the statistically higher values of the top LSC strength found in
the experimental case (section 5.3.1) are not due to the influence of the cylinder
wall thermal condition on the flow field. Indeed, they are likely to be caused by
other inhomogenities or asymmetries of the experimental apparatus. Among the
most plausible explanations are the presence of horizontal thermal gradients in the
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Figure 5.26: Probability distributions of the LSC strength at the bottom (z/L = 0.25), middle (z/L = 0.5)
and top (z/L = 0.75) of the cell: (a) probability density function; (b) cumulative density function. Data
from the numerical simulations.
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Figure 5.27: Probability distributions for the LSC orientation at the bottom (x/L = 0.25), middle
(z/L = 0.5) and top (z/L = 0.75) of the cell for (a) the SRS and (b) the DRS. The angles are in radians.
Data from the numerical simulations.

top plate and the relatively high thermal resistance of the latter.

A second discrepancy concerns the statistical distribution of the LSC orientations,
reported for the numerical case in figure 5.27. Both the distributions for the SRS
(figure 5.27a) and the DRS (figure 5.27b) do not present any peak, representative of
a preferential angular orientation. This is a predictable result since, on one side, the
numerical setup is devoid of imperfections, on the other, some secondary effects, like
the Earth’s Coriolis force, are not considered in the simulation.

Finally, a further considerable difference between experimental and numerical
findings regards the distribution of the angular velocity of the LSC. The p.d.f.s of the
numerical case (figure 5.28) are much narrower than the experimental counterparts,
both when all the samples are used and when the statistics are restricted to the
samples with S,, > 0.5 or A4,, > A,,. Indeed, while in the experimental case the
p.d.f. related to the entire set of samples has a quasi Gaussian shape, in the numerical
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Figure 5.28: Probability distribution for the angular velocity of the LSC. Data from the numerical
simulations.

case it exhibits an exponential distribution. However, the p.d.f.s for the subsets of
samples S,, > 0.5 or A,, > A,, preserve a Gaussian shape, but with a lower standard
deviation.

5.5. Conclusions

HE present chapter has focused on the analysis of RB convection in non-rotating
T conditions at Ra = 1.86 x 108 and Pr = 7.6 using both experiments and DNS.
The characteristic modes of the turbulent convection have been identified by means
of modal decomposition techniques, namely POD for experimental data and extended
POD for numerical results. The statistical behavior of the LSC has been characterized
with conventional diagnostics methods based on the analysis of the azimuthal vertical
velocity profiles near the cylinder sidewall at different heights. Results consistent
with the existing literature on the topic have been retrieved experimentally, while
an improved method to identify the different flow states (SRS and DRS) of the LSC
exploiting the low-order POD modes has been introduced. Simulations including the
effects of the properties of the cylinder sidewall show excellent agreement with the
experimental measurements and confirm the relevant influence of the temperature
condition of the sidewall itself on the flow dynamics.

The main findings of the present investigation can be summarized as follows:

e the mean flow field exhibits azimuthal symmetry, irrespective of the actual
temperature condition at the external side of the cylinder sidewall (as long
as it is uniform); the latter can anyhow introduce an asymmetry between the
bottom and the top halves of the cylindrical sample, affecting the dynamics of
rising hot and sinking cold plumes;

e the first POD modes of the fluctuating velocity field determined experimentally
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capture the principal states of the LSC and appear to be coupled in pairs, as a
direct consequence of the statistical axisymmetry of the flow;

o the first two POD modes of the temperature fluctuation determined numerically
does not feature clearly a state of the LSC and could be associated with the
transitional states of the same;

e identification of the LSC orientation based on POD modes seems to be devoid of
any bias, differently from methods based on the analysis of azimuthal profiles
of temperature or vertical velocity;

e statistics show the absence of a preferential state of the LSC, confirming the
chaotic behavior of the investigated flow.
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Investigation of rotating Rayleigh-Bénard
convection

N this chapter a comparison between the results of the experimental and numerical
Iinvestigation of RB convection with background rotation is carried out. The
experimental measurements are performed for two different Rossby numbers, namely
Ro = 0.25 and Ro = 0.1, at a Rayleigh number equal to 2.86 x 10® and Prandtl
number equal to 6.4. These parameters correspond to an average temperature of the
water of 23.5°C and a temperature difference still equal to 5 °C, while the rotation
rate is 0.523 rad/s and 1.308 rad/s for the highest and the lowest Rossby numbers,
respectively. Differently from the non-rotating experiments, the temperature of the
tank water is controlled and maintained constant at 23.5 °C by means of the Peltier
cooling system driven by the TEC. This prevents the occurrence of asymmetries of
the flow field related to the specific thermal condition of the cylinder sidewall (see
discussion in section 5.1)<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>