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Preface

„Εὐομολόγητον, ἔφη· τοῦ γὰρ ἀεὶ ὄντος
ἡ γεωμετρικὴ γνῶσίς ἐστιν.“

Πλάτων, Πολιτεία, VII, 5271.

The aim of this thesis is to highlight once again how Geometry, and in partic-
ular Combinatorics, is visual knowledge.
I feel very close to the Plato’s idea of Geometry, which is something that has
always been there, that lives in its own immutable and eternal rules.
This is even more alive in Combinatorics: ‘the art of putting things in nice
order’.
In the term Combinatorics many areas of mathematics are enclosed. Combina-
torics is related to many applications ranging from Logic to Statistical Physics,
Galois geometries, Cryptography, Information and Coding Theory.
In particular Galois geometries, that is, geometric structures defined over a
finite field, are well known to be rich in combinatorial properties and appear
to be a good setting in which many problems on codes theory can be trans-
lated. However, the geometric and algebraic methods used to address these
problems often intertwine and the form of algebraic expressions becomes itself
a geometric object to be observed.
Also, the title ’Landscapes of Codes’ tries to summarize how coding theory,
finite fields and in particular Galois geometries lend themselves as visual art,
as landscape; the use of geometrical configurations and of the mutual position
among objects are vision of a mental landscape.
It is precisely from here that this work starts: putting the arguments that I
have met in my PhD in order. In this dissertation, we will go deeper into
analyzing particular classes of codes and some topics in the so-called extremal
Combinatorics.

1„The knowledge at which geometry aims is the knowledge of the eternal.“
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Briefly, this thesis is divided into three blocks. In the first, we investigate the
theory of maximum rank distance (MRD) codes whose codewords are symmet-
ric, alternating or Hermitian matrices. In the linearized polynomials setting,
we explore how the already known classes of such codes can be seen as the
intersection of an appropriate code with the restricted ambient in which ‘they
live’. We solve the equivalence issues and we compute their automorphisms
group. Moreover, we characterize these latters and present a new class of
maximum symmetric codes.
In the second part, we recall some notions about finite projective spaces and
in this context we introduce the q-analogue of the Erdős-Ko-Rado problem
originally stated in set theory. After having retraced the known results in
this topic, we study maximal families of k-dimensional subspaces in PG(n, q),
n ≥ k+ 2 and k ≥ 3, pairwise intersecting in at least a (k− 2)-space. We also
give some upper bounds on the size of relevant families, exploring the largest
examples.
In the last part, we introduce the subspace codes theory as the geometrical
counterpart of the intersection problems with assigned size arisen from the set
theory. Finally, we generalize the concept of equidistant constant-dimension
codes with the notion of SPID (Subspace Pre-assigned Intersection Dimen-
sions). The junta code, i.e. a highly regular structure that extends the notion
of sunflower, is defined. In a vector setting, we analyze the space spanned by
the elements of a SPID with two intersection dimensions and determinine a
geometrical junta bound. In particular for two consecutive assigned values of
the intersection, we show that this threshold is sharp.

More precisely, the dissertation is organized as follows.

In Chapter 1, we provide the basis for the rank metric codes. A rank metric
code C consists of a non-empty set of matrices of Fm×nq , where Fq is the Galois
field of q elements, endowed with the rank metric, i.e.

d(A,B) = rk(A−B),

for each A,B ∈ Fm×nq . Delsarte introduced this metric in 1978, [31]. Here,
we will call d-code, a rank metric code C such that the rank distance between
any pair of its codewords is at least d, with 1 ≤ d ≤ min{m,n}. Furthermore,
since the main goal in coding theory is to find codes of maximum possible
size for a given minimum distance, he proved that the rank metric codes must
obey to a simple analogue of the Singleton bound in classical coding theory.
The codes achieving this bound are called maximum rank distance (or shortly
MRD) codes. Delsarte also constructed the first family of linear MRD-codes for
each possible set of parameters. Few years later, Gabidulin in [47, Section 4]
presented the same class of MRD-codes defined as evaluations of polynomials
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over a finite field belonging to a particular class. Nowadays, these codes are
called Delsarte-Gabidulin codes.
In Section 1.1, we introduce the natural notion of isometry in the metric space
(Fm×nq , d), i.e. a bijective map Φ : Fm×nq → Fm×nq such that

d(A,B) = d(Φ(A),Φ(B))

for each A,B ∈ Fm×nq and the equivalence between two codes is recalled.
There are many ways of representing rank-metric codes. Basically, they are
subsets of the space of homomorphisms from one vector space to another,
or the space of bilinear forms from the product of two vector spaces to the
underlying field. Often, however, one chooses to work with a particular class
of poynomials: linearized polynomials. Such polynomials were introduced for
the first time by Ore in 1933, [97]. More precisely, if σ is a generator of the
Galois group of Fqn over Fq, then a linearized polynomial is an expression of
the form

a0x+ a1x
σ + . . .+ akx

σk

with a0, . . . , ak ∈ Fq. They correspond to the Fq-endomorphisms of Fqn seen as
a vector space over Fq and, hence, they can be used to describe related objects
such as Fq-subspaces, MRD-codes, etc.
In Section 1.3, we look at the relations between the maximum rank distance
codes whose codewords are invertible and some algebraic structures, the quasi-
fields and semifields.
A finite semifield is a division algebra with a finite number of elements in which
multiplication is not necessarily associative and in which a multiplicative iden-
tity element exists. If we only assume left-distributivity of multiplication over
addition, we have a (left) quasifield. Semifields were first studied by Dickson
[36], [37] and then by Albert [2] and Knuth [80]. We summarize the known
examples of MRD-codes in Section 1.5. More precisely, we recall the fam-
ily found by Gabidulin in [47] and generalized by him and Kshevetskiy in
[50] called generalized Gabidulin codes. We describe the new family found by
Sheekey in [109] known as twisted Gabidulin codes and the Trombetti-Zhou
codes investigated in [112] .

Rank metric codes of symmetric, alternating and Hermitian matrices have been
studied respectively in [30], [105] [106] and [107], by constructing q-polynomials
associated with symmetric, alternating and Hermitian matrices of order n. In
all such settings a heavy use of the theory of association schemes leads to the
determination of bounds, in general different from the analogue of the Sin-
gleton one, on the size of maximum linear codes, and to the construction of
examples attaining these bounds. The first part of Chapter 2 deals with
translating in the linearized polynomials setting isometries groups of matrix
spaces with relevant restrictions. We use results by Wan contained in [117].
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With Guglielmo Lunardon, Rocco Trombetti and Yue Zhou, we elaborate on
these examples [85]. In Section 2.4, we show that they are the intersection of
their ambient space, with a suitable unique MRD-code beloging to the equiva-
lence class of a generalized Gabidulin code. Consequently, the automorphism
groups of such linear d-codes are determined.
Moreover, in Theorem 2.5.1, we give a characterization of the d-codes equiv-
alent to the known ones in symmetric, alternating and Hermitian context.
Finally, we will show a set of q-linear polynomials over Fq2m such that it forms
a symmetric linear 2-code not equivalent to the code constructed by Kai-Uwe
Schimdt in [106].

The aim of Chapter 3 is to give an overview of so-called Erdős-Ko-Rado prob-
lems. Here, some results on intersection problems, in the set theory first and
in the finite projective spaces after, are collected.
More precisely, a crucial result which gave rise to a lot of research in the area
of ‘extremal Combinatorics’ was published in 1961: Erdős, Rado and Ko stud-
ied the size of the largest sets (contained in a finite set) intersecting pairwise
non-trivially, [41]. In [118], Wilson generalized this result to the families of
k-subsets (i.e. with size k) sharing at least t ≥ 1 elements. In honour of the
three mathematicians mentioned above, these families were called Erdős-Ko-
Rado sets (hereafter EKR sets). Moreover, finding the largest sets of pairwise
non-trivially intersecting elements has been known as EKR problem.
The beauty of these topics is that often they can be defined very easily, based
on the elementary notion of intersection among sets, but they require very
difficult arguments to solve them or high-level mathematicians as Erdős was.
Here, after having recalled some basic notions on the finite projective spaces
and some remarkable substructures in them, we introduce the q-analogue of
EKR-problem. More precisely, in a projective context, the EKR problem trans-
lates into studying families of k-dimensional projective subspaces that have at
least a fixed intersection dimension. Moreover, the research is focused on
studying the maximal families. These are sets of k-spaces mutually sharing at
least a t-space, not extendable to larger families with the same property. The
main goal is to obtain the size of these maximal families which, clearly, may
differ from the largest example.
Very important for the next chapter will be the huge work contained in M. De
Boeck’s PhD thesis, where he investigated the maximal EKR sets of planes in
projective spaces and in polar spaces, simultaneously. Also, he characterized
the maximal ones with sufficiently large size, [27].

In Chapter 4, some results obtained with Jozefien D’haeseleer, Leo Storme
and Ago-Erik Riet during my research stay at Gent University are collected.
Starting from the work of Eisfeld, [39], and from the classification of maximal
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EKR sets of projective planes due to De Boeck, [27], in Section 4.1, we analyze
the sets of solids (i.e. 3-dimensional projective spaces) in PG(n, q), n ≥ 5, such
that every two solids intersect in at least a line, dividing the discussion into
whether or not a particular configuration of solids in such family exists. So,
let S be a maximal set of k-spaces in PG(n, q), n ≥ k + 2 with the properties
described above. We say that in S there is a configuration, if S contains three
k-spaces A,B and C such that they have no (k − 3)-space in common.
When there is a configuration in S, Lemma 4.1.1 is crucial: the solids not
contained in 〈A,B〉 meet this latter in a plane. Then, we consider the space α
generated by the planes arising from such intersections, and we discuss prop-
erties of the set S of solids depending on the dimension of α. In Section 4.2,
we generalize these results for sets of k-spaces, k > 3, pairwise intersecting in
at least a (k − 2)-dimensional subspace in PG(n, q) with n ≥ k + 2. Again,
we discuss the largest examples giving some upper bounds on the size of these
relevant families.
In both cases, we assume that all the elements in such family do not have a
point or a (k− 3)-space in common, respectively, otherwise we can investigate
the quotient space with respect to the common space and we can refer to [27].

Chapter 5 shows how the theory of subspace codes can be reread as the ana-
logue of subsets families of a given set mutually meeting in sets of assigned
sizes. It opens with the notion of I-intersecting family, [4]. Let I be a set
of non-negative integers, a family F of subsets of a set Ω is I-intersecting if
|X ∩ Y | ∈ I for every distinct X, Y ∈ F and the easiest example is surely
the sunflower: a family of k-sets (hereafter k-uniform family) such that all
elements go through the same space. The main result in this theory is the
Deza Theorem, [34].
In Section 5.2, the theory of subspace codes is introduced. A subspace code C
is a non-empty collection of subspaces of Fnq . We may equipped the set of all
the vector subspaces of Fnq with two metrics in order to measure the distance
between two codewords in C. These distances and this mathematical approach
were proposed by Kötter and Ksichishang in [77]. Such metrics are known as
the subspace distance and the injection one.
The subspace codes arise from the context of correcting adversarial packet in-
sertions in linear network coding, [98]. The link between the subspace codes
theory and the rank distance codes is certainly the lifting map described in
Section 5.2.1. It provides some simple examples of constant-dimension codes,
i.e. codes whose codewords are vector subspaces with the same dimension.
We recall some results in the setting of equidistant constant-dimension codes:
the codewords of such code are subspaces with the same dimension intersect-
ing mutually in a space with fixed dimension. In literature they are known as
SCID (Subspaces with Constant Intersection Dimension). Some simple bounds
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on the size of SCIDs in Fnq are obtained with Ferdinand Ihringer, hoping it will
lead to a fruitful collaboration.

Finally, in Chapter 6, with Rocco Trombetti and Leo Storme, we give a gener-
alization of equidistant constant-dimension subspace codes: the SPIDs (Sub-
spaces with Pre-assigned Intersection dimension). Based on the work of Bar-
rolleta et al. in [7], we analyze their structure. More precisely, we look at
the subspace spanned by constant-dimension subspace codes whose codewords
have subspace distance in an assigned set of integers. However, providing some
resctrictions hold, together with Ferdinand Ihringer, we give a result on the
size of a SPID.
In Section 6.1, we introduce the notion of junta and, similarly to what was
done for SCIDs in [7], we determine a geometrical junta bound. This is the
dimension of the space generated by a (k; k− t1, k− t2)− SPID after which it
is definitely a junta. In the case of (k; k− t, k− t+ 1)-SPID, we show that this
bound is sharp and we classify the examples attaining the largest dimension
as one of the four infinite families properly described in Section 6.3.

It should be noted that the word ‘restriction’ or the attribute ‘restricted’ will
often appear. This will represent the fil rouge of the whole work. In this case
the restrictions do not restrict (sorry for the pun) the properties of mathemat-
ical objects described. On the contrary, they bring richness.



1Codes with rank distance

„Apri la mente a quel ch’io ti paleso
e fermalvi entro; ché non fa scïenza,

sanza lo ritenere, avere inteso.“

Dante Alighieri, Divina Commedia, Purgatorio, V, 40-42.

In 1978, Delsarte introduced rank-distance codes as the q-analogues of linear
error correcting codes endowed with the Hamming distance, [31]. He showed
that the parameters of these codes must obey a Singleton-like bound on the
size. The codes achieving this bound are called maximum rank distance or
shortly MRD-codes.
Delsarte constructed the first family of linear MRD-codes although from the
perspective of bilinear forms and such examples exist for each possible set of
parameters.
Few years later, Gabidulin presented the same class of MRD-codes defined as
evaluation of polynomials belonging to subspaces of linearized polynomials,
[47, Section 4]. These codes are essentially the counterpart of Reed-Solomon
codes in the rank metric setting, and nowdays they are known as Delsarte-
Gabidulin codes.

In 1991, Roth studied the crisscross errors pattern since it comes out in dif-
ferent applications such as in memory chips, magnetic tapes, distributed and
cloud storage systems. By trying to correct this kind of errors, rank metric
codes reappeared again and a new interest arose, [101].

In this chapter we will outline some basic notions about matrix codes with the
rank metric. In particular, we shall explore their very close connection with
linearized polynomials, their algebraic invariants and, finally, we will present,
in a linearized polynomials setting, the classes of the most known and studied
MRD-codes. All this will be done to better understand the next chapter.
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1.1 Introduction and Preliminaries
Let Fq be the finite field of q elements, with q a prime power. Denoted by
Fm×nq the set of order m× n matrices with entries in Fq, we consider the map
d defined by

d(A,B) = rk(A−B), (1.1.1)
for A,B ∈ Fm×nq .
The map d is called rank distance or rank metric on Fm×nq .
For the sake of completeness, we shall show that d bears the name metric not
unjustly.

Lemma 1.1.1. The map d is a metric on Fm×nq .

Proof. Clearly, rk(A−B) ≥ 0 for all A,B ∈ Fm×nq and it is null if and only if A
and B coincide. It is trivial that rk(A−B) = rk(B−A) for each A,B ∈ Fm×nq

as well.
To show that the triangular inequality holds, we prove that

rk(A+B) ≤ rk(A) + rk(B)

for all A,B ∈ Fm×nq .
Then, let A = [a1, . . . , an] and B = [b1, . . . ,bn] be matrices in Fm×nq , where ai
and bi are column vectors of A and B, respectively.
The rank of the matrix A is the dimension over Fq of the vector space spanned
by its columns, in formula

rk(A) = dimFq〈a1, . . . , an〉.

Similarly,

rk(B) = dimFq〈b1, . . . ,bn〉 and rk(A+B) = dimFq〈a1 + b1, . . . , an + bn〉.

We claim that

〈a1 + b1, . . . , an + bn〉 ⊂ 〈a1, . . . , an〉+ 〈b1, . . . ,bn〉.

Indeed, any vector x ∈ 〈a1 + b1, . . . , an + bn〉 can be written as

x = λ1(a1 + b1) + · · ·+ λn(an + bn)

for some scalars λ1, . . . , λn ∈ Fq. Hence,

x = λ1(a1 + b1) + · · ·+ λn(an + bn) =
(λ1a1 + · · ·+ λnan) + (λ1b1 + · · ·+ λnbn)
∈ 〈a1, . . . , an〉+ 〈b1, . . . ,bn〉,
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and hence the claim is proved. Then, we have
rk(A+B) = dimFq〈a1 + b1, . . . , an + bn〉 ≤ dimFq(〈a1, . . . , an〉+ 〈b1, . . . ,bn〉) ≤

dimFq〈a1, . . . , an〉+ dimFq〈b1, . . . ,bn〉 = rk(A) + rk(B).
So, for every A,B,C ∈ Fm×nq

d(A,C) = rk(A− C) = rk((A−B) + (B − C)) ≤
rk(A−B) + rk(B − C) = d(A,B) + d(B,C).

A non-empty subset C ⊂ Fm×nq is called rank distance code, RD-code for short,
and the minimum distance of C is defined as

d(C) = min
M,N∈C

M 6=N

d(M,N) .

Often, an RD-code C with minimum distance d will be called d-code.
When C is an Fq-linear subspace of Fm×nq , we say that it is an Fq-linear RD-
code and its dimension dimFq C is defined to be the dimension of C as subspace
over Fq.
Also, we say that a d-code C ⊂ Fm×nq is additive if C is a subgroup of (Fm×nq ,+).
Clearly, an Fq-linear d-code is additive, while it is straightforward to see that
each additive d-code is K-linear for some subfield K of Fq.

For the applications in classical coding theory [48, 77, 78], given the positive
integers m,n and 1 ≤ d ≤ min{m,n}, it is desirable to have d-codes which are
as large as possible in size.
In [31], Delsarte proved that the size of each RD-code must satisfy an upper
bound, the so-called Singleton-like bound. Here, we show a proof of such a
threshold due to Gorla and Ravagnani.

Theorem 1.1.2 ([54], Theorem 21). Let C be an RD-code of Fm×nq with min-
imum distance d, then

|C| ≤ qmax{m,n}(min{m,n}−d+1)

Proof. Consider the application π : C → F(m−d+1)×n
q , where π(C) is the matrix

obtained by C by deleting its first d − 1 rows, i.e. π is the projection on the
last m− d+ 1 rows. Since d is the minimum distance of C, it follows that π is
injective and hence

|C| = |π(C)| ≤ qn(m−d+1).

Hence, consider π′ : C → Fm×(n−d+1)
q the projection on the last n − d + 1

columns. As before, π′ is injective and so
|C| = |π′(C)| ≤ qm(n−d+1)

Hence the result.
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If the cardinality of the code C meets this bound, we say that C is a Maximum
Rank Distance code, MRD-code for short, or maximum d-code. The first ex-
amples of MRD-codes were found independently by Gabidulin and Delsarte in
[47] and [31], then rediscovered and generalized by Gabidulin and Kshevetskiy
in [50]. We will introduce these examples in the Section 1.5

Since (Fm×nq , d) is a metric space, the notion of isometry arises naturally.
More precisely, let m,n ≥ 2, a bijective map Φ : Fm×nq → Fm×nq , is called
isometry, if it preserves the rank metric distance, i.e.

d(A,B) = d(Φ(A),Φ(B)) (1.1.2)

for each A,B ∈ Fm×nq . Then, we say that two RD-codes C and C ′ are equivalent
if there exists an isometry Φ such that Φ(C) = C ′. These isometries have been
classified by Hua in odd characteristic, under suitable restrictions, in [68].
Moreover, this topic is studied in even characteristic case by Wan in [116]. In
the following, we summerize these results as reported in [117]. In particular
we will focus on the finite fields case.
Theorem 1.1.3 ([117], Theorem 3.4). Let Fq be a finite field and let m,n
be integers greater than one. Then a bijective map Φ : Fm×nq → Fm×nq is an
isometry if and only if there exist matrices P ∈ GL(m, q), Q ∈ GL(n, q) and
R ∈ Fm×nq such that

Φ(X) = PXσQ+R

for all X ∈ Fm×nq , where σ is a field automorphism of Fq acting on the entries
of X, or, but only in the case m = n,

Φ(X) = P (X t)σQ+R

for all X ∈ Fm×nq , where X t is the transpose of the matrix X.
According to Theorem 1.1.3, if m 6= n, two d-codes C and C ′ are equivalent if
and only if there exist P ∈ GL(m, q), Q ∈ GL(n, q), R ∈ Fm×nq and a field
automorphism σ of Fq such that

C ′ = {PCσQ+R | C ∈ C}. (1.1.3)

If m = n, in addition to the possibility described above, we say that C and
C ′ are equivalent even if there are two non-singular matrices P and Q ∈ Fn×nq

and σ, a field automorphism of Fq, such that

C ′ = {P (Ct)σQ+R | C ∈ C}.

In the following, when we will consider the equivalence between two RD-codes,
we will refer only to (1.1.3). This relation is often called strong equivalence, see
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[6] and [94]. We indicate the equivalence between C and C ′ by the symbol C ' C ′
and denote by [C]' the equivalence class of C regarding relevant equivalence
relation.
Moreover, Aut(C) will indicate the automorphism group of C, which is the
group of all isometries of Fm×nq fixing C.
When C and C ′ are additive, we may assume that R to be the null map. Indeed,
since C = 0 is in C, then R ∈ C ′ and

C ′ −R = {C ′ −R | C ′ ∈ C ′} = C ′

For further details on the equivalence of RD-codes, see also [109].

Let C ⊂ Fm×nq be an RD-code, the weight of its codeword C is the rank of C.
The rank weight distribution of C is a sequence of numbers

Aj = |{C ∈ C | rk(C) = j}|

for j = 0, 1, . . . ,min{m,n}.
In general, it is difficult to determine the rank weight distribution of a given
code. However, MRD-codes with the same parameters have the same rank
weight distribution which is completely determined, see [31], [47]. Moreover in
[89], the authors showed that the spectrum of an MRD-code is complete,
Proposition 1.1.4 ([89], Lemma 2.1). Let C be an MRD-code in Fm×nq with
minimum distance d and suppose m ≤ n. Assume that the null matrix is in C.
Then, for any 0 ≤ ` ≤ m− d, we have Ad+` > 0, i.e. there exists at least one
matrix C ∈ C such that rk(C) = d+ `.
Let C ⊂ Fm×nq a rank distance code, the adjoint code of C is the set

C> = {Ct | C ∈ C}, (1.1.4)

while the Delsarte-dual code of an additive RD-code C is

C⊥ = {N ∈ Fm×nq | Tr(MN t) = 0 ∀M ∈ C} ⊂ Fm×nq , (1.1.5)

where Tr(·) denotes the trace of a square matrix of order m×m.
It is straightforward to see that the map

(M,N) ∈ Fm×nq × Fm×nq 7−→ Tr(MN t) ∈ Fq

is a non-degenerate, symmetric bilinear form on Fm×nq . We will recall some
basic notions about bilinear forms in Chapter 2.
Delsarte proved a relation between an Fq-linear MRD-code and its Delsarte-
dual code, more precisely
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Theorem 1.1.5 ([31], Theorem 5.5). Let C ⊂ Fm×nq be an Fq-linear MRD-
code with minimum distance d = d(C) ≥ 1. If m ≤ n, then the Delsarte-dual
code C⊥ is an Fq-linear MRD-code with

dimFq(C⊥) = mn− dimFq(C)

and with minimum distance m− d+ 2.
In general, it is difficult to tell whether two rank metric codes with the same
parameters are equivalent or not. In [84], useful tools to face with this problem
were introduced by Liebhold and Nebe. Let C ⊂ Fm×nq be an RD-code, the
left and right idealisers L(C) and R(C) are defined as the sets

L(C) = {X ∈ Fm×mq | XC ∈ C for all C ∈ C},
R(C) = {Y ∈ Fn×nq | CY ∈ C for all C ∈ C},

respectively.
In [89], they appear with the name of middle and right nucleus, respectively.
Proposition 1.1.6 ([89], Proposition 4.1). Let C1 and C2 be additive RD-codes
of Fm×nq . If C1 ' C2, then their left (resp. right) idealisers are equivalent.

Proof. Suppose that C1 and C2 are equivalent, then there exist a field auto-
morphism σ, P ∈ GL(m, q) and Q ∈ GL(n, q) such that

C2 = {PCσQ | C ∈ C1}

Then, we have
L(C2) = {PT σP−1 | T ∈ L(C1)}

and
R(C2) = {Q−1T σQ | T ∈ R(C1)}

Both the idealisers of the adjoint code and Delsarte-dual code of a rank metric
code C are linked. Indeed, we have the following
Proposition 1.1.7 ([89], Proposition 4.2). Let C be an Fq-linear RD-code in
Fm×nq . The following statements hold:

i) L(C>) = R(C)> and R(C>) = L(C)>;

ii) L(C⊥) = L(C)⊥ and R(C⊥) = R(C)⊥.

Theorem 1.1.8 ([89], Theorem 5.4 and Corollary 5.6). Let C be an Fq-linear
MRD-code in Fm×nq with minimum distance d > 1. If m ≤ n, then L(C) is a
field with |L(C)| ≤ qm. If m ≥ n, then R(C) is a finite field with |R(C)| ≤ qn.
In particular, when m = n L(C) and R(C), are both finite fields.
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1.2 Linearized polynomials
In this section, we will recall a different representation of RD-codes as a partic-
ular class of polynomials over finite fields, the so-called linearized polynomials.
They fit into a broader theory started by Ore in 1933: the theory of non-
commutative polynomial rings, see [96] and [97].

Let Fqn be a finite field of order qn with q a prime power. A linearized polyno-
mial or a q-polynomial over Fqn is a polynomial of the form

f(x) =
k∑
i=0

cix
qi

where ci ∈ Fqn and k is a positive integer.
We will denote the set of these polynomials by Ln,q[x]. If k is the largest in-
teger such that ck 6= 0, we say that k is the q-degree of f , in short degq(f). It
is straightforward to show that a linearized polynomial f defines an Fq-linear
map of Fqn , when Fqn is viewed as an Fq-vector space.
Now, consider two Fq-vector spaces Vn and Vm with dimension n and m, re-
spectively. Fixed an Fq-basis in both vector spaces, any (additive, Fq-linear,
resp.) RD-code C ⊂ Fm×nq can be seen as a (subgroup, Fq-subspace, resp.)
subset of maps in HomFq(Vn, Vm), the set of Fq-linear map from Vn to Vm.
Morever if n ≥ m, we can always regard Vm as a subspace of Vn and iden-
tify HomFq(Vn, Vm) with the subspace of those ϕ ∈ HomFq(Vn, Vn) such that
Imϕ ⊂ Vm.
Clearly, up to isomorphism, we can suppose that Vn is Fqn seen as a Fq-vector
space of dimension n. Hence, let EndFq(Fqn) = HomFq(Fqn ,Fqn) be the set
of all Fq-linear maps of Fqn in itself. It is well known that each element of
EndFq(Fqn) can be represented in a unique way as a linerized polynomial over
Fqn with q-degree at most n− 1, see [83].
So, denoted by L̃n,q[x] the quotient Ln,q[x]/(xqn − x), the algebraic structure
(L̃n,q[x],+, ◦, ·), where + is addition of polynomials, ◦ is the composition of
polynomials modulo xqn − x and · is the scalar multiplication by elements of
Fq, is isomorphic to the Fq-algebra EndFq(Fqn).
Let f be a linearized polynomial in L̃n,q[x], the kernel of f is the set of its
roots and the values assumed by f form the image subspace, see [83]. Clearly,
if degq(f) = k, the kernel and the image of f has dimension at most k and
at least n − k, respectively, as Fq-vector spaces. This follows from the fact
that such a polynomial may have at most qk roots, and hence its kernel (when
viewed as a linear transformation) has dimension at most k, implying that its
rank is at least n− k.
Actually, this turns out to be a special case of the following more general result
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Theorem 1.2.1 ([56],Theorem 5). Let L be a cyclic Galois extension of a field
F of degree n, and suppose that σ generates the group Gal(L/F). Let k be an
integer satisfying 1 ≤ k < n, and let c0, c1, . . . , ck−1 be elements of L, not all
zero. Then the F-linear transformation defined as

f(x) = c0x+ c1x
σ + . . .+ ck−1x

σk−1

has rank at least n− k + 1.
Taking L = Fqn , F = Fq, and xσ = xq returns the above statement about
linearized polynomials; if we take xσ = xq

s for some s relatively prime to n,
then we get the so-called qs-polynomials of the form

c0x+ c1x
qs + . . .+ ck−1x

qs(k−1)
, (1.2.1)

and their rank is at least n− k + 1.

1.2.1 RD-codes in linearized polynomials setting
Let Fqn be the finite field of order qn, where q is a prime power and consider
the set

L̃n,q[x] =
{
n−1∑
i=0

cix
qi : c0, c1, . . . , cn−1 ∈ Fqn

}
.

In light of the above, L̃n,q[x] is isomorphic to the Fq-algebra of Fq-linear maps
of the n-dimensional Fq-vector space Fqn in itself and in this setting the rank
distance in (1.1.1) translates simply as

d(f1, f2) = rk(f1 − f2)

with f1, f2 ∈ L̃n,q[x].
Since any RD-code C ⊂ Fm×nq , with m ≤ n, can be considered as an appro-
priate subset of L̃n,q[x], we will reformulate some of the notions recalled in
Section 1 in terms of q -polynomials over Fqn , and in particular if no further
requests are made on the kernel or the image space of such maps, we will sup-
pose to refer to square matrices of order n with entries on Fq.
A linearized polynomial in L̃n,q[x] is called invertible or permutation q-polynomial,
if it admits an inverse with respect to ◦.
Let Trqn/q be the trace function of Fqn over Fq1, the map

T : (x, y) ∈ Fqn × Fqn → Trqn/q(xy) ∈ Fq, (1.2.2)
1For x ∈ Fqn , the trace Trqn/q(x) of x on Fq is defined by

Trqn/q(x) = x+ xq + . . .+ xq
n−1

.

It is a surjective Fq-linear map from Fqn to Fq, see [83].
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is a non-degenerate Fq-bilinear form on Fqn . If f(x) = ∑n−1
i=0 aix

qi is an Fq-
linear map of Fqn , then the adjoint map of f with respect to T (·, ·), i.e. the
map such that

T (x, f(y)) = T (y, f>(x))
for each x, y ∈ Fqn , is the q-polynomial

f>(x) =
n−1∑
i=0

aq
i

n−ix
qi

.

In fact, the adjoint of f is equivalent to the transpose of the matrix in Fn×nq

derived from f . If f = f>, we say that f is self-adjoint with respect to T (·, ·).
If C ⊂ L̃n,q[x] is an RD-code, then the adjoint code of C defined in (1.1.4)
turns to be

C> = {f> : f ∈ C}.
Also the notion of Delsarte-dual code can be written in terms of q-polynomials,
see for example [90]. Indeed, let B : L̃n,q[x] × L̃n,q[x] → Fq be the bilinear
form given by

B(f, g) = Trqn/q

n−1∑
i=0

figi


where f(x) = ∑n−1

i=0 fix
qi and g(x) = ∑n−1

i=0 gix
qi . In this setting, the Delsarte-

dual code C⊥ of an RD-code C is the set of q-polynomials

C⊥ = {f ∈ L̃n,q[x] | B(f, g) = 0 ∀g ∈ C}.

Similarly, we may express the equivalence in this structure by repeating what
we have done before with matrices. More precisely, two sets of q-polynomials
in L̃n,q[x], say C and C ′, are equivalent if there exist two permutation q-
polynomials g1, g2 in L̃n,q[x] and ρ ∈ Aut(Fq) such that

C ′ = {g1 ◦ fρ ◦ g2(x) + r(x) : f ∈ C}, (1.2.3)

where r(x) ∈ L̃n,q[x], and fρ(x) = ∑
aρix

qi , if f(x) = ∑
aix

qi . Note that if
q = pe for p a prime, and ρ is the automorphism such that x 7→ xp

i , then
fρ(x) = xp

i ◦ f ◦ xpne−i .

Although, as seen before, an isometry may cover the possibility

C ′ = {g1 ◦ f>ρ ◦ g2(x) + r(x) : f ∈ C}.

Let g1, ρ, g2, r be as above. In the following, we will use the symbol Φg1,ρ,g2,r

to denote the map of L̃n,q[x] defined by

f(x) 7→ g1 ◦ fρ ◦ g2(x) + r(x) mod xq
n − x
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Since for the remaining part of this chapter we will work with additive RD-
codes, we will assume r(x) is the null map.
Furthermore, the left and right idealisers of a code C ⊂ L̃n,q[x] can be written
as

L(C) = {ϕ(x) ∈ L̃n,q[x] | ϕ ◦ f ∈ C ∀f ∈ C},

R(C) = {ϕ(x) ∈ L̃n,q[x] | f ◦ ϕ ∈ C ∀f ∈ C},

where we consider the code C as a set matrices acting on vectors x of Fnq as
x 7→ xM , with M ∈ C.
Finally, by Theorem 1.2.1, all the considerations and results above can be
stated for qs-polynomials where s is an integer relative prime to n.

1.3 (Pre)semifields and quasifields
Let Fqn be the finite field of order qn, q a prime power, and suppose that
C ⊂ L̃n,q[x] is a maximum d-code. If d = n, then because of the Singleton-like
bound, |C| = qn and C consists of qn invertible endomorphisms of Fqn . Such a
set is called spread set, [33]. In particular, if C is an additive spread set, it is
called semifield spread set, [88].
In this section, we shall explore the link between the MRD-codes with mini-
mum distance n and some algebraic structures: the quasifields, see [28]. We
briefly recall the definition and some properties of quasifields.
Definition 1.3.1. A set Q with at least two elements and with two operations
+, ? : Q×Q → Q is called (right) quasifield, if the operations + and ? satisfy
the following axioms:

i) (Q,+) is an abelian group with identity element 0.

ii) There is an identity e in (Q, ?), i.e.

e ? a = a ? e

for each a ∈ Q.

iii) For each a, b ∈ Q with a 6= 0, there exists exactly one element x in Q
such that

a ? x = b

iv) For each distinct a, b, c ∈ Q, there exists exactly one element x in Q such
that

x ? a = x ? b+ c
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v) Right distributivity property holds, i.e.

(a+ b) ? c = a ? c+ b ? c

for each a, b, c ∈ Q.

A quasifield satisfying also the left distributivity law is called semifield. A
presemifield satisfies the axioms i), iii), iv), v) and the left distributivity law.
Clearly, we refer to a finite quasifield or a finite semifield, if the underlying set
is finite.
The quasifields were first studied by Veblen and Wedderburn in [115], while
the semifields were first studied by Dickson in the early 1900s, see [36] and
[37]. This topic was further developed by Albert [1] and Knuth [80], in the
1960s. This research was motivated by the fact that semifields give rise to a
certain class of projective planes: the translation planes, [81].
A very recent research on semifields has been performed due to surprising con-
nections in finite geometry, see for istance [82].

One easily shows that the additive group of a finite quasifield Q is elementary
abelian, and the additive order of its elements is called the characteristic of Q.
Let Q be a right quasifield, the kernel of Q is the set

KerQ = {c ∈ Q | c ? (a+b) = c ? a+c ?b and c ?(a ? b) = (c ? a) ? b ∀a, b ∈ Q}.

If Q is a finite quasifield, KerQ is isomorphic to a finite field and, moreover
Q can be structured as a finite dimensional left vector space over its kernel.
Contained in a semifield S there are the following important substructures,
each of which is isomorphic to a finite field, if S is finite:

Nl(S) = {x ∈ S | (x ? y) ? z = x ? (y ? z), ∀y, z ∈ S}
Nm(S) = {y ∈ S | (x ? y) ? z = x ? (y ? z),∀x, z ∈ S}
Nr(S) = {z ∈ S | (x ? y) ? z = x ? (y ? z), ∀x, y ∈ S}

These are known as the left nucleus, the middle nucleus, the right nucleus.
The intersection of the three nuclei is called associative center N (S) and the
commutative center, i.e. the elements of N (S) commuting with all the ele-
ments of S, is called center of S and is denoted by Z(S).
A finite semifield S can be seen as a division algebra over its center (i.e. an
algebra such that for any element a ∈ S and any non-zero element b ∈ S there
exists precisely one element x ∈ S with a = b ? x and precisely one element
y ∈ S such that a = y ? b), as a left vector space over its left nucleus, as a left
vector space and right vector space over its middle nucleus, and, finally, as a
right vector space over its right nucleus.
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Now, let C ⊂ L̃n,q[x] be a spread set. We may assume that the null polynomial
belongs to C. Indeed, if the latter is not in C, we can choose an element g ∈ C
and we can replace C by

C − g = {f − g | f ∈ C}.

Since in C all elements are invertible, then we may further assume that the
polynomial x belongs to C replacing C by h−1 ◦ C with h ∈ C.
Then, it is straightforward to show that the non-null polynomials in C act
regularly on the non-zero elements of Fqn , i.e. for any element b ∈ Fqn there
is a unique element f(x) ∈ C such that f(1) = b. We denote such element by
the symbol fb(x). Then, we can assume that

C = {fb(x) | b ∈ Fqn},

where the null-map and the the polynomial x are determined by 0 and 1, re-
spectively.
Defined the multiplication by a ? b = fb(a), the algebraic structure Q =
(Fqn ,+, ?) is a right quasifield and Fq is a subfield of its kernel.
Conversely, if Q = (Fqn ,+, ?) is a finite quasifield with Fq ≤ KerQ, the set

{fb : x ∈ Fqn 7→ x ? b ∈ Fqn | b ∈ Fqn}

defines a spread set C ⊂ L̃n,q[x]. We summerize the discussion in the following
Theorem 1.3.2 ([28], Theorems 2, 3 and 4). Let C ⊂ L̃n,q[x] be a spread
set, then there exists a finite quasifield Q = (Fqn ,+, ?) with Fq ≤ KerQ and
dimFq Q = n and vice versa.
If C is an additive code, Q is a finite semifield and Fq is contained in N (Q).
If C is an Fq-linear code with minimum distance n, Q is division algebra over
Fq, with Fq ≤ Z(Q) and dimFq Q = n.
Actually, the theorem above was originally stated for a MRD-code of non-
singular matrices of order n with entries over a field K. Here, we preferred to
translate it in the setting of q-polynomials over Fqn .

Hence, quasifields and semifields give examples of MRD-codes with the max-
imum possible value of the minimum distance. Now, the natural notion of
equivalence for semifields is the so-called isotopism. Presisely, let (S,+, ?)
and (S ′,+, ?′) be two semifields, an isotopism between S and S ′ is a triple of
non-singular additive maps F,G and H from S to S ′ such that

F (x) ?′ G(y) = H(x ? y)

for all x, y ∈ S. If such a triple (F,G,H) exists S and S ′ are called isotopic.
The set of semifields isotopic to a semifield S is called the isotopism class of S.
In [28], the authors showed that isotopic semifields give equivalent MRD-codes
and viceversa.
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Theorem 1.3.3 ([28], Remark 2). Let (S,+, ?) and (S ′,+, ?′) be finite semi-
fields and suppose that Fq be is contained in both of Z(S) and Z(S ′). Denote
by C and C ′ the corresponding semifield spread sets of S and S ′, respectively.
Then C and C ′ are equivalent if and only if S and S ′ are isotopic over the
prime field of Fq.

1.4 Puncturing of an RD-code
Puncturing is a well-known operation on codes in the Hamming metric, see for
example [53, Section 14.4].
In [10], the authors introduced a natural rank metric analogue. As we observed
in Section 1.2, a matrix may be seen as a map between vector spaces, then by
restricting the domain and/or range to a subspace, we can obtain a matrix of
smaller size.
More precisely, let Fq be the finite field with q elements and consider C, a rank
distance code in Fn×nq . Given an m × n matrix A of rank m, m ≤ n, with
entries over Fq, it is clear that the set

AC = {AC : C ∈ C}

is a rank distance code in Fm×nq . We say that the code AC, which we will
denote by PA(C), is obtained by puncturing C with A and PA(C) is called
punctured code of C by A. In [10, Corollary 35], Byrne and Ravagnani proved
that a punctured code obtained by an MRD-code is still an MRD-code. For
the sake of completeness, we shall briefly retrace this result. First of all, we
shall recall a classic rank inequality.
Lemma 1.4.1 (Sylvester’s rank inequality, [52]). Let A be an m×n matrix
and M an n× ` matrix with entries over a field K. Then

rk(AM) ≥ rk(A) + rk(M)− n.

Theorem 1.4.2 ([24], Theorem 3.2). Let C ⊂ Fn×nq be an MRD-code with
minimum distance d. Let A be an m × n matrix over Fq with rank m, with
n−d < m ≤ n. Then the punctured code PA(C) is an MRD-code of Fm×nq with
minimum distance d′ = d+m− n.

Proof. We first show that the map

C ∈ C 7→ AC ∈ PA(C)

is injective. Assume AC1 = AC2 for some distinct matrices C1, C2 ∈ C. Then
A(C1 − C2) = 0, giving

dimFq(KerA) ≥ rk(C1 − C2) ≥ d > 0,
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thus rk(A) = m − dim(KerA) < m, a contradiction. Therefore, |AC| = |C| =
qn(n−d+1) = qn(m−d′+1), where d′ = d+m−n. By the Sylvester’s rank inequality,
we have

rk(AC1 − AC2) ≥ rk(A) + rk(C1 − C2)− n ≥ m+ d− n = d′ > 0.

Hence the claim.

In [109, Remark 10] Sheekey posed the problem to understand whenever dif-
ferent codes obtained by puncturing an MRD-code are equivalent or not, or
whether there should exist examples of MRD-codes which cannot be obtained
by puncturing. In [24], Csajbók and Siciliano, investigating punctured codes
in the framework of bilinear forms, proved that generalized twisted Gabidulin
codes contain many MRD-codes which are inequivalent to the MRD-codes ob-
tained by puncturing generalized Gabidulin codes (see next the section for
twisted and generalized Gabidulin codes).

1.5 Known examples of MRD-codes
In this section, we list some known examples of MRD-codes, necessary for un-
derstanding the results of the next chapter. In the following, we are going to
present the known maximum rank distance codes by using their representa-
tion as sets of linearized polynomials of L̃n,q[x]. In particular, we will highlight
some useful properties of the first discovered family of linear MRD-codes. Most
of these results are contained in [109].

In [31], Delsarte found this family using the bilinear form theory and he re-
ferred to it as the Singleton systems. In [47], Gabidulin presented the same
class of MRD-codes as evaluation of polynomials belonging to subspaces of
linearized polynomials.
Let k, n be positive integers with k ≤ n, a Gabidulin code with stated param-
eters is the set of linearized polynomials

Gn,k =
{
k−1∑
i=0

aix
qi : a0, a1, . . . , ak−1 ∈ Fqn

}
.

Later, in [50], Kshevetskiy and Gabidulin generalized the previous construction
obtaining the so-called generalized Gabidulin codes and they can be written as
follows

Gn,k,s =
{
k−1∑
i=0

aix
qsi : a0, a1, . . . , ak−1 ∈ Fqn

}
. (1.5.1)

with gcd(s, n) = 1 and k ≤ n. With these parameters, the code Gn,k,s is an
Fq-subspace of L̃n,q[x] of dimension kn and any non-zero element in Gn,k,s has
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rank greater than or equal to d = n−k+1. Hence, Gn,k,s is a linear MRD-code
with minimum distance d. Moreover, it is easy to show that

L(Gn,k,s) = R(Gn,k,s) ' Fqn ,

see for istance [84] and [94].
Each code Gn,1,s is a semifield spread set, and all are equivalent and correspond
to the field Fqn .

We note that, in general, the map

a0x+ a1x
q + . . .+ an−1x

qk−1 7−→ a0x+ a1x
qs + . . .+ an−1x

qs(k−1)

does not preserve the rank distance. Indeed, in [50] it was shown that there
exist codes in Gn,k,s inequivalent to any in Gn,k for particular values of k, s and
q. However, it is easy to check that G>n,k,s = xq

sk ◦ Gn,k,s, and hence we have
the following
Lemma 1.5.1 ([109], Lemmas 1 and 2). Each generalized Gabidulin code
Gn,k,s is equivalent to its adjoint G>n,k,s and the Delsarte-dual code G⊥n,k,s of a
generalized Gabidulin code Gn,k,s is equivalent to Gn,n−k,s.
Note also that the generalized Gabidulin codes form a chain:

Gn,1,s ≤ Gn,2,s ≤ . . . ≤ Gn,n,s = EndFq(Fqn).

Here, we premise a useful result to calculate the group of automorphisms of a
generalized Gabidulin code Gn,k,s. We will try to figure out which subspaces
of a generalized Gabidulin code Gn,k,s are equivalent to another generalized
Gabidulin code Gn,r,s, with r ≤ k.
Proposition 1.5.2 ([109], Theorem 3). A subspace U of Gn,k,s, k ≤ n− 1, is
equivalent to Gn,r,s if and only if there exist invertible linearized polynomials
g, h such that

U = Φg,id,h(Gn,r,s) = {g ◦ f ◦ h : f ∈ Gn,r,s},

where g0 = 1 and degqs(g) + degqs(h) ≤ k − r.

Proof. Clearly if g and h are invertible linearized polynomials satisfying the
condition on degrees, then U is contained in Gn,k,s, and it is equivalent to Gn,r,s.
Note that for any β ∈ F∗qn and any j ∈ {0, . . . , n− 1}, we have that

{g ◦ f ◦ h : f ∈ Gn,r,s} = {g ◦ (βxqsj ) ◦ f ◦ (β−1xq
s(n−j)) ◦ h : f ∈ Gn,r,s},
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and hence we may assume without loss of generality that g0 = 1.
Consider g ◦ αxqsj ◦ h, where α ∈ Fqn . Then the coefficient of xqsm is

cm, j(α) =
n−1∑
i=0

gih
qsi

m−i−jα
qsi

. (1.5.2)

where indices are taken modulo n. If U is contained in Gn,k,s, we must have
for each m ≥ k, j ≤ r − 1, cm,j(α) = 0 for every α ∈ Fqn . Hence for all
m ≥ k, j ≤ r − 1 and i ∈ {0, . . . , n− 1} we have that

gihm−i−j = 0.

As g0 6= 0, we get that gm = 0 for all m ≥ k. Let degqs(g) = `, degqs(h) = t,
and so g`ht 6= 0. Then hm−`−r+1 = 0 for all m ∈ {k, . . . , n− 1} 6= ∅, and hence
t ≤ k − `− r, proving the claim.

Thanks to the result above, we obtain a complete description of the automor-
phism group of the Gabidulin codes.
Theorem 1.5.3 ([109], Theorem 4). The automorphism group of the general-
ized Gabidulin code Gn,k,s is given by

{Φαx,ρ,βx | α, β ∈ F∗qn , ρ ∈ Aut(Fq)} (1.5.3)

Proof. Clearly the set in 1.5.3 is a subgroup of Aut(Gn,k,s).
Suppose Φg,ρ,h(Gn,k,s) = Gn,k,s for some invertible linearized polynomias g, h
and some ρ ∈ Aut(Fq). As Gρn,k,s = Gn,k,s for all ρ ∈ Aut(Fq), we may assume
that ρ is the identity. Then g = g′◦(αxqsi) for some α ∈ F∗qn , i ∈ {0, . . . , n−1},
where g′0 = 1. Let h′ = xq

si ◦h. Then Φg′,id,h′(Gn,k,s) = Gn,k,s, and by the proof
of Proposition 1.5.2 , we must have degqs(g′) + degqs(h′) = 0. Hence g′ = x

and h′ = βq
si
x for some β ∈ F∗qn , and so Φg,id,h = Φ

αxqsi ,id,βxqs(n−i) .

More recently, in [109], Sheekey constructed a new family of linear MRD-codes
for all parameters. Let Fqn be the finite field of order qn, q a prime power,
η ∈ Fqn such that Nqn/q(η) 6= (−1)nk 2 and let s be an integer relatively prime
to n. The set of qs-polynomials

Hn,k(η, h) = {a0x+a1x
qs + . . .+ak−1x

qs(k−1) +aq
h

0 ηx
qsk | a0, a1, . . . , ak−1 ∈ Fqn}

with k ≤ n − 1, is an Fq-linear MRD-code of dimension nk. This code is
known as generalized twisted Gabidulin code. In [90], Lunardon, Trombetti

2For x ∈ Fqn , the norm Nqn/q(x) of x over Fq is defined by

Nqn/q(x) = x1+q+...+qn−1
= x(qn−1)/(q−1).

It is a group homomorphism from F∗qn onto F∗q , see [83].
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and Zhou determined the automorphism group of the generalized twisted
Gabidulin codes. However, note that the generalized Gabidulin codes and
twisted Gabidulin codes are both proper subsets of this class. Indeed, when
s = 1, Hn,k,s(η, h) is the twisted Gabidulin code, when η = 0, Hn,k,s(η, h) is
exactly the generalized Gabidulin code Gn,k,s. In particular, when k = 1, all
elements in Hn,1,s(η, h) are of the type

a0x+ ηaq
h

0 x
qs

,

for a0 ∈ Fqn . They define the multiplication of a generalized twisted field, a
presemifield found by Albert [2]. Also, if η 6= 0, the authors in [90] determined
its left and right idealisers

L(Hn,k,s(η, h)) ' Fqgcd(n,h) and R(Hn,k,s(η, h)) ' Fqgcd(n,sk−h)

As for generalized Gabidulin codes, the class of generalized twisted Gabidulin
codes is closed by the adjoint operation and by Delsarte duality described in
(1.1.4) and (1.1.5), more precisely
Proposition 1.5.4 ([90], Proposition 4.2 and 4.3). The Delsarte dual code and
the adjoint code of Hn,k,s(η, h) is equivalent to the code Hn,n−k,s(−η, n−h) and
to the code Hn,k,s(1/η, sk − h), respectively.
In [109], the author proved that Gn,k,s is equivalent to Hn,k,1(η, h) if and only if
k ∈ {1, n− 1} and h ∈ {0, 1}, while the equivalence issue between Hn,k,s(η, h)
and Hn,k,t(θ, g) has been completely solved in [90]. In particular, as a conse-
quence we obtain the following
Corollary 1.5.5. Let n, k, s, t be integers such that 1 ≤ k ≤ n and s, t rela-
tively prime to n. The generalized Gabidulin codes Gn,k,s and Gn,k,t are equiv-
alent if and only if s ≡ ±t (mod n).
By similar techniques used by J. Sheekey in [109], Trombetti and Zhou found
a new example of MRD-code of L̃n,q, with n even and q odd, [112]. More
precisely, the set

Dk,s(γ) =

ax+
k−1∑
j=1

cix
qsj + γbxq

sk : c1, . . . , ck−1 ∈ Fqn , a, b ∈ Fqn/2


(1.5.4)

with gcd(s, n) = 1 and γ ∈ Fqn such that Nqn/q(γ) is a non-square in Fq,
defines a maximum rank distance code with minimum distance d = n− k+ 1.
Both its idealisers are isomorphic to Fqn/2 .





2Rank distance codes with
restrictions

„Wir haben eine ältere Offenbarung
als jede geschriebene, die Natur.“

Friedrich W.J. Schelling, System des transzendentalen Idealismus.

It should be noted that the theory of RD-codes recalled in the previous chap-
ter does not require particular restrictions for the codewords. Then, we could
refer to these codes with the name of unrestricted RD-codes.
In [30], [105], [106] and [107], the authors studied RD-codes with prescribed
restrictions for their elements. More precisely, rank codes whose codewords
are symmetric, alternating and Hermitian matrices with entries over a finite
field.
In [51], Gabidulin et al. investigated rank codes containing a linear subcode
of symmetric matrices. They showed that these codes have a good behavior
from the point of view of errors correction. More details on applications of
restricted codes to the coding theory can be found in [29].
In [30], Delsarte and Goethals and later Kai-Uwe Schimdt, in [105], [106],
[107], explored restricted RD-codes, leading to the determination of bounds
on the size of such additive or non-additive d-codes in general different from
the Singleton-like one. Some bounds are proven to be tight by exhibiting ex-
amples. Moreover, under certain conditions, the rank weight distribution of
these codes is determined by their parameters, see [106, Section 3.1].

In this chapter after recalling the known literature on rank metric codes with
the aforementioned restrictions, we shall focus on such examples. More pre-
cisely, we determine their automorphism groups and solve the equivalence issue
for them. Finally, in the last section, we shall exhibit a maximum symmetric
2-code which is not equivalent to the one with same parameters constructed
in [106].
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2.1 Sesquilinear, bilinear and Hermitian
forms

Before introducing other concepts from the theory of RD-codes, in this section
we will recall the well-known notion of sesquilinear form on a vector space from
which the notion of symmetric, alternating bilinear form and Hermitian form
follows. So, let V = V(n, q) be an n-dimensional vector space over the finite
field Fq and let σ be an automorphism of Fq. A σ-sesquilinear form on V with
accompanying automorphism σ is a map

S : V× V→ Fq,

satisfying the following conditions

i) S(u+ v, w + z) = S(u,w) + S(u, z) + S(v, w) + S(v, z)

ii) S(λu, µv) = λµσ S(u, v),

for all u, v, w, z ∈ V and for all λ, µ ∈ Fq.
Hence, fixed an Fq-basis {e1, e2, . . . , en} of V, a σ-sesquilinear form on V is
uniquely determined by its matrix S = (sij) ⊂ Fn×nq with

sij = S(ei, ej),

for i, j = 1, . . . , n. The rank of this matrix doesn’t depend on the choice of the
basis and is defined to be the rank of S(·, ·).

Now, if σ is the identity automorphism of Fq, a σ-sesquilinear form B(·, ·) on
V is properly called Fq-bilinear form.
In particular, an Fq-bilinear form B(·, ·) on V is symmetric if

B(u, v) = B(v, u) ∀u, v ∈ V. (2.1.1)

An alternating Fq-bilinear form B on V, instead, is a bilinear form such that
for all u ∈ V

B(u, u) = 0 (2.1.2)

from which the additional property

B(u, v) +B(v, u) = 0 (2.1.3)

follows. By (2.1.1), (2.1.2) and (2.1.3), we may conclude that the matrix
of a symmetric (resp. alternating) bilinear form is symmetric (resp. skew-
symmetric). Conversely, to any symmetric (resp. skew-symmetric) matrix of
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order n with elements in Fq corresponds a symmetric (resp. alternating) Fq-
bilinear form.

Now, let V(n, q2) be n-dimensional vector space over the finite field of order
q2 and let σ : a 7→ aq be the involuntory automorphism of Fq2 .
A Hermitian form H : V × V → Fq2 is a σ-sesquilinear form on V satisfying
the following property

H(v, u) = H(u, v)σ, (2.1.4)

for all u, v ∈ V. By considerations similar to those above, fixed an Fq2-basis
of V, a Hermitian form on V is uniquely determined by a matrix A of order n
with entries in Fq2 such that

A = Āt, (2.1.5)

where we indicate Ā, the matrix obtained from A applying to each entry the
involutory automorphism of Fq2 . Conversely, given a matrix in Fn×nq2 as in
(2.1.5), a Hermitian form on V is uniquely determined. We will still call rank
of the Hermitian form H(·, ·), the rank of A.

First of all, we prove the following slight generalization to any σ-sesquilinear
form of [105, Lemma 13].
Proposition 2.1.1. Let ` be an arbitrary integer and let σ be an automorphism
of Fq. For each m-dimensional Fq-subspace U of Fqn, every σ-sesquilinear form

S : U × Fqn → Fq

can be written in the following form

S(x, y) = Trqn/q

m−1∑
j=0

ajy
σxq

s(j−`)

,
for uniquely determined a0, a1, . . . , am−1 ∈ Fqn and s an integer relatively prime
to n.

Proof. Since there are qmn σ-sesquilinear forms from U × Fqn to Fq and the
trace is linear, it is enough to show that, if S(x, y) is identically zero, then
a0 = a1 = . . . = am−1 = 0. If S(x, y) is identically zero, then

m−1∑
j=0

ajx
qs(j−`) (2.1.6)

equals zero for all x ∈ U . If the aj’s are not all zero, then (2.1.6) has at most
qm−1 zeros in Fqn . Since |U | = qm, this completes the proof.
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In particular, choosen ` = 0 and σ the identity automorphism, by Proposition
2.1.1, each bilinear form, say B(·, ·), defined over Fqn seen as a vector space
over Fq, can be written as

B(x, y) = Trqn/q(f(x)y),

where f(x) ∈ L̃n,q[x] and the rank of the bilinear form B(·, ·) equals the rank
of the Fq-linearized polynomial f(x).
Note explicitly that we get (1.2.2) by putting f(x) = x.

2.2 Symmetric and alternating RD-codes
In [105], by exploiting close relationships between symmetric and alternating
bilinear forms as described in [30], the author derived an upper bound on the
size of symmetric RD-codes in even characteristic. Later in [106], he general-
ized the previous results in each characteristic. He obtained in certain cases
their rank weight distribution and provided constructions of maximum sym-
metric additive codes for all possible parameters.

Before recalling these results, we note that if B(·, ·) is a symmetric Fq-bilinear
form of Fqn , by Proposition 2.1.1, there exists a q-polynomial f(x) such that
B(x, y) = Trqn/q(f(x)y), and by (2.1.1) we must have for all x, y ∈ Fqn ,

Trqn/q(f(y)x) = Trqn/q(f(x)y).

It is customary to verify that, ∀x, y ∈ Fqn ,

Trqn/q(f(y)x) = Trqn/q(f(x)y) = Trqn/q(xf>(y)),

which means that f is a self-adjoint map with respect to T (·, ·) given in (1.2.2).
Therefore, by suitably choosing an Fq-basis of Fqn , we can identify the set
of symmetric bilinear forms over Fqn , with the n(n+1)

2 -dimensional subspace
Sn(q) ⊂ L̃n,q[x] ' EndFq(Fqn) of self-adjoint Fq-linear maps of Fqn . More
precisely,

Sn(q) =


n−1∑
i=0

cix
qi : cn−i = cq

(n−i)

i for i ∈ {0, 1, . . . , n− 1}

. (2.2.1)

Now, we give some results and a description of the known examples of maxi-
mum additive d-codes presented in [31], [106] in terms of q-polynomials.
Regarding upper bounds for such d-codes, parts of the following results can be
found in [106, Theorem 3.3, Lemma 3.5 and 3.6] and [105, Corollary 7, Remark
8]. The last open case, i. e. when q and d both even was proved in [108].
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Theorem 2.2.1. Let C be a d-code in Sn(q). If C is additive

|C| ≤

 q
n(n−d+2)

2 , if n− d is even
q

(n+1)(n−d+1)
2 , if n− d is odd.

(2.2.2)

If d is odd and C is not necessarily additive, then

|C| ≤

 q
n(n−d+2)

2 , if n is odd
q

(n+1)(n−d+1)
2 , if n is even.

(2.2.3)

If d is even and C is not necessarily additive, then

|C| ≤

 q
n(n−d+3)

2
(

1+q−n+1

q+1

)
, if n is odd

q
(n+1)(n−d+2)

2
(

1+q−n+d−1

q+1

)
, if n is even.

(2.2.4)

We note explicitly that when d is even, the upper bound for non-additive codes
is greater than that for additive codes. However, it is not known whether there
exists a non-additive code exceeding the bound for additive ones.
In [106], Kai-Uwe Schmidt showed that for additive codes the bounds are tight
presenting the following class of additive (actually Fq-linear) codes in Sn(q):
for any integer 1 ≤ d ≤ n such that n − d is even and s coprime with n,
consider the following subset of Sn(q)

Sn,d,s =

b0x+
n−d

2∑
i=1

(
bix

qsi + (bix)qs(n−i)
)

: b0, b1, . . . , bn−d
2
∈ Fqn

. (2.2.5)

We shall show that the set in (2.2.5) attains the bound in (2.2.2).
Theorem 2.2.2 ([106],Theorem 4.4). Let n, d and s be integers such that
1 ≤ d ≤ n, n − d even and s coprime with n. The set Sn,d,s is a maximum
d-code in Sn(q).

Proof. Since Sn,d,s is Fq-subspace of Sn(q), it is sufficient to show that, if
f ∈ L̃n,q[x] is not null, then the Fq-bilinear form

Bf (x, y) = Trqn/q(f(x)y) (2.2.6)

with

f(x) = b0x+
n−d

2∑
i=1

(
bix

qsi + (bix)qs(n−i)
)

has rank at least d.
Then, let f(x) be a nonzero linearized polynomial. Observe that Bf (x, y) = 0
for each y ∈ Fqn if and only if f(x) = 0 and we note that f

(
xq

s n−d
2
)
has at most
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qn−d zeros in Fqn . Since x 7→ xq
s n−d

2 is an automorphism of Fqn , the dimension
of the kernel of the Fq-linear map f is at most n − d, so that Bf has rank at
least d, as required.

In [106], in order to obtain maximum symmetric d-codes with n− d odd, the
author showed that it is sufficient to construct (d+2)-codes in Sn+1(q). So, let
C be a subset of Sn(q) and for every f ∈ C, let Bf be the Fq-bilinear form on
Fqn defined by f . As described in 1.4, if W is an (n− 1)-dimesional subspace
of Fqn , the punctured set (with respect to W) of C is the set

C? = {Bf |W | f ∈ C}

where
Bf |W : (x, y) ∈W×W→ Trqn/q(f(x)y)

is the restriction of Bf (·, ·) onto W. So, by simply puncturing the (d+ 2)-code
Sn+1,d+2,s of Sn+1(q), we obtain a maximum d-code in Sn(q), in fact
Theorem 2.2.3 ([106], Theorem 4.1). Suppose that C is a maximum additive
(d+ 2)-code in Sn+1(q) for some d ≥ 1 such that n−d−1 is even. Then every
punctured set C? is a maximum additive d-code in Sn(q).
Observe that in the case of minimum distance d = n, the upper bound for a
maximum symmetric rank code is identical to the Singleton-like bound, and
thus, according to Theorem 1.3.2, it corresponds to a quasifield. In particular,
in the additive case, it corresponds to a semifield. It is known that semifields
defined by a subspace of symmetric matrices are obtained from semifields in
which the multiplication is commutative.
Theorem 2.2.4 ([75]). Equivalence classes of additive maximum symmetric
additive rank distance codes in L̃n,q[x] with minimum distance n are in one-
to-one correspondence with isotopy classes defined by commutative semifields.
However, we note that this correspondence is not direct. Indeed the semifield
spread set of a commutative semifield does not necessarily consist of symmetric
matrices. One has to perform the semifield operation known as transposition,
part of the Knuth orbit of a semifield described in [80], in order to obtain a
set of symmetric matrices. For this reason, it is common in the literature on
semifields to refer to symplectic semifields rather than commutative semifields.

Now, let B(·, ·) be an alternating Fq-bilinear form on Fqn . By Proposition
2.1.1, Equations (2.1.2) and (2.1.3), and again properly choosing an Fq-basis
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of Fqn , the set of alternating bilinear forms with entries running over Fq can
be seen as the following subset of q-polynomials:

An(q) =


n−1∑
i=1

cix
qi : cn−i = −cq

(n−i)

i for i ∈ {1, 2, . . . , n− 1}

. (2.2.7)

Clearly, An(q) is an n(n−1)
2 -dimensional subspace of EndFq(Fqn) and it is well

known that the rank of each element of An(q) is necessarily even, [117].
Recall, in the alternating setting, the result of the same sort of Theorem 2.2.1
due to Delsarte and Goethals
Theorem 2.2.5 ([30],Theorem 4). Let m = bn2 c and let C be a 2e-code in
An(q), then

|C| ≤ q
n(n−1)

2m
(m−e+1).

The authors exhibited a class of Fq-linear maximal codes in An(q) for any
characteristic, and any odd value of n and a class of non-linear maximum
alternating codes for n and q even, generalizing the result obtained, for q = 2,
by Kerdock [76].
For the purposes of this thesis, we recall only the class of linear ones. Let
2 ≤ d = 2e ≤ n − 1, and let s be an integer coprime with n. Then the set of
q-polynomials

An,d,s =


n−1

2∑
i=e

(
bix

qsi − (bix)qs(n−i)
)

: be, . . . , bn−1
2
∈ Fqn

 (2.2.8)

turns to be a maximum alternating d-code [30, Theorem 7].

With an abuse of notation, we will use the symbols Sn(q) and An(q) to indicate
the set of symmetric or skew-symmetric matrices of order n with entries over
Fq, respectively. Cleary, both sets are metric spaces with respect to the rank
distance d. Therefore, it is natural to study the isometries of such spaces in
the sense of (1.1.2). But first, we recall the following result
Theorem 2.2.6 ([117], Theorem 5.4). Let Fq be a finite field, q a prime power,
and let n be an integer greater than one. Then a bijective map Ψ : Sn(q) →
Sn(q) preserves the rank distance one with its inverse if and only if there exist
P ∈ GL(n, q), S ∈ Sq(n), a ∈ F∗q and σ a field automorphism of Fq such that

Ψ(X) = aPXσP t + S (2.2.9)
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for all X ∈ Sn(q), unless n = 3 and q = 2.
In this case there exists an extra bijective map Ψ̃ of the form

Ψ̃ : S3(2) −→ S3(2) :



x11 x12 x13
x12 x22 0
x13 0 x33

 7−→
x11 x12 x13
x12 x22 0
x13 0 x33


x11 x12 x13
x12 x22 1
x13 1 x33

 7−→
x11 + 1 x12 + 1 x13 + 1
x12 + 1 x22 1
x13 + 1 1 x33


(2.2.10)

for all x11, x22, x33, x12, x13 ∈ F2, and each composition between a bijective
map with the form as in (2.2.11) and the extra bijective map above.
The extra map Ψ̃ : S3(2) −→ S3(2) in (2.2.10) preserves the rank distance one
with its inverse, but it is not an isometry in terms of the rank distance as one
can see in the following example, see [117, Section 5.7].

Consider the matrix

0 0 0
0 0 1
0 1 0

 in S3(2). Its rank distance from zero matrix

is 2, while the distance of its image under Ψ̃ from the zero matrix is 3. Hence,
as consequence we have the following
Corollary 2.2.7. Let Fq be a finite field, q a prime power, and let n be an
integer greater than one. Then a bijective map Ψ : Sn(q)→ Sn(q) is an isom-
etry with respect to the rank distance if and only if there exist P ∈ GL(n, q),
S ∈ Sn(q), a ∈ F∗q and σ a field automorphism of Fq such that

Ψ(X) = aPXσP t + S (2.2.11)

for all X ∈ Sn(q).
The case of the isometries of the skew-symmetric matrices space is slightly
different,
Theorem 2.2.8 ([117], Theorem 4.4 and Corollary 4.6). Let Fq be a finite field,
q a prime power, and let n ≥ 4. Then a bijective map Ψ : An(q) → An(q) is
an isometry if and only if there exist P ∈ GL(n, q), S ∈ Aq(n), a ∈ F∗q and σ
a field automorphism of Fq such that

Ψ(X) = aP (X◦)σP t + S

where X 7−→ X◦ is

a) if n > 4, the identity map
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b) if n = 4, either the identity map or the map
0 x12 x13 x14
−x12 0 x23 x24
−x13 −x23 0 x34
−x14 −x24 −x34 0

 7−→


0 x12 x13 x23
−x12 0 x14 x24
−x13 −x14 0 x34
−x23 −x24 −x34 0

 .

Denote by the symbol Xn(q) either the subspace Sn(q) or An(q) , as conse-
quence of Corollary 2.2.7 and Theorem 2.2.8, it is readily verified that for given
a ∈ F∗q, ρ ∈ Aut(Fq), g a permutation q-polynomial over Fqn , and r0 ∈ Xn(q),
the map Ψ : Xn(q)→ Xn(q) defined by

Ψa,g,ρ,r0(f) = ag ◦ fρ ◦ g>(x) + r0(x), (2.2.12)

preserves the rank distance on Xn(q). Moreover, the vice versa is also true if
Xn(q) = Sn(q), except when n ≤ 4 if Xn(q) = An(q).
For two subsets C1 and C2 of Xn, if there exists a map Ψa,g,ρ,r0 defined as in
(2.2.12) for certain a, g, ρ and r0 such that

C2 = {Ψa,g,ρ,r0(f) : f ∈ C1},

then we say that C1 and C2 are equivalent in Xn(q), and to distinguish this
relation from the one defined in Section 1, we write C1 ∼= C2.

2.3 Hermitian RD-codes
Let Fq2n be the finite field of order q2n equipped with the involutory automor-
phism a 7→ aq of Fq2 . Let Trq2n/q2 be the trace function of Fq2n over Fq2 , it is
easy to check that for all x ∈ Fq2n , Trq2n/q2(x)q = Trq2n/q2(xq), and the map

S : (x, y) ∈ Fq2n × Fq2n → Trq2n/q2(xyq) (2.3.1)

is a non-degenerate sesquilinear form of Fq2n with accompanying automorphism
a 7→ aq.
Again by Proposition 2.1.1, every such a sesquilinear form can be written in
the following fashion:

S(f(x), y) = Trq2n/q2(f(x) yq),

where f(x) ∈ L̃n,q2 [x] is a q2-polynomial with coefficients in Fq2n with degq2(f) ≤
n− 1.
Now, let f(x) = ∑n−1

i=0 aix
q2i be an element of L̃n,q2 [x]; it can be viewed as an

element of EndFq2 (Fq2n). It is easy to show that S(f(x), y)q = S(f̃(y), x) for
all x, y ∈ Fq2n where

f̃(x) = f>q(xq2) =
n−1∑
i=0

aq
2n−2i+1

i xq
2(n−i+1)

. (2.3.2)
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Here f> denotes the adjoint map of f as an Fq2-linear map, i.e.,

f> =
n−1∑
i=0

aq
2i

n−ix
q2i

.

and f>q(x) means taking the q-th power of each coefficients of f>(x). It is
straightforward to verify that (̃·) in (2.3.2) is involutionary on each Fq2-linear
map. Note explicitly that

f̃(x) = xq ◦ f> ◦ xq (2.3.3)

for every f ∈ L̃n,q2 [x]. Then, let H(·, ·) be a Hermitian form on Fq2n . By
(2.1.4) and Proposition 2.1.1, we obtain

S(f(y), x) = H(y, x) = H(x, y)q = S(f(x), y)q = S(f̃(y), x)

for all x, y ∈ Fq2n .
Hence, we may identify the set of Hermitian forms defined on Fq2n with the set
of q2-polynomials f(x) ∈ L̃n,q2 [x] such that f̃(x) = f>(x) for every x ∈ Fq2n

or equivalently as the set

Hn(q2) =


n−1∑
i=0

cix
q2i : cn−i+1 = cq

2n−2i+1

i , i ∈ {0, 1, 2, . . . , n− 1}

, (2.3.4)

where the indices of the ci’s are taken modulo n. The set Hn(q2) is an n2-
dimensional Fq-vector subspace of EndFq2 (Fq2n).
We explicitly note that if f(x) = ∑n−1

i=1 cix
q2i ∈ Hn(q2) with n odd, then

c(n+1)/2 ∈ Fqn .

Now, still using the symbol Hn(q2) to indicate the set of Hermitian matrices
of order n over Fq2 , we recall the result about the isometries of this space.
Theorem 2.3.1 ([117],Theorem 6.4). Let Hn(q2) be the set of Hermitian
matrices of order n with entries over Fq2, n > 1. Then a bijective map
Θ : Hn(q2) → Hn(q2) is an isometry with respect to the rank distance if and
only if there exist a ∈ F∗q, ρ ∈ Aut(Fq2), P ∈ GL(n, q2), and H ∈ Hn(q2) such
that

Θ(X) = aPXρP̄ t +H (2.3.5)

for all X ∈ Hn(q2).
In the following result, we shall show how the maps in (2.3.5) turn to be in
the linearized polynomials setting.
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Theorem 2.3.2. Let Hn(q2) be the set of Fq2-Hermitian form on Fq2n, n > 1
in (2.3.4). Then a bijective map Θ : Hn(q2) → Hn(q2) is an isometry with
respect to the rank distance if and only if there exist a ∈ F∗q, ρ ∈ Aut(Fq2), g a
permutation q2-polynomial over Fq2n, and r0 ∈ Hn(q2) such that

Θ = Θa,g,ρ,r0(f) = a g ◦ fρ ◦ g>q2n−1(x) + r0(x), (2.3.6)

Proof. First of all, since the set of permutation q2-polynomials is isomorphic
to the group GL(n, q2), we note that the size of the set

{Θa,g,ρ,r0 : a ∈ F∗q, ρ ∈ Aut(Fq2), r0 ∈ Hn(q2), g ∈ L̃n,q2 [x] with rk(g) = n }

equals the size of the set of maps with the shape as in (2.3.5) and it is straight-
forward to see that these maps preseve the rank distance. So, to show the
claim, it is enough to see that such a map fixes the polynomials in the set
Hn(q2). Then, consider Θa,g,ρ,r0 as in (2.3.6) and let f ∈ Hn(q2). Since

Hn(q2) = {f(x) ∈ L̃n,q2 [x] : f̃(x) = f(x)}

and by (2.3.2), we have that

xq ◦
(
(a g ◦ fρ ◦ g>q2n−1)(x) + r0(x)

)>
◦ xq =

a xq ◦ (gq2n−1 ◦ f>ρ ◦ g>) ◦ xq + xq ◦ r>0 ◦ xq =
a xq ◦ (gq2n−1 ◦ xq2n−1 ◦ xq ◦ f>ρ ◦ xq ◦ xq2n−1 ◦ g> ◦ xq) + r̃0(x) =
a (xq ◦ gq2n−1 ◦ xq2n−1) ◦ (xq ◦ f>ρ ◦ xq) ◦ (xq2n−1 ◦ g> ◦ xq) + r0(x)

(2.3.7)

Then, since xq ◦ gq2n−1 ◦ xq2n−1 = g(x), xq2n−1 ◦ g> ◦ xq is equivalent to take the
q2n−1-th power of the g>’s coefficients and f(x) ∈ Hn(q2), we obtain

a (g ◦ f̃ρ ◦ g>q2n−1)(x) + r0(x) = (a g ◦ fρ ◦ g>q2n−1)(x) + r0(x). (2.3.8)

So, as in Subsection 2.2, if for C1, and C2 ∈ Hn(q2), there exists a map Θa,g,ρ,r0

defined as in (2.3.6) for certain a, g, ρ and r0 such that

C2 = {Θa,g,ρ,r0(f) : f ∈ C1},

then we say that C1 and C2 are equivalent in Hn(q2), and write C1 ∼= C2.

Regarding upper bounds for codes in this context, in [107], Kai-Uwe Schimdt
proved the following
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Theorem 2.3.3 ([107], Theorem 1 and 2). Assume that C is a d-code in
Hn(q2), then

|C| ≤

 qn(n−d+1), for d odd or C additive
(−1)n+1qn(n−d+1) ((−q)n−d+2−1)+(−q)n((−q)n−d+1−1)

(−q)n−d+2−(−q)n−d+1 , for d even
(2.3.9)

In [107], he also provided constructions of Hermitian additive d-codes that
attain the first bound in (2.3.9) for all possible n and d, except if n and d are
both even and 3 < d < n. Now, we will recall these examples.
Let s be an odd integer coprime with n. The following two classes of Fq-linear
codes in Hn(q2), are presented only for s = 1. However, by Theorem 1.2.1 the
case with s ∈ Z, s 6= 1 follows.
Proposition 2.3.4 ([107], Theorem 4). Let n, d be integers with opposite parity
such that 1 ≤ d ≤ n− 1. Then, the set

Hn,d,s =
{n−d+1

2∑
j=1

(
(bjx)q2s(n−j+1) + bq

s

j x
q2sj

)
: b1, b2, . . . , bn−d+1

2
∈ Fq2n

}
,

(2.3.10)
is a maximum Fq-linear Hermitian d-code .

Proof. It is readily verified that the maps

H(x, y) = Trq2n/q2(f(x)yq)

with f(x) ∈ Hn,d,s, are Hermitian forms and that the linearity of the trace
function implies that the set in (2.3.10) is Fq-linear. Therefore, it is enough
to show that H(·, ·) has rank at least d unless f(x) is null polynomial. Then,
consider the Fq-linear polynomial

f(x) =
n−d+1

2∑
j=1

(
(bjx)q2s(n−j+1) + bq

s

j x
q2sj

)
.

We have

f(xqs(n−d−1)) =
n−d+1

2∑
j=1

(
(bj)q

2s(n−j+1)
xq

s(n−d−2j+1) + bq
s

j x
qs(n−d+2j−1)

)
.

This is a polynomial of degree at most q2s(n−d) and so has at most q2(n−d)

zeros. Since the sesquilinear form in (2.3.1) is non-degenerate and the kernel
of a nonzero f(x) ∈ Hn,d,s has dimension at most n− d over Fq2 , the set

{x ∈ Fq2n : H(x, y) = 0 for all y ∈ Fq2n}

is an (n − d)-dimensional vector space over Fq2 . Therefore, f(x) has rank at
least d unless b1 = . . . = b(n−d+1)/2 = 0, as required.
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Now, suppose that n and d are both odd integers such that 1 ≤ d ≤ n and s
as above. By a similar proof to that of Theorem 2.3.4, the author showed that
the set

En,d,s =
{

(b0 x)qs(n+1) +
n−d

2∑
j=1

(
(bjx)qs(n+2j+1) + bq

s

j x
qs(n−2j+1)

)
: b0 ∈ Fqn

and b1, . . . , bn−d
2
∈ Fq2n

}
(2.3.11)

turns to be a maximum Fq-linear Hermitian d-code [107, Theorem 5].
The research for maximum codes in Hn(q2) with minimum rank distance d = n
is closely related to the problem of finding maximal partial spread sets inHn(q2)
see Subsection 3.2.1, [57], [113] and [114].
The sets in (2.3.10) and (2.3.11) are examples of maximum additive d-codes
in Hn(q2) for every possible n and d except when both n and d are even.
Constructions of maximum Hermitian additive d-codes can be obtained for
d = 2 and for d = n, independently from whether n is even or odd. However,
the existence and the construction of maximum additive d-codes in Hn(q2)
when n and d are even integers satisfying 4 ≤ d ≤ n− 2 still remain an open
problem. Finally, we have already seen that the bound for additive codes in
Theorem 2.3.3 can be surpassed by non-additive codes whenever n is even and
d = n, a direct construction is shown in [107, Theorem 6].
To conlude this section and since in what follows, different equivalence relations
will be used for relevant codes depending on their ambient space, we collect
them in the following table

Ambient Symbol Definition Notation
L̃n,q[x] C1 ' C2 C2 = {Φg1,ρ,g2,h(f) : f ∈ C1} g1, g2 are two permutation

q-polynomials,
h(x) ∈ L̃n,q[x], ρ ∈ Aut(Fq)

Sn(q), An(q) C1 ∼= C2 C2 = {Ψa,g,ρ,r0(f) : f ∈ C1} g is a permutation
q-polynomial,

r0 ∈ Sn(q) (resp. r0 ∈ An(q)),
ρ ∈ Aut(Fq), a ∈ Fq

Hn(q2) C1 ∼= C2 C2 = {Θa,g,ρ,r0(f) : f ∈ C1} g is a permutation
q2-polynomial,

r0 ∈ Hn(q2), ρ ∈ Aut(Fq2),
a ∈ Fq
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2.4 Automorphism groups of known
restricted maximum additive codes

In this section, we will give a different description of the restricted d-codes
introduced before. They will be obtained as the intersection of the ambient
space in which they ’live’ with a suitable code which is equivalent to a gen-
eralized Gabidulin code with minimum distance d. Later, we shall determine
their automorphism group. As we have seen in Chapter 1, the computation of
the automorphism group of these codes may serve to determine some algebraic
invariants which are useful when facing with the equivalence issue, as described
in [90] and [109]. Moreover, this problem has never been dealt with the known
restricted maximum codes.

In order to do that, we recall that the symbol Xn(q) denotes here one of
the subspaces Sn(q) or An(q) of EndFq(Fqn). On the other hand the symbol
Hn(q2) will be used to denote the n2-dimensional Fq-subspace of EndFq2 (Fq2n)
associated to the Hermitian forms defined on Fq2n , with accompanying auto-
morphism a 7→ aq.
So, we start by giving an alternative description of such d-codes in terms of
the intersection of their ambient space with suitable subspaces of L̃n,q[x] or
L̃n,q2 [x], when dealing with the Hermitian setting. More precisely,
Proposition 2.4.1. Let n, s and d be integers such that 1 ≤ d ≤ n and
gcd(s, n) = 1. Let G = Gn,n−d+1,s ⊂ L̃n,q[x] be the generalized Gabidulin code
with minimum distance d, then we have the following

(i) Sn,d,s = G ′ ∩ Sn(q), where G ′ = G ◦ xqs( n+d
2 ),

(ii) An,d,s = G ′ ∩ An(q), where G ′ = G ◦ xqs d
2 .

Moreover, let G = Gn,n−d+1,s ⊂ L̃n,q2 [x] be the generalized Gabidulin code with
minimum distance d, then we have the following

(iii) Hn,d,s = G ′ ∩Hn(q2), where G ′ = G ◦ xqs(n+d+1),

(iv) En,d,s = G ′ ∩Hn(q2), where G ′ = G ◦ xqs(d+1).

Proof. Let f(x) = ∑n−d
i=0 aix

qsi be an element of Gn,n−d+1,s. Each element in
G ′ = Gn,n−d+1,s ◦ xq

s( n+d
2 ) has the following form:

n−d∑
i=0

aix
qs( n+d

2 +i)
=

n−d
2 −1∑
i=0

aix
qs( n+d

2 +i)
+

n−d∑
i= n−d

2

aix
qs( n+d

2 +i)
=
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n−d
2∑
j=0

aj+ n−d
2
xq

sj +
n−1∑
j= n+d

2

aj−n+d
2
xq

sj =

an−d
2
x+

n−d
2∑
j=1

(
an−d

2 +jx
qsj + an−d

2 −j
xq

s(n−j))
.

It is clear that G ′> = G ′, and by intersecting G ′ with Sn(q), we get the following
conditions

an−d
2 −i

= aq
s(n−i)

n−d
2 +i , i = 1, 2, . . . , n− d2 .

Hence, each element in G ′ ∩ Sn(q) has the following shape:

an−d
2
x+

n−d
2∑
i=1

(
an−d

2 +ix
qsi + (an−d

2 +ix)qs(n−i))
,

this proves (i).
Let be f(x) = ∑n−d

i=0 aix
qsi an element of Gn,n−d+1,s. Suppose d = 2e and we

compose f(x) on the right with the monomial xqse , we obtain
n−d∑
i=0

aix
qs(i+e) =

n−e∑
i=e

ai−e x
qsi =

n−1
2∑
i=e

ai−e x
qsi +

n−e∑
i= n+1

2

ai−e x
qsi =

n−1
2∑
i=e

(
ai−e x

qsi + an−e−i x
qs(n−i)

)
.

Let G ′ = {f(xqse) : f(x) ∈ Gn,n−d+1,s}, by intersecting G ′ with An(q) the
statement in (ii) follows.
Regarding (iii) and (iv), let f(x) = ∑n−d

i=0 a
qs

i x
q2si be any element in Gn,n−d+1,s ⊂

L̃n,q2 [x]. Composing f(x) on the right with the monomial xqs(n+d+1) , we obtain

aq
s

0 x
qs(n+d+1) +

n−d−1
2∑
i=1

aq
s

i x
q

2s

(
n+d+1

2 +i

)
+

n−d∑
i= n−d+1

2

aq
s

i x
q

2s

(
n+d+1

2 +i

)
=

n−d+1
2∑
j=0

aq
s

j+ n−d−1
2

xq
2sj +

n−1∑
j= n+d+1

2

aq
s

j−n+d+1
2

xq
2sj =

n−d+1
2∑
j=1

(
aq

s

n−d+1
2 −j x

qs(2n−2j+2) + aq
s

n−d−1
2 +j x

q2sj

)
.
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By intersecting G ′ with Hn(q2), we get the following conditions

cq
s(2n−2j+1)

j = aq
s(2n−2j+2)

n−d−1
2 +j = cn−j+1 = aq

s

n−d+1
2 −j, for j = 1, 2, . . . , n− d+ 1

2 .

Hence,
G ′ ∩Hn(q2) = Hn,d,s.

In a similar way, by composing an element f(x) ∈ Gn,n−d+1,s with x 7→ xq
s(d+1) ,

we obtain
n−d∑
i=0

aq
s

i x
q

2s

(
d+1

2 +i

)
= aq

s

n−d
2
xq

s(n+1) +
n−d

2 −1∑
i=0

aq
s

i xq
s(2i+d+1) +

n−d∑
i= n−d

2 +1

aq
s

i x
qs(2i+d+1) =

aq
s

n−d
2
xq

s(n+1) +
n−d

2∑
i=1

aq
s

i−1 x
qs(2i+d−1) +

n−d∑
j= n−d

2 +1

aq
s

j x
qs(2j+d+1)

.

Setting i = n−d
2 − `+ 1 and j = n−d

2 +m, we have

aq
s

n−d
2
xq

s(n+1) +
n−d

2∑
`=1

aq
s

n−d
2 −`

xq
s(n−2`+1) +

n−d
2∑

m=1
aq

s

n−d
2 +m x

qs(n+2m+1) =

aq
s

n−d
2
xq

s(n+1) +
n−d

2∑
j=1

(
aq

s

n−d
2 −j

xq
n−2j+1 + aq

s

n−d
2 +j x

qs(n+2j+1))
.

Again by intersecting G ′ with the Hermitian space Hn(q2), we get:
aq

s

n−d
2
∈ Fqn

cq
s(2n−2j)

n+1
2 +j = aq

s(2n−2j+1)
n−d

2 +j = cn+1
2 −j

= aq
s

n−d
2 −j

,

which finally gives the result.

Regarding the punctured set obtained from Sn+1,d+2,s, we can consider Fqn+1 =
W⊕K, where K = 〈η〉q with η ∈ F∗qn+1 and W is an n-dimensional Fq-subspace
of Fqn+1 .
Let s be a positive integer coprime with n+1, let 1 ≤ d ≤ n−1 such that n−d

is odd, and consider the Fq-vector space U ′η of G ′ = Gn+1,n−d+2,s ◦ xq
s

(
n+d+1

2

)
defined as follows

U ′η =


n−d+1

2∑
i=1

(
ci(xq

si − xηqsi−1) + cn+1−i(xq
s(n+1−i) − xηqs(n+1−i)−1)

)

: ci, cn+1−i ∈ Fqn+1 , i ∈
{

1, 2, . . . , n− d+ 1
2

} .
(2.4.1)
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We notice that U ′η has dimension (n + 1)(n − d + 1), and it is made up of all
maps f ∈ G ′ such that K ⊂ Kerf . Let

Sn+1(q) ∩ U ′η =


n−d+1

2∑
i=1

(
bi(xq

si − xηqsi−1)

+ bq
s(n+1−i)

i (xqs(n+1−i) − xηqs(n+1−i)−1)
)

: b1, . . . , bn−d+1
2
∈ Fqn+1

.
Clearly each polynomial f in this set has at most qn−d+1 roots in Fqn+1 . Fur-
thermore, since f is a linearized polynomial, we can write f(x+u) = f(x)+f(u)
for all x, u ∈ Fqn+1 . But K ⊂ Kerf which implies that, if f(x) = 0, then
f(x + u) = 0 for all u ∈ K. For each x ∈ W and each u ∈ K∗, we have
x + u 6∈ V, so the number of roots of the polynomial f in W is at most qn−d,
i.e.

dim(Ker f ∩W) ≤ n− d.
Hence, for each f ∈ Sn+1(q) ∩ U ′η, the rank of the symmetric bilinear form on
W

Bf |W : (x, y) ∈W×W→ Trqn/q(f(x)y)
is at least d and the set

Tn,d,s(η) = (Sn+1,d,s ∩ U ′η)|W =
{
Bf |W : f ∈ Sn+1(q) ∩ U ′η

}
is a symmetric Fq-linear maximum d-code of size q(n+1) n−d+1

2 .

By Proposition 2.4.1 (i), we have the following.
Corollary 2.4.2. Let (n + 1, s) = 1, and 1 ≤ d ≤ n − 1. Let η ∈ F∗qn+1 and
let W be an n-dimensional Fq-subspace of Fqn+1 such that Fqn+1 = W ⊕ 〈η〉q.
Then the d-code

Tn,d,s(η) = (U ′η ∩ Sn+1(q))|W , (2.4.2)
is maximum, where U ′η is the Fq-subspace in (2.4.1).
Clearly, if η1 and η2 are linearly dependent over Fq, then Tn,d,s(η1) = Tn,d,s(η2).
Furthermore, we notice that U ′η ∩ Sn+1(q) ⊂ Sn+1,d,s, while

Tn,d,s(η) = (U ′η ∩ Sn+1(q))|W = (Sn+1,d+2,s)|W . (2.4.3)

In the remaing part of this section we prove that the subspaces G ′ ⊂ L̃n,q[x]
( G ′ ⊂ L̃n,q2 [x]) defined in Proposition 2.4.1, are the unique elements in
[Gn,n−d+1,s]' satisfying the properties (i) and (ii) ((iii) and (iv)) of Propo-
sition 2.4.1. More precisely, we have the following
Theorem 2.4.3. Let n, s and d be integers such that d ≥ 1 and gcd(s, n) = 1.
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(i) Let W ⊂ L̃n,q[x] be an (n−d+1)n-dimensional subspace of L̃n,q[x] such
thatW ∈ [Gn,n−d+1,s]', andW∩Sn(q) = Sn,d,s (respectively, W∩An(q) =
An,d,s).

Then W = Gn,n−d+1,s ◦ xq
s n+d

2 (respectively, W = Gn,n−d+1,s ◦ xq
s d

2 ).

(ii) Let W ⊂ L̃n,q2 [x] be an (n− d+ 1)n-dimensional Fq2-subspace such that
W ∈ [Gn,n−d+1,s]' and W ∩Hn(q2) = Hn,d,s (respectively, W ∩Hn(q2) =
En,d,s).

Then, W = Gn,n−d+1,s ◦ xq
s(n+d+1) (respectively, W = Gn,n−d+1,s ◦ xq

s(d+1)).

Proof. (i) Since W is equivalent to Gn,n−d+1,s, there exists a rank-preserving
map Φg,ρ,h such that

Φg,ρ,h(Gn,n−d+1,s) = W.

As Gρn,n−d+1,s = Gn,n−d+1,s for all ρ ∈ Aut(Fq), we may assume that ρ is the
identity. Hence, the elements of W are

g◦

 n−d∑
j=0

αjx
qsj

 ◦ h =
n−d∑
j=0

(g ◦ αjxq
sj ◦ h) =

n−d∑
j=0

n−1∑
m=0

cm,j(αj)xq
sm

 =

n−1∑
m=0

n−d∑
j=0

cm,j(αj)
xqsm

,

with αj ∈ Fqn for all j ∈ J = {0, 1, . . . , n− d} and

cm,j(αj) =
n−1∑
i=0

gih
qsi

m−i−jα
qsi

j .

The indices here are taken modulo n.
Suppose that

W ∩ Sn(q) = Sn,d,s.
By (2.2.1) and (2.2.5), we have that Lm(α) = ∑n−d

j=0 cm,j(αj) is equal to zero for
each α = (α0, α1, . . . , αn−d), m ∈M = {n−d2 + 1, n−d2 + 2, . . . , n− (n−d2 + 1)}.
In particular Lm(α) = 0 when α = (0, . . . , 0, αj, 0, . . . , 0), with αj ∈ Fqn ,
m ∈M and j ∈ J . Then

cm,j(α) = 0 for all α ∈ Fqn and m ∈M, j ∈ J.

Hence, we obtain the following conditions:gih
qsi

m−i−j = 0
i ∈ I := {0, 1, ..., n− 1}, j ∈ J, m ∈M.

(2.4.4)
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As g is an invertible q-polynomial, there exists at least an integer i0 ∈ I such
that gi0 6= 0. It is straightforward to verify that{

m− j + n− d
2 : j ∈ J and m ∈M

}
= {1, 2, ..., n− 1} .

Hence, we get that for each given i ∈ I, by letting j varying in J and m ∈M ,
integers m− i− j equal, modulo n, all elements in I with the only exception
of n+d

2 − i. By inspecting the equations in System (2.4.4), this easily implies
that there exists a unique index i0 between 0 and n− 1, such that gi0 6= 0 and
hn+d

2 −i0
6= 0, and all others gi and hi are zero.

Hence, g(x) = γxq
si0 and h(x) = δxq

s( n+d
2 −i0) with γ, δ ∈ Fqn .

On the other hand if
W ∩ An(q) = An,d,s,

by (2.2.7) and taking into account (2.2.8), we may conclude that Lm(α) is
equal to zero for each α = (α0, α1, . . . , αn−d) ∈ Fn−d+1

qn , m ∈ M = M1 ∪M2 =
{0, 1, . . . , d2 − 1} ∪ {n− (d2 − 1), . . . , n− 1}. In particular we have,

cm,j(α) = 0 for all α ∈ Fqn and m ∈M, j ∈ J.

Hence, we obtain a similar set of conditions as in System (2.4.4). Also in this
case, there exists i0 ∈ I such that gi0 6= 0. Again, one easily verifies that{

m− j − d

2 : j ∈ J and m ∈M1 ∪M2

}
= {1, 2, ..., n− 1}.

Also, for each given i ∈ I, by letting j varying in J and m ∈ M , integers
m − i − j equal, modulo n, elements of I except d

2 − i. Discussing as in the
previous part, this leads to prove that there exists a unique index i0 between
0 and n− 1, such that gi0 6= 0 and h d

2−i0
6= 0, and all others gi and hi are zero.

Hence we have that g(x) = γxq
si0 and h(x) = δxq

s( d
2−i0) with γ, δ ∈ F∗qn . This

concludes the proof.
(ii) It is similar to that of point (i). For this reason here we omit the
computations.

As a direct consequence of Theorems 2.4.3 and 1.5.3, we may state the following
result.
Corollary 2.4.4. Let d and s be integers such that 1 < d < n and gcd(n, s) =
1. Let C ∈ Xn(q) be a d-code.

(i) If either C = Sn,d,s or C = An,d,s, then we have

Aut(C) =
{

Ψa,γxqr ,id : a ∈ F∗q, γ ∈ F∗qn , r ∈ {0, ..., n− 1}
}
.
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(ii) If C ∈ Hn(q2) and either C = Hn,d,s or C = En,d,s, then we have

Aut(C) =
{

Θa,γqxq2r ,id : a ∈ F∗q, γ ∈ F∗q2n , r ∈ {0, ..., n− 1}
}
.

Proof. (i) Let G = Gn,n−d+1,s. We first observe that Aut(G ′) = Aut(Gn,n−d+1,s),
whenever G ′ = G◦xqs( n+d

2 ) or G ′ = G◦xqs( d
2 ) . Nonetheless, in [109] it was proven

that if 0 ≤ r ≤ n− 1, then

Aut(Gn,n−d+1,s) =
{

Φαxqr ,id,βxqn−r |α, β ∈ F∗qn

}
.

Now, assume that either C = Sn,d,s or C = An,d,s.
Since each element in the set

A = {Φaγxqr ,id,γqn−rxqn−r | a ∈ F∗q, γ ∈ F∗qn}, (2.4.5)

fixes both Sn(q) and An(q); we get, as a consequence of Proposition 2.4.1, that
A is a subgroup of Aut(C). Conversely, let Φ ∈ Aut(C). Of course, by points
(i) and (ii) of Proposition (2.4.1), we get

Φ(G ′) ∩ Φ(Xn) = C,

whenever Xn = Sn(q) and G ′ = G ◦ xqs( n+d
2 ) , or Xn(q) = An(q) and G ′ =

G ◦ xqs( d
2 ) , respectively. This also means that D = Φ(G ′) ∩Xn(q) ⊇ C.

Now, assume that D ⊃ C. Then D would be a d-code in Xn(q). If Xn(q) =
Sn(q) then |D| > qn(n−d+2)/2, while if Xn(q) = An(q) then |D| > qn(n−d+1)/2.
By Theorems 2.2.1 and 2.2.5 this is clearly not possible. Hence,

Φ(G ′) ∩Xn(q) = C. (2.4.6)

However, Equation (2.4.6) contradicts Theorem 2.4.3, unless we have Φ(G ′) =
G ′, which implies that Φ is an element of A. This conclude the proof of point
(i).
(ii) Assume now that C ⊂ Hn(q2) is either Hn,d,s or En,d,s. Again, it is trivial
to see that, in both cases, each element in the set

A = {Φaγqxq2r ,id,γq2n−2r+1xq2n−2r : a ∈ F∗q, γ ∈ F∗q2n},

fixes C. Moreover, an easy computation also shows that if either C = Hn,d,s

and G ′ = G ◦ xqs(n+d+1) , or C = En,d,s and G ′ = G ◦ xq
s(d+1) ; we have

Aut(G ′) ∩ Aut(C) = A. (2.4.7)
Now, let Φ = Φf,ρ,g where f and g are two invertible q2-polynomials in L̃n,q2 [x],
and ρ ∈ Aut(Fq2), be an element of Aut(C), and suppose that Φ does not belong
to A. Then by (2.4.7), Φ(G ′) 6= G ′ and this leads again to a contradiction by
Theorem 2.4.3.
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We end this section by proving the following result about the equivalence of
codes.
Theorem 2.4.5. Let d ≥ 1. Two maximum d-codes Sn,d,s and Sn,d,s′ (respec-
tively, An,d,s and An,d,s′), where s and s′ are integers satisfying gcd(s, n) =
gcd(s′, n) = 1, or, two maximal d-codes Hn,d,s and Hn,d,s′ (respectively, En,d,s
and En,d,s′), where s and s′ are integers satisfying gcd(s, 2n) = gcd(s′, 2n) = 1,
are equivalent if and only if s ≡ ±s′ (mod n).

Proof. We give the proof in symmetric and alternating setting only. Similar
arguments lead to the result for the two known constructions in the Hermitian
setting. For this reason, we omit the details here.
Suppose that s ≡ ±s′ (mod n). Let G ′s = Gs ◦ xq

s( n+d
2 ) and G ′s′ = Gs′ ◦ xq

s′( n+d
2 )

(respectively, G ′s = Gs ◦ xq
s( d

2 ) and G ′s′ = Gs′ ◦ xq
s′( d

2 )).
By Proposition 2.4.1 points (i) and (ii),

Sn,d,s = G ′s ∩ Sn(q) and Sn,d,s′ = G ′s′ ∩ Sn(q),

(respectively, An,d,s = G ′s ∩ An(q) and An,d,s′ = G ′s′ ∩ An(q)).
Since s ≡ ±s′ (mod n), by [90, Theorem 4.4 and 4.8, (a)], we have that

Gs′ = Φuxqr ,id,vxqn−r (Gs) = uxq
r ◦ Gs ◦ vxq

n−r

,

for two given elements u, v ∈ Fqn . Hence,

G ′s′ = (uxqr ◦ Gs ◦ vxq
n−r) ◦ xq

(±s+kn)( n+d
2 )
,

(respectively, G ′s′ = (uxqr ◦ Gs ◦ vxq
n−r) ◦ xq(±s+kn)( d

2 )).
If s′ ≡ s (mod n), from equation above we get

G ′s′ = uxq
r ◦ G ′s ◦ vq

s n−d
2 xq

n−r

, (2.4.8)

(respectively, G ′s′ = uxq
r ◦ G ′s ◦ vq

−s( d
2 )
xq

n−r).
If otherwise s′ ≡ −s (mod n), we have

G ′s′ = uxq
r ◦ (Gs ◦ xq

−s( n+d
2 )

) ◦ vq
s n+d

2 xn−r, (2.4.9)

(respectively, G ′s′ = uxq
r ◦ (Gs ◦ xq

−s( d
2 )) ◦ vqs( d

2 )
xq

n−r).
Since G ′>s′ = G ′s′ , by comparing coefficients in Equation (2.4.8) we get that it
must necessarily be u = av′ with a ∈ F∗q and v′ = vq

s n−d
2 (respectively, u = av′

with a ∈ F∗q and v′ = vq
−s( d

2 )).
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In a similar way, by comparing coefficients in Equation (2.4.9), we find u = av′

with a ∈ F∗q, where v′ = vq
s n+d

2 (respectively, u = av′ with a ∈ F∗q and
v′ = vq

−s( d
2 )).

Hence,
Φav′xqr ,id,v′xqn−r (Sn,d,s) = Ψa,v′xqr (Sn,d,s) = Sn,d,s′ ,

(respectively, Φav′x,ρ,v′x(An,d,s) = An,d,s′), where s′ ≡ ±s (mod n).
Conversely, suppose that Sn,d,s and Sn,d,s′ (respectively, An,d,s and An,d,s′) are
equivalent. Denote by Ψ = Ψa,g,ρ the map such that Ψ(Sn,d,s) = Sn,d,s′ (re-
spectively, Ψ(An,d,s) = An,d,s′).
As gcd(s, n) = gcd(s′, n) = 1, we may assume that s′ ≡ es (mod n). In the
remaining part of the proof we will write down the computations only in the
symmetric context. Similar arguments can be applied in the alternating case
leading to the same achievement.
Each element f ∈ Sn,d,s has the following shape:

f(x) = b0x+
n−d

2∑
i=1

(
bix

qsi + (bix)qs(n−i)
)
.

Let g = ∑n−1
i=0 aix

qsi ∈ Fqn [x].
Discussing as in the proof of Theorem 2.4.3 we have that each element in
Ψ(Sn,d,s) can be written as follows

n−1∑
k=0

n−1∑
i=0

(
bq

s(n−i)

0 aq
s(n−i)

i aq
s(n−i)

k+i +
n−d

2∑
r=1

(
bq

s(n−i−r)

r aq
s(n−i)

i aq
s(n−i−r)

k+i+r

+ bq
s(n−i)

r aq
s(n−i)

i aq
s(r−i)

k+i−r

))xqsk

.

(2.4.10)

By comparing the coefficients of the term xq
ks in Ψ(Sn,d,s) and in Sn,d,s′ we get

n−1∑
i=0

(
bq

s(n−i)

0 aq
s(n−i)

i aq
s(n−i)

k+i +
n−d

2∑
r=1

(
bq

s(n−i−r)

r aq
s(n−i)

i aq
s(n−i−r)

k+i+r

+ bq
s(n−i)

r aq
s(n−i)

i aq
s(r−i)

k+i−r

))
= 0,

(2.4.11)

for each k ∈ {je : n−d
2 < j < n+d

2 } and all λ = (b0, · · · , bn−d
2

) ∈ F
n−d

2 +1
qn .

By taking b0 6= 0 and bj = 0 for j 6= 0, from above Equation (2.4.11) we have

aiak+i = 0 (2.4.12)
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for i = 0, 1, . . . , n − 1. Similarly, for each r ∈ {1, . . . , n−d2 }, letting br be the
unique nonzero elements among all bj, from (2.4.11) we can derive

n−1∑
i=0

(
aq

s(r−i)

i−r aq
s(n−i)

k+i + aq
s(n−i)

i aq
s(r−i)

k+i−r

)
bq

s(n−i)

r = 0.

As the above equation holds for any br ∈ Fqn , it implies

aq
s(r−i)

i−r aq
s(n−i)

k+i + aq
s(n−i)

i aq
s(r−i)

k+i−r = 0

for every i, which means

aq
sr

i−rak+i + aia
qsr

k+i−r = 0. (2.4.13)

Since g is a permutation q-polynomial, there must be at least one coefficient
ai, i ∈ {0, . . . , n − 1} which is different from zero. Let ai0 denote a non-zero
coefficient.
By letting i = i0 in (2.4.12), we get

aje+i0 = 0 for n− d2 < j <
n+ d

2 .

By taking i = i0 and i = r + i0 in (2.4.13) respectively, together with the
equation above, we can derive

ai0+je−r = ai0+je+r = 0 for n− d2 < j <
n+ d

2 and 1 ≤ r ≤ n− d
2 .

Hence,

aje+i+i0 = 0 for n− d
2 < j <

n+ d

2 and − n− d
2 ≤ i ≤ n− d

2 .

As ai0 6= 0, the equation

je+ i ≡ 0 (mod n)

should have no solution for n−d
2 < j < n+d

2 and −n−d
2 ≤ i ≤ n−d

2 . As there are
d − 1 elements in {je (mod n) : n−d

2 < j < n+d
2 } and n − d + 1 elements in

{i : −n−d
2 ≤ i ≤ n−d

2 }, aje+i+i0 = 0 implies all aj = 0 for j 6= i0.
Thus g(x) = ai0x

qi0 . However, if e 6≡ ±1 (mod n), i.e. s 6≡ ±s′ (mod n), by
Corollary 2.4.4. it is obvious that Ψ

a,ai0x
qi0 ,ρ

(Sn,d,s) is not in Sn,d,s′ . Therefore,
we must have s ≡ ±s′ (mod n).
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2.5 A characterization of known additive
constructions

In this section we will show that the properties stated in Proposition 2.4.1
characterize the known examples of maximum d-codes in restricted setting.
More precisely, we prove the following
Theorem 2.5.1. Let n, s be two integers such that n ≥ 4 and gcd(s, n) = 1,
let d be an integer such that 1 ≤ d ≤ n − 1. Let D ⊂ Xn(q) be a maximum
d-code.
(i) If Xn(q) = Sn(q), then D ∈ [Sn,d,s]∼= if and only if there is a unique subspace
V of L̃n,q[x], such that

(a) V ∈ [G ′]' where G ′ = Gn,n−d+1,s ◦ xq
s n+d

2 ;

(b) V = V >, where V > = {f> : f ∈ V };

(c) V ∩ Sn(q) = D.

(ii) If Xn(q) = An(q), then D ∈ [An,d,s]∼= if and only if there is a unique
subspace V of L̃n,q[x], such that

(a) V ∈ [G ′]' where G ′ = Gn,n−d+1,s ◦ xq
s d

2 ;

(b) V = V >, where V > = {f> : f ∈ V };

(c) V ∩ An(q) = D.

Proof. Let us prove the sufficiency first. Assume D ∈ [C]∼= where either C
is Sn,d,s or C is An,d,s. Hence, there exists a rank-preserving map of type
Ψ = Ψa,g,ρ, with a ∈ F∗q, ρ ∈ Aut(Fq) and g a permutation q-polynomial, such
that Ψ(C) = D.
Let V = Φag,ρ,g>(G ′), where G ′ = G ◦ xqs( n+d

2 ) if Xn(q) = Sn(q) and C = Sn,d,s,
G ′ = G ◦ xqs( d

2 ) if Xn(q) = An(q) and C = An,d,s.
In both cases it is easy to see that G ′> = G ′. Hence, V satisfies the properties
(a) and (b). Moreover, as Φag,ρ,g> fixes Xn(q), applying (i) of Proposition 2.4.1,
we obtain that

V ∩Xn(q) = Φag,ρ,g>(G ′) ∩Xn(q) = Ψ(G ′ ∩Xn(q)) = Ψ(C) = D.

Hence V satisfies (c).
Next, let us show the uniqueness. To this aim suppose that V and V ′ are two
subspaces of L̃n,q[x] both satisfying conditions (a), (b) and (c).
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In particular we have that

V ∩Xn(q) = D = V ′ ∩Xn(q).

By hypothesis D = Ψ(C) and Ψ fixes Xn(q). This means that there is
an element in [Gn,n−d+1,s]' different from G ′, intersecting Xn in C. Indeed,
Φ−1
ag,ρ,g>(V ′). This, by Theorem 2.4.3 (i), is a contradiction.

Now, let us prove the necessity. By (a), G ′ and V are equivalent, then there
exists a map Φ = Φg,ρ,h such that V = Φ(G ′). Since again G ′> = G ′, by using
condition (b), we have

Φ>(G ′) = Φh>,ρ,g>(G ′) = V. (2.5.1)

Now, from (2.5.1) and taking into account that V = Φ(G ′), we get

Φg−1◦h>,id,g>◦h−1(G ′) = G ′.

Hence, by Theorem 1.5.3, we get

g−1 ◦ h> = αxq
r and g> ◦ h−1 = βxq

n−r

,

with α, β ∈ F∗qn .
In particular, r ≡ 0 (mod n) and consequently β = α−1, g = h> ◦ βx, and
Φ = Φh>◦βx,ρ,h.
We show that Φ(C) ∩ D contains at least one element which is different from
the null map. In fact, by (c), we have

dimFq (Φ(C) ∩ D) ≥ dimFq Φ(C) + dimFq D − dimFq V = n.

Hence, let f be an element of C such that Φ(f) ∈ D. Since Φ(f) ∈ D ⊂ Sn(q),
we have that Φ>(f) = Φ(f). Consequently,

fρ(βx) = βfρ(x) for each x ∈ Fqn .

Hence β ∈ Fq and

D = Φ(G ′) ∩Xn(q) = Φ(G ′ ∩Xn(q)) = Ψβ,h>,ρ(C).

Hence D ∈ [C]∼=.

A similar result can be stated also for the two known constructions of maximum
d-codes in Hn(q2).
Theorem 2.5.2. Let n, s be two integers such that gcd(s, 2n) = 1, and let d
be an integer such that d > 1. Then we have the following

(i) C ∈ [Hn,d,s]∼= if and only if there is a unique subspace V of L̃n,q2 [x], such
that
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(a) V ∈ [G ′]' where G ′ = Gn,n−d+1,s ◦ xq
s(n+d+1);

(b) V = Ṽ , where Ṽ = {f̃ : f ∈ V };
(c) V ∩Hn(q2) = C.

(ii) C ∈ [En,d,s]∼= if and only if there is a unique subspace V of L̃n,q2 [x], such
that

(a) V ∈ [G ′]' where G ′ = Gn,n−d+1,s ◦ xq
s(d+1);

(b) V = Ṽ , where Ṽ = {f̃ : f ∈ V };
(c) V ∩Hn(q2) = C.

Proof. The proof is similar to that of the previous theorem; taking into account
that, in this case we have G̃ ′ = G ′, whenever G ′ = Gn,n−d+1,s ◦ xq

s(n+d+1) or
G ′ = Gn,n−d+1,s ◦ xq

s(d+1) .

2.6 A new additive symmetric 2-code
In this section we exhibit a symmetric 2-code which is not equivalent to the
one with the same parameters shown in Theorem 2.2.2. So, let q be an odd
prime power, m and s two integers such that m ≥ 2 and gcd(s, 2m) = 1. Let
Nq2m/q be the norm function of Fq2m over Fq and let η be an element of Fq2m

such that Nq2m/q(η) is not a square.
As we described in Section 1.5, the set

Dk,s(η) =

ax+
k−1∑
j=1

cix
qjs + ηbxq

ks : c1, · · · , ck−1 ∈ Fq2m , a, b ∈ Fqm


is a maximum rank distance code with minimum distance d = 2m − k + 1,
[112].
Now, consider the following set of q-polynomials

S =

a0x+
m−2∑
j=1

ajx
qsj + ηbxq

s(m−1) + axq
sm + ηq

s(m+1)
bq

s

xq
s(m+1)

+
m−2∑
j=1

(ajx)qs(2m−j) : a0, a1, . . . , am−2 ∈ Fq2m and a, b ∈ Fqm

.
It is straightforward to see that, if we set D′ = D2m−1,s(η) ◦ xqsm then

S = D′ ∩ S2m(q) and S = D′> ∩ S2m(q).

Clearly, since D′ is a 2-code and |S| = q2m2 , by Theorem 2.2.1, it is a maximum
symmetric Fq-linear code with minimum distance d = 2. We will show this in
an algebraic way as well, but before we recall the following
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Lemma 2.6.1 ([109], Lemma 3). Let f(x) = ∑k−1
i=1 fix

qi ∈ L̃n,q[x] with q-
degree k. If f has rank n− k, then Nqn/q(f0) = (−1)knNqn/q(fk).

Proof. For any k-dimensional Fq-subspace U of Fqn , there is a unique monic
linearized polynomial with degq(f) = k that annihilates U , i.e. the set of its
roots contains U . It is the polynomial

mU(x) =
∏
u∈U

(x− u),

see [83, Theorem 3.52]. Clearly, every linearized polynomial of q-degree k
annihilating U is a multiple of mU(x) by an element of Fqn , and hence it
suffices to prove the result for any particular linearized polynomial of degree
k annihilating U . Choose an Fq-basis {u0, u1, . . . , uk−1} of U , and define a
linearized polynomial f as the determinant of the following (k + 1) × (k + 1)
matrix

f(x) =


x xq · · · xq

k

u0 uq0 · · · uq
k

0
... ... . . . ...

uk−1 uqk−1 · · · uq
k

k−1

 = f0x+ f1x
q + . . .+ fkx

qk

. (2.6.1)

Then it is straightforward to see that f annihilates U , because plugging in
any u ∈ U for x, we get that the firt row is an Fq-linear combination of
the remaining rows. Furthermore, expanding along the top row we see that
f0 = (−1)kf qk , and so Nqn/q(f0) = (−1)knNqn/q(fk), proving the claim.

Now, we will show that any map in S has rank strictly greater than one. In
fact, let fm = f ◦ xqsm , where f ∈ S. Then the coefficients of terms x and
xq

s(2m−1) ’ of fm are c and ηb, respectively. As a consequence of the lemma
above, the rank of f(x) is then at least two. Hence, S is a maximum 2-code
of S2m(q).
Theorem 2.6.2. The 2-code S ∈ S2m(q) is not equivalent to S2m,2,s.

Proof. Assume by way of contradiction that S is equivalent to S2m,2,s. Then
there must be a map Ψ = Ψa,g>,ρ such that Ψ(S) = S2m,2,s, where a ∈ Fq,
ρ ∈ Aut(Fq) and g(x) = ∑2m−1

i=0 gix
qis is a permutation q-polynomial with

coefficients in Fq2m .
Consider g> ◦αρx ◦ g, where α ∈ Fq2m . By computation the coefficient of xqms

is
am(α) =

2m−1∑
i=0

gq
si

2m−i g
qsi

m−iα
ρqsi (2.6.2)
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where indices are taken modulo 2m. Since the coefficient of the term with
q-degree ms of S2m,2,s is zero, we obtain

g2m−i gm−i = 0 for each i = 1, 2, . . . ,m.

Define supp(g) = {i ∈ {0, . . . ,m− 1} : gi 6= 0} and let c ∈ Fqm . Similarly, the
coefficient of degree qms of the composition g> ◦ cρxqms ◦ g is equal to

am(c) =
2m−1∑
i=0

gq
s(2m−i)

i gq
s(m−i)

i cρq
s(2m−i) =

∑
i∈supp(g)

gq
s(2m−i)

i gq
s(m−i)

i cρq
s(m−i)

.

Obviously, since
(gq

s(2m−i)

i gq
s(m−i)

i )qm = gq
s(2m−i)

i gq
s(m−i)

i

for all i ∈ supp(g), the polynomial above has coefficients in Fqm . On the
other hand, as the coefficient of the term with q-degree ms in S2m,2,s is zero,
am(c) = 0 for all c ∈ Fqm . This implies that gi = 0 for i ∈ supp(g). Therefore
g is the null polynomial which contradicts the permutation property of g.
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projective spaces
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Alda Merini, Aforismi e Magie.

One of the classical problems in extremal combinatorics is to determine the
size of the largest families of pairwise non-trivially intersecting subsets of a
finite set.
In 1961, the mathematicians Pál Erdős, Chao Ko and Richard Rado published
an influential paper in which they solved this problem, [41].
Their result became a milestone that inspired many mathematicians on this
topic. In addition to set theory, similar problems, known as intersection prob-
lems, were and are still studied in many different structures including multisets,
groups and projective and polar geometries, [26]. In 2013, M. De Boeck and
L. Storme drew up a survey paper in which the current status of this topic is
collected in the various settings.
In honour of the three authors of the original paper, these problems are called
Erdős-Ko-Rado problems, briefly EKR problems, and the generalisations of
this theorem in the various settings are called Erdős-Ko-Rado theorems.

In this chapter, after the classical results on EKR families in set theory are
traced, we shall recall some notions on finite projective spaces and we will
state some intersection problems in them, called the q-analogues of the EKR
problems.
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3.1 The original Erdös-Ko-Rado problem
In this section we will retrace the original Erdos-Ko-Rado problem in set theory
and we will give the background for the next sections where we will focus on
the Erdos-Ko-Rado problems in the finite projective spaces.
As mentioned before, the problem of finding the largest sets of pairwise non-
trivially intersecting elements was solved by Erdős et al. in 1961,
Theorem 3.1.1 ([41]). If S is a family of subsets of size k in a set Ω with
|Ω| = n and n ≥ 2k, such that the elements of S are pairwise not disjoint,
then |S| ≤

(
n−1
k−1

)
.

Note that in case n = 2k, there are many examples attaining this upper bound.
Indeed, for every subset with size k, in short a k-subset, there is precisely one
disjoint k-subset in the set, so any family of k-subsets constructed by picking
one k-subset from each such pair has the size in the theorem above. In case of
n < 2k, the problem is trivial: two subsets of size k cannot be disjoint.
Note that the upper bound in Theorem 3.1.1 is attained if S is the set of all
subsets of size k containing a fixed element of Ω, such a family is called a
point-pencil. The orginal Erdős-Ko-Rado result was generalised and improved
by Wilson in 1984,
Theorem 3.1.2 ([118]). Let k be a positive integer and 1 ≤ t ≤ k. If S is a
family of subsets of size k in a set Ω with |Ω| = n and n ≥ (t+ 1)(k − t+ 1),
such that the elements of S pairwise intersect in at least t elements, then
|S| ≤

(
n−t
k−t

)
.

Moreover, if n ≥ (t+ 1)(k − t+ 1) + 1, then equality holds if and only if S is
the set of all the subsets of size k through a fixed subset of Ω of size t.
Actually, for general t ≥ 1, a similar result was already obtained in [41], but
the bound n ≥ t+ (k − t)

(
k
t

)3
was required.

In [118], Wilson also showed that the bound in Theorem 3.1.2 is tight. More
precisely, let F be the set of all subsets of size k meeting a fixed subset of Ω
of size t + 2 in at least t + 1 elements, k ≥ t + 1. Clearly, the elements of F
meet pairwise in at least t elements. If n = (t+ 1)(k − t+ 1), then

|F| = (t+ 2)
(
n− t− 2
k − t− 1

)
+
(
n− t− 2
k − t− 2

)

equals the size of the set described in Theorem 3.1.2. If n ≤ (t+1)(k−t+1)−1,
then F is larger than the size of the set described in this theorem.

Generalizing the above mentioned, we will call the set of all the subsets of size
k containing a fixed subset of size t is called a t-pencil, clearly an 1-pencil is a
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point-pencil.

Figure 3.1: A point-pencil.

Note that if the parameter t ≥ 1, then S is a collection of subsets of size k of
an arbitrary set, which are pairwise not disjoint.
In literature this family is called an Erdős-Ko-Rado set and classification of
the largest Erdős-Ko-Rado sets is called the Erdős-Ko-Rado problem, in short
EKR problem. Related results are obtained by Hilton and Milner, [63]. They
described the largest Erdős-Ko-Rado sets which are not contained in a point-
pencil.

Theorem 3.1.3 ([63]). Let Ω be a set of size n and let S be an Erdős-Ko-Rado
set of k-subsets in Ω, k ≥ 3 and n ≥ 2k+ 1. If there is no element in Ω which
is contained in all subsets in S, then

|S| ≤
(
n− 1
k − 1

)
−
(
n− k − 1
k − 1

)
+ 1

Moreover, equality holds if and only if

i) either S is the union of F , for some fixed k-subset F , and the set of all
k-subsets G of Ω containing a fixed element x 6∈ F , such that G∩F 6= ∅,

ii) or else k = 3 and S is the set of all subsets of size 3 having an intersection
of size at least 2 with a fixed subset F of size 3.
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Studying the original Erdős-Ko-Rado problem led to investigations in graph
theory. More precisely, this issue can be translated into properties of the
Johnson graph and the Kneser graph, see [15, Chapter 9]. Finally, an interest-
ing generalisation of the Erdős-Ko-Rado problem can be found in [44], where
Frankl explored the largest r-wise intersecting families of k-subsets of a given
finite set.

3.2 Incidence geometry and projective spaces
In this section we will introduce the basic concepts that will be useful to un-
derstand the remainder part of this thesis. The aim is to avoid the ambiguity
that would arise by not stating some definitions or theorems. For this purpose,
we will refer to standard references by Buekenhout ([18], [19]), Hirschfeld and
Thas ([64], [66]) and Mazzocca ([92]).

Let P be a non-empty set, whose elements are called points and let L be a
set, whose elements are called either lines or blocks. Denote by I an incidence
relation between an element of P and an element of L that we will consider
symmetric. The triple (P ,L, I) will be called an incidence geometry. Often
the incidence will be either ⊆ or ⊇. In these cases we will omit I and denote
the incidence geometry by (P ,L) and either the set L of lines will be identified
with a set of subsets of P or vice versa. Moreover, when a point P is in relation
with a line `, we will use the usual terminology ’the point P is incident with
line `’, ’the point P is ’on the line `, ’the line ` passes through the point P ’
etc. .
A homomorphism α : (P ,L) → (P ′,L′) of incidence geometries is a map
α : P → P ′ such that the image under α of every line in L is contained in a
line of L′. If it is injective and the image of every line in L is a line in L′ then
the homomorphism is also called an embedding. The notions isomorphism and
automorphism are defined in the obvious way.

Now, we recall the notion of projective spaces over fields. Let V be a (n+ 1)-
dimensional vector space over a field F. We will denote by PG(V) the set of
1-dimensional subspaces of V, that will be called points of PG(V). We will call
lines, planes, solids, k-dimensional projective subspaces, hyperplanes respec-
tively the 2-dimensional, 3-dimensional, (k + 1)-dimensional, n-dimensional
subspaces of V seen as set of points of PG(V).
If W is an (k + 1)-dimensional subspace of V we will denote by W the cor-
responding k-dimensional subspace of PG(V) while a point of the projective
space will be indicated by 〈x〉. If X is any subset of points of PG(V), we will
denote by 〈X〉 the smallest projective subspace that contains X and we will
refer to it as the projective space spanned by X. In particular, we will indicate
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by 〈U1, . . . , Us〉 the projective space spanned by the set of projective subspaces
{U1, . . . , Us} of PG(V).
For two subspaces U and W of PG(V), the intersection U ∩ V is the largest
subspace which is contained in both U and V . We can immediately generalise
this notion to U1 ∩ . . . ∩ Us for subspaces U1, . . . , Us of PG(V). Finally, we
consider the empty set as a projective subspace with dimension −1.
Definition 3.2.1. Let Sj be the set of all projective subspaces of PG(V) with
dimension j, for every j = −1, 0, 1, . . . , n. The pair (PG(V), (S−1,S0,S1, . . . ,Sn))
is the n-dimensional projective space associated to V. We will refer to it just
by PG(V). The integer n = dim(V)− 1 is called the dimension of PG(V)
We will denote by PG(n,F) the n-dimensional projective space associated to
V = Fn+1. If n = 1, then PG(1,F) is also called the projective line over F,
while, if n = 2, then PG(2,F) is also called the projective plane over F.
Clearly, any subspace of a projective space can also be seen as a projective space
and each projective space PG(V) over a vector space V induces an incidence
geometry of its points and lines.
The dimension theorem for vector subspaces implies the Grassmann identity
for subspaces of a projective space:

dim(U) + dim(W ) = dim〈U,W 〉+ dim(U ∩W ) (3.2.1)

for all subspaces U and W of PG(V).

Since each point in PG(V) corresponds to a 1-dimensional vector space in V,
if we consider a non-zero vector x, then it is possible to define the coordinates
of the corresponding projective point P = 〈x〉: they are the components of the
vector x in a fixed F-basis of V, up to a non-zero scalar multiple. They are
called homogeneous coordinates and we will denote them by (x0, x1, . . . , xn).
A hyperplaneW in PG(n,F) corresponds to a vector hyperplaneW and then it
is the set of points whose homogeneus coordinates (x0, . . . , xn) satisfy a linear
equation a0x0 +a1x1 + . . .+anxn = 0. In the same way, a k-space Sk is the set
of points whose homogeneous coordinates (x0, x1, . . . , xn) satisfy the equations
A(x0, x1, . . . , xn)t = 0, where A is an (n−k)×(n+1) matrix of rank n−k over F.

Let PG(V) be the projective space underlying the vector space V, an automor-
phism of its incidence geometry is called more properly collineation.
It is straightforward to see that the map

(x0, . . . , xn) ∈ Fn+1 7→ A(xσ0 , . . . , xσn)t ∈ Fn+1,

with A a non-singular (n + 1) × (n + 1)-matrix and σ a field automorphism
of F, induces a collineation of PG(n,F). We can denote this collineation by
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(A, σ). The set of these maps is denoted by PΓL(n + 1,F). The fundamen-
tal theorem of projective geometry states that every collineation of PG(n,F),
n ≥ 2, arises from a non-singular matrix and a field automorphism as before.
The collineations (A, id), with A ∈ GL(n+ 1,F) are called projectivities. The
group of all projectivities of PG(n,F) is denoted by PGL(n+ 1,F). Cleary, in
PG(1,F) every bijection of the points gives rise to a collineation. Hence, the
group PΓL(2,F) in general is not the full collineation group.
Two subsets S1 and S2 of PG(n,F) are called PΓL-equivalent ( resp. PGL-
equivalent) if and only if there exists a collineation ( resp. a projectivity) such
that α(S1) = S2.

A projective space is finite if the underlying field is finite. So, if Fq is the finite
field of order q, with q a prime power, we can consider the finite projective
space PG(n,Fq) that will generally be denoted by PG(n, q). The integer q is
called order of the projective space.
Probably, the best known finite projective space is the projective plane PG(2, 2),
it is called the Fano plane.

Since a finite projective space is linked to a finite vector space, we can easily
count the number of subspaces of a certain dimension in PG(n, q) using the
Gaussian coefficient
Definition 3.2.2. Let q be a prime power, let a be a non-negative integer and
let 0 ≤ b ≤ a. The q-ary Gaussian coefficient of a and b is defined by

[
a

b

]
q

=


(qa−1)(qa−1−1)···(qa−b+1−1)

(qb−1)(qb−1−1)···(q−1) if a, b > 0
1 otherwise.

(3.2.2)

So, the number of k-dimensional subspaces in PG(n, q) equals
[
n+1
k+1

]
q
, i.e. the

number of subspaces with vector dimension k+1 in the vector space V(n+1, q),
while the number of a k-dimensional spaces through a fixed t-dimensional
space, 0 ≤ t ≤ k in PG(n, q) is

[
n−t
k−t

]
q
. Moreover, we will indicate the number[

n+1
1

]
q
by the symbol θn,q.

Finally, let Sm be a subspace of dimension m, m ≤ n − 2; of PG(n, q) and
consider the incidence geometry whose points are the (m + 1)-dimensional
subspaces containing Sm and whose lines are the (m+2)-dimensional subspaces
containing Sm. The incidence relation is induced by the incidence of PG(n, q).
This incidence geometry is called the quotient geometry of PG(n, q) w.r.t. Sm.
It is denoted by PG(n, q)/Sm and it is easy to show that it is isomorphic to
PG(n−m− 1, q), [9].
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3.2.1 Reguli and (partial) spreads
In this subsection we will introduce two remarkable substructures in finite
projective spaces: reguli and (partial) spreads. So, let PG(n, q) be a projective
space over the finite field Fq. We call a set S of subspaces of PG(n, q) skew
if no two distinct subspaces of S have a point in common. We also speak of
skew subspaces.
So, let S be a set of skew subspaces, a line is called a transversal of S if it
meets each subspace of S exactly in one point.
Lemma 3.2.3. Let P = PG(V) be an n-dimensional projective space. Let l1
and l2 be two skew lines, and denote by P a point outside l1 and l2. Then there
is at most one transversal of l1 and l2 through P. If n = 3 then there is exactly
one transversal of l1 and l2 through P.

Proof. Assume that there are two transversals g1 and g2 through P . Then each
of these transversals meets the lines l1 and l2 in different points. So g1 and
g2 span a plane, which contains the two skew lines l1 and l2, a contradiction.
Now suppose that P is a 3-dimensional. Then, by (3.2.1), the plane 〈P, l1〉
must intersect the line l2 in some point Q. Thereforem the line PQ intersects
l1 and l2. Hence it is a transversal of l1 and l2.

Now, let P = PG(3, q) be the 3-dimensional projective space of order q. A
nonempty skew set R of lines of P is called regulus if the following are true:

a) through each point of each line of R there is a transversal of R,

b) through each point of a transversal of R there is a line of R.

Note that if we consider the set R′ of all transversals of a regulus R again
form a regulus, we call it opposite regulus of R.

R

R′

Figure 3.2: A regulus R and its opposite regulus R′.
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Clearly, since P is finite then any regulus consists of exactly q + 1 lines. In
particular, it is possible to show that if l1, l2 and l3 are three skew lines of P,
then there is exactly one regulus through l1, l2 and l3 in P, [9, Section 2.4].
Now, consider a skew set of t-spaces in PG(n, q). It is called partial t-spread. If
a partial t-spread cannot be extended to a larger one, then it is called maximal.
A partial t-spread is called t-spread if it covers all points of PG(n, q).

For the sake of completeness, we will report a result of Segre about the existence
of a spread in a finite projective space, [103]. The proof that we propose here
is in [65, Section 4].
Theorem 3.2.4. Let PG(n, q) be the n-dimensional projetive space over Fq.
There exists a t-spread S of PG(n, q) if and only if t+ 1 divides n+ 1.

Proof. If there exists a spread S, then the number of points in PG(t, q) divides
the number of points in PG(n, q) that is

θn,q
θt,q

= qn+1 − 1
qt+1 − 1 .

It is an integer if and only if t+ 1 divides n+ 1. Now, let s be an integer such
that

n+ 1 = (t+ 1)(s+ 1). (3.2.3)
Consider the finite field Fqt+1 and let f(x) be an irreducible polynomial of
degree t + 1 over Fq and let α be a root of f(x) in Fqt+1 , then every element
β ∈ Fqt+1 can be written as

β = x0 + x1α + . . .+ xtα
t

where xj ∈ Fq, for all j ∈ {0, 1, . . . , t}. So, if we take the s + 1 elements
β0, . . . , βs ∈ Fqt+1 , they can be written as

βi = xi0 + xi1α + . . .+ xitα
t

where i ∈ {0, 1, . . . , s}. The n + 1 elements xij in Fq, say in lexicographical
order, can be interpreted as homogeneous coordinates of a point in PG(n, q).
Thus each point of PG(n, q) is given by an (s+1)-ple (β0, . . . , βs) of elements of
Fqt+1 . Let γ0, . . . , γs be any elements, not all zero, of Fqt+1 . Then the equations

βiγj = βjγi (3.2.4)
for i ∈ {0, 1, . . . , s} and j ∈ {0, 1, . . . , t}, define a t-dimensional space St in
PG(n, q). In fact, the equations (3.2.4) give s(t + 1) linearly independent
equations in the xij and so define a subspace of dimension n − s(t + 1) = t.
Each (s + 1)-ple γ = (γ0, . . . , γs) corresponds to a point P (γ) in PG(s, qt+1).
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As P (γ) varies in PG(s, qt+1), so St varies through a partition of PG(n, q).
Indeed, since PG(s, qt+1) contains

[
s+1

1

]
qt+1

points, by 3.2.3, we obtain this
number of t-dimensional spaces. Thus the number of points in all these spaces
is

θs,qt+1 · θt,q = θn,q

exactly the number of points in PG(n, q) and every point is in some St, so two
spaces St cannot intersect. Hence, the set S of these t-dimensional spaces form
a partition of PG(n, q) .

Maximal (partial) t-spreads have been the subject of much research. Especially,
the maximal partial line spreads in PG(3, q) have received a lot of attention,
see for example [60] and [61]. In [3] and [103], it is shown that the study of
t-spreads in PG(2t+ 1, q) is equivalent to the study of finite translation planes
and their strict relation to the finite quasifields is explored. In [42], some
bounds on the size of (partial) t-spreads are summarized. Moreover, relevant
survey papers are [82] and [88].

3.3 The Erdős-Ko-Rado problem in finite
projective spaces

As we mentioned before, the EKR problem, originated in set theory, can be
generalized in a natural way to many other structures.
Here, we will focalise on its current state-of-the-art in the finite projective
spaces to better understand the work that we will present in Chapter 4. In
the latter setting and in the vector space setting, this problem is known as the
q-analogue of the Erdős-Ko-Rado problem.
In general, by the term q-analogue, one refers to a mathematical expression
parameterized by a quantity q that generalizes a known expression and may
reduce to the original one in the limit for q → 1. For istance, the formula in
(3.2.2) is often called the q-analogue binomial coefficient, but also in other con-
texts, expressions as factorial, Fibonacci numbers and others have an equiv-
alent q-analogue. Often, this term goes on to designate problems in many
different combinatorial structures as we shall see.

Now, let q be a prime power and let PG(n, q) be the n-dimensional projec-
tive space of order q. Clearly, results on families of vector spaces pairwise
intersecting in at least a vector space with fixed dimension can be interpreted
in projective spaces, and vice versa, so we prefer to state all the results in a
geometric setting.
In this context, in PG(n, q) an Erdős-Ko-Rado set is a family of k-dimensional
subspaces, in short k-spaces, such that they are pairwise no skew. We will
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denote it by EKR(k, n). In 1975, Hsieh proved the q-analogue for Theorem
3.1.1, [67]. We will report a slight improvement that combines the results due
to Frankl and Wilson with Tanaka’s.
Theorem 3.3.1 ([45], Theorem 1 and [110], Theorem 3). Let k and t be
integers, with 0 ≤ t ≤ k. Let S be a set of k-spaces in PG(n, q), pairwise
intersecting in at least a t-space.

(i) If n ≥ 2k+ 1, then |S| ≤
[
n−t
k−t

]
q
. Equality holds if and only if S is the set

of all the k-spaces, containing a fixed t-space of PG(n, q), or n = 2k + 1
and S is the set of all the k-spaces in a fixed (2k − t)-space.

(ii) If 2k − t ≤ n ≤ 2k, then |S| ≤
[

2k−t+1
k−t

]
q
. Equality holds if and only if S

is the set of all the k-spaces in a fixed (2k − t)-space.

In the theorem above, if we set t = 0, we obtain
Corollary 3.3.2. Let S be an EKR(k, n) set in PG(n, q). If n ≥ 2k + 1,
then |S| ≤

[
n
k

]
q
. Equality holds if and only if S is the set of all the k-spaces,

containing a fixed point of PG(n, q), or n = 2k + 1 and S is the set of all the
k-spaces in a fixed hyperplane.
Note that in Theorem 3.3.1 the condition n ≥ 2k− t is not a restriction, since
any pair of k-dimensional subspaces in PG(n, q), with n ≤ 2k − t, meets in at
least a t-dimensional subspace.
Furthermore, it is clear that new families of any size below the size of the
largest example can be found by deleting elements from it and so we are fo-
cused on maximal families, these are sets of k-spaces pairwise intersecting in
at least a t-space, not extendable to larger families with the same property.
Clearly, maximal families of this sort may have different sizes and so that we
can refer to the first, the second, etc. largest example.
Related to this question, we report the q-analogue of the Hilton-Milner result
on the second-largest maximal Erdős-Ko-Rado sets of subspaces in a finite
projective space, due to Blokhuis et al. Also here, in the context of projective
spaces, a set of subspaces through a fixed t-space will be called a t-pencil, a
point-pencil if t = 0 and a line-pencil if t = 1.

Theorem 3.3.3 ([11] Theorem 1.3, Proposition 3.4). Let S be a maximal
EKR(k, n) set in PG(n, q), with n ≥ 2k + 2, k ≥ 2 and q ≥ 3 (or n ≥ 2k + 4,
k ≥ 2 and q = 2). If S is not a point-pencil, then

|S| ≤
[
n

k

]
q

− qk(k+1)
[
n− k − 1

k

]
q

+ qk+1.

Moreover, if equality holds, then
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(i) either S consists of all the k-spaces through a fixed point P, meeting a
fixed (k+1)-space τ , with P ∈ τ , in a j-space, j ≥ 1, and all the k-spaces
in τ ,

(ii) or else k = 2 and S is the set of all the planes meeting a fixed plane π
in at least a line.

Regarding the EKR problem for k = 1 has been solved completely. Indeed, in
PG(n, q) with n ≥ 3, a maximal EKR(1, n) set is either the set of all the lines
through a fixed point or the set of all the lines contained in a fixed plane. It is
possible to generalize this result for a maximal family S of k-spaces, pairwise
intersecting in a (k − 1)-space, in a projective space PG(n, q), n ≥ k + 2.
Theorem 3.3.4 ([15], Section 9.3). Let S be a set of projective k-spaces,
pairwise intersecting in a (k − 1)-space in PG(n, q), n ≥ k + 2, then all the
k-spaces of S go through a fixed (k − 1)-space or they are contained in a fixed
(k + 1)-space.
Not only the largest examples of EKR sets are studied. Indeed, Mussche
considered small Erdős-Ko-Rado sets and obtained the following
Theorem 3.3.5 ([95], Theorem 2.45). If k is a prime power, a maximal
EKR(k) set of size k2 + k + 1 exists in PG(n, q), n ≥ k2 + k.
Note that the size of the EKR set is independent by q and, even if not men-
tioned in the original paper, the hypothesis about n is necessary for the proof.

Also the EKR problem for sets of projective planes was analysed. By Grassman
identity, it is trivial if n ≤ 4. For n = 5, Blokhuis, Brouwer and Szönyi
classified the six largest examples, finding the following
Theorem 3.3.6 ([12], Section 6). Let S be a maximal EKR set of planes in
the projective space PG(5, q), with |S| ≥ 3q4 + 3q3 + 2q2 + q + 1. Then one of
the following cases occurs.

a) |S| =
[

5
2

]
q
and S is the set of planes through a fixed point P or the set of

planes in a 4-space τ .

b) |S| = 1 + q(q2 + q + 1)2 and S is one of the following: the set of planes
intersecting a fixed plane π in at least a line, the set of planes that either
are contained in a 3-space σ or else intersect σ in a line through a fixed
point P ∈ σ, or the set of planes such that either pass through a fixed
line l or else are in a 4-space l ⊂ τ and intersect l in a point.

c) |S| = 3q4 + 3q3 + 2q2 + q + 1 and S is the set of all planes that intersect
π in a line through P , all planes in τ that intersect π in a line, and all
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planes through P in τ , with P a point, π a plane and τ a 4-space such
that P ∈ π ⊂ τ .

In [27], M. De Boeck investigated the maximal EKR(2, n) sets in PG(n, q)
with n ≥ 5. He characterized maximal EKR(2, n) sets with sufficiently large
size and showed that they belong to one of the 11 known examples, explicitly
described in his work. More precisly,
Theorem 3.3.7 ([27], Theorem 3.1). Let S be a maximal EKR set of planes in
a projective space PG(n, q), n ≥ 5. Let ρ be the subspace of PG(n, q) generated
by the elements of S. If dim(ρ) ≥ 6, then S belongs to one of 11 known types
of maximal EKR sets.
The largest among these known types of maximal EKR sets, the point-pencil,
contains

[
n
2

]
q
elements, while the smallest one contains 7 elements. A classifi-

cation result for large maximal Erdős-Ko-Rado sets of planes follows.
Theorem 3.3.8 ([12] Section 6 and [27] Theorem 4.6). Let S be a maximal
EKR set of planes in a projective space PG(n, q), n ≥ 5, such that

|S| ≥ 3q4 + 3q3 + 2q2 + q + 1.

i) If 5 ≤ n ≤ 6, then S belongs to one of 6 known types of maximal EKR
sets.

ii) If n ≥ 7, then S belongs to one of 10 known types of maximal EKR sets.

Again, each of the types mentioned in the theorem above is explicitly described
in [27].

The tecniques used in all these papers besides being purely combinatory, in-
volve the matrix calculation, as in [12] and in [26], or the properties of Grass-
mann graph. It is the graph with vertices the k-spaces in PG(n, q) and such
that two vertices are adjacent if the corresponding k-spaces meet in a (k− 1)-
space.
Finally in [21], as in the set case, Chowdhury and Patkós studied the q-analogue
of EKR problem for r-wise intersecting k-spaces in the projective spaces set-
ting.



4Maximal sets of k-spaces
pairwise intersecting in at least

a (k − 2)-space

„Beauty is truth, truth beauty, - that is all
Ye know on earth, and all ye need to know.“

John Keats, Ode on a Grecian Urn, 49-50.

In this chapter, as natural step further with respect to the work of Eisfeld [39]
and to the classification of EKR(2, n) due to M. Boeck [27], we investigate sets
of k-spaces in PG(n, q) pairwise intersecting in at least a (k − 2)-space.
First, in Section 4.1, we analyze the sets of solids in PG(n, q), n ≥ 5, such
that every two solids intersect in at least a line, dividing the discussion on
the existence or otherwise of some particular configurations of solids in those
family and we give an overview of the largest examples of these sets.
Then, in Section 4.2, we generalize these results for sets of k-spaces, k > 3,
pairwise intersecting in at least a (k − 2)-dimensional subspace in PG(n, q)
with n ≥ k + 2. Again, we discuss the largest examples giving some upper
bounds on the size of these relevant families.
In both cases, we assume that all the elements in such a family do not have a
point or a (k− 3)-space in common, respectively, otherwise we can investigate
the quotient space with respect to the common space and refer to [27]. Fur-
thermore, we will suppose that these sets of subspaces are maximal.
Finally, since we will give upper bounds on the size of the largest examples,
we will indicate the order of such families of k-spaces in PG(n, q), for q very
large, using the big O notation and we will write

[
n
k

]
, for

[
n
k

]
q
and θn for θn,q if

the field size q is clear from the context.

So, let S be a set of k-spaces with the properties described above. As we
mentioned before, in our arguments we distinguish between two cases, de-
pending on whether there exists a configuration or not in S.
More precisely, three k-spaces A,B and C in PG(n, q), n ≥ k + 2, form a
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configuration if they have no (k − 3)-space in common.

Note that every two k-spaces of S in a configuration meet in a (k − 2)-space
and that for k = 3, three solids A,B,C form a configuration if and only if
A ∩B ∩ C = ∅.

B

C

A
πAB

πAC πBC

πABC

Figure 4.1: A three k-spaces configuration in S.

4.1 Solids pairwise intersecting in at least a
line

Let S be a maximal set of solids pairwise intersecting in at least a line in the
projective space PG(n, q), with n ≥ 5, and we suppose that there is no point
contained in all the solids of S. Note that the set of all the solids in a fixed
5-space is an example of a maximal set of solids pairwise intersecting in at
least a line, with size

[
6
4

]
= O(q8). Therefore we assume that the set S of

solids spans at least a 6-space.
Now we will split our investigation: in the following subsection we suppose
that the set S of solids contains a configuration formed by the solids A,B,C
and we show in Lemma 4.1.1 that the solids not contaied in 〈A,B〉 meet the
latter space in a plane. Then we consider the space α generated by the planes
arising as such an intersection, and we discuss properties of the set S of solids
depending on the dimension of α.
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4.1.1 There is a configuration
Suppose that there exist three solids A,B and C in S that form a configuration,
with A ∩ B = lAB, A ∩ C = lAC , B ∩ C = lBC . Note that 〈A,B〉 = 〈B,C〉 =
〈A,C〉. Since S spans at least a 6-space, let {Di | i ∈ I} be the family of the
solids of S not contained in 〈A,B〉, where I is a certain set of indices. We
start with the following
Lemma 4.1.1. Let S be a maximal set of solids pairwise intersecting in at
least a line. If there exists a configuration of solids A,B,C in S, then a solid
of S not in 〈A,B〉 intersects lAB, lAC and lBC in a point.

Proof. Consider a solid E ∈ S not in 〈A,B〉. We show that E intersects lAB
exactly in a point. The arguments for lAC and lBC are similar.
Suppose first that E contains the line lAB. The solid E also has at least a line
l in common with C. As lAB ∩ l = ∅, and l and lAB span E, we have that E
lies in 〈A,C〉 = 〈A,B〉. This contradicts the hypothesis. Suppose now that E
is disjoint from lAB. Then E contains a line of A and a line of B which are
disjoint. Again, this implies that E is spanned by these two lines and lies in
〈A,B〉. Hence, a solid of S not in 〈A,B〉, intersects lAB in a point.

Note that there is no transversal line to the lines lAB, lBC and lAC as these
lines span a 5-space. This implies, by Lemma 4.1.1, that all the solids Di

not in 〈A,B〉, meet 〈A,B〉 in a plane. To make our discussion easier, for the
remainder of this section we will work under the following assumption:

(�) There are three solids A,B and C in S such that they form a configura-
tion and α is the span of all the planes D′i = Di ∩ 〈A,B〉, with i ∈ I.

Now, we distinguish between several cases depending on the dimension of α.

4.1.1.1 α is a plane

In this case we note that ∀i ∈ I, D′i = α, so all the solids in S, not in 〈A,B〉,
meet 〈A,B〉 in the plane α.
A solid in 〈A,B〉 ∩ S needs to have at least a line in common with every Di

not in 〈A,B〉. This implies that every solid of S in 〈A,B〉 meets α in at least
a line. By the Grassmann identity, every two solids in 〈A,B〉 meet in at least
a line.
If n is the dimension of the ambient projective space, we have at most θn−3 −
θ2 = O(qn−3) solids in S outside of 〈A,B〉; this is the number of solids through
α in PG(n, q) excluded those in 〈A,B〉, and at most θ2 ·

([
4
2

]
−θ2

)
+θ2 = O(q6)

solids of S in 〈A,B〉, where the first term is the number of solids that have
exactly a line in common with α and the second one, the number of solids
through α in 〈A,B〉.
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lAC lBC

lAB

A B

α

C

Figure 4.2: There is a configuration in S and dim(α) = 2

4.1.1.2 α is a solid

For every i ∈ I, the plane D′i is spanned by three points of the three lines
lAB, lAC and lBC respectively. Hence we can suppose that α is spanned by lAB
and two points PAC , PBC of lAC , lBC respectively. Note that all the solids Di

have a plane in common with α and contain the line PACPBC , so all the solids
not in 〈A,B〉 already intersect in a line inside 〈A,B〉. We will show that all
the solids of S in 〈A,B〉 have a plane in common with α or contain PACPBC .
To remark that S can contain the solid α, as PACPBC ⊂ α.
Proposition 4.1.2. Under the assumption (�), and if dim(α) = 3, all the
solids of S in 〈A,B〉 have a plane in common with α or contain the line
PACPBC.

Proof. Consider a solid E of S in 〈A,B〉, not having a plane in common with
α. As E needs to contain a line of every plane D′i, E needs to contain the line
PACPBC .

In this case, the number of solids of S outside of 〈A,B〉 is at most θ1
(
θn−3 −

θ2
)

= O(qn−2), where θ1 is the number of the planes D′i through the line
PACPBC in α, times the number of solids, through a plane in α, not contained
in 〈A,B〉.
While, there are at most

[
4
2

]
+
(
θ3 − θ1

)(
θ2 − 1

)
= O(q5) solids of S in 〈A,B〉,

where the first term
[

4
2

]
is the number of solids (the solid α included) through

the line PACPBC in 〈A,B〉 and the second one, the number of solids in 〈A,B〉
that meet α in a plane not through the line PACPBC .
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4.1.1.3 α is a 4-space

By Lemma 4.1.1, we can suppose that α = 〈PAB, lAC , lBC〉 with PAB a point
on lAB. Note that there exist solids Di, Dj, with i, j ∈ I, such that their
intersections D′i and D′j with α, meet in a point. Indeed, by Theorem 3.3.4, if
all the planes D′i would pairwise intersect in a line, then these planes lie in a
fixed solid or contain a fixed line. Both possibilities contradict this case where
α is a 4-space. Moreover, if D′i ∩D′j is a point, then the corresponding solids
Di and Dj also need to intersect outside of 〈A,B〉.
Now, let L be the set of lines Di ∩ C, i ∈ I, and we discuss the construction
of the solids in 〈A,B〉.

lAC lBC

lAB

A

B

C

PAB

Figure 4.3: There is a configuration in S and dim(α) = 4

Proposition 4.1.3. Under the assumption (�) and if dim(α) = 4, a solid of
S in 〈A,B〉 either

i) is contained in α, or

ii) contains PAB and a line r of C, intersecting all the lines of L.

Proof. Case 1. Suppose that E is a solid of S in 〈A,B〉, not containing PAB.
As E needs to contain at least a line of every plane D′i, E contains at least a
point of every line in the planes D′i. This implies that E contains lines lA, lB
in the planes 〈PAB, lAC〉 and 〈PAB, lBC〉 respectively. Remark that lA and lB
lie in α, are disjoint and span E. This implies that E ⊂ α, so this is the first
possibility in the statement. Remark that if E ⊂ α, then E intersects all the
planes D′i in at least a line.
Case 2. So, now we can suppose that E contains the point PAB and intersects
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α in a plane γ. The plane γ is the span of PAB and the line r = γ ∩ C. As
E ∩ Di is at least a line of the plane D′i for every i ∈ I, and since every two
lines in a plane meet, we have that r has to intersect all the lines of L. Hence
we find the second possibility.

Then, we distinguish two cases to analyze, given a solid of S in 〈A,B〉, not in
α, the possibilities for the line r of the point ii) in the previous proposition,
depending on the structure of L.

Case 4.1. There is a line l ∈ L that intersects all the lines of L

Note that there cannot be two lines in L intersecting all the lines of L, as
otherwise all the lines of L lie in a plane or go through a fixed point in C.
This gives a contradiction as all the lines of L span C and at least two points
of both lAB and lBC are covered by the lines of L.

Let PA = l ∩ lAC and PB = l ∩ lBC . Since every line m 6= l of L intersects the
lines lAC , lBC and l, then follows that m contains the point PA or the point
PB. As a consequence of the Proposition 4.1.3, we have that a solid of S in
〈A,B〉, not contained in α, goes through PAB and it meets C in a line r of the
plane 〈PB, lAC〉 through PA or in a line of 〈PA, lBC〉 through PB.
Now, for every plane D′i different from 〈l, PAB〉, there are at most θ2− θ1 = q2

ways to extend this plane to a solid Di as this solid also has to meet several
solids of S outside of 〈A,B〉. As the plane 〈l, PAB〉 already meets all the planes
D′i in a line in 〈A,B〉, there are θn−3 − θ2 = O(qn−3) ways to extend 〈l, PAB〉
to a solid not in 〈A,B〉. For the solids inside 〈A,B〉, there are θ4 solids in α,
and at most (2q + 1)

(
θ2 − θ1

)
solids of the second type in the statement of

Proposition 4.1.3, not contained in α. The first factor of this last counting is
the number of planes 〈PAB,m〉 in 〈A,B〉, with m a line in 〈PB, lAC〉 through
PA or a line in 〈PA, lBC〉 through PB. The second factor is the number of ways
to extend this plane to a solid not contained in α.
In total, we have at most 2q · q2 + 1 · q3θn−6 + θ4 + (2q + 1)q2 = O(qmax{n−3,4})
solids in S.

Case 4.2. For every line in L, there exists another line in L disjoint
to the given line

Depending on the structure of the set L of lines, as in the subsection before,
we discuss the construction of the solids in 〈A,B〉 not contained in α. We have
different possibilities for the line r of C from Proposition 4.1.3:

i) Suppose there are three pairwise disjoint lines in L, then these lines are
part of a unique regulus R.
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a) If L is contained inR, then |L| ≤ q+1 and r is a line of the opposite
regulus Rc. Hence there are q + 1 possibilities for r.

b) If L is not contained in R, then there are at most two lines, namely
lAC and lBC , in Rc, intersecting all the lines of L. Let l ∈ L \ R.
If there was a third line r meeting all lines of L, then r ∈ Rc. But
then there would be three lines, namely r, lAC and lBC , in Rc, all
of them intersecting l. Hence l also has to lie in R, a contradiction.
In this case there are at most 2 possibilities for r and |L| ≤ (q+1)2.

ii) Suppose there are no three pairwise disjoint lines in L. In this case we
can prove the following lemma.

Lemma 4.1.4. The set L is contained in the union of two point-pencils
such that their vertices are contained either in lBC or in lAC.

Proof. we can suppose that L contains at least two disjoint lines l1, l2,
since the lines of L span the solid C. Let Pi = lAC ∩ li and Qi = lBC ∩ li
for i = 1, 2. Now, we shall distinguish various cases depending on the
size of L:

- If |L| = 2, clearly L is contained in the union of the point-pencils
through P1 and P2 or equivalently through Q1 and Q2.

- If |L| = 3, let l3 be the line of L \ {l1, l2}. Then l3 contains at least
one of the points P1, P2, Q1, Q2 (w.l.o.g. P1). Again we find that L
is contained in the union of the point-pencils through P1 and P2.
Note that since for every line in L, there exists another line in L
disjoint from it, l3 cannot be the line P1Q2.

- If |L| = 4, let l3 6= l4 be the lines of L\{l1, l2}. Then l3 and l4 both
contain at least one of the points P1, P2, Q1, Q2. W.l.o.g. we can
suppose that l3 contains the point P1. Now, if l3 = P1Q2, l4 must
contain P2 or Q1 as otherwise either l1, l2 and l4 are three pairwise
disjoint lines or there exists a line (l3) that meets all the other ones.
So, we find that L is contained in the union of the point-pencils
through P1 and P2 or through Q1 and Q2. If l3 6= P1Q2, then l4
must contain P1,P2 or Q2 as otherwise either l2, l3 and l4 are three
pairwise disjoint lines. So, we obtain the lemma statement. Note
explicitly that l4 6= P1Q2 . As otherwise l4 meets all lines li, i < 4.

- If |L| ≥ 5, let l3 be a line of L\{l1, l2, P1Q2, P2Q1}. Then l3 contains
one of the points P1, P2, Q1, Q2. W.l.o.g. we can suppose that l3
contains the point P1. If L = {l1, l2, l3, P1Q2, P2Q1} or if L only
contains lines through P1 and the lines l2, P2Q1 then L is contained
in the point-pencils through P1 and P2. Now, we can suppose that
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L \ {l1, l2, P1Q2, P2Q1} also contains a line l4 not through P1. As
L contains no three pairwise disjoint lines, l4 contains the point P2
or Q2 (w.l.o.g. P2). Every other line of L must contain P1 or P2
and hence we find again that L is contained in the union of the
point-pencils through P1 and P2.

By using the notations in the lemma above, since L contains no 3 pairwise
disjoint line, every line l0 ∈ L\{l1, l2} contains at least one of the points
P1, P2, Q1, Q2 . From Lemma 4.1.4 we find the following possibilities for
the set L:

a) if L only contains two lines l1, l2, then l1 and l2 are disjoint and we
find (q + 1)2 possibilities for r, as every such line is defined by a
point of l1 and a point of l2.

b) if L contains at least 3 elements and is contained in the union of a
line l0 and a point-pencil through a point P then |L| ≤ q + 2. Let
P0 = l0 ∩ lAC , Q0 = l0 ∩ lBC and suppose w.l.o.g. that P ∈ lAC . A
line r that meets all lines of L is a line that contains P and a point
of l0 or is a line that contains Q0 and lies in the plane 〈P, lBC〉.
Hence there are at most 2q + 1 possibilities for the line r.

c) if L contains at least 3 elements and is contained in the union of two
point-pencils through the points P and Q respectively such that L
contains at least two lines through P and at least two lines through
Q. Then |L| ≤ 2(q + 1). A line r that meets all lines of L is the
line lAC , the line lBC or the line PQ if PQ 6= lAC , lBC and PQ 6∈ L.
Hence there are at most 3 possibilities for the line r.

For every plane D′i, with i ∈ I, there are at most
[

3
1

]
−
[

2
1

]
= q2 ways to extend

the plane to a solid Di, as this solid also has to meet several solids of S outside
of 〈A,B〉. And since the number of planes D′i equals the number of lines in L,
there are at most (q + 1) · q2, (q + 1)2 · q2, 2 · q2, (q + 2) · q2, 2(q + 1) · q2 solids
outside of 〈A,B〉, respectively, dependent on the four cases above.
For the solids inside 〈A,B〉, there are θ4 solids in α and (q+1)·q2, 2·q2, (q+1)2 ·
q2, (2q+1) ·q2, 3 ·q2 solids of the second type of Proposition 4.1.3, respectively.
We find these numbers by multiplying the number of possibilities for the line
r and the number q2 of 3-spaces through a plane in 〈A,B〉, not contained in
α. So in total we have at most θ4 + (q2 + 2q + 3) · q2 = O(2q4) solids, using
case ib) or iia).



Solids pairwise intersecting in at least a line 66

4.1.1.4 α is a 5-space

We start with a lemma that will often be used in this subsection.
Lemma 4.1.5. Under the assumption (�), every two planes D′i and D′j share
a point on lAB, lAC or lBC.

Proof. Consider two solids Di and Dj in S, with corresponding planes D′i and
D′j in 〈A,B〉. Since Di and Dj meet in at least a line, D′i and D′j have to meet
in at least a point. If D′i and D′j do not meet in a point of lAB, lAC or lBC ,
then these planes define 6 different intersection points P1, . . . , P6 on the lines
lAB, lAC and lBC . As 〈D′i, D′j〉 = 〈P1, . . . , P6〉 = 〈lAB, lAC , lBC〉, we find that
D′i and D′j span a 5-space, so these planes are disjoint, a contradiction.

If α is a 5-space, we distinguish two cases, depending on the planes D′i =
Di ∩ 〈A,B〉, i ∈ I.
Lemma 4.1.6. Under the assumption (�), if dim(α) = 5, we have one of the
following possibilities for the planes D′i:

i) There are four possibilities for the planes D′i: 〈P1, P3, P6〉, 〈P1, P4, P5〉,
〈P2, P4, P6〉 and 〈P2, P3, P5〉, where P1, P2 ∈ lAB, P3, P4 ∈ lBC and P5, P6 ∈
lAC.

ii) There are three points P ∈ lAB, Q ∈ lBC and R ∈ lAC so that every plane
D′i contains at least two of the three points in the set {P,Q,R}.

Proof. We prove the Lemma by construction and we start with a plane, we
say D′1, intersecting lAB, lBC and lAC in the points P,Q and R′ respectively.
Case (a): There exists a plane D′2 such that D′1 ∩ D′2 is a point (w.l.o.g. P ,
see Lemma 4.1.5) and let D′2 ∩ lBC be Q′ and D′2 ∩ lAC be R. In this case we
know that there exists a third plane D′3 intersecting lAB in a point P ′ different
from P (as dim(α) = 5). Then D′3 needs at least a point of D′2 and D′1. This
implies that D′3 contains Q and R or Q′ and R′ (w.l.o.g. Q and R) by Lemma
4.1.5. Now there are two possibilities:

i) There exists a plane D′4 = 〈P ′, Q′, R′〉, and then, by construction, we
cannot add another plane D′i. (In the formulation of the lemma P =
P1, P

′ = P2, Q = P3, Q
′ = P4, R = P5, R

′ = P6.)

ii) There exists no plane D′4 = 〈P ′, Q′, R′〉, then, by construction, we see
that all the planes need to contain at least two of the three points P,Q,R
by Lemma 4.1.5.

Case (b): all the planes D′i intersect pairwise in a line. Then all these planes
have to lie in a solid (contradiction since they span a five-space) or they go
through a fixed line l. In this last case, l cannot be one of the lines lAB, lAC , lBC
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and also, l cannot intersect one of these lines, as otherwise all the planes D′i
would contain the intersection point of this line and l (which gives a contra-
diction since dim(α) = 5). Consider now the disjoint lines l and lAB. Then
all the planes D′i would contain l and a point of lAB, but this implies that
dim(α) = 3 which also gives a contradiction. We conclude that this case
cannot happen.

Case 5.1. There are four intersections D′i.

In this situation, we can show that the only solids of S in 〈A,B〉 are A,B and
C.

A

B

C

P1

P3
P6 P4

P5

P2

lAC lBC

lAB

Figure 4.4: There is a configuration in S and dim(α) = 5

Proposition 4.1.7. Under the assumption (�), and if dim(α) = 5, the only
solids of S in 〈A,B〉 are A,B and C.

Proof. Let P1, . . . , P6 be as in the first case of Lemma 4.1.6 (the intersection
points of Di∩〈A,B〉 with the lines lAB, lAC , lBC), and let E be a solid in 〈A,B〉
different from A,B,C. The solid E cannot contain all the points P1, . . . , P6,
by its dimension, so we can suppose that P1 /∈ E. As E has a line in common
with every plane D′i, E has at least a point in common with every line of
these planes D′i. This implies that E has at least a point in common with
P1P3, P1P4, P1P5, P1P6 or equivalently, a line lA in common with 〈P1, lAC〉 and
a line lB in common with 〈P1, lBC〉. If lA = lAC and lB = lBC , then E = C, so
we can suppose that lA 6= lAC . We show that in this case P2 ∈ E.
If P2 /∈ E, then E also contains a point of P2P3, P2P4, P2P5, P2P6. As lA 6= lAC ,
E contains at least a plane of A. But then E contains precisely a line lB of
B, since E is three-dimensional. This line lB is disjoint to A as it has to
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intersect the lines P1P3, P1P4, and P2P3, P2P4 in points different from P1 and
P2 respectively, and hence lies in the plane 〈P1, lBC〉 and in the plane 〈P2, lBC〉.
This gives that lB = lBC , and so, this line in E would be disjoint from A.
As E contains a plane and a line that are skew, E has to be four-dimensional,
a contradiction, so P2 ∈ E.
Since E cannot contain P2, P3, . . . , P6 (by the dimension), we can suppose that
P1, P6 /∈ E. Then, by the previous arguments and symmetry, we know that
P2 and P5 lie in E. In A, the solid E needs an extra point P of P1P6. This
gives that E contains the plane γ = 〈P, P2, P5〉 of A. As E also needs at least
a point of each line P1P3, P1P4, P6P3, P6P4, E needs at least one extra line,
disjoint to γ. Again, this results a contradiction due to its dimension.

There are 4 ·
(
θ2 − θ1

)
solids not in 〈A,B〉. This number follows since there

are 4 planes D′i and two solids, intersecting 〈A,B〉 in different planes Di, have
to intersect outside of 〈A,B〉. There are only 3 solids, A,B,C in 〈A,B〉.

Case 5.2. Every plane D′i contains at least two of the points P,Q,R.

Remark that in this situation we have at least the red, green and blue plane
(see Figure 4.5) as planes D′i. In the following Proposition, we prove how the
solids in 〈A,B〉 lie with respect to the points P,Q,R.

lAC lBC

lAB

A

B

C

R

P

Q

R′

P ′

Q′

Figure 4.5: There is a configuration in S and dim(α) = 5

Proposition 4.1.8. Under the assumption (�), and if dim(α) = 5, all the
solids of S in 〈A,B〉, contain at least two of the points P,Q,R.
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Proof. Let E be a solid of S in 〈A,B〉, different from A,B and C. Suppose
P /∈ E, then we have to prove that E contains the points R and Q. We find
that E contains subspaces in A and B, intersecting the lines PR, PR′, P ′R
and PQ,PQ′, P ′Q, respectively (see Figure 4.5). Hence E meets A in a line
lAE through R and a point of PR′, or E has a plane πAE in common with A.
By symmetry E meets B in a line lBE through Q and a point of PQ′, or E
has a plane πBE in common with B.

a) If dim(A ∩ E) = dim(B ∩ E) = 2 then the planes πAE, πBE meet in a
point of lAB as they cannot contain the line lAB since P /∈ E. Hence E
contains two planes meeting in a point, which gives a contradiction since
dim(E) = 3.

b) If dim(A∩E) = 2 and dim(B∩E) = 1 then πAE ∩ lAB = lBE ∩ lAB. First
note that lBE ∩ lAB is not empty by dimension of E. Now, if πAE ∩ lAB 6=
lBE ∩ lAB, then lAB ⊂ E, which gives a contradiction as P /∈ E. Since
lBE can only meet lAB in the point P we find a contradiction, again as
P /∈ E.

Hence we know that E contains a line lA ⊂ A through R and a line lB ⊂ B
through Q, which proves the proposition.

There are
(
3 · θ1 − 2

)(
θ2 − θ1

)
solids not in 〈A,B〉 as two solids, intersecting

〈A,B〉 in different planes, have to intersect outside of 〈A,B〉, and there are at
most 3 ·θ1−2 planes D′i. There are at most θ2 +3q2θ2 solids in 〈A,B〉, namely
all the solids through the plane 〈P,Q,R〉 and all solids precisely through two
of the three points P,Q,R in 〈A,B〉.

We conclude this section by enunciating a result about the upper bound on
the size of the largest examples.
Proposition 4.1.9. In the projective space PG(n, q), with n ≥ 5, let S be a
maximal set of solids pairwise intersecting in at least a line such that there is
no point contained in all the elements of S. Under the assumption (�),

i) if there are no solids outside of 〈A,B〉, then S is the set of solids in a
5-space and |S| =

[
6
4

]
.

ii) if dim(α) = 2, then |S| ≤ θ3 + θ2
([

4
2

]
− θ2

)
= O(qmax{n−3,6}).

iii) if dim(α) = 3, then |S| ≤ q3θ1θn−6 +
[

4
2

]
+ q3θ2

1 = O(qmax{n−2,5}).

iv) Let L = {Di ∩ C | i ∈ I} and dim(α) = 4

a) if there is a line l ∈ L that meets all the lines of L, then
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|S| ≤ θn−3 + q2(q2 + 5q + 1) = O(qmax{n−3,4}).

b) if for every line in L, there exists another line in L disjoint from
it, then

|S| ≤ θ4 + q2(q2 + 2q + 3) = O(2q4).

v) if dim(α) = 5, the size of S is at most

4q2 + 3 = O(4q2)

or at most

(3q + 1)q2 + θ2(3q2 + 1) = O(3q4)

depending on the fact that either there are four intersections for the
planes D′i or there exist three points P ∈ lAB, Q ∈ lBC , R ∈ lAC such
that every plane D′i contains at least two of these points P , Q and R.

dim(α) Order of solids not in 〈A,B〉 Order of solids in 〈A,B〉
PG(5, q) / q8

PG(n, q), n > 5

2 qn−3 q6

3 qn−2 q5

4

Case 4.1.
qn−3 q4

Case 4.2.
q4 2q4

5

Case 5.1.
4q2 3

Case 5.2.
3q3 3q4

Table 4.1: Upper bound on the order of the largest examples size in the case
there is a configuration.

4.1.2 There is no configuration
Now, in this subsection, we will work under the assumption:

(��) There is no configuration of solids in S.

As a direct consequence of (��), we obtain the following result.
Corollary 4.1.10. Under the assumption (��), every three solids in S have
at least a point in common.
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We may assume that there exist two solids, A and B, meeting each other in a
line lAB. Otherwise all the solids would pairwise meet each other in a plane in
which case the classification is known. We can also suppose that we have no
point or line contained in all the solids of S.

To investigate the structure of S under the assumption (��), we divide the
discussion into two cases:

Case 1. There is a solid C intersecting lAB in a point PC and intersecting
A and B in the lines lAC and lBC (see Figure 4.6). Suppose there is another
solid D intersecting lAB in a point PD different from PC and intersecting A in
the line lAD and B in at least a line. We know there is such a solid since not
all the solids go through PC . As A,C,D have a point in common, lAC and lAD
have to intersect. Similarly in B, lBC and B ∩D have to intersect. Let Z be
the solid spanned by lAB, lAC , lBC .

A
B

lAB

PC

lBC
lAC

PD
lBDlAD

C

D

A
B

lAB

PC

lAC

PDlAD

C

D

lBC

B ∩D

Figure 4.6: There is no configuration in S, Case 1. .

Proposition 4.1.11. If the assumption (��) holds, all the solids in S have a
plane in common with Z.

Proof. It is easy to see that A,B,C,D have a plane in common with Z. Con-
sider now a solid E not through lAB, and through a point PE 6= PC of lAB.
Then E contains a point P1 of A ∩C = lAC , and a point P2 of lBC , see Corol-
lary 4.1.10. This implies that E contains a plane (spanned by PE, P1, P2) of
Z. Before we continue with a solid through the point PC , we distinguish two
cases.
Suppose first that B ∩D is the line lBD. Then the argument also works for a
solid through the point PC and not containing lAB, as here we can work with
the lines lAD and lBD instead of lAC and lBC respectively.
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If B ∩D is a plane, then we can remark that C ∩D is a line and not a plane.
Otherwise, C would contain a line of B ∩ D which would imply that C con-
tains a plane of B, which contradicts the assumption in Case 1. So here we
can follow the same argument by replacing B by C: then D intersects A and
C in a line, not through PC , to prove that the solid E has a plane in common
with Z.
Consider now a solid F through lAB. If F contains lAC , then F contains the
plane spanned by lAB, lAC in Z, so suppose that F does not contain lAC . Then
we can use the same arguments as above where we replace B by C.

Remark 4.1.12. Note that Proposition 4.1.11 also works when there are four
solids X, Y, Z, T , such that

a) X, Y both intersect A in a line and these lines have different points in
common with lAB,

b) Z, T both intersect B in a line and these lines have different points in
common with lAB.

Remark that the pairs X, Y and Z, T of solids are not necessarily disjoint.
There are θ3 possibilities for the planes in Z, and through a plane, there are
θn−3 solids, so there are at most θ3

(
θn−3 − 1

)
+ 1 = O(qn) solids in this case.

Case 2. Every solid, not through the line lAB, has a plane in common with A
or B. Remark that a solid, intersecting lAB in a point, cannot have a plane
in common with both A and B due to the dimension. By taking into account
Remark 4.1.12, there are only two subcases left.

Case 2.1. All the solids not through the line lAB have a plane in common with
A and a line in common with B. Remark that all these lines in B pairwise
intersect (Corollary 4.1.10), and so, lie in a plane λ in B through lAB. This
implies that all these solids, not through lAB, lie in the 4-space Y spanned
by λ and A. Consider now a solid C through lAB. Then, again by Corollary
4.1.10, C has to contain at least a plane through lAB of Y . This follows since
all the solids not through lAB lie in Y and not all these solids meet lAB in the
same point.

So, we obtain that all the solids not through lAB lie in a fixed 4-space Y and
all the solids through lAB intersect Y in at least a plane.
There are θ4 solids in Y and at most θ2 ·

(
θn−3− θ1

)
= O(qn−1) solids through

lAB, not in Y .

Case 2.2. There is one solid C, not through lAB, intersecting B in a plane
and A in a line, and all other solids not through lAB intersect A in a plane
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and B in a line. All these lines in B lie in a plane λ through lAB (by Corollary
4.1.10). We show that all the solids have a plane in common with the solid Z
spanned by λ and the line C ∩ A = lAC .
Proposition 4.1.13. Under the assumption (��), all the solids in S have a
plane in common with Z.

Proof. Since the solid Z is spanned by λ ⊂ B and the line lAC , we find that
the proposition holds for the solids A and B, and also for C since the plane
C ∩ B intersects λ in at least a line. Consider a solid D 6= C, intersecting
lAB in a point different from PC = C ∩ lAB. Remark that there exists such a
solid, as otherwise all the solids would contain the point PC . Note that D ∩A
is a plane in A, intersecting lAC in a point not contained in lAB, by Corollary
4.1.10, and B ∩ D is a line in λ, by the definition of λ. This implies that D
has at least a plane in common with Z.
Consider a solid E 6= C,D, containing PC , but not through lAB. By Corollary
4.1.10, E contains a point of D ∩ B and since E ∩ A is a plane, E ∩ A has
to meet the plane Z ∩ A in a line. This implies that E also has a plane in
common with Z.
Consider now a solid D through lAB. We will show that D also intersects Z in
a plane. Suppose E is a solid not through lAB and intersecting lAB in a point
different from PC . Remark that the solid E exists as otherwise all solids of S
would contain the point PC . Since the line E ∩ C, disjoint from lAB, lies in Z
and D needs to have a point Q in common with E ∩C by Corollary 4.1.10, we
see that D contains the plane 〈Q, lAB〉 of Z.

Remark 4.1.14. Note that if there exists another solid S, not through lAB,
that meets lAB in PC and A in a line not in 〈lAC , lAB〉, then, by Proposition
4.1.13, we obtain two different solids ZC and ZS that have the plane λ in
common and both meet all the solids of S in a plane. Hence the solids of S
have to go through λ, or have to lie in the 4-space spanned by ZC and ZS.
Again, there are θ3 possibilities for the planes in Z, and through a plane, there
are θn−3 solids, so there are at most θ3

(
θn−3−1

)
+1 = O(qn) solids in this case.

To conclude this section, we summarize the results obtained and we give an
overview of the largest examples of S.
Theorem 4.1.15. Let S be a maximal set of solids pairwise intersecting in at
least a line such that there is no point contained in all the solids of S and let
A,B ∈ S, intersecting in a line lAB. Under the assumption (��), either

(i) there exists a solid Z such that all the solids of S have a plane in common
with Z, or
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(ii) all the solids of S not through lAB lie in a fixed 4-space Y and all the
solids through lAB intersect Y in at least a plane.

In particular, the size of S is at most either qθ3θn−4 + 1 = O(qn) or at most
θ4 + q2θ2θn−5 = O(qn−1), respectively.

4.2 Generalization to k-spaces pairwise
intersecting in at least a (k − 2)-space

From now on, we generalize the previous results to k > 3. As in Section 4.1, let
S be a maximal set of k-spaces pairwise intersecting in at least a (k− 2)-space
in the projective space PG(n, q) with n ≥ k + 2 and we suppose that there is
no point contained in all the k-spaces of S.
Note, again, that the set of all k-spaces in a fixed (k + 2)-space is an example
of a maximal set of k-spaces pairwise intersecting in at least a (k − 2)-space,
with size

[
k+3

2

]
= O(q2k+2). Therefore we assume that S spans at least a

(k + 3)-space and we distinguish two cases depending on whether there is a
configuration or not in S.

4.2.1 There is a configuration
Suppose there exist three k-spaces A,B and C in S that form a configuration.
Let A ∩ B = πAB, A ∩ C = πAC , B ∩ C = πBC . Note that 〈A,B〉 = 〈B,C〉 =
〈A,C〉 and, by Grassmann’s formula, A ∩B ∩ C = πABC is a (k − 4)-space.
Since S is not contained in a (k + 2)-space, let {Di | i ∈ I} be the family of
the k-spaces of S not contained in 〈A,B〉, where I is a certain set of indices.
In this section, by investigating the quotient space of πABC and using the
results for k = 3, it will become clear that we find several results for general
k. We first present a lemma that follows from the existence of a configuration
in S.
Lemma 4.2.1. If there exists a configuration of k-spaces A, B and C in S,
then a k-space of S not in 〈A,B〉 contains πABC and intersects πAB, πAC and
πBC in a (k − 3)-space through πABC.

Proof. Consider a k-space E of S not in 〈A,B〉. Clearly

k − 2 ≤ dim(E ∩ 〈A,B〉) ≤ k − 1.

If dim(E∩〈A,B〉) = k−2, then this (k−2)-space has to lie in the (k−4)-space
πABC , which gives a contradiction. So we can suppose that dim(E ∩〈A,B〉) =
k − 1. Moreover, E has to meet at least one of the three k-spaces, A,B or C
in a (k − 2)-space, as otherwise E lies in 〈A,B〉, again a contradiction. Then,
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without loss of generality, we can suppose that dim(E ∩ C) = k − 2. Since
E ∩A and E ∩B are both contained in the (k− 1)-space E ∩ 〈A,B〉 and they
have at least dimension k− 2, E ∩πAB has dimension at least k− 3. Similarly,
we have also that dim(E ∩ πAC) ≥ k − 3 and dim(E ∩ πBC) ≥ k − 3. These
last two inequalities imply that dim(E ∩πAC ∩πBC) = dim(E ∩πABC) ≥ k− 4
as dim(E ∩ 〈πAC , πBC〉) = dim(E ∩ C) = k − 2. Since dim(πABC) = k − 4,
E contains πABC . By the investigation of the quotient space with respect to
πABC and Lemma 4.1.1, we obtain the result.

Again, by Lemma 4.2.1, all the k-spaces Di not contained in 〈A,B〉, intersect
〈A,B〉 in a (k− 1)-space D′i = Di ∩ 〈A,B〉. In the following discussion we will
work under the assumption:

(�)
G

There is a configuration of k-spaces A,B and C in S, and α is the span
of all the (k − 1)-spaces D′i = Di ∩ 〈A,B〉, with i ∈ I.

We distinguish between several cases depending on the dimension of α.

4.2.1.1 α is a (k − 1)-space

In this case we can remark that ∀i ∈ I,Di ∩ 〈A,B〉 = α, so all the k-spaces
not in 〈A,B〉 meet 〈A,B〉 in α.
A k-space of S in 〈A,B〉 needs to have at least a (k − 2)-space in common
with every Di not in 〈A,B〉. This implies that every k-space in 〈A,B〉 meets
α in at least a (k − 2)-space. The condition that every two k-spaces in 〈A,B〉
meet in at least a (k − 2)-space is fulfilled by the dimension.

Let n be the dimension of the ambient projective space. Here, we have at most[
n−k+1

1

]
−
[

3
1

]
= O(qn−k) k-spaces of S outside of 〈A,B〉; this is the number

of k-spaces through a fixed (k − 1)-space α in PG(n, q) excluded those in
〈A,B〉. There are at most

[
k
1

]
q2(q2 + q + 1) k-spaces in 〈A,B〉 meeting in α

in a (k − 2)-space, and
[
3
1

]
k-spaces through α in 〈A,B〉. This implies that

|S| ≤ θn−k + q2θk−1θ2.

4.2.1.2 α is a k-space

As every D′i (i ∈ I), contains πABC and a (k − 3)-space through πABC in
πAB, πAC and πBC respectively, we can suppose that α is spanned by πAB and
two points PAC , PBC of πAC , πBC outside of πABC respectively. Remark that
all the k-spaces Di have a (k − 1)-space D′i in common with α and contain
〈πABC , PACPBC〉, so all the k-spaces not in 〈A,B〉 already intersect in a (k−2)-
space inside 〈A,B〉. We will show that all the k-spaces of S in 〈A,B〉 have a
(k − 1)-space in common with α or contain 〈πABC , PACPBC〉.
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Proposition 4.2.2. Under assumption (�)
G
, all the k-spaces of S in 〈A,B〉

have a (k − 1)-space in common with α or contain α ∩ C = 〈πABC , PACPBC〉.

Proof. Consider a k-space E of S in 〈A,B〉, not having a (k − 1)-space in
common with α. As E needs to contain a (k − 2)-space of every D′i, E needs
to contain 〈πABC , PACPBC〉.

Here we have at most
[

2
1

]([
n−k+1

1

]
−
[

3
1

])
= O(qn−k+1) k-spaces of S outside

of 〈A,B〉. This is the number of (k − 1)-spaces D′i times the number of k-
spaces through a (k − 1)-space in PG(n, q) not contained in 〈A,B〉; and

[
4
2

]
+([

k+1
1

]
−
[

2
1

])([
3
1

]
−1

)
k-spaces of S in 〈A,B〉 where the first term is the number

of k-spaces through 〈πABC , PACPBC〉 whereas the second one, the number of
k-spaces that meet α in a (k − 1)-space not through 〈πABC , PACPBC〉.

4.2.1.3 α is a (k + 1)-space

Again since every D′i contains πABC and a (k − 3)-space through πABC in
πAB, πAC and πBC respectively, by Lemma 4.2.1 we can suppose that α is
spanned by πAC , πBC and a point PAB of πAB outside of πABC .
Proposition 4.2.3. Under assumption (�)

G
, a k-space of S in 〈A,B〉 is con-

tained in α or contains πABC, α ∩ πAB and a line in C \ πABC that intersects
with all the (k − 2)-spaces Di ∩ C.

Proof. For the k-spaces through πABC we can investigate the quotient space of
πABC and refer to Subsection 4.1 and 4.2. These results imply that a k-space
in 〈A,B〉 through πABC is contained in α or contains Di ∩ πAB and a line in
C \ πABC that intersects with all the (k − 2)-spaces Di ∩ C.
Now we suppose that E is a k-space in 〈A,B〉 and not through πABC . As E
contains at least a (k − 2)-space of all the (k − 1)-spaces D′i, we find that E
contains at least a hyperplane of πABC , a point of α∩ (πAB \ πABC) and a line
of α∩(πAC \πABC) and α∩(πBC \πABC). So here again we see that E ⊂ α.

The upper bound
[
n−k+1

1

]
−
[

3
1

]
on the number of k-spaces of S outside of

〈A,B〉 and the upper bound (q2 + 5q+ 1)
([

3
1

]
−
[

2
1

])
on the number of k-spaces

inside 〈A,B〉 through πABC , follows from Section 4.1.1.3. Instead the number
of k-spaces inside 〈A,B〉 not through πABC are at most

[
k+2

1

]
−
[

5
1

]
= O(qk+1).

4.2.1.4 α is a (k + 2)-space

In this case we prove that all the k-spaces contain πABC . This implies the
possibility to investigate such case by analyzing the quotient space with respect
to πABC and using Section 4.1.1.4.
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Proposition 4.2.4. Under assumption (�)
G
, every k-space in S contains

πABC.

Proof. By Lemma 4.2.1, we know that all the k-spaces outside of 〈A,B〉 contain
πABC . It is also clear that A,B and C contain πABC .
Suppose that there is a k-space E in 〈A,B〉, not through πABC . As E contains
a hyperplane of all the (k − 1)-spaces D′i, E has to contain a hyperplane of
πABC , a line of πAB \πABC , a line of πBC \πABC and a line of πAC \πABC . This
would imply that dim(E) = k + 1, which gives the contradiction.

Clearly, in order to have an estimate of the number of k-spaces in and outside of
〈A,B〉, by the previous proposition, we can use the results for k = 3 in Section
4.1.1.4: |S| ≤ 4 ·

([
3
1

]
−
[
2
1

])
+ 3 or |S| ≤

(
3 ·
[

2
1

]
− 2

)([
3
1

]
−
[

2
1

])
+
[

3
1

](
3q2 + 1

)
.

Proposition 4.2.5. In the projective space PG(n, q), with n ≥ k + 2 and
k > 3, let S be a maximal set of k-spaces pairwise intersecting in at least a
(k − 2)-space such that there is no point contained in all the elements of S.
Under the assumption (�)

G
,

i) if there are no k-spaces outside of 〈A,B〉, then S is the set of k-spaces
in a (k + 2)−space and |S| =

[
k+3
k+1

]
= O(q2k+2).

ii) if dim(α) = k − 1, then |S| ≤ θn−k + q2θk−1θ2 = O(qmax{n−k,k+3}).

iii) if dim(α) = k, then

|S| ≤ q3θn−k−3θ1 +
[

4
2

]
+ q3θk−2θ1 = O(qmax{n−k+1,k+2})

iv) If dim(α) = k + 1, then

|S| ≤ q3θn−k−3 + q2(q2 + 5q + 1) + q5θk−4 = O(qmax{n−k,k+1})

v) if dim(α) = k+ 2, every k-space goes through πABC, and the size of S is
at most

4q2 + 3 = O(4q2)

or at most

(3q + 1)q2 + θ2(3q2 + 1) = O(3q4).
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4.2.2 There is no configuration
Here again, for the remainder of this section, we will assume that

(��)
G

There is no configuration in S.

Hence, we start with a result that follows immediately by (��)
G
,

Corollary 4.2.6. If the assumption (��)
G
holds, then every three k-spaces of

S have at least a (k − 3)-space in common.
Consider two k-spaces A and B, intersecting in a (k − 2)-space πAB. We can
find those two k-spaces, as otherwise all subspaces would intersect pairwise in
a (k− 1)-space. Again, the k-spaces go through a fixed (k− 1)-space or all the
k-spaces lie in a (k + 1)-dimensional space. We also suppose that we have no
(k − 3)- or (k − 2)-pencil as in this case we can investigate the quotient space
and use the known EKR results.

Case 1. There is a k-space C intersecting πAB in a (k − 3)-space πC and
intersecting A and B in the (k − 2)-spaces πAC and πBC through πC.
Suppose there is another solidD intersecting πAB in a (k−3)-space πD different
from πC and intersecting A in the (k−2)-space πAD and B at least in a (k−2)-
space. We know there is such a k-space since not all the k-spaces go through πC
and since πD cannot contain a (k−1)-space of both A and B by the dimension.
By symmetry, here, we can suppose that dim(D∩A) = dim(πAD) = k− 2. As
A,C,D have a (k − 3)-space in common, πAC and πAD have at least a point
in common outside of πAB. Analogously in B, πBC and B ∩D have a point in
common outside of πAB.
Let Z be the k-space spanned by πAB, πAC , πBC .
Proposition 4.2.7. If assumption (��)

G
holds, then all the k-spaces of S have

a (k − 1)-space in common with Z.

Proof. It is clear that A,B,C,D have a (k − 1)-space in common with Z.
For a k-space through the (k − 4)-space A ∩ B ∩ C ∩ D, we investigate the
quotient space of A ∩ B ∩ C ∩D and refer to Lemma 4.1.11. Consider now a
k-space E not through A∩B∩C ∩D. Then E contains a (k−3)-space of πAB
that intersects A∩B∩C in a (k−4)-space. As E∩πAC and E∩πBC are at least
(k−3)-dimensional, we see that E contains an extra point of πAC \πAB and of
πBC \ πAB respectively. This implies that E contains at least a (k − 1)-space
of Z.

Remark 4.2.8. Note that Proposition 4.2.7 is true also if there are two k-
spaces X and Y intersecting πAB in different (k − 3)-spaces and both inter-
secting A in different (k − 2)-spaces, and two k-spaces Z and T , intersecting
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πAB also in different (k− 3)-spaces and intersecting B both in a (k− 2)-space.
Note that it is not necessary that {X, Y } ∩ {Z, T} = ∅.
There are θk possibilities for a (k− 1)-space in Z, and there are θn−k k-spaces
through a (k−1)-space , so there are at most qθkθn−k−1+1 k-spaces in this case.

Case 2. Every k-space, not through πAB, has a (k− 1)-space in common with
A or B. Remark that a k-space, intersecting πAB in a (k − 3)-space, cannot
have a (k − 1)-space in common with both A and B due to the dimension of
πAB. By taking into account Remark 4.2.8, there are only two subcases left.

Case 2.1. All the k-spaces not through πAB have a (k − 1)-space in common
with A and a (k− 2)-space in common with B. Remark that all these (k− 2)-
spaces in B pairwise intersect in a (k− 3)-space (Corollary 4.2.6). Since there
is no (k − 3)-space contained in all these (k − 2)-spaces, they lie in a (k − 1)-
space β in B through πAB. This implies that all these k-spaces, not through
πAB, lie in the (k + 1)-space Y spanned by β and A. Consider now a k-space
C through πAB. Then, again by Corollary 4.2.6, C has to contain at least a
(k − 1)-space of Y , as all the k-spaces not through πAB lie in Y .
Remark 4.2.9. All the k-spaces not through πAB lie in a fixed (k + 1)-space
Y and all the k-spaces through πAB intersect Y in at least a (k − 1)-space.

There are θk+1 k-spaces in Y and at most
[

3
1

]
·
([
n−k+1

1

]
−
[

2
1

])
= O(qn−k+2)

through πAB, not in Y .

Case 2.2 From Remark 4.2.8 and Case 2., we can suppose there is precisely
one k-space C not through πAB, intersecting B in a (k − 1)-space and A in a
(k−2)-space. All other k-spaces not through πAB intersect A in a (k−1)-space
and B in a (k − 2)-space. by Corollary 4.2.6, all these (k − 2)-spaces in B
lie in a (k − 1)-space β through πAB . We show that all the k-spaces have a
hyperplane in common with the k-space Z spanned by β and the (k−2)-space
C ∩ A = πAC .
Proposition 4.2.10. If the assumption (��)

G
holds, all the k-spaces have a

(k − 1)-space in common with Z.

Proof. We see that this holds for all the k-spaces not through πAB and for A
and B. Consider now a k-space D through πAB. We will show that D also
intersects Z in a (k − 1)-space. Suppose E is a k-space not through πAB and
intersecting πAB in a (k − 3)-space different from C ∩ πAB. As E ∩ C is a
(k − 2)-space that lies in Z and D needs to have a (k − 3)-space in common
with E∩C by Corollary 4.2.6, we see that D contains a (k−1)-space of Z.
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Remark 4.2.11. If there exists another k-space S, not through πAB, that
meets πAB in C ∩ πAB and A in a (k− 2)-space not in 〈πAC , πAB〉, then by the
previous proposition we obtain two different k-spaces ZC and ZS. They have
the (k − 1)-space β in common and they both meet all the elements of S in a
(k − 1)-space. Hence the elements of S have to go through β, or has to lie in
the (k + 1)-space spanned by ZC and ZS.
Again, there are θk possibilities for a (k − 1)-space in Z, and there are θn−k
k-spaces through a (k− 1)-space , so there are at most qθkθn−k−1 + 1 k-spaces
in this case.

We summarize the results obtained in this section in the following proposition.
Proposition 4.2.12. Let S be a maximal set of k-spaces pairwise intersecting
in at least a (k − 2)-space such that there is no point contained in all the
k-spaces of S and let A,B ∈ S, intersecting in a (k − 2)-space. Under the
assumption (��)

G
, either

(i) there exists a k-space Z such that all the spaces in S have a (k−1)-space
in common with Z, or

(ii) all the elements of S not through πAB lie in a fixed (k + 1)-space Y and
all the k-spaces through πAB intersect Y in at least a (k − 1)-space.

In particular the size of S is at most either qθkθn−k−1 + 1 = O(qn) or at most
θk+1 + q2θ2θn−k−2 = O(qn−k+2), respectively.





5Subspace codes as q-analogues
of set systems with restricted

intersections

„Y si no es la vid, será
aquel girasol que está

viendo cara a cara al sol,
tras cuyo hermoso arrebol
siempre moviéndose va.“

Pedro Calderón de la Barca, El Mágico Prodigioso, Scene 3, 203-207.

Recently, there has been a new interest in codes whose codewords are vector
subspaces of a given vector space over a finite field Fq. These codes have many
applications in random network coding and they were introduced by Ho et al.
in [59]. A mathematical approach was proposed by Kötter, Kschischang in [77]
and, later with Silva, in [78]. They are called subspace codes and considered to
be the q-analogues of classical codes with the Hamming distance or, as we will
see in this chapter, the analogues of some results in the extremal set theory
originally developed by Fisher in 1940, [43].



Sets systems with restricted intersections 82

5.1 Sets systems with restricted intersections
In Section 3.1, we focused on families of subsets of a given set such that they
have the same size and meet pairwise in a subset with at least a certain num-
ber of elements. A variation of this topic was explored by Fisher in 1940, [43].
More precisely, he took into account this question:

How many subsets of a set of cardinality n can pairwise share the same number
of elements?

Later, Bose recognized a few years later that the validity of Fisher’s results
extends to far more general circumstances: he showed that if in a set, every
pair of subsets with the same size has equal intersection size, then the number
of these subsets does not exceed the number of the set elements, [13].
An answer to the above question was given by Majumdar in 1953, [91], and
rediscovered by Isbell in 1959, [72], when the size of subsets in the family may
vary
Theorem 5.1.1 (Nonuniform Fisher Inequality). Let Xi, . . . , Xm be dis-
tinct subsets of an n-set such that for every i 6= j, |Xi ∩ Xj| = t where
1 ≤ t < n. Then m ≤ n.
Now, we can state a generalization both above mentioned topics and those
ones covered in the original EKR problem. Precisely,
Definition 5.1.2. Let Ω be a set with size n and let I be a set of non negative
integers. A family F of subsets of Ω is I-intersecting if |X ∩ Y | ∈ I for every
distinct X, Y ∈ F . Moreover, if the element of F have the same size k, F is
called a k-uniform I-intersecting family.
Clearly, as usual in extremal combinatorics, such a definition gives rise to the
problem of determining the size of the largest I-intersecting family both in the
uniform and in the non-uniform case. A partial result in this direction was
obtained by Ray-Chaudhuri and Wilson
Theorem 5.1.3 (Ray-Chaudhuri-Wilson Theorem, [99] ). Let Ω be an
n-set and let F be a k-uniform I-intersecting family of subsets of Ω where
|I| ≤ k. Then

|F| ≤
(
n

|I|

)
.

This is the best possible as long as the answer is to be a function of the
parameters n and |I| only. Indeed, a k-uniform {0, 1, . . . , k − 1}-intersecting
family of an n-set has cardinality

(
n
k

)
.

As we have seen in Theorem 3.1.1 and 3.1.2, stronger results are to be expected
if more information on the set I is taken into account.
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The rate of growth for fixed t and k ( with t ≤ k) and for very large n
was considered as well. Note that for the Ray-Chaudhuri-Wilson bound with
I = {0, 1, . . . , t−1}, it is O(nt) and this rate of growth can actually be achieved
for any given t and k, in fact
Theorem 5.1.4. For every integers k ≥ t ≥ 1 and n ≥ 2k2, there exists a
k-uniform family F of size strictly greater than (n/2k)t of subsets of an n-set
such that |X ∩ Y | ≤ t− 1 for any two distinct sets X, Y ∈ F .
In Section 3.1, we recalled the concept of t-pencil of an assigned set. Also here,
we have a highly regular configuration, called sunflower,
Definition 5.1.5. A family F = {X1, . . . , Xm} is a sunflower with m petals
if

Xi ∩Xj =
m⋂
k=1

Xk

for every distinct i, j ∈ {1, . . . ,m}. The common intersection of the members
of a sunflower is called kernel or center.
Note that a family of disjoint sets may be considered as a sunflower with
empty center. An interesting result due to Erdős and Rado shows that ’large’
k-uniform families are sunflowers. More precisely,
Theorem 5.1.6 (Sunflower Theorem, [40]). If F is a k-uniform family of
subsets of an n-set with more than k!(m − 1)k elements, then F contains a
sunflower with m petals.

Proof. We proceed by induction on k. For k = 1, we have more than (m− 1)
elements (disjoint 1-sets), so any m of them form a sunflower with m petals.
Now let k > 2 and let T = {X1, . . . , Xr} be a maximal family of pairwise
disjoint members of F . If r > m, these sets form a sunflower with r > m
petals, and hence the statement. Assume that r < m, and let Y = ⋃m

i=1Xi,
Then |Y | ≤ k(m− 1). By the maximality of the family T , every member of F
intersects Y . Therefore, there exists an element x ∈ Y , contained in at least

|F|
|Y |

>
k!(m− 1)k
k(m− 1) = (k − 1)!(m− 1)k−1

members of F . Then x can be deleted from these sets and consider the (k−1)-
uniform family

Fx = {X \ {x} : X ∈ F , x ∈ X}.

By the induction hypothesis, this family contains a sunflower S with m petals.
Adding x to each member of S we obtain a subfamily of T which forms a
sunflower with m petals.
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Even today, it is a major open problem whether or not there exists a positive
integer C such that every k-uniform family with Ck members necessarily con-
tains a sunflower with three petals.
Finally, a useful result in this context is the following Deza’s theorem
Theorem 5.1.7 ([34]). If every pair of members in a k-uniform family F
shares t elements, then either |F| ≤ k2 − k + 1 or F is a sunflower, i.e. all
the pairwise intersections are the same t-set.
As we will see, the sunflower is one of the most important structures in the
q-analogue of these topics.

5.2 Subspace codes
Let Gq(n, k) be the set of all the k-dimensional spaces of the vector space Fnq ,
with 0 ≤ k ≤ n. It is called k-Grassmannian where 0 ≤ k ≤ n. A subspace
code C is a non-empty subset of Gq(n) = ⋃n

k=0 Gq(n, k), i.e. C is a collection of
subspaces of Fnq .
Unlike classical coding theory or rank-metric codes where each codeword is a
vector or a matrix respectively, in this context each codeword of C is itself an
entire space of vectors.
Indeed, for understanding better the ’q-analogy’, we recall that, in the classi-
cal coding theory, the Hamming distance between two codewords in the vector
space Fnq is the number of position in which they differ, while the weight of
a codeword is the number of non-zero entries in it. The minimum Hamming
distance of a code A ⊆ Fnq is the smallest distance between two distinct code-
words while a code is called constant weight code if all its codewords have the
same weight. Now, in the theory of subspace codes, the subsets are replaced
by subspaces of a vector space over a finite field, their sizes by the dimensions
of the related subspaces and the minimum Hamming distance in the minimum
distance of the code in some metric.
Even though this theory is born in a vector setting, as we will retrace in this
chapter, in literature some results are obtained in a projective setting to high-
light the geometric aspects involved.
A code in which each codeword has the same dimension, i.e. a code contained
in a k-Grassmannian, is called a constant-dimension code.
Also in this context, it is possible to define a metric in the set Gq(n). One
possible distance between two spaces U and V in Fnq is the so-called subspace
metric

dS(U, V ) = dim(U) + dim(V )− 2 dim(U ∩ V ),
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introduced in [77]. Another way to measure the distance in a subspace code is
the injection distance. It is introduced in [79] and given by

d(U, V ) = max{dim(U), dim(V )} − dim(U ∩ V ).

It is easy to see that they are effectively two metrics. Moreover, they are
closely related indeed

d(U, V ) = 1
2(dS(U, V ) + | dim(U)− dim(V )|) ∀U, V ∈ Fnq . (5.2.1)

In particular, if U and V have the same dimension, dS(U, V ) = 2d(U, V ). The
Grassman identity in (3.2.1) gives the following alternative expressions

d(U, V ) = dim〈U, V 〉 −min{dim(U), dim(V )}

and
dS(U, V ) = dim〈U, V 〉 − dim(U ∩ V ).

Also in this context, we can define in the natural way the minimum distance
of a subspace code C but it depends on the metric used. In fact, it is defined
as

d(C) = min
U,V ∈C

U 6=V

d(U, V ) or dS(C) = min
U,V ∈C

U 6=V

, dS(U, V ),

if we refer to the injection metric or the subspace metric, respectively. Clearly,
by (5.2.1)

d(C) ≥ 1
2dS(C),

Moreover, by (5.2.1), for the constant-dimension codes we can only study their
properties with one of the two distances introduced before.
A subspace code C is called an (n, d)q-code if d(C) = d, and it is called an
(n, d, k)q-code if, additionally, C ⊆ Gq(n, k). Similarly, C is called an (n, d)S

q -
code if dS(C) = d. The latter notation follows the convention that if a concept
is defined for the injection metric, then the analogous concept for the subspace
metric is denoted by a superscript ′S′.

As we have seen for rank-distance codes, also here we are interested in con-
structing subspace codes as large as possible in size. Hence, we denote by
Aq(n, d), AS

q (n, d) the sizes of a largest subspace code C in Fnq with mininum
distance d in the injection or subspace metric, respectively. While, we will
indicate by Aq(n, d, k) the size of a largest subspace code C ⊆ Gq(n, k) with
mininum distance d in the injection metric. In general, it is not easy to evaluate
these quantities, this has given rise to extensive research. In [73], the authors
collected general results on lower and upper bounds of (constant-)subspace
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codes.

Clearly, as we have told before, the investigation and the construction of such
objects are closely linked to the geometric properties of the finite projective
spaces. Indeed, a constant-subspace code can be seen as a family of projec-
tive subspaces such that they pairwise meet in subspaces with dimension in
a certain set of integers and these objects are exactly the q-analogue of the
intersecting families recalled in the section before.
Indeed, studying the structure of an (n+ 1, d, k+ 1)q-code is equivalent to ex-
plore the largest maximal examples of k-dimensional projective spaces pairwise
intersecting in at most a (k − d)-space in PG(n, q) and vice versa.

5.2.1 Lifted RD-Codes
In this section we shall describe as the rank-metric codes, recalled in the first
chapter of this thesis, produce the simplest construction of subspace codes.
This link between these classes of codes was first proposed in [102] and then re-
discovered in [77] for the special case where the rank-metric code is a Gabidulin
code. This construction was later explained in the context of both subspace
and injection distance. To avoid confusion with the other distances introduced
before, we will indicate the rank-distance defined in Chapter 1 by dR.

Let X ∈ Fk×mq and consider the subspace

Λ(X) = 〈 [Ik X] 〉 ∈ Gq(k +m, k)

where we indicate 〈[Ik X]〉 the vector subspace spanned by the rows of the
matrix [Ik X] of order k × (k + m). The k-space Λ(X) is called the lifting of
X. Similarly, for a matrix code C ⊆ Fk×mq , the subspace code

Λ(C) = {Λ(X) |X ∈ C}

is called the lifting of C and the map X 7→ Λ(X) is called the lifting map.
Since every subspace corresponds to a unique matrix in RREF (reduced row
echelon form), i.e. a matrix such that

i) all nonzero rows are above any rows of all zeros,

ii) the pivot element, this is the first nonzero element from the left of nonzero
row, is 1 and it is always strictly to the right of the pivot element of the
row above it,

iii) each column containing a pivot has zeros everywhere else,
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the lifting map is injective, and therefore |Λ(C)| = |C|. Note that Λ(C) is a
constant-dimension code. Now, we shall show that a subspace code constructed
by lifting inherits the distance properties of its underlying rank-metric code,
more precisely
Lemma 5.2.1 (Lifting Lemma, [74]). For all X,X ′ ∈ Fk×mq and C ⊆ Fk×mq ,

d(Λ(X),Λ(X ′)) = dR(X,X ′),

d(Λ(C)) = dR(C)

Proof. We have

d(Λ(X),Λ(X ′)) = dim〈Λ(X),Λ(X ′)〉 −min{dim Λ(X), dim Λ(X ′)}

= rk
(
Ik X
Ik X ′

)
− k

= rk
(
Ik X
0 X ′ −X

)
− k

= rk(X −X ′) = dR(X,X ′)

The second statement immediately follows from the first one.

In particular, let C ⊆ Fk×(n−k)
q be an MRD code with minimum distance d,

and without loss of generality let k ≤ n − k. Then its lifting Λ(C) is an
(n, d, k)q-code with size

|Λ(X)| = q(n−k)(k−d+1) (5.2.2)

Clearly, this cardinality gives a lower bound on Aq(n, d), in fact optimazing k
in (5.2.2), we have

Aq(n, d) ≥ q(n−dn
2 e)(d

n
2 ed+1).

5.3 Equidistant constant-dimension codes
In this section, we will recall some results about a particular class of constant-
dimension subspace codes where the codewords have all the same distance.
An equidistant constant-dimension subspace code or `-intersecting code is a set
of k-subspaces of Fnq mutually intersecting in an `-space, where ` < k and
n ≥ 2k − `. These subspace codes are often called in the literature (k; `)-
SCIDs, i.e. Subspaces with Constant Intersection Dimension. This term was
coined in [39].
The largest equidistant constant-dimension subspace code in Fnq is said to be
optimal.
Some optimal binary (i.e. over F2) equidistant codes form a structure called
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partial projective plane. It was defined and studied by Hall in [58].
In this context, the q-analogue of Definition 5.1.5 follows in a very natural
way: in a vector setting, an `-sunflower is a (k; `)-SCID S in which all code-
words intersect in the same `-subspace Z. Again, the `-subspace Z is called
the center of S. Of course, not all `-sunflowers in Fnq with the same number of
elements (or petals) span a subspace of the same dimension. A sunflower S is
said to be of maximal dimension if its petals span a subspace of Fnq of largest
dimension. It is clear that a sunflower is of maximal dimension if any element
meets the subspace generated by all other elements precisely in the center Z.
However, as we have discussed in Section 5.1, from a random network coding
point of view the vector (partial) spreads, introduced in a projective setting in
Subsection 3.2.1, are 0-sunflowers. Instead, as consequence of Theorem 3.3.4,
all the (k; k − 1)-SCIDs are sunflowers or balls, these are sets of k-spaces in a
fixed (k + 1)-space.

In [35], by using a slight modification of Theorem 5.1.7, a crucial result was
proved. Here below, we will state it as a result on subspace codes.
Theorem 5.3.1. If a (k; `)-SCID in the vector space Fnq over the finite field
Fq has more than (

qk − q`

q − 1

)2
+ qk − q`

q − 1 + 1

elements, then it is an `-sunflower.
The lower bound of the previous theorem is called the sunfower bound. So, we
obtain that the largest SCIDs are sunflowers. In other terms, Theorem 5.3.1
sets an upper bound on the size of non-trivial subspace codes.
It is believed that the sunflower bound is too large and that already for smaller
sizes a (k; `)-SCID is already a sunflower.
On the other hand, in [21], Chowdhury et. al. stated a conjecture, attributed
to Deza: if a (k; `)-SCID in Fnq has more than θk,q codewords, then the code is
a sunflower.
In [42], the authors presented a construction of non-trivial 1-intersecting code
in Gq(n, k), n ≥

(
k+1

2

)
, whose size is θk,q, but in general these families are not

optimal. By a computer search, they exhibited a non-sunflower code in G2(6, 3)
with sixteen elements. Clearly, it is a counterexample to Deza’s conjecture.
In [5], Bartoli and Pavese showed, by using projective geometry tecniques,
that the size of an optimal (3, 1)-SCID in F6

2 is twenty. They also provided an
example and proved that such a family is unique up to collineations. Their
paper concludes the problem started by Beutelspacher et al. . Indeed, in [8],
a classification of optimal 1-intersecting codes in Gq(6, 3), q > 2, was obtained.
Again, they explored these families in the projective setting, so their results
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are described as sets of planes pairwise intersecting in a point.

In equidistant constant-dimension codes theory, some particular SCIDs play
an important role, they are called primitive. A (k; `)-SCID S in the vector
space Fnq is called primitive, if it satisfies the following properties:

i) S spans the entire space,

ii) there is no nonzero vector contained in all elements of S,
i.e. ⋂π∈S π = {0},

iii) each element π of S is spanned by {π ∩ σ : σ ∈ S \ {π}},

iv) n ≥ 2k.

In [39], primitive (k; k − 2)-SCID of Fnq are extensively studied, following the
results in [8]. It turns out that there is essentially only one new example of
primitive (k; k− 2)-SCID for k ≥ 4. More specifically, an example of primitive
(4; 2)-SCID is given, which is shown to be unique up to collineation. The prim-
itive (k; k − 2)-SCIDs were fully covered since the nonexistence of primitive
(k; k − 2)-SCIDs for k ≥ 5 is also proved. In [7], constructions of primitive
(k; k − t)-SCIDs with t ≥ 3 are exhibited.

Note that in the vector setting, a q-analogue of Fisher inequality holds as well.
A proof of following result can be found in [86], by using hypergraph tecniques
Theorem 5.3.2 (Fisher Inequality for vector spaces). Let S be a (k; `)-
SCID in the vector space Fnq with 1 ≤ ` < k < n. Then |S| ≤

[
n
1

]
q
.

Moreover, with a simple arguments, we may show the following
Proposition 5.3.3. Let S be a (k; `)-SCID in Fnq . Then |S| ≤

[
k
`

]
· θk−1 or S

is an `-sunflower.

Proof. Choose a subspace T which meets all elements of S in at least an `-
space such that t = dim(T ) is minimal. Clearly, ` ≤ t ≤ k.
Now, if t = `, then S is an `-sunflower. If ` + 1 ≤ t ≤ k, we show that there
exists a `-dimensional subspace L in T such that lies in at least |S|/

[
t
`

]
elements

of S. By contradiction, suppose that each `-spaces M in T is contained in sM
elements of S, with sM < |S|/

[
t
`

]
. Then,

|S| ≤
∑

dimM=`
M⊆T

sM < |S|,

obtaining a contradiction. Hence, there is an `-space L in T such that lies in
at least |S|/

[
t
`

]
elements of S . As t ≤ k, L is contained in at least |S|/

[
k
`

]
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elements of S as well. Now, as L is not contained in all elements of S, there
exists π ∈ S such that meets L in the null space. Now, each subspace in S
through L must meet π in a different 1-space, otherwise two subspaces through
π would intersect in an (` + 1)-space. Hence, L lies in at most θk−1 elements
of S. Let sL be the number of elements of S that contain L, then

|S|[
k
`

] ≤ sL ≤ θk−1,

and this shows the claim.

We note explicitly that the bound in proposition above is independent of n.
Since for some values of k,` and n the estimates in the Fisher inequality and
in Proposition 5.3.3 have the same orders, we have the following
Corollary 5.3.4. Let S be a (k; `)-SCID in Fnq with 1 ≤ ` < k < n. Then
|S| ≤ min{θn−1,

[
k
`

]
· θk−1} or S is an `-sunflower.

and from the last part of the proof above, we obtain
Corollary 5.3.5. Let S be a (k; `)-SCID in Fnq . If S is not an `-sunflower,
then no `-space lies in more than θk−1 elements of S .
Finally, we note explictly that most of the definitions in this and the section
before can be stated for subspaces families of a finite dimensional vector space
on any field.





6Geometrical junta bound for
sets of subspaces with two

intersection dimensions

„Portami il girasole ch’io lo trapianti
nel mio terreno bruciato dal salino,

e mostri tutto il giorno agli azzurri specchianti
del cielo l’ansietà del suo volto giallino.“

Eugenio Montale, Ossi di Seppia.

In [7] and [62], the authors used a different approach with respect to the one
explained in the previous chapter to explore the properties of an equidistant
constant-dimension code C. More precisely, they looked at the vector subspace
spanned by C or by an appropriate subsets of its codewords.
For istance, let V = V(F) be a vector space over a (possibly finite) field F and
let S be a (k; k − t)-SCID. In [62], defined the subspace

S = 〈π1, . . . , πn〉 and I = 〈πi ∩ πj | 1 ≤ i < j ≤ n〉,

L. Hernandez Lucas established several upper bounds for dimS + dim I in
different situations. In particular, she showed that dimS + dim I ≤ nk and if
(n− 1)(k − t) ≤ k, this bound is tight.
In [7], Barrolleta et al. investigated SCIDs that span a large subspace and
they proved that again sunflowers are the ’largest’ SCIDs. More precisely,
Theorem 6.0.1 (Theorem 2, [7]). Let S be a (k; k− t)-SCID in a vector space
V, with S ≥ 3 and 3 ≤ t ≤ k − 1. If dim〈S〉 ≥ k + (t− 1)(n− 1) + 2 then S
is a (k − t)-sunflower.
The threshold integer in the theorem statement is called the geometrical sun-
flower bound. The authors showed that is sharp by presenting two families of
SCIDs that are not sunflowers, but dim〈S〉 = k+ (n−1)(t−1) + 1 is attained.
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In this chapter, we will take consider the q-analogue of problem described in
Section 5.1. Some properties of the constant-dimension subspace codes whose
codewords have distance in an assigned set of integers will be investigated and
the concept of junta will be introduced.
Later, we will focus on the case when only two intersection values for the code-
words are assigned. In the same vein of [7], we will generalize Theorem 6.0.1
by determining an upper bound for the dimension of the vector space spanned
by the elements of a non-junta code. In addition, if the intersection values are
consecutive, we prove that such a bound is tight, and classify the examples at-
taining the largest dimension as one of four infinite families properly described.

6.1 SPIDs and juntas
In this section we introduce a natural generalization of the concept of (k; `)-
SCID and sunflower. So, let k, `1, `2, ..., `v be non-negative integers such that
`1, `2, ..., `v < k. We give the following
Definition 6.1.1. A family S = {π1, π2, . . . , πn} of k-spaces of V, is a
(k; `1, `2, ..., `v)-SPID (Subspaces with Pre-assigned Intersection Dimensions)
if for each pair of distinct subspaces πi, πj ∈ S, we have dim(πi ∩ πj) ∈
{`1, `2, ..., `v}.
Clearly, when v = 1, we get back the definition of a (k; `)-SCID in V. Also the
notion of `-sunflower in V can be naturally generalized as follows: we say that
a (k; `1, `2, ..., `v)-SPID S = {π1, π2, . . . , πn} is an `-junta in V, if all elements
of S pass through a common `-space of V.
Note that this structure has already been defined with the name of pencil in
Chapter 3. Here, we will use the term ’junta’ borrowing it by the paper of
Dinur and Friedgut in the set theory context, [38].

Before determining a lower bound after which every (k; `1, `2)-SPID in V is a
junta code, we give an estimate on the size of a (k; `, `+ 1)-SPID
Proposition 6.1.2. Let S be a (k; `, `+ 1)-SPID in Fnq such that S is not an
1-junta. Then |S| ≤ θ2

k−1

[
k
`

]
/θ`−1 or there exists an (` + 1)-space meeting all

elements of S.

Proof. Choose a subspace T which meets all elements of S in at least an `-
space such that t = dim(T ) is minimal. Clearly, ` < t ≤ k. First consider
the case t > ` + 1. By the same tecnique used in Proposition 5.3.3, we find a
1-space p ∈ T which lies in at least |S|θ`−1/θk−1 elements of S. Since p does
not lie in all elements of S, there is a k-space π ∈ S with p 6∈ π. Each element
of S through p has to meet π in at least an `-space L. We have at most

[
k
`

]
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choices for L. Since t > ` + 1 and dim〈L, p〉 = ` + 1, we find a π′ ∈ S which
meets 〈L, p〉 in at most a (`− 1)-space. Each member of S through 〈L, p〉 still
has to meet π′, but these meet in the trivial space outside of 〈L, p〉. Hence, we
have at most θk−1 members of S through 〈L, p〉. This completes the proof.

Clearly if S is a (k; `, ` + 1) − SPID and there is a 1-space p contained in all
the elements of S, we can pass to the quotient vector space with respect to p
and we can apply the proposition above to obtain an upper bound of S.
Now, let S = {π1, π2, . . . , πn} be a (k; `1, `2, . . . , `v)-SPID. As in [7], for each
j ∈ {1, ..., n}, the differences

δj = dim〈π1, . . . , πj〉 − dim〈π1, . . . , πj−1〉,
where we put π0 the null space (i.e., δ1 = k), will be an important tool during
our discussion. Clearly, the δj’s depend on the order in which subspaces in S
are labeled. Now, we give a proof of a well-known fact which will play a crucial
role in the reamining part of this chapter.
Proposition 6.1.3. Let k, t1, t2, ..., tv ∈ N be integers such that k > t1 > t2 >
· · · > tv ≥ 1. Let S = {π1, . . . , πn} be a (k; k − t1, k − t2, ..., k − tv)-SPID in a
vector space V, with n ≥ 3. Then there exists a permutation σ of the indices
in the set In = {1, 2, . . . , n} such that

t1 = δ2(Sσ) ≥ δ3(Sσ) ≥ . . . ≥ δn(Sσ)

with
δj(Sσ) = dim〈πσ(1), . . . , πσ(j)〉 − dim〈πσ(1), . . . , πσ(j−1)〉

Proof. Let m ∈ N be the maximum integer for which there exist m k-spaces,
πi1 , πi2 , . . . , πim of S, forming a (k − t1)-sunflower of maximal dimension; ob-
viously m ≥ 2.
Consider

max
1≤i≤n

i 6=i1,...,im

dim(πi ∩ 〈πh |h 6= i〉),

then there exists an integer, say in, in {1, . . . , n} \ {i1, . . . , im} such that

dim(πin ∩ 〈πh |h 6= in〉) = max
1≤i≤n

i 6=i1,...,im

dim(πi ∩ 〈πh |h 6= i〉).

Similarly, let
max
1≤i≤n

i 6=i1,...,im,in

dim(πi ∩ 〈πh |h 6= i, in〉),

then there exists an integer, say in−1 ∈ {1, . . . , n} \ {i1, . . . , im, in}, such that

dim(πin−1 ∩ 〈πh |h 6= in−1, in〉) = max
1≤i≤n

i 6=i1,...,im,in

dim(πi ∩ 〈πh |h 6= i, in〉).
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After n −m steps, we obtain a sequence of indices (im+1, . . . , in). Let σ be a
permutation of the indices {1, ..., n}, fixing the set {i1, i2, . . . , im} and such that
σ(j) = ij for every j = m + 1, . . . , n. Now, consider Sσ = {πσ(1), . . . , πσ(n)}.
We will show that

δj+1(Sσ) ≤ δj(Sσ) for all j = 2, . . . , n− 1.
First of all, we have that δj(Sσ) ≤ t1, for each j = 2, . . . , n; indeed we have

δj(Sσ) = k − dim(πσ(j) ∩ 〈πσ(1), . . . , πσ(j−1)〉) ≤ k − dim(πσ(j) ∩ πσ(1)) ≤ t1.

Also, since πσ(1), . . . , πσ(m) form a (k − t1)-sunflower of maximal dimension
δj(Sσ) = t1, with 2 ≤ j ≤ m.
Note that

dim(πij+1 ∩ 〈πh |h 6= ij+1, . . . , in〉) ≥ dim(πij ∩ 〈πh |h 6= ij, . . . , in〉)

for all m+ 1 ≤ j ≤ n− 1, because otherwise we would have

dim(πij+1 ∩ 〈πh |h 6= ij+1, . . . , in〉) < dim(πij ∩ 〈πh |h 6= ij, . . . , in〉) ≤
dim(πij ∩ 〈πh |h 6= ij, ij+2, . . . , in〉),

a contradiction by the definition of ij+1. Then

δj+1(Sσ) = k − dim(πij+1 ∩ 〈πh |h 6= ij+1, . . . , in〉) ≤
k − dim(πij ∩ 〈πh |h 6= ij, . . . , in〉) = δj(Sσ).

This concludes the proof.

Remark 6.1.4. We note explicitly that a (k; k − t)-SCID S = {π1, . . . , πn}
in V, have parameters

(δ1, δ2, . . . , δn) = (k, t, . . . , t) (6.1.1)

if and only if S is a (k− t)-sunflower of maximal dimension. Clearly, sequence
in (6.1.1) is independent of the indices labelling.

6.2 Large (k; k − t1, k − t2)-SPIDs are juntas
In this section we focus on the case where only two values for the intersection
dimensions are possible. Moreover, we will focus on (k; k − t1, k − t2)-SPIDs
spanning a large subspace of the ambient vector space V. The next result is a
generalization of [7, Theorem 2] to (k; k − t1, k − t2)-SPID. More precisely:
Theorem 6.2.1. Let k, t1, t2 ∈ N such that k > t1 > t2 ≥ 1. Let S be
a (k; k − t1, k − t2)-SPID in a vector space V, with |S| ≥ 3. If dim〈S〉 ≥
k + (t1 − 1)(n− 1) + 2, then S is a (k − t1)-junta.
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Proof. By Proposition 6.1.3, without loss of generality we can sort the spaces
in S in such a way that the components in δ = (δ1, . . . , δn) are non-increasing.
In particular, we can choose as first m spaces, m ≥ 2, those forming a (k− t1)-
sunflower of maximal dimension. Also, we note that such an ordering is not
necessarily unique. Clearly, δ1 = k and by Remark 6.1.4 the integer m is the
largest index for which δm = t1. Let V ′ be the center of the sunflower formed
by π1, . . . , πm; hence we get dim V ′ = k − t1.
Assume that S is not a (k − t1)-junta, so we can find a subspace πr ∈ S not
containing V ′. We denote k − t1 − dim(πr ∩ V ′) by ε; hence, ε ≥ 1. Also, in
the quotient vector space Π = 〈S〉/(V ′ ∩ πr), we have that dimΠ πr = t1 + ε,
and that dimΠ(πr ∩ πi) ∈ {ε, ε + t1 − t2}, for each 1 ≤ i ≤ m. Moreover, the
subspaces (πr ∩ πi)/(V ′ ∩ πr), are linearly independent1, with i = 1, . . . ,m.
Hence,

δr = dim πr − dim(〈π1, . . . , πr−1〉 ∩ πr) ≤ dimΠ πr − dimΠ〈π1 ∩ πr, . . . , πm ∩ πr〉

= t1 + ε−
m∑
i=1

dimΠ(πr ∩ πi) ≤ t1 + ε−m · ε ≤ t1 −m+ 1

Since (δ1, . . . , δn) is nonincreasing, we find that

dim〈S〉 =
n∑
i=1

δi = k +
m∑
i=2

δi +
r−1∑

i=m+1
δi +

n∑
i=r

δi

≤ k + (m− 1)t1 + (r −m− 1)(t1 − 1) + (n− r + 1)(t1 −m+ 1)
= k + (n− 1)(t1 − 1)− (n− r)(m− 2) + 1
≤ k + (n− 1)(t1 − 1) + 1,

(6.2.1)

which proves the theorem.

Remark 6.2.2. We point out here that contrary to what happens for SCIDs in
general the bound stated above is not tight. For instance, with same notation
used in Theorem 6.2.1; if t1 > t2 and there exists an integer s such that
r > s > m and δs ≤ t2, we can slightly improve on the lower bound stated in

1It is enough to show that πj ∩ πr ∩ 〈πi ∩ πr |i 6= j〉 = πr ∩ V ′, with j = 1, . . . ,m.
So

V ′ ∩ πr ⊆ πj ∩ πr ∩ 〈πi ∩ πr |i 6= j〉 ⊆ V ′ ∩ πr.

Then we obtain that dimΠ(πj ∩ πr ∩ 〈πi ∩ πr |i 6= j〉) = 0
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Theorem 6.2.1. In fact, if this is the case by re-writing (6.2.1), we get

dim〈S〉 =
n∑
i=1

δi = k +
m∑
i=2

δi +
s−1∑

i=m+1
δi +

r−1∑
i=s

δi +
n∑
i=r

δi

≤ k + (m− 1)t1 + (s−m− 1)(t1 − 1) + (r − s)t2 + (n− r + 1)(t1 −m+ 1)
= k + (n− 1)(t1 − 1)− (n− r)(m− 2)− (r − s)(t1 − t2 − 1) + 1
≤ k + (n− 1)(t1 − 1)− (t1 − t2) + 2.

(6.2.2)

This possibility is verified if the first r − 1 spaces form a (k − t1)-junta with
dim(πs ∩ πj) = k − t2 for some j ∈ {1, . . . , s− 1}. In what follows we exhibit
an example.
Let k, t1, t2 ∈ N such that k > t1 > t2 + 1 > 1 and consider t1 − t2 + 1 ≤ m ≤
min{t1 + 1, n − 1}. Let V ′, X,N1, . . . , Nm, Mm+1, . . . ,Ms−1 and Ps, . . . , Pn−1
be linearly independent subspaces of V such that

a) dimV ′ = k − t1,

b) dimX = t1 −m+ 1,

c) dimNi = t1 for i = 1, . . . ,m,

d) dimMj = t1 − 1 for j = m+ 1, . . . , s− 1,

e) dimP` = t2 for ` = s, . . . , n− 1

Let Li = {ni1, . . . , ni t1−t2} be a set of linearly independent 1-spaces in Ni, for
i = 1, . . . ,m, |Li| = t1 − t2, and we choose in Li a 1-space, for example ni1.
Now, let pm+1, . . . , ps−1 be 1-spaces in 〈n11, . . . , nm1〉 \ {n11, . . . , nm1} and let
W be a (k − t− 1)-space in V ′. Then we define the sets π1, . . . , πn as follows.

◦ π1 = 〈V ′, N1〉, π2 = 〈V ′, N2〉, . . ., πm = 〈V ′, Nm〉,

◦ πm+1 = 〈V ′, pm+1,Mm+1〉, . . ., πs−1 = 〈V ′, ps−1,Ms−1〉,

◦ πs = 〈V ′, Qs, Ps〉,. . .,πn−1 = 〈V ′, Qn−1, Pn−1〉

◦ πn = 〈W,n11, . . . , nm1, X〉.

where Qs, . . . , Qn−1 are (t1 − t2)-spaces equal to 〈Li〉 for some i ∈ {1, . . . ,m}.
It easy to verify that dim(πi ∩ πj) ∈ {k − t1, k − t2} for i, j = 1, . . . , n.
Hence, the set S = {π1, . . . , πn} is a set of n distinct k-spaces pairwise meeting
in a space of dimension k− t1 or k− t2, i.e. a (k; k− t1, k− t2)-SPID. As not all
pairwise intersections equal the same (k − t1)-space, S is not a (k − t1)-junta.
Now, we have that

〈S〉 = 〈π1, . . . , πn〉 = 〈V ′, N1, . . . , Nm,Mm+1, . . . ,Ms−1, Ps, . . . , Pn−1, X〉.
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So, by hypothesis

dim〈S〉 = k + (m− 1)t1 + (s−m− 1)(t1 − 1) + (n− s)t2 + (t1 −m+ 1)
= k + (n− 1)(t1 − 1)− (n− s)(t1 − t2 − 1) + 1
≤ k + (n− 1)(t1 − 1)− (t1 − t2) + 2.

As in Theorem 6.2.1, we find that the array δ corresponding to S = {π1, . . . , πn}
is as follows:

(δ2, . . . , δn) = (t1, . . . , t1︸ ︷︷ ︸
m−1 times

, t1 − 1, . . . , t1 − 1︸ ︷︷ ︸
s−m−1 times

, t2, . . . , t2︸ ︷︷ ︸
n−s times

, t1 −m+ 1).

However, in the following we will show that if in addition we ask that the
two possible values for the dimensions of the intersection between elements of
the SPID are consecutive integers, then the bound in Theorem 6.2.1 is sharp.
Toward this aim we briefest the following
Proposition 6.2.3. Let S be a (k; k − t1, k − t2)-SPID in a vector space V,
with |S| ≥ 3, such that dim〈S〉 = k + (n− 1)(t1 − 1) + 1.
Then, there is no (k − t1)-sunflower of maximal dimension with at least three
petals in S, if and only if any non-increasing sequence

(δ1, δ2, . . . , δn) = (k, t1, t1 − 1, . . . , t1 − 1). (6.2.3)

Moreover, fixed a labelling of indices such that the sequence is as in (6.2.3),
any permutation σ that fixes the first two spaces of such an ordering, does not
change the sequence.

Proof. By Proposition 6.1.3, without loss of the generality, we can suppose
that the spaces π1, . . . , πn of S are labelled in such a way that the sequence
(δ1, δ2, . . . , δn) is non-increasing.
The necessity is obvious because if any such a sequence (δ1, δ2, . . . , δn) is like
in (6.2.3), then, by Proposition 6.1.3 and by Remark 6.1.4, S can not contain
a (k − t1)-sunflower of maximal dimension with at least three petals.
Clearly dim(π1 ∩ π2) = k − t1 and, by hypothesis, for any non-increasing
sequence the largest index m for which δm = t1 is 2. Now, if δn ≤ t1 − 2,

dim〈S〉 =
n∑
i=1

δi = k + t1 +
n−1∑
i=3

δi + δn ≤ k + (n− 1)(t1 − 1),

a contradiction. Then (δ1, δ2, . . . , δn) = (k, t1, t1 − 1, . . . , t1 − 1).
Now, we shall show that any permutation of the indices fixing the first two
spaces does not change the sequence (6.2.3). First of all, we notice that

dim(πj ∩ 〈π1, π2〉) = k − t1 + 1 for all j = 3, . . . , n
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Indeed, for 3 ≤ j ≤ n,

k−t1 ≤ dim(πj∩π1) ≤ dim(πj∩〈π1, π2〉) ≤ dim(πj∩〈π1, π2, . . . , πj−1〉) = k−t1+1

and if dim(πj ∩ 〈π1, π2〉) = k − t1, then

πj ∩ π1 = πj ∩ 〈π1, π2〉 = πj ∩ π2 = π1 ∩ π2

this is a contradiction because π1, π2, πj form a (k − t)-sunflower of maximal
dimension.
Since

k − t1 + 1 = max
3≤i≤n

dim(πi ∩ 〈πh |h 6= i〉) ≥ dim(πj ∩ 〈πh |h 6= j〉) ≥

dim(πi ∩ 〈π1, π2〉) = k − t1 + 1,

we obtain that

dim(πj∩〈πh |h ∈ I〉) = k−t1+1, for all j = 3, . . . , n

for any I ⊆ In with 1, 2 ∈ I and j 6∈ I.
Now, let σ be a permutation of In that fixes the set I2, then

δj(Sσ) = k− dim(πσ(j) ∩ 〈πσ(1), πσ(2), . . . , πσ(j−1)〉) =
k − dim(πσ(j) ∩ 〈π1, π2, πσ(3), . . . , πσ(j−1)〉) = t1 − 1,

for all j = 3, . . . , n.

6.3 Constructions of (k; k − t, k − t + 1)-SPIDs
Let t ∈ N such that 2 ≤ t ≤ k − 1. In this section we will construct (k; k −
t, k − t + 1)-SPIDs S which are not (k − t)-juntas, but where dim〈S〉 = k +
(n− 1)(t− 1) + 1.
Letm ∈ N be a positive integer such thatm > 2. The first costruction provides
one such a (k; k − t, k − t+ 1)-SPID with parameters

(δ2, . . . , δn) = ( t, . . . , t︸ ︷︷ ︸
m−1 times

, t− 1, . . . , t− 1︸ ︷︷ ︸
n−m−1 times

, t+ 1−m),

containing a (k − t)-sunflower of maximal dimension.
• Class I
Let 2 < m ≤ min{t+1, n−1}. Let V ′, X,N1, . . . , Nm and Mm+1, . . . ,Mn−1 be
linearly independent subspaces of V such that dim V ′ = k−t, dimX = t−m+1,
dimNi = t for i = 1, . . . ,m and dimMj = t−1 for j = m+1, . . . , n−1 (Figure
6.1).
Let n1, . . . , nm be 1-spaces in N1, . . . , Nm respectively. Also, let pm+1, . . . , pn−1
be 1-spaces in 〈n1, . . . , nm〉 such that either
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(a) at least two of them are the same 1-space, or

(b) at least one of them is equal to ni, with i ∈ {1, . . . ,m}.

Let W be a (k − t − 1)-space in V ′. Then we define the sets π1, . . . , πn as
follows.

◦ π1 = 〈V ′, N1〉, π2 = 〈V ′, N2〉, . . ., πm = 〈V ′, Nm〉,

◦ πm+1 = 〈V ′,Mm+1, pm+1〉, . . ., πn−1 = 〈V ′,Mn−1, pn−1〉,

◦ πn = 〈W,n1, . . . , nm, X〉.

By (a) and (b), it is clear that the pairwise intersection of distinct spaces πi and
πj, i, j = 1, . . . n− 1 is or the (k− t)-space V ′ or a (k− t+ 1)-space containing
V ′. Moreover, since each of the spaces π1, . . . , πn−1 contains an unique 1-space
from the set {n1, . . . , nm, pm+1, . . . , pn−1} (note that by the property (a) and
(b) in this set some 1-spaces could be equal), also dim(πn ∩ πi) = k − t for all
i = 1, . . . , n− 1.
Hence, the set S = {π1, . . . , πn} is a set of n distinct k-spaces pairwise meeting
in a space of dimension k − t or k − t + 1. As not all pairwise intersections
equal the same (k − t)-space, S is not a (k − t)-junta.
The set {n1, . . . , nm, pm+1, . . . , pn−1} is contained in 〈N1, . . . , Nm〉 and also
W ⊂ V ′. Then

〈S〉 = 〈π1, . . . , πn〉 = 〈V ′, N1, . . . , Nm,Mm+1, . . . ,Mn−1, X〉.

Since V ′, X,N1, . . . , Nm and Mm+1, . . . ,Mn−1 are linearly independent spaces
of V, we find that

dim〈S〉 = k − t+m · t+ (n− 1−m) · (t− 1) + t−m+ 1
= k + (n− 1)(t− 1) + 1.

As in Theorem 6.2.1, we find that the array δ corresponding to S = {π1, . . . , πn}
is as follows:

(δ2, . . . , δn) = ( t, . . . , t︸ ︷︷ ︸
m−1 times

, t− 1, . . . , t− 1︸ ︷︷ ︸
n−m−1 times

, t+ 1−m).
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V ′

W

〈N1, . . . , Nm〉

N2

Nm

N1

X
Mm+1

Mn−1

n2

nm

n1
pn−1

pm+1

Figure 6.1: The (k; k − t, k − t+ 1)-SPID described in Class I.

Lemma 6.3.1. Let S be a (k; k− t, k− t+ 1)-SPID of V where 2 ≤ t ≤ k− 1,
such that S is not a (k − t)-junta, with |S| ≥ 3.
If dim〈S〉 = k + (n − 1)(t − 1) + 1 and there exists a (k − t)-sunflower of
maximal dimension with at least three petals in S, then S is equivalent to the
SPID exhibited in Class I.

Proof. As in Theorem 6.2.1, we can sort the spaces in S = {π1, . . . , πn} in
such a way that the sequence (δ1, . . . , δn) is non-increasing. In particular, we
can choose as first m spaces, m ≥ 3, those that form a (k − t)-sunflower of
maximal dimension with largest size.
Since dim〈S〉 = k + (n− 1)(t− 1) + 1, we have that (6.2.1) of Theorem 6.2.1
holdes with equality. Then,

(δ1, δ2, . . . , δn) = (k, t, . . . , t︸ ︷︷ ︸
m−1 times

, t− 1, . . . , t− 1︸ ︷︷ ︸
n−m−1 times

, t+ 1−m), (6.3.1)

Consider S ′ = {π1, . . . , πn−1}. Since dim〈S ′〉 = k + (n − 2)(t − 1) + m − 1 ≥
k + (n− 2)(t− 1) + 2, then S ′ is a (k − t)-junta.
Let V ′ be the common (k − t)-space through which the k-spaces π1, . . . , πn−1
pass, and denote k− t−dim(πn∩V ′) by ε as in Theorem 6.2.1. Since S is not
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a junta, ε ≥ 1; indeed, by Theorem 6.2.1 we have ε = 1. Then let W be the
(k − t− 1)-subspace πn ∩ V ′.
Furthermore, we note that the first m k-subspaces in S meets pairwise in
V ′. Hence, there exist t-subspaces N1, . . . , Nm with i = 1, . . . ,m such that
N1, ..., Nm, V

′ are linearly indipendent, and πi = 〈V ′, Ni〉.
By hypothesis, there exist at least two k-spaces in S, say πi and πj, such that
dim(πi ∩ πj) = k − t+ 1.
We shall show that

dim(πn ∩ πj) = k − t for all j ∈ {1, . . . , n− 1}.

For this purpose, suppose by contradiction that there exists j ∈ {1, . . . , n− 1}
such that dim(πn ∩ πj) = k − t+ 1; we may distinguish two cases:

(a) j ∈ {1, . . . ,m}. Then there are two 1-spaces nj1 and nj2 in πn ∩ πj
not in V ′, and there is at least another 1-space ni ∈ πn ∩ πi, for all i ∈
{1, . . . ,m}\{j} not in V ′. Without losing any generality we may choose,
up to equivalence, the Ni’s, in such a way that n1 ∈ N1, . . . , nm ∈ Nm

and 〈nj1 , nj2〉 ⊆ Nj. Hence,

πn ∩ 〈π1, . . . , πn−1〉 ⊇ 〈W,n1, . . . , nj−1, nj1 , nj2 , nj+1, . . . , nm〉,

obtaining that

t−m+ 1 = δn ≤ k−dim〈W,n1, . . . , nj−1, nj1 , nj2 , nj+1, . . . , nm〉 = t−m,

a contradiction.

(b) j ∈ {m + 1, . . . , n − 1}. Since from the point (a) dim(πn ∩ πi) = k − t
for every i = 1, . . . ,m, πn contains the 1-spaces n1 ∈ π1, . . . , nm ∈ πm,
meeting V ′ trivially. Furthermore, since dim(πn ∩ πj) = k − t+ 1, there
are two 1-spaces n′, n′′ ∈ πn ∩ πj not in V ′. Suppose that 〈n′, n′′〉 ∩ V ′
is not the trivial space, then it belongs to V ′ \W , but then V ′ would be
completely in πn that is a contradiction.
Now, we assume that 〈n′, n′′〉 ⊆ 〈V ′, n1, . . . , nm〉, then

πj ∩ 〈V ′, n1, . . . , nm〉 ⊇ 〈V ′, n′, n′′〉

and
t− 1 = δj ≤ k − dim〈V ′, n′, n′′〉 = t− 2.

So, the space 〈n′, n′′〉 is not contained in 〈V ′, n1, . . . , nm〉, but it meets
〈V ′, n1, . . . , nm〉 in a 1-space otherwise

πn ∩ 〈π1, . . . , πn−1〉 ⊇ 〈W,n1, . . . , nm, n
′, n′′〉

obtaining t− 1 = δn ≤ t− 2. Let p ∈ 〈n′, n′′〉 \ 〈V ′, n1, . . . , nm〉, then

t−m+ 1 = δn ≤ k − dim〈W,n1 . . . , nm, p〉 = t−m

again a contradiction.



Constructions of (k; k − t, k − t+ 1)-SPIDs 102

Hence, since δn = t − m + 1 and πn must intersect V ′ in the (k − t − 1)-
dimensional subspace W , we get that πn = 〈W,n1, . . . , nm, X〉 for suitable
points n1 ∈ N1, . . . , nm ∈ Nm and a (t−m+ 1)-dimensional subspace X such
that V ′, N1, . . . , Nm, X are linearly independent.
Since πn ∩ πj is a (k − t)-space contained in 〈W,n1, . . . , nm〉 there exists a
1-space pj in 〈n1, . . . , nm〉. Moreover, since δj = t − 1, it is immediate that
each πj = 〈V ′,Mj, pj〉, j = m + 1, . . . , n − 1, with Mj is a (t − 1)-space and
such that V ′, N1, . . . , Nm,Mm+1, . . . ,Mn−1 and X are linearly independent.
Note explicitly that if dim(πi ∩ πj) = k− t+ 1, with i, j ∈ {m+ 1, . . . , n− 1},
then pi = pj, where πi = 〈V ′, pi,Mi〉 and πj = 〈V ′, pj,Mj〉.
Indeed let πi ∩ πj = 〈V ′, n′〉. This space is contained in 〈π1, π2, . . . , πm〉, since
if n′ 6∈ 〈π1, π2, . . . , πm〉, assuming j > i,

πj ∩ 〈π1, . . . , πi〉 ⊇ 〈V ′, pj, n′〉,

obtaining δj ≤ t− 2. So, 〈V ′, n′〉 ⊆ 〈π1, . . . , πm〉.
Now, since

πi ∩ 〈π1, π2, . . . , πm〉 = 〈V ′, pi〉
πj ∩ 〈π1, π2, . . . , πm〉 = 〈V ′, pj〉

have dimension k − t+ 1 and

πi ∩ πj = πi ∩ πj ∩ 〈π1, π2, . . . , πm〉,

πi ∩ πj is equal to 〈V ′, pi〉 and 〈V ′, pj〉. Now, assumed j > i, if pi 6= pj then
t− 1 = δj ≤ t− 2, a contradiction.
Suppose that there exist i ∈ {1, . . . ,m} and j ∈ {m+ 1, . . . , n− 1} such that
dim(πi ∩ πj) = k − t+ 1, then there exists another 1-space n′ ∈ Ni and

〈V ′, n′〉 = πi ∩ πj ⊆ πj ∩ 〈π1, . . . , πm〉 = 〈V ′, pj〉.

Then pj ∈ 〈V ′, n′〉 and since δj = t − 1, pj ∈ 〈n1, . . . , nm〉 ∩ Ni. This implies
that pj = ni.
Note explicitly that a k-space πj in S with j ∈ {m + 1, . . . , n − 1} can meet
at most one πi with i ∈ {1, . . . ,m} in a (k − t+ 1)-space.
Finally, we can suppose that in S there exists a k-space πj with j ∈ {m +
1, . . . , n − 1} that intersects πi with i ∈ {1, . . . ,m} and πh with h ∈ {m +
1, . . . , n− 1} in two (k − t + 1)-spaces. For previous results ph = pj = ni. So
S is isomorphic to one of the examples presented in Class I.
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6.3.1 SPIDs with δ = (k, t, t− 1, t− 1, ..., t− 1)

Next we exhibit three classes of (k; k−t, k−t+1)-SPIDs which are not (k−t)-
juntas.
• Class II
Choose integers n ≥ 3 and k, t such that 2 ≤ t ≤ k−1. Let W be a (k− t+1)-
subspaces of V, and X1, X2 t-spaces such that dim〈X1, X2〉 = 2t−1. Moreover,
consider M3, . . .Mn (t− 1)-subspaces of V such that W , 〈X1, X2〉, M3, . . . ,Mn

are linearly independent. Let W1 and W2 be a (k − t)-space in W , (Figure
6.2).
Then we define the sets π1, . . . , πn as follows:

◦ π1 = 〈W1, X1〉, π2 = 〈W2, X2〉,

◦ π3 = 〈W,M3〉, . . . , πn = 〈W,Mn〉.

Now, since dim(X1 ∩X2) = 1, π1 ∩ π2 is a (k− t)-space and these spaces meet
the other ones in W1 or W2, while {π3, . . . , πn} is a (k − t+ 1)-sunflower with
center W . Clearly,

〈S〉 = 〈π1, . . . , πn〉 = 〈W,X1, X2,M3, . . . ,Mn〉.

Since W , 〈X1, X2〉, M3, . . . ,Mn are linearly independent, we find that

dim〈S〉 = k − t+ 1 + 2t− 1 + (n− 2) · (t− 1)
= k + (n− 1)(t− 1) + 1.

Again, as in Theorem 6.2.1, using the ordering π1, . . . , πn, we find that

(δ2, . . . , δn) = (t, t− 1, . . . , t− 1).

In particular, we observe that the examples in this class contain (k − t + 1)-
sunflowers of maximal dimension, but does not contain (k − t)-sunflowers of
maximal dimension. Nonetheless, they are (k − t− 1)-juntas.
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〈X1, X2〉

M3

M4

Mn

Figure 6.2: The (k; k − t.k − t+ 1)-SPIDs described in Class II.

• Class III
Choose integers n ≥ 3, 2 ≤ s < n and k, t such that 2 ≤ t ≤ k − 1. Let V be
a vector space over a field F which is either infinite or else a finite field F with
q a prime power such that qk−t+2−1

q−1 ≥ s + 1. Let V ′, 〈X1, X2〉,M3, . . . ,Mn be
linearly independent subspaces of V such that dim V ′ = k− t+ 2, dimX1 = t,
dimX2 = t− 1 and dimMi = t− 1 for i = 3, . . . , n.
Let W0,W1, . . . ,Ws be distinct (k − t + 1)-spaces in V ′ such that W1, . . . ,Ws

go through a (k − t)-space W (Figure 6.3). We define the sets

π1 = 〈W,X1〉, π2 = 〈W0, X2〉,

π3 = 〈W1,M3〉, . . . , πm1 = 〈W1,Mm1〉,

πm1+1 = 〈W2,Mm1+1〉, . . . , πm2 = 〈W2,Mm2〉

. . .

πms−1+1 = 〈Ws,Mms−1+1〉, . . . , πn = 〈Ws,Mn〉.

Clearly the set S is a (k; k− t, k− t+1)-SPID such that it is not a (k− t)-junta
and

〈S〉 = 〈π1, . . . , πn〉 = 〈V ′, X1, X2,M3, . . . ,Mn〉.
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Since V ′, X1, X2,M3, . . . ,Mn are linearly independent, we find that

dim〈S〉 = k − t+ 2 + 2t− 2 + (n− 2)(t− 1)
= k + (n− 1)(t− 1) + 1.

As in Theorem 6.2.1, using the ordering π1, . . . , πn, we find that

(δ2, . . . , δn) = (t, t− 1, . . . , t− 1).

V ′

X1

X2

〈X1, X2〉
M3

M4

Mn
W2

W3
W1

Ws

W0

W

Figure 6.3: The (k; k − t.k − t+ 1)-SPIDs described in Class III.

Examples in this class may contain (k − t)-sunflowers not of maximal dimen-
sion and (k − t+ 1)-sunflowers of maximal dimension.

• Class IV
Choose integers n ≥ 3, 2 ≤ s < n and k, t such that 2 ≤ t ≤ k − 1. Let V be
a vector space over a field F which is either infinite or else a finite field F with
q a prime power such that qk−t+2−1

q−1 ≥ s + 2. Let V ′, M1, . . . ,Mn be linearly
independent subspaces of V such that dim V ′ = k− t+ 2. and dimMi = t− 1,
for i = 1, . . . , n.
Let V0,W0,W1, . . . ,Ws be s + 2 (k − t + 1)-spaces in V ′ such that they not
go through the same (k − t)-space, with W1, . . . ,Ws distinct (Figure 6.4). We
define the sets

π1 = 〈V0,M1〉, π2 = 〈W0,M2〉,
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π3 = 〈W1,M3〉, . . . , πm1 = 〈W1,Mm1〉,

πm1+1 = 〈W2,Mm1+1〉, . . . , πm2 = 〈W2,Mm2〉

. . .

πms−1+1 = 〈Ws,Mms−1+1〉, . . . , πn = 〈Ws,Mn〉

Clearly the set S is a (k; k− t, k− t+1)-SPID such that it is not a (k− t)-junta
and

〈S〉 = 〈π1, . . . , πn〉 = 〈V ′,M1,M2,M3, . . . ,Mn〉.

Since V ′, M1,M2,M3, . . . ,Mn are linearly independent, we find that

dim〈S〉 = k − t+ 2 + n · (t− 1)
= k + (n− 1)(t− 1) + 1.

As in Theorem 6.2.1, using the ordering π1, . . . , πn, we find that

(δ2, . . . , δn) = (t, t− 1, . . . , t− 1).

V ′

V0

Ws

W0

M2

M3

M1

M4

Mn

Figure 6.4: The (k; k − t.k − t+ 1)-SPIDs described in Class IV.

The examples in this last class may contain (k − t+ 1)-sunflowers of maximal
dimension and (k − t)-sunflowers not of maximal dimension.
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Lemma 6.3.2. Let S be a (k; k− t, k− t+1)-SPID (2 ≤ t ≤ k−1) in a vector
space V such that |S| ≥ 3 and S is not a (k − t)-junta.
If dim〈S〉 = k+(n−1)(t−1)+1 and there is no a (k−t)-sunflower of maximal
dimension with at least three petals then S is equivalent to one of the examples
described in Class II, III, or IV .

Proof. As in Theorem 6.2.1, we can sort S = {π1, . . . , πn} in such a way that
δ is non-increasing. By Proposition 6.1.3 and 6.2.3, we have that

(δ1, δ2, . . . , δn) = (k, t, t− 1, . . . , t− 1). (6.3.2)

Moreover, as consequence of Proposition 6.2.3, dim(π4∩〈π1, π2, π3〉) = dim(π4∩
〈π1, π2〉) = k − t+ 1, then we obtain that

π4 ∩ π3 ⊆ π4 ∩ 〈π1, π2, π3〉 = π4 ∩ 〈π1, π2〉 ⊆ 〈π1, π2〉.

By Proposition 6.2.3, eventually rearranging the spaces π3, . . . , πn in S, we can
repeat the previous argument, getting

πi ∩ πj ⊆ 〈π1, π2〉,

for each πi and πj with i, j ∈ {3, . . . , n}.
Now, in S ′ = {π3, . . . , πn}, we can define the following binary relation

πi ∼ πj ⇐⇒ πi ∩ 〈π1, π2〉 = πj ∩ 〈π1, π2〉,

for i, j = 3, . . . , n.
Clearly, ∼ is an equivalence relation on S ′. The k-spaces of an equivalence
class meet 〈π1, π2〉 in the same (k − t + 1)-space. In this way, we have that
W1, . . . ,Ws, where 1 ≤ s ≤ n−3, are (k− t+1)-dimensional spaces in 〈π1, π2〉,
pairwise intersecting in a (k − t)-space2.

2Indeed, let πi and πj be k-spaces of S ′ in different equivalence classes. Then, by
Proposition 6.2.3, dim(πi ∩ 〈π1, π2〉) = dim(πj ∩ 〈π1, π2〉) = k − t+ 1,

πi ∩ 〈π1, π2〉 = W` and πj ∩ 〈π1, π2〉 = Wm,

with for some `,m ∈ {1, . . . , s} distinct. Hence

πi ∩ πj = πi ∩ πj ∩ 〈π1, π2〉 = W` ∩Wm.

Since k− t ≤ dim(πi ∩ πj) = dim(W` ∩Wm) and W`,Wm are distinct (k− t+ 1)-subspaces,

dim(W` ∩Wm) = k − t.
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Since the relation ∼ induces a partition J1, J2, . . . , Js on the index set
{3, 4, . . . , n}, by Proposition 6.2.3, we can label appropriately the elements of
S, obtaining

πj1 = 〈W1,Mj1〉 with j1 ∈ J1

πj2 = 〈W2,Mj2〉 j2 ∈ J2,

. . .

πjs = 〈Ws,Mjs〉 js ∈ Js.

where the elements in the set {Mjh : jh ∈ Jh, h ∈ {1, 2, . . . , s}}, are linearly
independent (t− 1)-spaces. In fact, if two of them intersect not trivially, this
would immediately contradict (6.3.2).
We divide the rest of the proof in two steps:

1) First of all, we look at the case in which all spaces of S ′ meet 〈π1, π2〉 in
the same space, say W . Since for all 3 ≤ j ≤ n and i = 1, 2 πi ∩ πj =
πi ∩W 3 we shall show that

dim(πi ∩ πj) = k − t.

So, suppose that either the space π1 or π2 contains W (W 6⊆ π1 ∩ π2,
dim(π1 ∩ π2) = k − t). We can consider, without loss of generality,
that π1 contains W . Then π2 ∩ W = π1 ∩ π2; in fact, we have that
π1 ∩ π2 ⊇ π2 ∩W = π2 ∩ πj with j ∈ {3, ..., n}. But then S is a (k − t)-
junta; a contradiction.
Hence, π1∩W and π2∩W are (k− t)-spaces, they are distinct otherwise
S is again a (k − t)-junta4. More precisely, they are two hyperplanes of
W , and then they have to meet in a (k−t−1)-spaceW ′ inW . Hence, we
may always choose a basis of V in such a way that the following happens

π1 ∩W = 〈W ′, n1〉 and π2 ∩W = 〈W ′, n2〉

with n1, n2 distinct 1-spaces in W1 \ W ′ with W ′, n1, n2 linearly inde-
pendent. Then, there exist X1 and X2, t-spaces such that they have a
1-space in common and

π1 = 〈W ′, n1, X1〉, π2 = 〈W ′, n2, X2〉.
3Recall that W = πj ∩ 〈π1, π2〉. Then

πi ∩ πj ⊆ πj ∩ 〈π1, π2〉 = W

and clearly πi ∩ πj ⊆W ∩ πi. On the other hand, since

W = πj ∩ 〈πi, π2〉 ⊆ πj ,

then W ∩ πi ⊆ πj ∩ πi.
4Otherwise, π1 ∩W = π1 ∩ π2 = π2 ∩W ⊆ W , and hence π1 ∩ π2 is contained in every

k-space of S.
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This means that S is isomorphic to one of the examples in Class II.

2) Now, we suppose that s ≥ 2. In this case W1, . . . ,Ws are (k − t + 1)-
spaces pairwise intersecting in a (k− t)-space. Hence, by Theorem 3.3.4,
either

(a) they have a (k − t)-space in common, or
(b) they lay in a (k − t+ 2)-space V ′.

Note explicitly that for s = 2, (a) and (b) are equivalent. If s ≥ 3, we
shall show that

dim〈W1,W2, . . . ,Ws〉 = k − t+ 2 (6.3.3)

which is equivalent to prove that, for all 1 ≤ h ≤ s,

Wh ⊆ 〈W1,W2〉. (6.3.4)

Suppose that W1,W2, . . . ,Ws go through a (k − t)-space in 〈π1, π2〉 and
let πj1 , πj2 , πjh be k-spaces belonging to different equivalence classes with
respect to ∼, where

πj1 = 〈W1,Mj1〉 πj2 = 〈W2,Mj2〉 πjh = 〈Wh,Mjh〉.

Since there is no a sunflower of maximal dimension with at least three
petals, we have

dim(πjh ∩ 〈πj1 , πj2〉) ≥ k − t+ 1.

Then, by applying Grassmann Formula, we obtain

k−t+ 1 ≤ dim(πjh ∩ 〈πj1 , πj2〉) = 2k + t− dim〈W1,W2,Wh,Mj1 ,Mj2 ,Mjh〉
= 2k + t− 3(t− 1)− (dimWh + dim〈W1,W2〉 − dim(Wh ∩ 〈W1,W2〉),

so dim(Wh ∩ 〈W1,W2〉 ≥ k − t + 1, then by Wh dimension we have the
property (6.3.4).
Hence, we suppose s ≥ 2 and, by (6.3.4), all (k−t+1)-spacesW1, . . . ,Ws

lie in a (k − t+ 2)-space, say V ′.
Obviously V ′ is contained in 〈π1, π2〉 and

k − t ≤ dim(πi ∩ V ′) ≤ k − t+ 1 for i = 1, 2. (6.3.5)

Indeed, since for any j ∈ {3, . . . , n},

πi ∩ πj = πi ∩ πj ∩ 〈π1, π2〉 = πi ∩Wh ⊆ πi ∩ V ′
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for i = 1, 2 and for some h ∈ {1, . . . , s}, then the left inequality in (6.3.5)
follows.
On the other hand, if dim(πi ∩ V ′) ≥ k − t + 2, for i = 1 or 2, then V ′
is contained either in π1 or in π2 (not in both, dim(π1 ∩ π2) = k − t).
Without loss of generality, we can suppose that V ′ is contained in π1.
Then

π2 ∩ πjh = π2 ∩Wh ⊆ π2 ∩ V ′ ⊆ π1 ∩ π2,

for h ∈ {1, . . . , s}. This implies that π1 ∩ π2 is contained in all elements
of S and it is a (k − t)-junta.
Furthermore, π1 ∩ V ′ and π2 ∩ V ′ are distinct subspaces. Indeed,

(�) if π1 ∩ V ′ = π2 ∩ V ′ and it is a (k − t + 1)-space, then π1 ∩ π2 is a
(k − t+ 1)-space, a contradiciton;

(��) if π1 ∩ V ′ = π2 ∩ V ′ is a (k − t)-space, since for i = 1, 2 and
h = 1, . . . , s, πi ∩Wh has dimension at least k− t and Wh ⊆ V ′, we
have that

π1 ∩Wh = π1 ∩ V ′ = π2 ∩ V ′ = π2 ∩Wh.

This implies that π1 ∩ π2 is contained in all element of S, a contra-
diction.

Now, let Wh be a (k − t+ 1)-space with 1 ≤ h ≤ s, then

k − t = dim(π1 ∩ π2) ≥ dim(π1 ∩ π2 ∩ V ′) ≥ dim(π1 ∩ π2 ∩Wh) ≥
dim(π1 ∩Wh) + dim(π2 ∩Wh)− dimWh ≥
2(k − t)− k + t− 1 = k − t− 1.

(6.3.6)

By the inequalities (6.3.5) and (6.3.6), the discussion is reduced only to
the following three cases:

(i) dim(π1 ∩ V ′) = dim(π2 ∩ V ′) = k − t (and dim(π1 ∩ π2 ∩ V ′) =
k − t− 1).

(ii) π1 and π2 meet V ′ in subspaces with different dimension.
(iii) π1 ∩ V ′ and π2 ∩ V ′ are two hyperplanes of V ′.

Case (i): We shall show that for all 3 ≤ j ≤ n,

πj ∩ 〈π1, π2〉 = 〈π1 ∩ V ′, π2 ∩ V ′〉. (6.3.7)

Since πj ∩ 〈π1, π2〉 ⊆ V ′ and π1 and π2 meet V ′ in a (k − t)-space,
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πj ∩ π1 = π1 ∩ V ′ and πj ∩ π2 = π2 ∩ V ′ ,

obtaining that

πj ∩ 〈π1, π2〉 ⊇ 〈πj ∩ π1, πj ∩ π2〉 = 〈π1 ∩ V ′, π2 ∩ V ′〉.

Since they are both (k − t)-spaces in V ′, we obtain the claim in (6.3.7).
Hence, every πj, j = 3, . . . , n, meets 〈π1, π2〉 always in the same (k−t+1)-
subspace, then s = 1, a contradiction.

Case (ii): We can suppose, without loss of generality, that

dim(π1 ∩ V ′) = k − t and dim(π2 ∩ V ′) = k − t+ 1.

Clearly, π1 ∩ V ′ 6⊆ π2 ∩ V ′ otherwise

π1 ∩Wh = π1 ∩ V ′ ⊆ π2 ∩ V ′.

This implies that π1∩π2 ⊆ Wh for h = 1, . . . , s, then S is a (k− t)-junta.
Since W = π1 ∩ π2 ∩ V ′ is a (k − t − 1)-space, there exist a t-space X1
contained in π1 and a (t−1)-space X2 contained in π2 both disjoint from
V ′, for i = 1, 2 and such that 〈X1, X2〉 = 2t− 2. Then

π1 = 〈W,X1〉 and π2 = 〈W,X2〉.

We note explicitly that

π1 ∩ V ′ = π1 ∩Wh ⊆ Wh, (6.3.8)

for h ∈ {1, . . . , s}.

Case (iii): Now, we suppose that π1 ∩ V ′ and π2 ∩ V ′ are hyperplanes
of V ′, say V0 and W0, respectively. Then, there exists Xi, i = 1, 2, a
(t− 1)-space in πi disjoint from V ′ such that

π1 = 〈V0, X1〉 and π2 = 〈W0, X2〉.

Again, by Grassmann Formula, we obtain that X1, X2, V
′ are linearly

independent and
dim〈X1, X2〉 = 2t− 2.
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So, the discussion in case (ii) provide us with an example which isomorphic to
one of those described in Class III, while (ii) gives an example isomorphic to
one described in Class IV.

Remark 6.3.3. LetW = {W1, . . . ,Ws, π2∩V ′} be the set of (k−t+1)-spaces
in V ′ with 2 ≤ s ≤ n− 3.
In the Case (ii), if s ≥ 3 and by formula (6.3.8), the first s subspaces in W
form a sunflower with center π1 ∩ V ′, with π2 ∩ V ′ not through π1 ∩ V ′.
In the Case (iii), considered π1 ∩ V ′ and π2 ∩ V ′, one of them or both could
be in {W1, . . . ,Ws}.
If s = 2, at most one between π1∩V ′ and π2∩V ′ can coincide with W1 or W2.
Otherwise, W1 ∩W2 = π1 ∩ π2 and it is contained in all elements of S.
In particular, if s = 2 and n = 4, it is straightforward to see that exactly one
between π1 ∩ V ′ and π2 ∩ V ′ must necessarily be equal to W1 or W2.
Theorem 6.3.4. Let S be a (k; k− t; k− t+1)-SPID in a vector space V, with
|S| ≥ 3 and 2 ≤ t ≤ k−1. If the dimension of 〈S〉 is k+(n−1)(t−1)+1, then
S is either a (k− t)-junta or S is isomorphic to one of the examples described
in Class I, II, III or IV.

Proof. We assume that S is not a (k − t)-junta. We denote the elements of
S by π1, π2, . . . , πn. We will consider all possible orderings of the spaces in S
such that the parameters (δ2, . . . , δn) are non-increasing.
Since dim〈S〉 = k+(n−1)(t−1)+1, we have the equality in (6.2.1) of Theorem
6.2.1 . Hence, if m ≥ 3 we have

(δ2, . . . , δn) = ( t, . . . , t︸ ︷︷ ︸
m−1 times

, t− 1, . . . , t− 1︸ ︷︷ ︸
n−m−1 times

, t+ 1−m), (6.3.9)

otherwise m = 2 and we have
(δ2, . . . , δn) = (t, t− 1, . . . , t− 1). (6.3.10)

◦ Suppose that we can find a permutation of S such that (δ2, . . . , δn) is as
in (6.3.9), form ≥ 3, then by Lemma 6.3.1 it follows that S is isomorphic
to one of the examples described in Class I.

◦ If there is permutation of S such that δn ≤ t − 2, then in S there is a
(k − t)-sunflower of maximal dimension with at least three petals and
then there is a permutation of S such that (δ2, . . . , δn) is as in (6.3.9).
This case has been covered in the preceding point.
So, we can assume that for any permutation of S the tuple (δ2, . . . , δn)
is as in (6.3.10). By Proposition 6.2.3, there is no (k − t)-sunflower of
maximal dimension with at least three petals and the result follows by
Lemma 6.3.2.





Bibliography

„Felix qui potuit rerum cognoscere causas“

Publius Vergilius Maro, Georgica, II, 490.

[1] A.A. Albert, Finite division algebras and finite planes, in Proc. Sym-
pos. Appl. Math. 10, 53-70, 1960.

[2] A.A. Albert, Generalized twisted fields, Pacific J. Math. 11, 1-8, 1961.

[3] J. André, Uber nicht-Desarguessche Ebenen mit transitiver Transla-
tionsgruppe. Math. Z. 60, 156-186, 1954.

[4] L. Babai, P. Frankl, Linear Algebra Methods in Combinatorics with
Applications to Geoemtry and Computer Science, University of Chicago,
Department of Computer Science, 1988.

[5] D. Bartoli, F. Pavese, A note on equidistant subspace codes, Discrete
Appl. Math. 198, 291-296, 2016.

[6] T. Berger, Isometries for rank distance and permutation group of
Gabidulin codes, IEEE T. Inform. Theory 49, 3016-3019, 2003.

[7] R.D. Barrolleta, E. Suarez-Canedo, L. Storme, P. Vanden-
drissche, On primitive constant dimension codes and a geometrical
sunflower bound, Advances in Mathematics of Communications 11, 757-
765, 2017.

[8] A. Beutelspacher, J. Eisfeld, J. Müller, On sets of planes in
PG(d, q) intersecting mutually in one point, Geom. Dedicata 78, 143-
159, 1999.

[9] A. Beutelspacher, U. Rosenbaum, Projective Geometry: from foun-
dations to applications, Cambridge University Press, 1998.

[10] E. Byrne, A. Ravagnani, Covering Radius of Matrix Codes Endowed
with the Rank Metric, SIAM J. Discrete Math. 31, 927-944, 2017.



Bibliography 114

[11] A. Blokhuis, A.E. Brouwer, A. Chowdhury, P. Frankl, B.
Patks, T. Mussche, T. Szőnyi, A Hilton-Milner theorem for vector
spaces. Electron. J. Combin. 17(1), 2010.

[12] A. Blokhuis, A.E. Brouwer, T. Szőnyi, On the chromatic number
of q-Kneser graphs. Des.CodesCryptogr. 65(3), 187-197, 2012.

[13] R.C. Bose, A note on Fisher’s inequality for balanced incomplete block
designs, Ann. Math. Stat. 20, 619-620, 1949.

[14] R.C. Bose, T. Shimamoto, Classification and analysis of partially
balanced incomplete block designs with two associate classes, J. Amer.
Statist. Assoc. 47, 151-184, 1952.

[15] A.E. Brouwer, A.M. Cohen, A. Neumaier, Distance-regular
graphs, Ergeb. Math. Grenzgeb 18(3), Springer-Verlag, 1989.

[16] A.E. Brouwer, J. Hemmeter, A new family of distance-regular
graphs and the {0, 1, 2}-cliques in dual polar graphs. European J. Com-
bin. 13(2), 71-79, 1992.

[17] R. Bruck, R. Bose, The construction of translation planes from pro-
jective spaces. Journal of Algebra 1, 85-102, 1964.

[18] F. Buekenhout, Handbook of Incidence Geometry: Buildings and
Foundations, Elsevier, Amsterdam, 1995.

[19] F. Buekenhout, A.M. Cohen, Diagram geometry. Related to classical
groups and buildings, A Series of Modern Surveys in Mathematics 57,
Springer, Heidelberg, 2013.

[20] A. Chowdhury, C. Godsil, G. Royle, Colouring lines in projective
space, J. Combin. Theory Ser. A 113, 39-52, 2006.

[21] A. Chowdhury, B. Patkós, Shadows and intersections in vector
spaces, J. Combin. Theory Ser. A 117, 1095-1106, 2010.

[22] A. Cossidente, F. Pavese, On Subspace Codes, Des. Codes Cryptogr.
78, 527-531, 2016.

[23] A. Cossidente, F. Pavese, Subspace codes in PG(2n− 1, q), Combi-
natorica 37(6), 1073–1095, 2017.

[24] B. Csajbók, A. Siciliano, Puncturing maximum rank distance codes,
J. Algebraic Combin. 49(4), 507-534, 2019.



Bibliography 115

[25] J. De Beule, A. Klein, K. Metsch, L. Storme, Partial ovoids and
partial spreads in Hermitian polar spaces, Des. Codes Cryptogr. 47(1-3),
21-34, 2008.

[26] M. De Boeck, L. Storme, Theorems of Erdős-Ko-Rado type in geo-
metrical settings. Science China Mathematics 56(7): 1333-1348, 2013.

[27] M. De Boeck, The largest Erdős-Ko-Rado sets of planes in finite pro-
jective and finite classical polar spaces. Des. Codes Cryptogr. 72(1),
77-11, 2014.

[28] J. de la Cruz, M. Kiermaier, A. Wassermann, W. Willems,
Algebraic structures of MRD codes, Advances in Mathematics of Com-
munications 10, 499-510, 2018.

[29] P. Delsarte, An algebraic approach to the association schemes of cod-
ing theory. Philips Res. Rep. Suppl. 10, 1973.

[30] P. Delsarte, J.M. Goethal, Alternating bilinear forms over GF(q),
Journal of Combinatorial Theory, Series A, 19, 26-50, 1975.

[31] P. Delsarte, Bilinear forms over a finite field, with applications to
coding theory, Journal of Combinatorial Theory, Series A 25(3), 226-
241, 1978.

[32] P. Delsarte, V.I. Levenshtein. Association schemes and coding the-
ory. IEEE Trans. Inform. Theory 44(6), 2477-2504, 1998.

[33] P. Dembowski, Finite Geometries, Springer, 1968.

[34] M. Deza, Une propriété extrémale cles plans projectifs finis dans une
classe de codes equidistants, Discrete Math. 6, 343-352, 1973.

[35] M. Deza, P. Frankl, Every large set of equidistant (0,+1,−1)-vectors
forms a sunflower, Combinatorica 1, 225-231, 1981.

[36] L.E. Dickson, On commutative linear algebras in which division is
always uniquely possible, Trans. Amer. Math. Soc. 7, 514-522, 1906.

[37] L.E. Dickson, Linear algebras with associativity not assumed, Duke
Math. J. 1, 113-125, 1935.

[38] I. Dinur, E. Friedgut, Intersecting families are essentially contained
in juntas, Combin. Probab. Comput., 18(1-2), 107-122, 2009.

[39] J. Eisfeld, On sets of n-dimensional subspaces of projective spaces
intersecting mutually in an (n−2)-dimensional subspace, Discrete Math.
255, 81-85, 2002.



Bibliography 116

[40] P. Erdős, R. Rado, Intersection theorems for systems of sets, J. Lon-
don Math. Soc. 35, 85-90, 1960.

[41] P. Erdős, C. Ko, R. Rado, Intersection theorems for systems of finite
sets, Quart. J. Math. Oxford Ser. 2(12), 313-320, 1961.

[42] T. Etzion, N. Raviv, Equidistant codes in the Grassmannian, Discrete
Appl. Math. 186, 87-97, 2015.

[43] R.A. Fisher, An examination of the different possible solutions of a
problem in incomplete blocks, Annals of Eugenics (London) 10, 52-75,
1940.

[44] Frankl P. On Sperner families satisfying an additional condition, J
Combin Theory Ser. A 20, 1-11, 1976.

[45] P. Frankl, R.M. Wilson, The Erdős-Ko-Rado theorem for vector
spaces. J. Combin. Theory Ser. A 43(2), 228-236, 1986.

[46] F.W. Fu, S.T. Xia, Johnson type bounds on constant dimension codes,
Designs, Codes and Cryptography 50(2), 163-172, 2009.

[47] E.M. Gabidulin, Theory of codes with maximum rank distance, Prob-
lems of information transmission 21, 3-16, 1985.

[48] E.M. Gabidulin, A.V. Paramonov, O.V. Tretjakov, Ideals over
a noncommutative ring and their application in cryptology, Advances
in cryptology, EUROCRYPT ’91, Lecture Notes in Comput. Sci. 547,
482-489, 1991.

[49] E.M. Gabidulin, A.V. Paramonov, O.V. Tretjakov, Rank er-
rors and rank erasures correction, Proceedings of the 4th International
Colloquium on Coding Theory, 11-19, 1992.

[50] E.M. Gabidulin, A.Kshevetskiy, The new construction of rank
codes, Proceedings ISIT, 2005.

[51] E.M. Gabidulin, N.I. Pilipchuk, Symmetric matrices and codes cor-
recting rank errors beyond the b(d−1)/2c bound, Discrete Applied Math-
ematics, 154(2), 305-312, 2006.

[52] F.R. Gantmacher, The Theory of Matrices 1, AMS Chelsea Publish-
ing, 1998.

[53] L. Giuzzi, Codici correttori, UNITEXT Springer Verlag 27, 2006.

[54] E. Gorla, A. Ravagnani, Codes Endowed with the Rank Metric,
Network Coding and Subspace Designs, 3-23, 2018.



Bibliography 117

[55] R. Gow, R. Quinlan, Galois theory and linear algebra, Linear Algebra
and its Applications, 430, 1778-1789, 2009.

[56] R. Gow, R. Quinlan, Galois extensions and subspaces of alternating
bilinear forms with special rank properties, Linear Algebra Appl. 430,
2212-2224, 2009.

[57] R. Gow, M. Lavrauw, J. Sheekey, F. Vanhove, Constant rank-
distance sets of hermitian matrices and partial spreads in hermitian polar
spaces, Electr. J. Comb. 21(1), 2014.

[58] J.I. Hall, Bounds for equidistant codes and partial projective planes,
Discrete Math. 17, 85-94, 1977.

[59] T. Ho, M. Médard, R. Kötter, D. R. Karger, M. Effros, J.
Shi, B. Leong, A random linear network coding approach to multicast,
IEEE Transactions on Information Theory 52, 4413-4430, 2006.

[60] O. Heden, A maximal partial spread of size 45 in PG(3, 7), Des. Codes
Cryptogr. 22, 331-334, 2001.

[61] O. Heden, S. Marcugini, F. Pambianco, L. Storme, On the non-
existence of a maximal partial spread of size 76 in PG(3, 9), Ars Combin.
89, 369-382, 2008.

[62] L. Hernandez Lucas, Properties of sets of Subspaces with Constant
Intersection Dimension, arXiv:1904.11197, 2019

[63] J.W. Hilton, E.C. Milner, Some intersection theorems for systems
of finite sets. Quart. J. Math. Oxford Ser., 18(2), 1967.

[64] J.W.P. Hirschfeld, Finite projective spaces of three dimensions, Ox-
ford Mathematical Monographs, 1985.

[65] J.W.P. Hirschfeld, Projective Geometries over Finite Fields, Oxford
Mathematical Monographs, 1998.

[66] J.W.P. Hirschfeld, J.A. Thas, General Galois Geometries, Oxford
Mathematical Monographs, 1991.

[67] W.N. Hsieh, Intersection systems for systems of finite vector spaces,
Discrete Math. 12(1), 1-16, 1975.

[68] L.K. Hua, A theorem on matrices over a field and its applications, Acta
Math. Sinica 1, 109-163, 1951.

[69] Y.J. Huo, Z. X. Wan, Nonsymmetric association schemes of symmet-
ric matrices. Acta Math. Appl. Sinica 9(3), 236-255, 1993.



Bibliography 118

[70] F. Ihringer, A new upper bound for constant distance codes of gener-
ators on Hermitian polar spaces of type H(2d−1, q2), J. Geom. 105(3),
457-464, 2014.

[71] F. Ihringer, P. Sin, Q. Xiang, New bounds for partial spreads of
H(2d − 1, q2) and partial ovoids of the Ree-Tits octagon, J. Combin.
Theory Ser. A 153, 46-53, 2018.

[72] J.R. Isbell, An inequality for incidence matrices, Proc. Amer. Math.
Soc. 10, 216-218, 1959.

[73] A. Khaleghi, F.R. Kschischang, D. Silva, Subspace Codes, Lec-
ture Notes in Computer Science 5921, 1-21, 2009.

[74] D. Silva, F.R. Kschischang, R. Kötter, A rank-metric approach
to error control in random network coding, IEEE Trans. Inf. Theory
54(9), 3951-3967, 2008.

[75] W.M. Kantor, Commutative semifields and symplectic spreads, J. Al-
gebra 270, 96-114, 2003.

[76] A.M. Kerdock, A class of low-rate nonlinear binary codes, Information
and Control, 20(2) 182-187, 1972.

[77] R. Kötter, F.R. Kschischang, Coding for errors and erasures in
random network coding, IEEE Trans. Inform. Theory 54(8), 3579-3591,
2008.

[78] R. Kötter, F.R. Kschischang, D. Silva, A rank-metric approach
to error control in random network coding, IEEE Trans. Inform. Theory
54, 3951-3967,2008.

[79] F.R. Kschischang, D. Silva, On metrics for error correction in net-
work coding, IEEE Trans. Inf. Theory, 2009.

[80] D.E. Knuth, Finite semifields and projective planes, J. Algebra 2, 182-
217, 1965.

[81] N.L. Johnson, V. Jha, M. Biliotti, Handbook of finite translation
planes, Chapman & Hall/CRC, 2017.

[82] M. Lavrauw, O. Polverino, Finite semifields, Current research top-
ics in Galois Geometry, NOVA Academic Publishers, 2011.

[83] R. Lidl, H. Niederreiter, Finite fields, Encyclopedia of Mathematics
and its Applications 20, Cambridge University Press, 1997.



Bibliography 119

[84] D. Liebhold, G. Nebe, Automorphism groups of Gabidulin-like codes,
Archiv der Mathematik 107(4), 355–366, 2016.

[85] G. Longobardi, G. Lunardon, R. Trombetti, Y. Zhou, Au-
tomorphism groups and new constructions of maximum additive rank
metric codes with restrictions, to appear in Discrete Mathematics, 2019.

[86] L. Lovász, Combinatorial problems and exercises, Elsevier, 1993.

[87] G. Lunardon, MRD-codes and linear sets, Journal of Combinatorial
Theory, Series A, 149, 1-20, 2017.

[88] G. Lunardon, Projective planes of Lenz-Barlotti class V, Journal of
Geometry 101(1-2), 2011.

[89] G. Lunardon, R. Trombetti, Y. Zhou, On kernels and nuclei of
rank metric codes, J. Algebraic Combin. 46, 313-340, 2017.

[90] G. Lunardon, R. Trombetti, Y. Zhou, Generalized twisted
Gabidulin codes, Journal of Combinatorial Theory, Series A 159, 79-
106, 2018.

[91] K.N. Majumdar, On some theorems in combinatorics relating to in-
complete block designs, Ann. Math. Stat. 24, 377-389, 1953.

[92] F. Mazzocca, Note di Geometria Combinatoria, Cromografica Roma
S.r.l., 2013.

[93] B.R. McDonald, Finite Rings with Identity, New York: Marcel
Dekker, 1974.

[94] K. Morrison, Equivalence for Rank-Metric codes and Automorphism
Groups of Gabidulin Codes, IEEE Transection of Information Theory,
60 7035-7046, 2014.

[95] T. Mussche, Extremal combinatorics in generalized Kneser graphs,
PhD thesis, Technical University Eindhoven, 2009.

[96] Ø. Ore, Theory of Non-Commutative Polynomials, Ann. Math. 34(3),
480-508, 1933.

[97] Ø. Ore, On a special class of polynomials, Trans. Amer. Math. Soc. 35,
559-584, 1933.

[98] M. G. Parker, Cryptography and Coding, IMACC 2009, Proceedings,
Springer, 2009.



Bibliography 120

[99] D. K. Ray-Chaudhuri, R. M. Wilson, On k-designs, Osaka J. Math.
12, 737-744, 1975.

[100] A. Ravagnani, Rank-metric codes and their duality theory, Des. Codes
Cryptogr. 80(1), 197-216, 2016.

[101] R. M. Roth, Maximum-Rank Array Codes and their Application to
Crisscross Error Correction, IEEE Trans. Inform. Theory 37(2), 328-
336, 1991.

[102] R. Safavi-Naini, C. Xing, H. Wang, Linear authentication codes:
bounds and constructions, IEEE Trans. Inf. Theory 49(4), 866-872,
2003.

[103] B. Segre, Teoria di Galois, fibrazioni proiettive e geometrie non desar-
guesiane, Ann. Mat. Pura Appl. 4, 64-76, 1964.

[104] M. Schmidt, Rank metric codes, Master’s thesis, University of
Bayreuth, 2016.

[105] K.U. Schmidt, Symmetric bilinear forms over finite fields of even char-
acteristic, Journal of Combin. Theory Series A 117(8), 1011-1026, 2010.

[106] K.U. Schmidt, Symmetric bilinear forms over finite fields with appli-
cations to coding theory, Journal of Algebraic Combinatorics, 42(2),
635-670, 2015.

[107] K.U. Schmidt, Hermitian rank distance codes, Designs, Codes and
Cryptography 86(7), 1469-1481, 2018.

[108] K.U. Schmidt, Quadratic and symmetric bilinear forms over finite fields
and their association schemes, DOI:10.1007/s10801-015-0595-0, 2018.

[109] J. Sheekey, A new family of linear maximum rank distance codes,
Advances in Mathematics of Communications 10(3), 2016.

[110] H. Tanaka, Classification of subsets with minimal width and dual width
in Grassmann, bilinear forms and dual polar graphs, J. Combin. Theory
Ser. A 113(5), 903-910, 2006.

[111] V. Tarokh, N. Seshadri, A.R. Calderbank, Space-time codes for
high data rate wireless communication: performance criterion and code
construction, IEEE Trans. Inform. Theory 44, 744-765, 1998.

[112] R. Trombetti, Y.Zhou, A new family of MRD codes in F2n
q ×F2n

q with
right and middle nuclei Fnq , IEEE Transection of Information Theory
65(2), 1054 - 1062, 2019.



Bibliography 121

[113] F. Vanhove, The maximum size of a partial spread in H(4n+ 1, q2) is
q2n+1 + 1, Electron. J. Combin. 16(1), 2009.

[114] F. Vanhove, A geometric proof of the upper bound on the size of partial
spreads in H(4n+ 1, q2), Adv. Math. Commun. 5(2), 157-160, 2011.

[115] O. Veblen, J. Wedderburn, Non-Desarguesian and non-Pascalian
geometries, Trans. AMS 8, 379-388, 1907.

[116] Z.X. Wan, A proof of the automorphisms of linear groups over a field
of characteristic of characteristic 2, Sci. Sinica 11, 1183-1194, 1962.

[117] Z.X. Wan, Geometry of matrices, World Scientific, Singapore, 1996.

[118] R.M. Wilson, The exact bound in the Erdős-Ko-Rado theorem, Com-
binatorica 4, 247-257, 1984.

[119] B. Wu, Z. Liu, Linearized polynomials over finite fields revisited, Finite
Fields Appl. 22, 79-100, 2013.

[120] P.H. Zieschang, Theory of association schemes, Springer, 2005.


	Dedication
	Acknowledgments
	Preface
	Codes with rank distance
	Introduction and Preliminaries
	Linearized polynomials
	(Pre)semifields and quasifields
	Puncturing of an RD-code
	Known examples of MRD-codes

	Rank distance codes with restrictions
	Sesquilinear, bilinear and Hermitian forms
	Symmetric and alternating RD-codes
	Hermitian RD-codes
	Automorphism groups of known restricted maximum additive codes
	A characterization of known additive constructions
	A new additive symmetric 2-code

	Intersection problems in finite projective spaces
	The original Erdös-Ko-Rado problem
	Incidence geometry and projective spaces
	The Erdos-Ko-Rado problem in finite projective spaces

	Maximal sets of k-spaces pairwise intersecting in at least a (k-2)-space
	Solids pairwise intersecting in at least a line
	Generalization to k-spaces pairwise intersecting in at least a (k-2)-space

	Subspace codes as q-analogues of set systems with restricted intersections 
	Sets systems with restricted intersections
	Subspace codes
	Equidistant constant-dimension codes

	Geometrical junta bound for sets of subspaces with two intersection dimensions
	SPIDs and juntas
	Large (k;k-t1,k-t2)-SPIDs are juntas
	Constructions of (k;k-t,k-t+1)-SPIDs

	Bibliography

