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Abstract

I
n this doctoral thesis, we are going to present three selected topics on
light-matter interaction in open systems. The activity of chapters 1

and 2 has been developed under the supervision of Prof. Carlo Forestiere
at the University of Naples Federico II, in the Department of Information
Technology and Electrical Engineering. Chapter 3 has been developed under
the supervision of Prof. Darrick Chang at the Institute of Photonic Sciences in
Castelldefels (Barcelona).
The three chapters can be read independently and their content is organized as
follows.

In chapter 1 we discuss the full-retarded light-scattering by homogeneous
and isotropic nanoparticles, both in the plasmonic and in the dielectric case.
We do it by introducing a modal expansion for the scattered field, whose
basis elements do not depend on the material constituting the scattering
object. As a matter of fact, by solving a permittivity independent auxiliary
eigenvalue problem, it is possible to generate a set of material independent
modes (MIMs) that are able to efficiently reconstruct the scattered field. The
eigenvalues of the aforementioned problem are the eigen-permittivities of the
nanoparticle and we say that a given MIM resonates when the corresponding
eigenpermittivity approaches the permittivity of the scatterer. This material
picture allows a clear separation of the roles played by shape and material
in the scattering problem: the shape determines the basis elements of the
expansion and the material weighs their contribution to the scattered pattern.

In chapter 2 we provide a full-retarded quantum theory of the plasmon
excitations in arbitrarily shaped metal nanoparticles and dimers. The con-
tinuous energy oscillation between the kinetic energy of the free electrons
in the metal and the Coulomb energy associated to the charge accumulation
on the surface of the nanoparticle, is the physical origin of the electrostatic
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plasmon resonances. In the long-wavelength limit, the electron fluid motion
oscillates without decaying and, providing a modal expansion for the electron
displacement field, a canonical quantization procedure can be applied to
define the plasmons: quasiparticles describing the collective motion of the
electrons. When we exit the quasistatic regime and enter the full-retarded
one, the nanoparticles start to radiate power to infinity and, as a consequence,
these oscillations shift in energy and decay in time. At the quantum level, this
process is described by the plasmon-photon interaction Hamiltonian that we
rigorously derive and discuss in its various approximations. Eventually, we
provide non-perturbative formulas to compute the radiative decay rate and the
frequency shift of the plasmon excitations, valid for arbitrarily shaped metal
nanoparticles and dimers in the full-retarded regime. These formulas do not
use full-wave modal expansions but only electrostatic ones, and it makes them
efficient tools to compute these quantities.

In chapter 3 we discuss Rydberg ensembles of atoms, in the electromag-
netic induced transparency setup, as a possible route to realize photon-photon
nonlinear interaction. Thanks to the blockade mechanism provided by Ryd-
berg atoms, a single photon is indeed able to saturate the atomic response of
a considerably large portion of the ensemble, that appears opaque to a sec-
ond incoming one. While the continuous wave response of such a medium
was largely studied in the past, the pulse dynamics has been explored only re-
cently. Interestingly, it has been observed that the transient light can be more
antibunched than the CW one. Our goal is to understand what the physical
origin of this behaviour is, and whether this effect actually reflects a stronger
nonlinearity.
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Chapter 1

Material independent modes for
the electromagnetic scattering

Modal expansion in open resonators

T he analysis and the engineering of the response of a nanostructure to an
external electromagnetic field can be considerably improved through

the development of a proper modal theory. The description in terms of modes
and resonances, which solely depend on the inherent properties of the nanos-
tructure, can indeed bring new deep insights into the physics of the scattering,
compared to the direct solution of the scattering problem. On one side, it en-
ables a rigorous understanding of the scattering patterns and of its interference
phenomena in terms of well-identified modes. On the other side, it suggests
how to tailor the excitation or which material is more suited to achieve a pre-
scribed scattering feature, such as the maximization of a given modal response
or the vanishing of the backscattering for example.

The modal description of closed electromagnetic systems, such as waveg-
uides or cavities, is well-known and doesn’t present ambiguities [1]. On the
contrary, when the electromagnetic field is not confined to a bounded domain,
as in the scattering case, this description is more challenging. Often the reso-
nances of a body are found by illuminating it with a frequency-tunable probe
field and checking the peaks of the scattered power spectrum. The correspond-
ing electric field distributions are denoted as “modes”. This oversimplified
approach is flawed because not all the modes can be excited by a fixed inci-
dent field and exploiting moreover, a given peak can result from the interplay
between more modes and, so, a correct analysis of the interference phenomena
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2 MIM FOR THE SCATTERING BY NANOPARTICLES

cannot be done. Rigorous approaches are possible and differ one from the other
according to the choice of the modes. The most used classes of modes are the
quasi normal modes (QNMs) [2–4] and the characteristic modes [5]. The for-
mer modes depend on the material and on the geometry of the scatterer. They
are not orthogonal in the usual sense and they diverge exponentially at large
distances [3]. Because of that, a proper normalization process is needed [6, 7].
The latter depend on the frequency, on the material, and on the geometry of
the scatterer. However, they are real and verify a weighted orthogonality.

Throughout this thesis chapter, we are going to introduce a third possi-
ble choice, the so called material independent modes (MIMs) [8, 9]. These
modes do depend on the geometry of the scatterer and on the incident fre-
quency, but do not depend on the material constituting the object. They are
not orthogonal in the usual sense but verify a bi-orthogonality relation. More-
over, they do not diverge at infinity and, so, no normalization is needed. Over
the years, MIMs have been calculated in the quasistatic limit [10–14], long
wavelength limit [8], for the scalar Mie scattering [15]. They have been also
derived within the quasistatic [16] and retarded [17] single dipole approxi-
mation. More recently, MIMs have been derived for the full-retarded vector
scattering by homogeneous spheres [9], by coated spheres [18], by arbitrary
shaped nanoparticles [19], by quasi-1D nanoribbons [20], by flat slabs [21],
and by 2D bodies [22]. The MIM choice induces a natural separation of the
roles played by the geometry and by the material in the scattering process: the
shape dictates the modes; the material, which only appears in the coefficients,
weights their contribution to the scattered field. Moreover, the coefficients of
the expansion are simple rational functions of the permittivity and this has sug-
gested a straightforward methodology to design the permittivity of the object
to pursue a prescribed tailoring of the scattered field, including the cancella-
tion of the backscattering, the suppression of a given multipolar order, and the
maximization of the scattered field in the near-field zone [9, 23].

Furthermore, it has been also shown that the investigation of the eigenval-
ues (which essentially are eigenpermittivities) associated to the MIMs unveils
important structural properties of the resonances [24], which suggest to subdi-
vide the modes in two classes: the plasmonic modes and the photonic modes.
When the linear dimension of the nanostructure is much smaller than the in-
cident wavelength, no power is radiated to infinity, the modes do not decay in
time, and the system can be described either by an electro-quasistatic approx-
imation of the Maxwell’s equations or by a magneto-quasistatic one. In this
limit, the plasmonic modes present a quasi-electrostatic nature [25], while the
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photonic modes a magneto-quasistatic one [26]; and they respectively resonate
in plasmonic material and in high index dielectrics.

In this thesis chapter, the general definition of the MIM problem is in-
troduced (section 1.1) and discussed in its main differences with the widely
adopted quasi normal modes (section 1.1.1). A comparison between mate-
rial independent modes and quasi normal modes is carried out in the one-
dimensional case. Then, in sections 1.2 and 1.3, we devote our attention to
the fundamental analytic case of the scattering by an isolated sphere. After
that, in section 1.4, we apply the MIM method to the analysis of the scattering
by a Si sphere and by a Ag sphere (section 1.4.1) and then to the material de-
sign to minimize the back-scattering (section 1.4.2). This chapter is mostly a
redrafting of [19]1, with some additional insights.

1.1 Material independent modes

𝑬𝑠
+

𝜀𝑟

𝑬𝑠
−

𝛺

ො𝑛

𝜕𝛺

𝑬𝑖

Figure 1.1: Sketch of the homogeneous scatterer.

We now consider the electromagnetic scattering by a homogeneous object
occupying a regular region Ω of the space, with boundary ∂Ω, sketched in fig-
ure 1.1. The object is excited by a time harmonic electromagnetic field incom-
ing from infinity Re

{
Ei (r) e−iωt

}
. The medium is a non-magnetic isotropic

1Copyright (2018) by Springer Nature.



4 MIM FOR THE SCATTERING BY NANOPARTICLES

homogeneous dielectric with relative permittivity εr (ω), surrounded by vac-
uum. Let E+

S and E−S be the scattered electric fields in Ω and R3\Ω̄, respec-
tively2. The Maxwell’s equations lead to

∇2E+
S + k2

0εr (ω) E+
S = k2

0 [1− εr (ω)] Ei in Ω, (1.1)

∇2E−S + k2
0E−S = 0 inR3\Ω̄, (1.2)

n̂×
(
E−S −E+

S

)
= 0 on ∂Ω, (1.3)

n̂×
(
∇×E−S −∇×E+

S

)
= 0 on ∂Ω, (1.4)

where k0 = ω/c0, c0 is the light velocity in vacuum and n̂ is the outgoing nor-
mal to ∂Ω. Equations (1.1)-(1.4) have to be solved with the radiation condi-
tions for the scattered field, namely the regularity and Silver-Müller condition
at infinity:

E+
S = o

(
1

r

)
∇×E+

S = o

(
1

r

)
, E+

S +
1

ik0
r̂×∇×E+

S = o

(
1

r

)
, (1.5)

which constraint the scattered field to be an outgoing wave. This problem has
a unique solution if Im {εr} > 0 [27].

This scattering problem is linear so it is useful to reduce it to an algebraic
form. The idea that we are going to use can be well understood by looking at
the following finite dimensional problem: (A+ β)x = b, with A self-adjoint.
It can be solved directly, by writing x = (A+ β)−1 b, or it can be solved in
a "modal" way. That is to say, we first solve the eigenproblem −Ax = λx.
Then, said {xi}i a basis of orthogonal eigenvectors and {λi}i the correspond-
ing eigenvalues, we derive the following expansion for the solution:

x =
∑
i

cixi =
∑
i

1

β − λi
〈xi|b〉
〈xi|xi〉

xi. (1.6)

We proceed in a similar way for the scattering problem and, instead of solving
(1.1)-(1.5) directly, we introduce the following auxiliary eigenvalue problem:

−k−2
0 ∇2C = γC in Ω, (1.7)

with the requirement for the eigenmodes C to verify the (1.2)-(1.5)3. The
spectrum of the operator−∇2 in Ω with the conditions (1.2)-(1.5) is countably

2Ω̄ is the closure of Ω.
3Let us notice that this problem can be written in a more compact and comfortable form by

introducing the exterior outgoing Calderón operator Ce [27]. It takes the tangential component
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infinite, we denote it with {γn}n∈N, and it is made of complex eigenvalues with
Im {γn} < 0. As often happens when we deal with open systems, the operator
is not self-adjoint. However, it is possible to reach an expansion like (1.6) ob-
serving that the conditions (1.2)-(1.5) make the Laplacian operator symmetric;
and so that the following statement holds: given two eigenmodes Cr and Cs

corresponding to two eigenvalues γr and γs, even if they are not orthogonal in
the usual sense, i.e. 〈Cr,Cs〉Ω 6= 0, where

〈A,B〉V =

˚
V

A∗ ·BdV, (1.11)

they verify [9]:
〈C∗r ,Cs〉Ω = 0 if γr 6= γs. (1.12)

Thus, the solution of the problem (1.1)-(1.5) can be expressed in the form:

E+
S = (1− εr)

∞∑
n=1

1

εr − γn
〈C∗n,Ei〉Ω
〈C∗n,Cn〉Ω

Cn. (1.13)

The eigenvalues γn and the eigenfunctions Cn are permittivity (i.e. ma-
terial) independent, they only depend on the geometry of the scatterer and on
the frequency we are working at. Thus, from this expansion we can appreciate
the different roles played by the geometry and by the material in the scattering
problem: the geometry dictates the shape of the available scattering patterns
through the Cn; the material weights the contribution of each pattern to the to-
tal scattered field. And it is worth noticing that it appears in the multiplicative
factors only in the simple form: 1/ (εr − γn). It gives us the chance to define
a natural notion of material resonance according to which, a given material
independent mode Cr resonates when the relative permittivity of the object εr
approaches the corresponding eigenvalue γn. In particular, assuming a mate-
rial of εr arbitrarily close to a given γn and an incident field Ei able to excite

of the scattered electric field on ∂Ω, i.e. n̂×E−S
∣∣
∂Ω

, where E−S is solution of the scattering
problem, and returns the tangential component of its curl n̂×∇×E−S

∣∣
∂Ω

, ensuring that the
(1.2)-(1.5) are verified:

Ce
{
n̂×E−S

∣∣
∂Ω

}
= n̂×∇×E−S

∣∣
∂Ω
. (1.8)

This operator, thus, folds the entire problem inside the bounded domain Ω:

−k−2
0 ∇

2C = γC in Ω (1.9)

Ce {n̂×C} = n̂×∇×C on ∂Ω. (1.10)
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Cn (we need 〈C∗n,Ei〉Ω 6= 0), the scattering response will be dominated by
the single mode Cn.

Because of that, the eigenvalues γn are indeed eigen-permittivities and it
is important to study what are their real and imaginary parts. As a matter of
fact, it will tell us whether it is possible or not, for a given material, to match a
particular resonance condition. It can be proved that [9]:

γn =
1

‖Cn‖2Ω

[
‖∇ ×Cn‖2R3

k2
0

− ‖Cn‖2R3\Ω̄ − i
"
S∞

|Cn|2
k0

dS

]
, (1.14)

where ‖A‖2V = 〈A,A〉V , and S∞ is limR→∞ SR, where SR is a sphere of ra-
dius R containing the scatterer. From here we see that Re {γn} does not have
a definite sign while Im {γn} is negative and proportional to the contribution
of the corresponding mode to the power radiated to infinity. The undefined
sign of Re {γn} corresponds to the existence of both modes able to resonate
in plasmonic materials, the plasmonic modes (Re {γn} < 0), and modes able
to resonate in dielectrics, the photonic modes (Re {γn} > 0). Im {γn} < 0
is the necessary condition to lose the uniqueness of the solution in the scatter-
ing probem. From the physical point of view, it implies that, in the retarded
regime, no passive material can perfectly match the condition εr = γn, and
so we can only aim to minimize the distance between εr and γn. Let’s ob-
serve that the above definition of plasmonic and photonic modes can sound a
bit unsatisfactory if we observe that Re {γn} can change sign as the frequency
varies, while the fundamental nature of the corresponding mode doesn’t. So,
to give a less ambiguous classification of the modes, we can look at their be-
haviour in the quasistatic limit. When the incident wavelength is much bigger
than the linear dimension of the object, the modes do not radiate power to
infinity anymore and, thus, the imaginary part of γn goes to zero and the res-
onance condition can be, at least in theory, perfectly matched. Therefore, the
classification of the modes is refined as follows: the ones that at the quasistatic
limit resonates in plasmonic material and the ones that resonate in high index
dielectrics. Both types of resonances can be computed by solving a proper qua-
sistatic problem that predicts their existence and that is extremely simpler than
the full-wave one. The plasmonic resonances have the well-known electro-
quasistatic origin, deeply investigated in plasmonics over time [25]. The high-
index dielectric resonances have a magneto-quasistatic origin, that only very
recently has been highlighted [26]. This magneto-quasistatic picture is novel
and could play an important role in the future developments of the scattering
theory, since high-index dielectric are receiving great attention in the recent
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period as a possible alternative to the plague of the losses in the metals. The
magneto-quasistatic problem represents a huge simplification in the study of
these resonances, compared to the full-wave methods today used.

1.1.1 Differences between material independent modes and quasi
normal modes

Since the open systems are often investigated by using quasi normal modes
[2, 4], it is instructive to highlight the major differences between QNMs and
MIMs.

The QNMs are solution of the following eigenvalue problem:

−∇2F+ =
ξ2

c2
εrF

+ in Ω, (1.15)

−∇2F− =
ξ2

c2
F− inR3\Ω̄, (1.16)

n̂×
(
F− − F+

)
= 0 on ∂Ω, (1.17)

n̂×
(
∇× F− −∇× F+

)
= 0 on ∂Ω, (1.18)

with the Silver-Müller conditions at infinity, namely

F− +
c

iξ
r̂×∇× F− = o

(
1

r

)
, (1.19)

where the eigenvalues ξ constitute a countable infinite set.
The two problems are somehow dual. In the MIM case, the eigenmodes

and the eigenvalues depend upon the shape and the frequency but do not de-
pend on the material. In the QNM case, the eigenmodes and the eigenvalues
depend upon the shape and the material but do not depend on the frequency.
The two modal approaches respectively corresponds to the following two dif-
ferent pictures of the scattering problem: the material picture, where the fre-
quency is fixed and the material properties are studied; the frequency picture
where the material is fixed and the frequency response is analyzed. One ap-
proach could be better than the other according to the needs. For example, the
dependence of ξ and F on the permittivity makes the QNMs unattractive for
the material design of an object to achieve a prescribed tailoring of the scat-
tered field. This is because the expansion in terms of QNMs of the electric
field solution of the inhomogeneous scattering problem is a very complicated
function of the permittivity. On the contrary, once that the material constitut-
ing the nanostructure is chosen, a frequency study is straightforward using the
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QNM approach while it is more challenging with the MIM method. However,
if our purpose is the complete understanding of the nanostructure both from
the material point of view and from the frequency behaviour, the MIMs appear
much more convenient than the QNMs. Indeed, while in the MIM case, to have
a complete description in frequency, we have to provide a modal expansion for
the half-axis ω > 0, in the QNM case, to have a complete description from the
material point of view, we have to do it for the half-plane Im {εr} > 0.

Mowever, there is another important difference to mention: in the QNM
case, the spectral parameter ξ appears in the Silver-Müller conditions at infin-
ity, while in the MIM case the spectral parameter γ doesn’t. This consider-
ation, together with the property Im {ξn} > 0, has the consequence that the
QNMs diverge exponentially at large distances [3]. Therefore, to be used in
any practical application, they need to be normalized [7]. The problem of the
normalization of the QNMs, which essentially coincides with the problem of
finding the coefficients of the expansion for the scattered field, is an active re-
search area and we don’t want to get into details [4]. We will simply show an
easy one-dimensional example of it. However, it is crucial to point out that, on
the contrary, the material independent modes are bounded and approach zero
at infinity. Thus, no normalization is needed. This is a direct consequence of
the fact that, in the MIM case, the spectral parameter does not appear in the
radiation condition at infinity. As a matter of fact, even if it is true that the
differential operator itself admits the dual interpretation material/frequency,
this is absolutely false for the radiation condition. Indeed, it contains only the
frequency, since the scatterer in bounded in space. This particular reason is
already enough to make the material picture favourite over the frequency one,
at least in the case of homogeneous and isotropic objects.

Eventually, it is important to observe that the MIMs cannot be applied in
the general case of a non-homogeneous medium, i.e. εr(r), unless it does not
have a particular one-parameter dependence. On the other side, the QNMs are
perfect for these kind of situations and the normalization is the prize to pay, in
order to provide a modal expansion of such non-homogeneous open systems.

One-dimensional case

In order to exemplify the differences between QNMs and MIMs, we con-
sider the one-dimensional problem of the electromagnetic scattering by a one-
dimensional slab4.

4The QNM case was derived in [4].
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Figure 1.2: Sketch of the one-dimensional case. Closed resonator in (a), open
resonator in (b).

Closed resonator. First, we consider the case of a dielectric slab of per-
mittivity εr, bounded at z = ±l/2 by two infinite perfect electric conductors
(ideal mirrors). The slab is illuminated by a transverse incident field propagat-
ing along the z-axis and linearly polarized along the x-axis: Ei = Eix̂. We
denote the total field as Etot = Etotx̂ and the scattered field as Es = Esx̂ =
Etot−Ei. For z ∈ [−l/2,+l/2], the incident field is solution of the Maxwell’s
equation in vacuum:

d2Ei
dz2

+
ω2

c2
0

Ei = 0, (1.20)

while the total field Etot verifies:

d2Etot
dz2

+ εr
ω2

c2
0

Etot = 0

Etot|z=±l/2 = 0,

(1.21)

and thus Es is obtained by solving the following problem:

d2Es
dz2

+ εr
ω2

c2
0

Es = (1− εr)
ω2

c2
0

Ei,

Es|z=±l/2 = 0.

(1.22)
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In the material picture, we look for the values of permittivity εr of the slab in
correspondence of which the problem (1.22) has source-free solutions. Thus,
we consider the following auxiliary eigenvalue problem:

− 1

k2
0

d2Cn
dz2

= γnCn

Cn|z=±l/2 = 0.

(1.23)

The eigenvalues constitute a countable infinite set {γn = nπ/x}n, where x =
2πl/λ is the size parameter of the slab; while the corresponding even and odd
eigenmodes are sinusoidal functions:

{cos (x
√
γnz/l)}n∈Ne , {sin (x

√
γnz/l)}n∈No . (1.24)

We can explicitly notice how these modes do not depend on εr.
The modes are, in this case, orthogonal in the usual sense

〈Cn, Cm〉 =

ˆ l/2

−l/2
Cn(z)Cm(z)dz = δn,m〈Cn, Cn〉 (1.25)

and, thanks to that, we can derive the following expansion for the solution of
the non-homogeneous problem (1.22):

Es = (1− εr)
∑
n

1

εr − γn
〈Cn, Ei〉
〈Cn, Cn〉

Cn. (1.26)

In the above expression the dependence on the material and on the geometry
are separated.

In the frequency picture we look for the values of frequency in correspon-
dence of which the problem (1.22) has non-trivial source free solution. Thus,
we consider the following eigenvalue problem:

− c2
0

εr

d2Ei
dz2

= ξ2
nCn,

Cn|±l/2 = 0,

(1.27)

whose eigenvalues are
{
ξn = n

2
1
R
ωc

}
n

where ωc = 2πc0/l is the characteris-
tic frequency, and whose even and odd eigenmodes are:{

cos

(
2π
√
εn
ξn
ωc
z/l

)}
n∈Ne

,

{
sin

(
2π
√
εn
ξn
ωc
z/l

)}
n∈No

. (1.28)
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Now, the orthogonality of the modes:

〈Fn, Fm〉 =

ˆ l/2

−l/2
Fn(z)Fm(z)dz = δn,m〈Fn, Fn〉 (1.29)

brings to this other expansion:

Es = (1− εr)
∑
n

ω2

ξ2
n − ω2

〈Fn, Ei〉
〈Fn, Fn〉

Fn. (1.30)

In a closed resonator, the operator is self-adjoint and the two pictures are per-
fectly equivalent.

Open resonator. We now remove the two mirrors and consider the εr
slab embedded in free-space. The electromagnetic field is no longer confined
within the resonator but can leak outsize. Also in this case, we assume a trans-
verse electromagnetic field.

The equations for Etot, Ei and Es inside the slab are the same as before,
while outside the fields simply propagate

(
d2/dz2 + ω2/c2

0

)
= 0. Then, at

z = ±l/2 the tangential components of the fields have to be continuous.

d2E+
s

dz2
+ εr

ω2

c2
0

E+
s = (1− εr)

ω2

c2
0

Ei when |z| < l/2 (1.31)

d2E−s
dz2

+
ω2

c2
0

E−s = 0 when |z| > l/2 (1.32)

E(+)
s

∣∣∣
±l/2

= E(−)
s

∣∣∣
z=±l/2

. (1.33)

This problem can be folded from the z-axis to the segment [−l/2, l/2], and
re-written in the following compact form5:

d2E+
s

dz2
+ εr

ω2

c2
0

E+
s = (1− εr)

ω2

c2
0

Ei when |z| < l/2 (1.34)

E+
s

∣∣
±l/2 = ∓ c0

iω

dE+
s

dz

∣∣∣∣
z=±l/2

. (1.35)

In the material picture we assume the frequency assigned, and we look for
the values of permittivity in correspondence of which the problem (1.34-1.35)

5Let us notice that this is an example of a concrete use of the Calderon operator, which in
this case takes the form (1.35).
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has non trivial solution. We solve the auxiliary eigenvalue problem:

− 1

k2
0

d2Cn
dz2

= γnCn when |z| < l/2 (1.36)

Cn|±l/2 = ∓ 1

ik0

dCn
dz

∣∣∣∣
z=±l/2

. (1.37)

The eigenpermittivity are the solution of the equation:

eik0
√
γn2lc = Γ2(γn) (1.38)

where Γ =
1−√εr
1+
√
εr

, whose even and odd eigenmodes are:

Cn∈Ne =


cos
(√
γn

x
2

)
e+ix( zl + 1

2), for z < −l/2
cos
(√
γn

x
2

)
, for |z| < −l/2

cos
(√
γn

x
2

)
e+ix( zl−

1
2) for z > l/2

(1.39)

Cn∈No =


− sin

(√
γn

x
2

)
e−ix(

z
l
+ 1

2), for z < −l/2
sin
(√
γn

x
2

)
, for |z| < −l/2

sin
(√
γn

x
2

)
e+ix( zl−

1
2) for z > l/2

, (1.40)

where we have introduced the size parameter x = 2πl/λ. These modes are
bounded for all z ∈ R and, thanks to the following relation:

〈C∗n, Cm〉 =

ˆ l/2

−l/2
CnCmdz = 〈C∗n, Cn〉δn,m, (1.41)

we obtain the expansion:

Es = (1− εr)
∑
n

1

εr − γn
〈C∗n, Ei〉
〈C∗n, Cn〉

Cn. (1.42)

The associated material resonance of a given mode n corresponds to choose
an εr that minimazes the quantity |(εr − γn)/(1− εr)|.

If we now approach the problem in the frequency picture, the following
eigenvalue problem has to be solved:

−c
2
0

εr

d2Cn
dz2

= ξ2
nCn when |z| < l/2 (1.43)

Cn|±l/2 = ∓ c0

iξn

dCn
dz

∣∣∣∣
z=±l/2

, (1.44)
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Figure 1.3: Electric field scattered by a dielectric slab of thickness l and εr =
1.5, assuming an incident wavelength of λ = l. The transverse excitation has
unitary intensity. The MIM expansion using 3, 4, and 10 modes is compared
with the exact solution.

and the eigenvalues ξn enter in the boundary condition.
Its eigenmodes are:

Fn∈Ne =


cos
(
π ξnω0

√
εr

)
e+i2π ξn

ωc
( zl + 1

2) for z < −l/2
cos
(

2π ξnωc
√
εr
z
l

)
for |z| < l/2

cos
(
π ξnω0

√
εr

)
e−i2π

ξn
ωc

( zl−
1
2) for z > l/2,

(1.45)

Fn∈No =


− sin

(
π ξnω0

√
εr

)
e+i2π ξn

ωc
( zl + 1

2) for z < −l/2
sin
(

2π ξnωc
√
εr
z
l

)
for |z| < l/2

sin
(
π ξnω0

√
εr

)
e−i2π

ξn
ωc

( zl−
1
2) for z > l/2.

(1.46)

Since ξn is complex and Im {ξn} > 0, they are unbounded. So, in order to
provide a proper expansion on the scattered field an extra-step, compared to
the MIM case, has to be done. Using the Lorentz reciprocity principle, we can
derive the following orthogonal relation [4]:

ˆ l/2

−l/2
ε0εrFnFm − µ0HnHmdz = 0 for n 6= m, (1.47)
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Figure 1.4: Electric field scattered by a dielectric slab of thickness l and εr =
1.5, assuming an incident wavelength of λ = l. The transverse excitation has
unitary intensity. The QNM expansion using 2, 4, 8, and 12 modes is compared
with the exact solution.

where Hn = − i
ωµ0

∂zFn is the magnetic field associated to the eigenmode
Fn. Using this property, it is possible to derive the following expansion for the
scattered field [4]:

Es = (1− εr)
∑
n

ω

ω − ξn

(ˆ l/2

−l/2
EiFndz

)
Fn. (1.48)

The resonance frequency of a given mode n is the ω ∈ R minimizing the
quantity |(ω − ξn)/ω|.

In figures 1.3 and 1.4 we study the scattered electric field by a dielectric
slab of thickness l and permittivity εr = 1.5, when an incident field of wave-
length λ = l is propagating. The transverse excitation has unitary intensity. In
figure 1.3, we compare the MIM expansion truncating the number of modes up
to Nmax = 3, , 4, and 10, with the direct (analytic) solution of the scattering
problem and we find that it is perfectly satisfactory already for Nmax = 10. In
figure 1.4, we compare the QNM expansion using 2, 4, 8, and 12 modes with
the exact solution. It is apparent that, by increasing the number of modes in
the representation, the agreement with the exact solution improves. Neverthe-
less, it is worth to point out that, even by using Nmax = 12 basis functions,
there is still disagreement on the slab boundaries between the exact solution
and the QNM expansion. Therefore, it appears, in this simple example, that
the MIMs are more suitable for the representation of the scattered field than
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Figure 1.5: Spherical coordinate system centred on the sphere of size parame-
ter x occupying the region Ω. We denote with r the radial distance, and with θ
and φ the polar and azimuthal angles, respectively.

the QNMs quasi-normal-modes, since they guarantee the convergence to the
exact solution with a minor number of modes.

1.2 Scattering by a sphere

We now apply this theory to the most representative and investigated scenario
within the study of the scattering by nanoparticles: the scattering by a single
sphere. Thus, let’s assume that the region Ω is a sphere of radius R, sketched
in figure 1.5, with size parameter x = 2π R/λ, where λ is the incident wave-
length. We can write the material independent modes inside Ω as expansions
of vector spherical wave functions (VSWFs are defined in Appendix A) [28]:

C (r) =
∞∑
n=1

n∑
m=0

{
CemnM

(1)
emn (

√
γk0r) + ComnM

(1)
omn (

√
γk0r)

+DemnN
(1)
emn (

√
γk0r) +DomnN

(1)
omn (

√
γk0r)

}
, (1.49)

where the subscripts e and o denote even and odd, and the superscript (1),
appended to the VSWFs, denotes that the radial dependence is given by the
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Bessel function j(1)
n (·), which are regular at the origin. Their expansion it the

external region R3\Ω̄ can be written as:

C (r) =

∞∑
n=1

n∑
m=0

{
BemnM

(3)
emn (k0r) +BomnM

(3)
omn (k0r) +

AemnN
(3)
emn (k0r) +AomnN

(3)
omn (k0r)

}
, (1.50)

where the superscript (3), appended to the VSWFs, denotes that the radial
dependence is given by the Hankel function h(1)

n (·), which satisfies the Silver-
Müller condition at infinity.

By enforcing the continuity of the tangential components of C and∇×C
on the surface of the sphere and exploiting the orthogonality of the VSWFs,
we derive the eigenvalues and the eigenvectors of the problem. The former
are an infinite countable set which is union of two subsets {αnl}(n,l)∈N2 and
{βnl}(n,l)∈N2 , whose computation is traced back to the problem of finding the
roots of two classes of power series. The procedure and the corresponding
power series can be found in [19]. The eigenspaces corresponding to the eigen-
values αnl and βnl are spanned by the eigenfunctions:

C
(α)
pmnl =

 N
(1)
e
omn

(√
αnlk0r

)
r ∈ Ω

√
αnljn(

√
αnlx)

h
(1)
n (x)

N
(3)
pmn (k0r) r ∈ R3\Ω̄

, (1.51)

C
(β)
pmnl =

 M
(1)
e
omn

(√
βnlk0r

)
r ∈ Ω

jn(
√
βnlx)

h
(1)
n (x)

M
(3)
pmn (k0r) r ∈ R3\Ω̄

. (1.52)

The modes C
(α)
pmnl have no radial magnetic field component and are therefore

called electric type or TM modes. Vice versa the modes C
(β)
pmnl have no radial

electric field component and are denoted as magnetic type or TE modes. The
modal indices p,m, n, l have the following meaning. The subscript p ∈ {e, o}
distinguishes between even and odd modes with respect to the azimuthal de-
pendence. The numbers n ∈ N and 0 ≤ m ≤ n define the angular dependence
of the mode: m defines the number of oscillations along the azimuth, n is as-
sociated with the number of lobes of the mode amplitude at any given radial
distance. In particular, the modes with n = 1 are the dipolar modes, those with
n = 2 are the quadrupolar modes, and so on. The mode number l ∈ N gives
the number of maxima of the mode amplitude along the radial direction inside
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the sphere. We denote the electric and magnetic modes as fundamental when
l = 1, and as higher order modes when l ≥ 2.

It is worth noting that higher order electric modes and magnetic modes are
not contemplated by the electrostatic resonance theory [14] but they have a
magneto-quasistatic origin [26]. This difference corresponds to another classi-
fication of the modes, different form the aforementioned electric/magnetic or
TM/TE. This is the classification of the modes according to their quasistatic
bahaviour introduced in section 1.1, the fundamental electric modes are plas-
monic modes, while the high order electric modes and the magnetic modes
are photonic modes. This subdivision can also be understood by looking at
figure 1.6, where we plot the spatial profile of some modes. We see that the
fundamental electric (TM with l = 1) have the typical dipole, quadrupole, oc-
tupole caracter, with their wells and sources. While the higher order electric
type (TM with l > 1) and the magnetic type (TE) show a completely different
vortex profiles.

Let us consider an external excitation Ei, assumed to be solenoidal and
solution of the Maxwell’s equations in vacuum. Thus, it can be represented
within the spherical region Ω in terms of the eigenmodes C

(α)
pmnl (r) and

C
(β)
pmnl (r):

Ei (r) =
∑
pmnl

(
ApmnlC

(α)
pmnl (r) +BpmnlC

(β)
pmnl (r)

)
∀r ∈ Ω, f (1.53)

where
∑
pmnl

=
∑

p∈{e,o}

∞∑
n=1

n∑
m=0

∞∑
l=1

, and

Apmnl =
〈C(α)∗

pmnl,Ei〉Ω
〈C(α)∗

pmnl,C
(α)
pmnl〉Ω

, Bpmnl =
〈C(β)∗

pmnl,Ei〉Ω
〈C(β)∗

pmnl,C
(β)
pmnl〉Ω

, (1.54)

Therefore, it is straightforward to obtain the scattered field inside the
sphere by using (1.13):

E+
S (r) = (εr − 1)

∑
pmnl

(
Apmnl
αnl − εr

C
(α)
pmnl (r) +

Bpmnl
βnl − εr

C
(β)
pmnl (r)

)
.

(1.55)
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𝑛 = 1

𝑛 = 2

𝑛 = 3

𝑙 = 1 𝑙 = 2 𝑙 = 3 𝑙 = 1 𝑙 = 2 𝑙 = 3

Figure 1.6: Projections of the material independent modes of an isolated sphere
over a section of the sphere.

1.3 Resonances in a homogeneous sphere

From the expansion (1.55) it is possible to deduce the general properties of the
scattering resonances of a sphere. For passive materials (Im {εr} ≥ 0), the
quantities |αnl − εr| and |βnl − εr| do not vanish as ω varies for a given R,
because Im {αnl} < 0 and Im {βnl} < 0. Nevertheless, the mode amplitudes
Apmnl/(αnl − εr) and Bpmnl/(βnl − εr) reach their maximum when, for a
givenR and εr (x), the residua r(α)

nl and r(β)
nl are minimum as x varies, namely:

r
(α)
nl = |εr (x)− αnl (x)| = Minimum

x
,

r
(β)
nl = |εr (x)− βnl (x)| = Minimum

x
,

(1.56)

respectively. These are the conditions that maximize the contribution of the
modes C

(α)
pmnl and C

(β)
pmnl as x varies, and define the resonance frequencies of

the modes, i.e. ω = c/Rx, and do not depend on the excitation. In other
words, eq. (1.55) exemplifies that, for a fixed frequency, when the scatterer’s
material closely approaches an eigenvalue, the corresponding mode undergoes
a boost, namely a resonance in a material picture. This picture is dual with
respect to the frequency picture, where the material is instead fixed and the
frequency plays the role of the spectral parameter. The material picture is par-
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ticularly relevant in light of the latest advances in the design/fabrication tech-
niques of metamaterials, which are enabling the effective value of material’s
permittivity and permeability to be engineered with increasing precision.

We denote the specific values of x that minimize the residua introduced
in (1.56) as x(α)

nl and x(β)
nl , the corresponding values of the poles as α̂nl and

β̂nl, and the minimum residua as r̂(α)
nl and r̂(β)

nl . The width of a mode is re-
lated to the minimum value of the residuum. Specifically, a larger residuum
is associated to a wider resonance. Thus, according to the needs, we can fix a
given threshold ρ a priori and say narrow a mode verifying r̂nl < ρ, and broad
otherwise.

We recall that both αnl and βnl are independent of the sphere’s permit-
tivity, but they only depend on the size parameter x. Therefore, they can be
exhaustively described by the loci they span in the complex plane as a function
of x. The resulting diagrams are universal, because they apply to any homo-
geneous sphere, and represent an invaluable tool to investigate the resonances
of the nanoparticles.

The real part of αnl and βnl can be either positive or negative. If negative,
the condition (1.56) can be satisfied by metals in the visible spectral range
(Re {εr} < 0), causing a plasmon resonances. If positive, the condition (1.56)
is verified by dielectrics (Re {εr} ≥ 0), causing a photonic resonances.

In figure 1.7 (a), we plot the locus spanned by the eigenvalue α11, which is
associated with the fundamental electric dipole C

(α)
pm11 shown in figure 1.6. For

x� 1, α11 approaches the value−2, in agreement with the Fröhlich condition
[29]. This is consistent with equation (1.14) that shows that Re {γn} < 0 in
the quasi-electrostatic limit where∇×Cn ≈ 0. Therefore, for finite values of
x, the condition (1.56) applied to the fundamental dipole represents the natural
extension of the Fröhlich condition to the full-retarded case. By increasing
x, both the real and the imaginary part of α11 move toward more negative
values. The decrease of the real part implies, for low losses Drude metals, a
red shift of the corresponding resonant frequency [30]. When x ≈ 0.72, the
quantity Re {α11} reaches a minimum and then starts increasing. For larger
x, α11 lies in fourth quadrant of the complex plane. Then, Re {α11} increases
until x ≈ 2 where it reaches the maximum value of 0.48, and eventually α11

asymptotically approaches the origin of the complex plane.
The loci spanned the α1l with l = 2, 3, 4, 5, shown in figure 1.7 (b), man-

ifest a very different nature. In fact, α1l always lies in the fourth quadrant
of the complex plane irrespectively of the mode order l ≥ 2. Moreover, for
x → 0, the real part of α1l increases, while Im {α1l} approaches zero. This
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Figure 1.7: Universal loci spanned in the complex plane by the eigenval-
ues αnl of the electric type eigenmodes of a dielectric sphere by varying its
size parameter x ∈ [0.01, 100]. We show the eigenvalues of the fundamen-
tal (a) and higher order dipole modes (b), fundamental (c) and higher order
(d) quadrupole modes, fundamental (e) and higher order (f) octupole modes.
The panels (a,c,e) are in linear scale. The panels (b,d,f) are in semilog scale.
(Adapted from [9]. Copyright (2016) by the American Physical Society.)

fact means that, in order these modes to be excited in the quasistatic limit, we
need high index dielectrics. By increasing x, Re {α1l} moves toward smaller
values, while the imaginary part decreases and reaches a minimum. Eventu-
ally, α1l approaches the origin of the complex plane for very high values of
x.

In figures 1.7 (c) and (e), we plot the loci spanned by α21 and α31 of
the fundamental (l = 1) electric quadrupole and octupole eigenmodes. In
this case, for x → 0, the eigenvalues α21 and α31 approach respectively the



1.3. RESONANCES IN A HOMOGENEOUS SPHERE 21

Figure 1.8: Universal loci spanned in the complex plane by the eigenvalues
βnl of the magnetic-type eigenmodes of a dielectric sphere by varying its
size parameter x ∈ [0.01, 100]. We show the eigenvalues of the fundamen-
tal (a) and higher order (b) dipole modes, fundamental (c) and higher order
(d) quadrupole modes, fundamental (e) and higher order (f) octupole modes.
The panels (a,c,e) are in linear scale. The panels (b,d,f) are in semilog scale.
(Adapted from [9]. Copyright (2016) by the American Physical Society.)
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values −1.5 and −1.33, which agree with the electro-quasistatic approxima-
tion [13,14]. In figures 1.7 (d) and (f), we show the loci of higher order electric
quadrupole and octupole modes, which display a behavior similar to higher or-
der electric dipole modes.

Let us now consider the eigenvalues βnl of the magnetic type eigenmodes.
The eigenvalues of both the fundamental magnetic eigenmodes, i.e. βn1 shown
in figure 1.8 (a,c,e) for n = 1, 2, 3, and higher order magnetic eigenmodes, i.e.
βnl shown in figure 1.8 (b,d,f) for l = 2, 3, 4, 5, exhibit the same behavior of
the eigenvalue of higher order electric modes. We see that they share the same
behaviour of the higher order electric modes.

In conclusion, the loci spanned by the eigenvalues associated with the fun-
damental electric dipole C

(α)
pm11, quadrupole C

(α)
pm21, and octupole C

(α)
pm31 are

confined in a limited region of the complex plane, because −3 ≤ Re {α11} ≤
0.48, −2.94 ≤ Re {α21} ≤ 0.71, and −3.1578 ≤ Re {α31} ≤ 1.0176, re-
spectively. Therefore, according to the definition given before, these modes
are broad for spheres with moderately positive permittivity, e.g. Si (εr ≈ 16).
Instead, they may be narrow for metal spheres in the visible spectral range,
whose permittivity belongs to the second quadrant of the complex plane. These
are the plasmonic modes. On the contrary, the loci spanned by higher order
electric modes and by all the magnetic modes always belong to the fourth
quadrant of the complex plane, for any value of x. Thus, they are broad in
metal sphere and may be narrow in particles with moderately positive permit-
tivity. These are the photonic modes.

1.4 Analysis and synthesis using material independent
modes

Here we want to show how to use the above framework in the analysis of the
scattering by nanoparticles and in the material synthesis of them. We will use
the simple case of the scattering by an isolated sphere, but it has already been
shown how everything can be applied to quasi-1D resonators [20], surfaces
[22], coated-sphere [18, 31], dimers [32] and arbitrarily shaped nanoparticles
[33]. To start, let us observe that, due to the bi-orthogonality property of Eq.
(1.12), we have

〈C(δ)∗
pmnl, C

(δ′)
p′m′n′l′〉Ω = 0 ∀ (δ, p,m, n, l) 6=

(
δ′, p′,m′, n′, l′

)
, (1.57)
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where δ, δ′ ∈ {α, β}. Moreover, due to the spherical symmetry, we also have
that a subset of the modes is orthogonal on every spherical surface:

ˆ 2π

0

ˆ π

0

(
C

(δ)
pmnl

)∗
·C(δ′)

p′m′n′l′ sin (θ) dθdφ = 0

∀ (δ, p,m, n) 6=
(
δ′, p′,m′, n′

)
.

(1.58)

In particular, the plasmonic modes are orthogonal in power, and thus they can-
not interfere in the total scattered power. While, in general, since the material
independent modes only verify the (1.12), they do interfere.

Coupling with a plane wave

Let us assume that the incident field is a x-polarized plane wave propagating
along the z-axis:

Ei (r) = E0e
ikz êx. (1.59)

It can be shown that the scattered field takes the form [9]:

E+
S (r) = (εr − 1)

∞∑
n=1

En

∞∑
l=1

[
Bnl

βnl − εr
M

(1)
o1n

(√
βnl k0r

)
−i Anl
αnl − εr

N
(1)
e1n (
√
αnl k0r)

]
E−S (r) = (εr − 1)

∞∑
n=1

En

h
(1)
n (x)

∞∑
l=1

[
Bnljn

(√
βnl x

)
βnl − εr

M
(3)
o1n (k0r)

−iAnl
√
αnl jn

(√
αnl x

)
αnl − εr

N
(3)
e1n (k0r)

]
,

(1.60)

where: :

Anl =
〈N(1)∗

e1n

(√
αnlk0r

)
,N

(1)
e1n (k0r)〉Ω

〈N(1)∗
e1n

(√
αnlk0r

)
,N

(1)
e1n

(√
αnlk0r

)
〉Ω
, (1.61)

Bnl =
〈M(1)∗

o1n

(√
βnlk0r

)
,M

(1)
o1n (k0r)〉Ω

〈M(1)∗
o1n

(√
βnlk0r

)
,M

(1)
o1n

(√
βnlk0r

)
〉Ω
. (1.62)

As reference result, we consider the solution of the problem using the stan-
dard Mie theory [28]. The scattered field has the following expansion in terms
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of VSWFs:

E−S =

nmax∑
n=1

En

(
ianN

(3)
e1n (k0r)− bnM(3)

o1n (k0r)
)
, (1.63)

where an and bn are the Mie scattering coefficients, which can be found in [28],
and En = in(2n+ 1)/ [n(n+ 1)]. It is worth noting that the Mie coefficients
an and bn are complicated functions of εr. It makes the material design through
Mie theory much more complex than the one using the material independent
modes, which we will be shown in section 1.4.2.

According to the definition of the scattering cross-section σsca given in
[28], the following expressions for σsca holds:

σsca =
1

x2

nmax∑
n=1

(∣∣ lmax∑
l=1

unl
∣∣2 +

∣∣ lmax∑
l=1

vnl
∣∣2), (1.64)

σsca =
2

x2

nmax∑
n=1

(2n+ 1)
(
|an|2 + |bn|2

)
, (1.65)

where the coefficients unl and vnl can be found in [19]. In figure 1.9 we val-
idate the expansion (1.60) by comparing these two scattering cross-sections.
All the details can be found in [19]. We plot σsca for x = π (a) and x = 2π
(b) as a function of εr. In figure 1.9 (a) we plot the scattering efficiency of
the sphere with x = π, truncating the inner sum of (1.64) to lmax = 1
(blue line) and to lmax = 3 (red line). When only the fundamental modes
(lmax = 1) are considered, we have agreement with the standard Mie theory
only for small values of εr, while increasing lmax to 3 the results of the two
approaches closely agree. The scattering efficiency of the sphere with size pa-
rameter x = 2π is shown in figure 1.9 (b). Here, we truncated the inner sum
to lmax = 3 (blue line) and to lmax = 6 (red line). Although for lmax = 3
it is apparent a moderate disagreement with the Mie theory, for lmax = 6 the
outcomes of the two approaches become almost indistinguishable.

1.4.1 Resonances and interferences in the scattering by Si and Ag
spheres

As an example of the efficiency of the MIM method in the analysis of nanos-
tructures, we compare the spectrum of the scattered patterns by a sphere of
silicon (Si) of R = 100 nm and by a sphere of silver (Ag) of R = 60 nm. We
describe the Ag permittivity εr,Ag by using experimental data [34], while for
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Figure 1.9: Scattering efficiency σsca of a dielectric sphere with size parameter
x = π (a) and x = 2π (b) excited by a linearly polarized plane wave, as a func-
tion of εr ∈ [−4, 6] calculated using equation (1.64) and with the standard Mie
theory, equation (1.65). In all the calculations we have assumed nmax = 10.
(Panel (b) was adapted from [9]. Copyright (2016) by the American Physical
Society.)

Si we employ a constant permittivity, i.e. εr,Si = 16. First of all, in tables 1.1
and 1.2 we list, for some representative modes of the investigated spheres, the
quantities x(α)

nl and x(β)
nl , which are the values of x minimizing the residua in-

troduced in (1.56). We also show the corresponding values of the poles α̂nl and
β̂nl, and the minimum residua r̂(α)

nl and r̂(β)
nl . The resonant frequencies can be

immediately obtained from x
(α)
nl and x(β)

nl by using the relation ω = c/Rx. We
highlight in bold the narrow modes, fixing a threshold of ρ = 5. We searched
for the minima in the range x ∈ [0.01, 100] and x ∈ [0.19, 1.08] for Si and Ag,
respectively.

For the Si sphere, table 1.1 shows that the minimum residua associated
with the plasmon modes (fundamental electric modes) are roughly one order
of magnitude larger than the ones associated to the photonic modes (higher
order electric modes and to the magnetic modes). For this reason, the funda-
mental electric modes are broad, while the higher order electric modes and the
magnetic modes are narrow. Furthermore, table 1.1 shows that the real parts
of the poles associated to the higher order electric modes and to the magnetic
modes all approach the value of εr,Si = 16.

For Ag particles exactly the opposite happens. Table 1.2 shows that the
residua exhibited by the photonic modes are much larger than the ones of the
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Table 1.1: Values of xminimizing the residua, corresponding poles and residua
for a 100 nm Si sphere. (Adapted from [24]. Copyright (2017) by IOP Pub-
lishing.)

n l x
(α)
nl α̂nl r̂

(α)
nl x

(β)
nl β̂nl r̂

(β)
nl

1 1 2.20 0.48 - 0.96 i 15.6 0.75 16.2 - 1.07 i 1.08
1 2 1.06 16.3 - 2.15 i 2.17 1.55 15.9 - 0.96 i 0.97
2 1 2.99 0.70 - 1.33 i 15.3 1.09 16.2 - 0.21 i 0.27
2 2 1.38 16.0 - 0.31 i 0.31 1.89 16.0 - 0.45 i 0.45
3 1 3.86 1.00 - 1.67 i 15.1 1.42 15.9 - 0.04 i 0.07

Table 1.2: Values of xminimizing the residua, corresponding poles and residua
for a 60 nm Ag sphere. (Adapted from [24]. Copyright (2017) by IOP Pub-
lishing.)

n l x
(α)
nl α̂nl r̂

(α)
nl x

(β)
nl β̂nl r̂

(β)
nl

1 1 0.92 -2.42 - 2.61 i 3.0 1.08 7.6 - 1.17 i 8.55
1 2 1.25 11.8 - 2.2 i 10.3 1.08 33.0 - 1.04 i 33.9
2 1 1.0 -2.03 - 0.11 i 0.35 1.08 16.5 - 0.20 i 17.4
2 2 1.25 19.8 - 0.19 i 17.6 1.08 50.5 - 0.19 i 51.3
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Figure 1.10: Scattering efficiency σsca of the investigated Si (a) and Ag (c)
spheres as function of x. Absolute value of the coefficients unl and vnl as a
function of x for Si (b) and Ag (d) spheres. The vertical dashed lines represent
the resonance positions x(α)

nl and x(β)
nl , as listed in the third and sixth columns

of tables 1.1, 1.2. (Adapted from [24]. Copyright (2017) by IOP Publishing.)

plasmonic modes. In particular, the former modes are broad, while the latter
are narrow.

In conclusion, the narrow modes in metal and silicon spheres constitute
two disjoint sets. This fact explains why silicon and metal nano-sphere of
comparable size exhibit remarkably different resonant behaviours. In partic-
ular, magnetic type modes are always broad in metal spheres, regardless of
x.

We now investigate the scattering efficiency σsca of Si and Ag spheres as a
function of the size parameter x, when they are excited by a linearly polarized
plane wave. Due to the symmetry of Ei, only even electric modes and odd
magnetic modes with m = 1 are excited (the ones that we have shown in
figure 1.6). In figure 1.10 we plot σsca of the 100 nm Si (a) sphere and of the
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60 nm Ag (c) sphere as a function of x. In figure 1.10 (b) and (d) we show
the absolute value of the coefficients unl and vnl for the Si and Ag spheres,
respectively, as a function of the electric size x. We also show with vertical
dashed lines the resonant values of x, namely x(α)

nl and x(β)
nl , as listed in the

third and sixth columns of tables 1.1 and 1.2. We recall that x(α)
nl and x(β)

nl are
the values of x in correspondence of which the amplitudes of C

(α)
e1nl and C

(β)
o1nl,

respectively, are maximized.
Now, we describe σsca of the Si nanosphere, shown in figure 1.10 (a).

All σsca peaks but one can be attributed to the dominant contribution of a
single resonant mode. In particular, the first peak from left occurs exactly
at x(β)

11 , where the contribution of the fundamental magnetic dipole C
(β)
o111 is

maximum. This fact is also demonstrated by figure 1.10 (b), where v11 is also
peaked in correspondence of x(β)

11 and it is dominant compared to the remaining
coefficients.

Instead, no mode resonates in correspondence of the second peak. This
peak is localized at x = 1.02 and originates from the positive interplay be-
tween two off-resonance modes, namely the fundamental electric dipole C

(α)
e111

and the second order electric dipole C
(α)
e112, as demonstrated by figure 1.10 (b),

where u11 and u12 have comparable magnitude. The third σsca peak is caused
by the fundamental magnetic quadrupole C

(β)
o121. The fourth peak is due to sec-

ond order electric dipole C
(α)
e122, and the fifth one to the fundamental magnetic

octupole C
(β)
o131.

The scattering dip enclosed by peaks 2 and 3 at x = 1.076, and the
corresponding Fano lineshape of σsca originates from the destructive inter-
ference between the broad fundamental electric dipole C

(α)
e111 and the narrow

second order electric dipole C
(α)
e112, which are not orthogonal. In correspon-

dence of this dip, the values of the coefficients are u11 = 0.78 − 0.95i and
u12 = 0.063 + 1.83i. We point out that, although the scattering dip is in the
close proximity of the third peak, the magnetic quadrupole C

(β)
o121 isn’t respon-

sible for it, because it is orthogonal to both C
(α)
e111 and C

(α)
e112 due to equation

(1.58), and interference cannot take place. In conclusion, the scattering effi-
ciency of a Si sphere features a Fano lineshape, where the dip is due to the
interference between the fundamental and the first order electric dipoles, while
the peak is due to the fundamental magnetic quadrupole mode.

We now investigate the role played by the fundamental electric dipole
C

(α)
e111 in the scattering from a Si sphere. This mode is broad. Neverthe-
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less, this mode significantly contributes to the scattering efficiency, because
the coefficient A11 of expansion (1.60) is very large compared to Anl and Bnl
of the remaining modes. This is due to the fact that the fundamental dipole
C

(α)
e111 more easily couples with the exciting plane wave and more strongly

radiates into the far field. It is possible to qualitatively compare the σsca spec-
trum shown in figure 1.10 (a) for a R = 100 nm Si sphere with the dark-field
scattering spectrum measured by Kuznetsov et al. [35] for a R = 91 nm Si
sphere laying on a Si substrate. The experimental and theoretical peaks are
found into one to one correspondence. Next, we investigate the σsca spectrum
of the Ag nanosphere. It can be completely described by considering only the
fundamental electric dipole and electric quadrupole, namely C

(α)
e111 and C

(α)
e121.

These modes are narrow and the peak associated with the mode C
(α)
e111 is wider

compared to C
(α)
e121, due to large imaginary part of the pole α̂nl, as shown in

table 1.2. Moreover, we found no Fano lineshapes in the spectrum, due to the
orthogonality of the fundamental electric modes according to equation 1.58.

An analysis in terms of near field electric and magnetic patterns can be
found in [19].

1.4.2 Back-scattering cancellation

As an example of how to use the MIM method to design a proper material
to achieve a desired scattering feature, we show the cancellation of the back-
scattering. This is an interesting problem that roots in the first work of Kerker
et al. [36], where they first demonstrated the suppression of the back-scattering
in magneto-dielectric spheres of arbitrary size with ε = µ. In that case, can-
cellation of the backward scattering results from the destructive interference
between magnetic and electric multipoles of corresponding order. More re-
cently, Nieto et al. [37] predicted that, when the scattering response of a small
non-magnetic sphere is dominated by the multipolar orders associated with
magnetic and electric dipoles, vanishing backscattering can result from their
destructive interference. This scenario, that generalizes the Kerker’s condition,
has been experimentally observed both in the microwaves [38] and in the visi-
ble spectral range [39,40]. An additional extension of the Kerker’s conditions,
that describes the suppression of the backscattering from a sphere when excited
by a local dipole source, has also been introduced in Ref. [41]. Furthermore,
the generalized Kerker conditions have been also verified in subwavelength
metal-dielectric core-shell particles [42], core shell nanowires [43], silicon
nanodisks [44], and to particles with cylindrical symmetry [45]. The cancel-
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lation of the backscattering have been also achieved in a nanoring antenna by
balancing the electric dipole and quadrupole [46], and in a core-shell particle
by balancing multipoles of different orders [47].

The cancellation of the backscattering is often associated with an enhanced
directionality of the scattering, which may have a great impact in optical wire-
less nano-antenna links. Here we want to show the backscattering cancellation
from a dielectric sphere is also possible even when the size of the particle is
comparable with the incident wavelength and many scattering orders are in-
volved. Moreover, recently we have proven that it is also possible to cancel the
back-scattering of a dielectric sphere 10 times bigger that the incident wave-
length, by designing a proper surface coating of finite conductivity [31].

Here, we solve the exercise for a single dielectric spere illuminated by a
x-polarized plane wave of unit intensity, propagating along the z-axis. The
radiation pattern is defined by [48]:

E∞S (θ, φ) = lim
r→∞

[
re−ik0rE−S (r, θ, φ)

]
. (1.66)

Due to symmetry consideration, the only non-vanishing component of the
radiation pattern in the backscattering direction (θ = π) is E∞S · iθ. Our task is
to find the zeros of E∞S · iθ as a function of εr. It results [19]:

E∞S · iθ (εr) =
εr − 1

k0

∞∑
n=1

∞∑
l=1

{
δnl (x, θ, φ)

βnl (x)− εr
+
γnl (x, θ, φ)

αnl (x)− εr

}
, (1.67)

where:

γnl (x, θ, φ) = −iEn
√
αnl jn

(√
αnlx

)
h

(1)
n (x)

AnlN
(∞)
e1n (θ, φ) · iθ,

δnl (x, θ, φ) = En
jn
(√
βnlx

)
h

(1)
n (x)

BnlM
(∞)
o1n (θ, φ) · iθ,

(1.68)

En = in (2n+ 1) / [n (n+ 1)], Anl and Bnl are given by (1.61)-(1.62) and
(see Appendix A):

M
(∞)
o1n = lim

r→∞

[
k0re

−ik0rM
(3)
o1n

]
N

(∞)
e1n = lim

r→∞

[
k0re

−ik0rN
(3)
e1n

]
. (1.69)

Therefore, we put all the terms in the sum of equation 1.67 over a common
denominator, obtaining a rational function of εr and we zero the resulting nu-
merator, which is a polynomial in εr. This is a general property of the MIM
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Figure 1.11: (a) Squared magnitude of the radiation pattern for φ = 0 as a
function of the angle θ for the sphere of size parameter x = π/2. (b) Ratio
between the squared magnitudes of the electric field in the back- and forward-
scattering direction as a function of the size parameter x. (c)-(d) Magnitude
of Mie coefficients (which appears in equation (1.63)) for the sphere of size
parameter x = π/2. All the calculations have been performed with the stan-
dard Mie theory assuming nmax = 10. The permittivity of the sphere is the
designed value εr = −1.475 + 5.937 · 10−3i.
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approaches. Indeed, as a direct consequence of the structure of the auxiliary
eigenvalue problem, a general task always reduces to the problem of finding
the roots of a polynomial.

We apply this procedure to find the permittivity of a homogeneous sphere
of radius R = λ/4 that cancels the backscattering. We set x = π/2, θ = π
and φ = 0 in the expression (1.67) truncated with nmax = 10 and lmax = 8.
Among the different solutions, we choose εr = −1.475+5.937·10−3i. To vali-
date this result, we plot in figure 1.11 (a) the squared magnitude of the radiation
pattern of the sphere with the designed permittivity as a function of the angle
θ for φ = 0, computed by using the standard Mie theory with nmax = 10. We
achieved a ratio between the back- and the forward- scattered power of -53dB.
It is worth noting that the achieved backscattering suppression originates from
a complex interplay between the electric dipole, electric quadrupole and mag-
netic dipole multipolar scattering orders. This fact is demonstrated with the
help of figures 1.11 (c) and (d) where we show the magnitude of the Mie co-
efficients (which appears in equation (1.63)). In figure 1.11 (b) we show in
a semi-logarithmic scale the ratio between the backscattering and the forward
scattering as a function of the size parameter x for the sphere with the designed
value of permittivity. As expected, in correspondence of the x = π/2 this ratio
has a dip.

Now, following the same algorithm, we find the permittivity of a homo-
geneous sphere of radius R = λ that cancels the backscattering. Among the
different solutions, we choose the only one that is physically realizable by a
passive material, i.e. εr = −2.2747 + 8.188 · 10−2i. Then, we plot in fig-
ure 1.12 (a) the squared magnitude of the radiation pattern of the sphere with
x = 2π with the designed permittivity as a function of the angle θ for φ = 0
computed by using the standard Mie theory with nmax = 10. We achieved
a ratio between the back- and the forward- scattered power of -54dB. In this
case, since the size of the sphere is equal to the incident wavelength, many
electric and magnetic modes take part in the interference. This fact is demon-
strated by figure 1.12 (c) and (d) where we show that the magnitude of the Mie
coefficients, as defined by equation (1.63), is significant up to the multipoles
of order 9. In figure 1.12 (b) we show, in a semi-logarithmic scale, the ratio
between the backscattering and the forward scattering as a function of the size
parameter x for the sphere of the designed value of permittivity. As expected,
we note that in correspondence of the x = 2π this curve has a dip.

This method can be also used to design the permittivity of the sphere to
pursue many different goals, including zeroing or focusing a given field com-
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x = 2π. All the calculations have been performed with the standard Mie
theory assuming nmax = 10. The permittivity of the sphere is the designed
value εr = −2.2747 + 8.188 · 10−2i.
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ponent in an arbitrary point of space, in the near or in the far zone. These
objectives can be all easily achieved by zeroing a polynomial. Finally, we note
that the proposed method leads to high computational burden when x � 1
because many modes have to be considered to accurately describe the field.

These are some examples of how the material independent modes can be
enlightening in the analysis of the scattering by localized nanoparticles and
how it is easy to achieve material design of nanostructures in order to tailor
a particular scattering pattern. For simplicity, only the test case of an iso-
lated single sphere has been considered, but it is worth to point out that these
procedures are totally general as they have been applied in many different and
more complex scenarios, such as the scattering by coated spheres [18,31], arbi-
trarily shaped nanoparticles [33], surfaces [22], and quasi-1D resonators [20].
Moreover, this formalism has been also recently developed in the case of not
connected domain, in the specific case of sphere dimers [32]. In this case, this
material picture, in addition to its clarifying power, proved also to be the right
scenario to study the hybridization problem in the dimer. Indeed, it provided
the first complete hybridization theory of dielectric dimers in the full-wave
regime.

1.5 Conclusions

In this thesis chapter, we have introduced a full-retarded modal theory for the
scattering by nanostructures, with particular reference to the scattering by ho-
mogeneous nanoparticles of permittivity εr(ω).
By solving a proper auxiliary eigenvalue problem, it was possible to derive a
set of material independent modes and of eigenpermittivities to represent the
scattered field. We have shown how this material picture is able to separate the
roles of the geometry and of the material in the scattering process: the former
dictates the available scattering patterns by determining the modes; the latter
weights their contribution to the scattered field by fixing the coefficients of the
expansion. Since the coefficients resulted to be simple rational functions of the
εr and of the eigenpermittivities, it was possible to strongly simplify the analy-
sis and the synthesis tasks. As a matter of fact, we have shown how convenient
it is to study the universal loci spanned by the eigenpermittivities in the com-
plex plane, by varying the ratio between the incident wavelength and the linear
dimension of the nanoparticle. It allowed us to define a material resonance
condition for the MIMs, an associate criterion to establish if a mode is broad
or narrow, and to classify the modes in plasmonic and photonic, according to
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their resonance behaviour.

We have started the discussion by comparing the material independent
modes decomposition of the scattered field with the more diffused quasi nor-
mal modes decomposition. We have shown that, in the case of homogeneous
scatterers, the material picture results more convenient than the frequency one
because: (i) the material independent modes are bounded, and so no normal-
ization process is needed; (ii) to have a complete material/frequency under-
standing of the scattering, the QNM expansion has to be computed for each
material in the half-plane of Im {εr} > 0, while the MIM one for each ω > 0.

Then, we have analyzed in detail the scattering by a single sphere. We
have computed the modes and we have used the loci of the eigenpermittivities
to provide a rigorous understanding of the interference phenomena (including
Fano lineshapes) that may take place when a Si/Ag sphere is illuminated by a
linearly polarized plane wave. Moreover, we have shown how to use the MIM
expansion to perform material design, i.e. to find the best material to achieve
a prescribed scattering feature. In particular we have designed a homogeneous
sphere, whose scattering in the froward direction exceeds the back one of more
than 50 dB.

Even if we have limited our discussion to the general properties of the
theory and to the analysis of two easy examples, this full-retarded material in-
dependent concept has proven to be enlightening also for several more compli-
cated scenarios. In particular, it has been applied to coated spheres [18], arbi-
trary shaped nanoparticles [19], quasi-1D nanoribbons [20], and surfaces [22].
In these other cases, however, it is often more efficient to reformulate the scat-
tering problem in an integral form, and working with eigencurrents and eigen-
conductivities. Moreover, the MIM expansion appears to be very promising in
the study of the scattering by nanoparticle arrays. Indeed, it has been already
proven to be the right framework to develop a rigorous hybridization theory
in the case of a sphere dimer [32]. Eventually, the MIM theory can also play
a key role in the future development of the design technique for high-index
dielectric nanostructures [26] and, in general, it is the most natural framework
to design metamaterials.
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Appendix A: Vector Spherical Wave Functions

The explicit expressions of the vector spherical wave functions (VSWF) are
[28]:

Ne
omn (k r) = n (n+ 1)

(
cosmφ
sinmφ

)
Pmn (cos θ)

zn (k r)

k r
êr

+

(
cosmφ
sinmφ

)
dPmn (cos θ)

dθ

1

k r

d

dr
[rzn (k r)] êθ

+m

(
− sinmφ
cosmφ

)
Pmn (cos θ)

sin θ

1

k r

d

dr
[rzn (k r)] êφ,

Me
omn (k r) = m

(
− sinmφ
cosmφ

)
Pmn (cos θ)

sin θ
zn (k r) êθ

−
(

cosmφ
sinmφ

)
dPmn (cos θ)

dθ
zn (k r) êφ.

(A1)

where the subscripts e and o denote even and odd, andPmn (·) are the associated
Legendre function of the first kind of degree n and order m. Moreover, the
superscripts (1) and (3) are appended to the functions Me

omn and Ne
omn to

denote the function zn, namely Bessel functions of the first kind jn and Hankel
functions of the first kind hn, respectively.

Starting from eqs. (A1) it is possible to derive the expression of (1.69):

N
(∞)
e
omn

(θ, φ) = (−i)n
(

cosmφ
sinmφ

)
dPmn (cos θ)

dθ
êθ

+ (−i)nm
(
− sinmφ
cosmφ

)
Pmn (cos θ)

sin θ
êφ,

M
(∞)
e
omn

(θ, φ) = (−i)n+1m

(
− sinmφ
cosmφ

)
Pmn (cos θ)

sin θ
êθ

− (−i)n+1

(
cosmφ
sinmφ

)
dPmn (cos θ)

dθ
êφ.

(A2)



Chapter 2

Quantum theory of frequency
shift and radiative decay rate in
arbitrarily shaped metal
nanoparticles and dimers

I
n this thesis chapter, we discuss the mode quantization of the localized
surface plasmons in arbitrarily shaped metal nanoparticles and dimers,

in the full-retarded regime. We introduce a rigorous canonical quantization
scheme that can be applied to arbitrarily shaped objects beyond the quasistatic
regime. In particular, we introduce an approximation of the full plasmon-
photon Hamiltonian, which is able to describe the retarded quantum dynamics
in all the cases of interest for the applications. Moreover, our derivation pro-
vides explicit formulas to compute the radiative decay rate and the frequency
shift experienced by the plasmon excitations in the full-retarded regime. These
formulas are, to the knowledge of the authors, novel, and appear to be more
efficient than the available implicit or perturbative method to compute these
quantities.

Quantizing plasmon oscillations

During the last two decades, several research groups have investigated the
possibility of exploiting the sub-wavelength confinement of light provided by
plasmonic nanostructures to enhance the optical response of quantum emit-

37
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ters [49,50]. This focusing mechanism allows the establishment of strong cou-
pling regimes between quantum sources and light, which represents a promis-
ing tool to control light at the quantum level [51–53]. As a matter of fact,
a proper electromagnetic design of the environment surrounding the quantum
source can deeply modify its dynamics, e.g. changing the lifetime of the ex-
cited state through the Purcell effect [6,54,55]. Moreover, the quantum nature
of the plasmon excitations has been experimentally proven in its wave-particle
duality [56, 57], and in its property to preserve the quantum features of the
photons that excite them, such as entanglement [58, 59] and sub-Poissonian
statistics [60].

Whether we are interested in the fundamental aspects of quantum plas-
monics or in its applications to the quantum technology world, the first key
point to address is the formulation of an appropriate quantum mechanical de-
scription of the surface plasmons. From the pioneering works of Pines [61]
and Hopfield [62] on, several mode quantization schemes have been proposed
over time [63–72]. The majority of these works deal with the investigation
of nanoparticles of canonical shape, e.g. a metal sphere, within the electro-
quasistatic regime.

Nonetheless, interesting perspectives can be opened by studying the in-
teractions with more complex electromagnetic surroundings, such as arbitrary
shaped nanoparticles/dimers, and by considering also full-retarded dynamics.
However, these two scenarios add additional difficulties from the quantization
point of view. Indeed, a precise computation of the arbitrarily shaped plasmon
modes and energies is more complicated with respect to the case of a sphere,
where an analytic solution does exist, and so it is rarely faced [66]. In ad-
dition, a correct description of the retardation effects requires the modelling
of the interaction between the electrostatic plasmon oscillations and the reser-
voir of radiative electromagnetic modes. This interaction is often accounted
in the form "plasmon annihilation/photon creation" and vice versa [67, 69].
However, more careful analyses have shown that, even to capture the correct
retarded behaviour slightly out of the QES regime, a more complex description
is needed [70].

All these different approaches, pioneered by the work of Hopfield, are mi-
croscopic quantization schemes. They are based on modal expansions and
invoke canonical quantization, and they are extremely useful because, often in
plasmonics, even in the case of open resonators, the dynamics is dominated
by a small number of modes1. An alternative macroscopic description based

1To deal the open dissipative scenario through a purely electromagnetic approach, a proper
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on Green’s function is possible [68, 73]2, and it can also be combined with a
modal description [72]3.

In this thesis chapter, we discuss the mode quantization of the localized
surface plasmons (LSPs) in arbitrarily shaped metal nanoparticles and dimers,
in the full-retarded regime. We provide a rigorous canonical quantization
scheme whose numerical efficiency does not depend on the shape of the ob-
jects. In particular, it is shown the existence of a handy approximation of the
complete plasmon-photon Hamiltonian able to describe the retarded quantum
dynamics in all the cases of interest for the applications. This approximation
is validated over the computation of the radiative decay rate and of the fre-
quency shift that the plasmon oscillations undergo because of radiative effects.
These quantities can indeed be computed also within classical electrodynam-
ics. Moreover, our derivation provides explicit and effective formulas to com-
pute the radiative decay rate and the frequency shift of the plasmon excitation
that, to the knowledge of the authors, are novel, and that appear to be much
more efficient than the available implicit or perturbative method to compute
these quantities [25]. As a matter of fact, no full-wave modal expansion is
needed but only electrostatic ones.

The treatment is organized as follows. In section 2.1, we present the
case of a metal nanoparticle (MNP) in the quasi-electrostatic (QES) limit. In
this regime, it is indeed possible to properly define the localized plasmons as
bosonic quasi-particles emerging from the collective fluid motion of the elec-
trons inside the nanoparticle. Then, in section 2.2, we overcome this limit and
consider the full-retarded case, where the resonance frequencies of the plas-
mon modes shift and, because of radiation, decay in time. At the quantum
level, these phenomenology emerges from the exchange of energy between
plasmons and photons. The complete process is described by the plasmon-
photon Hamiltonian derived at the end of section 2.2. However, the numerical
treatment of this Hamiltonian is not easy and, so, there is the need to introduce
approximations. This is done in section 2.3, within the widely used rotating-
wave approximation (RWA), and then in section 2.4, going beyond this approx-
imation. In section 2.5 some numerical tests for the arbitrarily shaped case are
shown and, in section 2.6, some dimer situations are analyzed.

definition of modes is needed. The first chapter is entirely devoted to that.
2In the third chapter, it is discussed a case where this Green’s function method is needed and

modal expansions are highly not recommended.
3Quasi normal modes are a possible notion of modes for open systems. They are introduced

in the first chapter as a comparison to the material independent modes.



40 PLASMON QUANTIZATION

2.1 The plasmon oscillations

Let’s consider a metal nanoparticle (MNP) occupying a region B, of surface
S, in free space (see figure 2.1). We neglect the collisions of the electrons with
the lattice and the band transitions. Thus, the electrons are treated as a fluid
moving in a positive charged uniform background. Furthermore, we focus
on the linear response of the MNP, and we neglect pressure effects. Under
these assumptions, the electron fluid motion results to be incomprehensible,
and thus the nanoparticle can exhibit only volume density currents inside B
and surface density charges on S, but no local charge accumulation can take
place inside the volume B. In the QES limit, the electric field can be written
as the gradient of a scalar potential φ, and the system can be described by a
Lagrangian made of a term accounting for the kinetic energy of the electrons
LA, a term accounting for the electric energy LB , and an interaction term LC :

LQES = LA + LB + LC (2.1)

LA =

ˆ
B

1

2
men0 (∂tζ)2 d3r (2.2)

LB =

ˆ
R3

ε0
2

(∇φ)2d3r (2.3)

LC = en0

ˆ
S
φζnd

2r, (2.4)

where n0 is the electron density at rest, −e is the electron charge, me is the
effective electron mass, ζ(r, t) is the displacement electron field, ζn is the
normal component of ζ on S. The field is determined by the motion of the
charges that, in turn, is driven by the field itself. This link can be made explicit
observing that the following relation holds (see appendix A):

φ(r) = − en0

4πε0

ˆ
S

ζn(r′)

|r − r′|d
2r′. (2.5)

So, the Lagrangian (2.1)-(2.4) can be re-written only in terms of the displace-
ment field ζ:

LQES =

ˆ
B

1

2
men0 (∂tζ)2 d3r − e2n2

0

8πε0

ˆ
S

ˆ
S

ζn(r)ζn(r′)

|r − r′| d2rd2r′. (2.6)

In addition to the incomprehensibility, i.e. ∇ · ζ = 0, in the QES limit the
fluid motion is also curl-free, i.e. ∇ × ζ = 0. Thus, the displacement field
is harmonic with normal component on the surface of the MNP different from
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Figure 2.1: Sketch of the metal nanoparticle.

zero, i.e. ζn 6= 0 on S. In appendix B, it is shown how to derive a countable
basis of modes {Um}m and a set of frequencies {Ωm}m such that, expanding:

ζ(r, t) =
∑
m

qm(t)Um(r) (2.7)

into the (2.6), we get:

LQES =
∑
m

(
Mmq̇

2
m

2
− MmΩ2

mq
2
m

2

)
, (2.8)

where Mm = men0Vm, , Vm = 〈Um,Um〉 and 〈A,B〉 =
´
BA · B d3r.

Let’s observe that {Um}m depend on the geometry, while {Ωm}m depend
both on the geometry and on the material, i.e. on the plasma frequency ωp =√

e2n0
ε0me

.
The (2.8) is the sum of independent harmonic oscillators in the ampli-

tudes {qm}m. These oscillations are the plasmon oscillations, the {Um}m
are the plasmon fluid modes, or simply the plasmon modes, the {Ωm}m
are the plasmon frequencies, and {Vm}m and {Mm}m can be respectively
called plasmon volumes and plasmon masses. In the really very low inten-
sity regime, these oscillations are quantized and, if we want to investigate
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this fundamental physics, a quantum description of the system must be pro-
vided. To do that, we first move to a Hamiltonian description, and then apply
a canonical quantization scheme. So, let’s first define the conjugate momenta{
pm =

∂LQES
∂q̇m

= Mmq̇m

}
m

and perform the Legendre transformation of the
(2.8):

HQES (qm, pm) =

[∑
m

pmq̇m − LQES (qm, q̇m)

]
qm,pm

=
∑
m

(
p2
m

2Mm
+
MmΩ2

mq
2
m

2

)
.

(2.9)

Then, let’s promote the real amplitudes {qm(t), pm(t)}m in the Hamiltonian
(2.9) to Hermitian operators {q̂m(t), p̂m(t)}m verifying the following commu-
tation relations:

[q̂m(t), q̂n(t)] = [p̂m(t), p̂n(t)] = 0, [q̂m(t), p̂n(t)] = i~δmn, (2.10)

and then define the family of bosonic operators:

b̂m =
1

2

[√
2MmΩm

~
q̂m + i

√
2

MmΩm~
p̂m

]

b̂†m =
1

2

[√
2MmΩm

~
q̂m − i

√
2

MmΩm~
p̂m

]
, (2.11)

that, in turn, verifies:[
b̂m(t), b̂n(t)

]
=
[
b̂†m(t), b̂†n(t)

]
= 0,

[
b̂m(t), b̂†n(t)

]
= δmn. (2.12)

The operators b̂†m and b̂m respectively creates and annihilates a quantum of
energy ~Ωm, in the oscillating plasmon fluid mode Um. The Hamiltonian
(2.9) is now rewritten in this way:

ĤEQS =
∑
m

~Ωm

(
b̂†mb̂m +

1

2

)
. (2.13)

The quantum state of this system lives in the Fock space of the plasmon oscil-
lations, i.e. the direct sum of the Hilbert spaces where the number of excita-
tion is fixed, and that is spanned by the eigenstates of the Hamiltonian (2.13).
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For example, |n1 n2 . . . 〉 is the eigenstate that corresponds to have n1 excita-
tion in the first plasmon mode, n2 in the second and so on, and that verifies
HEQS |n1 n2 . . . 〉 = ~ (n1Ω1 + n2Ω2 + . . . ) |n1 n2 . . . 〉.

The QES limit allows us to give a formal quantum definition of a localized
surface plasmon or, simply, of a plasmon: it is a bosonic quasiparticle describ-
ing the collective motion of an electron fluid inside a metal nanoparticle, it has
an energy of ~Ωm, a mass of Mm, a volume of Vm, and, in the QES limit, an
infinite lifetime4.

Eventually, for each plasmon oscillation (for each mode), let’s introduce
the physical object that encodes all the information about its evolution: the
plasmon propagator. It is defined as follows:

gm(t) = − i
~
θ(t)〈

[
b̂m(t), b̂†m(0)

]
〉, (2.14)

and it is the retarded Green’s function5:

gAB(t) = − i
~
θ(t)〈

[
Â(t), B̂(0)

]
〉, (2.15)

in the operators A = b̂m and B = b̂†m. From the Heisenberg equation we get

˙̂
b = − i

~

[
b̂, ĤQES

]
= e−iΩmtb̂m(0), (2.16)

and so it follows:
gm(t) = − i

~
θ(t)e−iΩmt, (2.17)

that is the evolution of a free (naked) propagator.

2.2 Plasmon-photon interaction

The plasmon frequencies {Ωm}m depend on the geometry of the MNP but, in
general, they are of the same order of magnitude of the plasma frequency ωp of

4It is natural to adapt this definition to the cases where the domain is not finite, e.g. surface
plasmon polaritons, or to the case of plasmonic behaviour in objects that are not metals, e.g.
graphene.

5θ(t) is the Heaviside step function, i.e. = 0 for t < 0 and = 1 for t > 1. The angle
brackets represent the average over the initial quantum state. It is worth mentioning that this
formalism is extremely powerful at finite temperature. We will use it to study the interaction
between plasmons and photons, but it is perfectly suited also for the study of the plasmon-
phonon interaction. In this case, the angle brackets would represent the thermal average over
the equilibrium state.
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the material (see appendix B). Thus, the plasma wavelength λp = 2πc0/kp can
be used to give a gross regime of validity of the QES discussion. In particular,
said d the characteristic length of the nanoparticle, i.e. the maximum distance
between two points of the domain, we can assume valid the QES treatment
when d � λp. As the dimension of the nanoparticle increases, the plasmon
excitations couple to the radiation field and decay in time. In other words, they
acquire a finite lifetime associated to this radiative damping Γ. Moreover, the
characteristic frequencies/energies do not remain the same but they do shift
∆Ω.

To study the system in this retarded regime, also the vector potential
A(r, t) has to be included in the description of the electromagnetic (EM) field.
In appendix A it is shown that the full system "MNP+EM" can be described by
a Lagrangian made of a free matter term LM , of a free electromagnetic term
LEM , and of an interaction term LI :

L = LM + LEM + LI (2.18)

LM =

ˆ
B

1

2
men0 (∂tζ)2 d3r (2.19)

−e
2n2

0

8πε0

ˆ
S

ˆ
S

ζn(r)ζn(r′)

|r − r′| d2rd2r′ (2.20)

LEM =

ˆ
R3

[
ε0
2

(∂tA)2 − 1

2µ0
(∇×A)2

]
d3r (2.21)

LI = −en0

ˆ
B
A · ∂tζd3r, (2.22)

where we have used the Coulomb gauge (∇ ·A = 0).

2.2.1 Matter Lagrangian

Beyond the quasi-static approximation, even if the the electron fluid is still in-
compressible, it is not curl-free anymore. Nevertheless, it can be written as the
sum of a irrotational component, which is the QES one, and of a new rotational
component, whose normal derivative on the surface of the nanoparticle is zero.
This rotational component can be disregarded in the study of the retardation
effects on the plasmon excitations, because it does not affect their dynamics.
Thus, we can consider LM = LQES and re-propose the same modal expansion
of the QES limit, also in the retarded regime.
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2.2.2 Electromagnetic Lagrangian: the photons

The plasmons defined in the QES limit, in the retarded regimes, do not evolve
freely anymore. Indeed, they exchange energy with the electromagnetic sur-
rounding. To investigate this mechanism, let’s first consider the free electro-
magnetic Lagrangian as if it were isolated. The vector potential can be ex-
panded in plane waves:

A(r, t) =

ˆ
R3

d3q

(2π)3
eiq·r

2∑
s=1

Aq,s(t)eq,s. (2.23)

For each wave vector q, two orthogonal polarizations eq,1 and eq,2 are chosen
in such a way that e−q,s = eq,s. Moreover, let’s observe that, in orderA(r, t)
to be real, we have A−q,s = A∗q,s. Exploiting the property:

ˆ
R3

d3r

(2π)3
ei(q−q

′)·r = δq,q′ , (2.24)

the (2.21) can be rewritten as an uncountable sum of harmonic oscillators:

LEM =

ˆ
R3

d3q

(2π)3

2∑
s=1

[
ε0|Ȧq,s|2

2
−
ε0ω

2
q |Aq,s|2

2

]
. (2.25)

Defining the conjugate momenta
{

Πq,s = ∂LEM
∂Ȧ∗q,s

= ε0Ȧq,s

}
q,s

and perform-

ing the Legendre transformation:

HEM (Aq,s,Πq,s) =

[ˆ
R3

d3q

(2π)3

2∑
s=1

Πq,sȦ
∗
q,s

− LEM
(
Aq,s, Ȧq,s

)]
Aq,s,Pq,s

,

(2.26)

we get:

HEM =

ˆ
R3

d3q

(2π)3

2∑
s=1

[
|Πq,s|2

2ε0
+
ε0ω

2
q |Aq,s|2

2

]
. (2.27)

Now, the canonical quantization procedure tells us to promote the elec-
tromagnetic amplitudes {Aq,s,Πq,s}q,s to Hermitian operators, veryfing the
following commutation relation rules:[

Âq,s(t), Âq′,s′(t)
]

=
[
Π̂q,s(t), Π̂q′,s′(t)

]
= 0,[

Â†q,s(t), Π̂q′,s′(t)
]

= i~δq,q′δs,s′ . (2.28)
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Then, defining the creation/annihilation bosonic operators for the electromag-
netic field:

âq,s =
1

2

[√
2ε0ωq
~

Âq,s + i

√
2

~ε0ωq
Π̂q,s

]

â†−q,s =
1

2

[√
2ε0ωq
~

Âq,s − i
√

2

~ε0ωq
Π̂q,s

]
, (2.29)

that, in turn, verify:[
âq,s(t), âq′,s′(t)

]
=

[
â†q,s(t), â

†
q′,s′(t)

]
= 0,[

âq,s(t), â
†
q′,s′(t)

]
= δq,q′δs,s′ , (2.30)

the (2.27) can be rewritten as:

ĤEM =

ˆ
R3

d3q

(2π)3

2∑
s=1

~ωq
(
â†q,sâq,s +

1

2

)
. (2.31)

In this derivation, the plane waves are the electromagnetic modes in which
we expand the field, and the electromagnetic energy of each plane wave is
an integer multiple of the single excitation energy ~ωq. These single exci-
tations are the photons, i.e. elementary bosonic particles that mediate the
electromagnetic interaction. The operators â†q,s and âq,s create and anni-
hilate, respectively, a photon of energy ~ωq in a plane wave of wave vec-
tor q and polarization s. The (2.31) acts on the Fock space of the elec-
tromagnetic field, i.e. the direct sum of the Hilbert spaces of fixed num-
ber of photons, spanned by its eigenvectors. For example, |nq1,s nq2,s . . . 〉
is the eigenstate that correspond to have nq1,s excitations in the plane wave
(q1, s), nq2,s excitations in the plane wave (q2, s) and so on, and that verifies
HEM |nq1,s nq2,s . . . 〉 = ~

(
nq1,sωq1

+ nq2,sωq2
+ . . .

)
|nq1,s nq2,s . . . 〉.

2.2.3 Plasmon-photon Hamiltonian

Once that plasmons and photons have been independently introduced, we can
investigate how they interact and, in particular, how this interaction affects the
plasmon dynamics. To do that, we have to derive the full plasmon-photon
Hamiltonian. So, let’s now deal with the complete description (2.18)-(2.22).
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Exploiting the harmonic expansion (2.7) of ζ and the plane waves expan-
sion (2.23) ofA, the interaction Lagrangian (2.22) reads:

LI = −en0

∑
n

ˆ
R3

d3q

(2π)3

2∑
s=1

U∗n,s(q)Aq,s(t)q̇n(t), (2.32)

where

Un(q) =

ˆ
B
d3qe−iq·rUn(r) and Un,s(q) = Un(q) · eq,s. (2.33)

Defining the conjugate momenta

Πq,s =
∂L
∂Ȧ∗q,s

=
LEM
∂Ȧ∗q,s

= ε0Aq,s, (2.34)

and

pm =
∂L
∂q̇m

= Mmq̇m − en0

ˆ
R3

d3q

(2π)3

2∑
s=1

U∗m,s(q)Aq,s(t) 6=
∂LQES
∂q̇m

.

(2.35)
By using the following Legendre transformation:

H (qm, pm, Aq,s,Πq,s) =

[∑
m

pmq̇m +

ˆ
R3

d3q

(2π)3

2∑
s=1

Πq,sȦ
∗
q,s

−L
(
qm, q̇m, Aq,s, Ȧq,s

)]
qm,pm,Aq,s,Πq,s

,

(2.36)

combined with (2.34)-(2.35), we get

Ĥ = ĤM + ĤEM + ĤI + ĤII , (2.37)

where ĤM and ĤEM are the same of (2.9) and (2.27), and

HI =
∑
m

ˆ
R3

d3q

(2π)3

∑
s=1

en0

Mm
pmU

∗
m,s(q)Aq,s(t) (2.38)

HII =
∑
m

en2
0

2Mm

(ˆ
R3

d3q

(2π)3

∑
s=1

U∗m,s(q)Aq,s(t)

)2

. (2.39)
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Rewriting the (2.37) in terms of the creation/annihilation operators (2.11) and
(2.29), the Hamiltonian reads6:

Ĥ = ĤM + ĤEM + ĤI + ĤII (2.40)

ĤM =
∑
m

~Ωm

(
b̂†mb̂m +

1

2

)
(2.41)

ĤEM =

ˆ
R3

d3q

(2π)3

2∑
s=1

~ωq
(
â†q,sâq,s +

1

2

)
(2.42)

ĤI =
∑
m

ˆ
R3

d3q

(2π)3

2∑
s=1

[
V m
q,s

(
b̂†m − b̂m

)
aq,s + h.c.

]
(2.43)

ĤII =

ˆ
R3

d3q′

(2π)3

ˆ
R3

d3q

(2π)3

2∑
s=1

2∑
s′=1

[
W s,s′

q,q′ âq,sâq′,s′

+Gs,s
′

q,q′ âq,sâ
†
q′,s′ + h.c.

]
(2.44)

where

V m
q,s = i

~ωp
2

√
Ωm

Vm
1
√
ωq
U∗m,s(q), (2.45)

W s,s′

q,q′ =
~2

4

ω2
p√

ωqωq′
η(q + q′)eq,s · eq′,s′ ,

Gs,s
′

q,q′ = W s,s′

q,−q′ , (2.46)

and η is the characteristic function of the set, i.e. η(r) = 1 if r ∈ B and
η(r) = 0 otherwise. Let’s notice that V m

−q,s = −V m∗
q,s .

The (2.40)-(2.44) is the plasmon-photon Hamiltonian. It describes, at the
quantum level, the coupling between the electron fluid oscillations, namely

6In the derivation there is the need to use the following decomposition of the identity∑
mUm(r)

⊗
Um(r′)/Vm = δ(r− r′)1. This decomposition is exact only in the subspace

of the harmonic modes where we are solving the dynamics. The full decomposition would
involve also the rotational modes. There is an equivalent method to derive the Hamiltonian
(2.40)-(2.44), that does not need this tricky algebra. It works directly with the displacement
and with the electromagnetic fields expliciting their modal expansions only at the end. How-
ever, this method involves the use of functional derivatives and the quantization of fields in real
space, that are mathematical tools slightly more advanced. This other derivation is sketched in
appendix C.
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the plasmonic oscillation, and the radiative electromagnetic field, in the full
retarded regime. It is made of four terms: the two free terms ĤM and ĤEM , an
interaction term ĤI accounting for the exchange of energy between plasmons
and photons, and a second order correction of the electromagnetic energy ĤII ,
due to the presence of the MNP. This Hamiltonian acts on the plasmon-photon
Fock space that is the direct sum of fixed number excitation Hilbert spaces.

This Hamiltonian encodes the physics of the radiative plasmon dynamics
in the full retarded regime, at the quantum level. Thus, it might be suited
for all the scenarios where plasmon nanoparticles are driven in very low in-
tensity regimes, e.g. interaction with simple quantum dipoles or with com-
plex molecules. In particular, it could give some new insights, especially in
strong coupling scenarios, where the quantization of the electromagnetic fields
is mandatory.

Nevertheless, dealing with this Hamiltonian is not straightforward and, in
the following, we discuss some possible approximations. In particular, we
show that, in the majority of cases of interest for applications, HII can be
neglected and, moreover, that the plasmon modes can be considered as inde-
pendent. It is to say that to study the dynamics of a given mode m, the full
Hamiltonian (2.40)-(2.44) can be replaced with a single mode one, because
the cross-talk with the other modes turns out to be negligible7. To validate the
approximations, we compute the energy/frequency shifts and the radiative de-
cay rates of the plasmon excitations, due to the plasmon-photon coupling. We
will use the sphere case as a test-case scenario, where an analytic treatment is
possible (see appendix E). Eventually, these careful analyses will allow us to
provide closed formulas for these physical quantities that, to the knowledge of
the authors, are somehow novel.

2.3 Rotating-wave approximation

The simplest Hamiltonian able to describe the dynamics is a single plasmon
mode Hamiltonian, made of the free plasmon component, of the free electro-
magnetic component, and of the minimal interaction we can imagine "photon-

7This analysis can be found in [74].
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annihilation/plasmon-creation" and vice versa:

Ĥm = ~Ωmb̂
†
mb̂m +

ˆ
R3

d3q

(2π)3

2∑
s=1

~ωqâ†q,sâq,s

+

ˆ
R3

d3q

(2π)3

2∑
s=1

[
V m
q,s b̂

†
m âq,s + V m∗

q,s b̂m â†q,s

]
.

(2.47)

The (2.47) is obtained from the (2.40) assuming the modes as independent, ne-
glectingHII and, in particular, performing the so called rotating-wave approx-
imation, i.e. neglecting the double-creation b̂†mâ

†
q,s and the double-annihilation

b̂mâq,s terms in the interaction. The RWA is widely diffused in quantum op-
tics, since these terms tend to oscillate much more rapidly, i.e. ∼ e±i(Ωm+ωq)t,
than the others, i.e. ∼ e±i(Ωm−ωq)t [75]. So, the dynamics is somehow coarse-
grained to a larger time scale and, most of the times, this is perfectly compati-
ble with the finite resolution of the detectors.

To compute the plasmon propagator, let’s consider the following rotated
Laplace transform of a generic retarded Green’s function (2.15):

GAB(z) =

ˆ ∞
−∞

gAB(t)eizt dt, (2.48)

which is analytic in the half-plane Im[z] > 0, and whose inverse Laplace
transform is:

gAB(t) =

ˆ ia+∞

ia−∞
GAB(z)eizt

dz

2πi
, (2.49)

with a > 0. Applying the integration by part and using the Heisenberg equa-
tion ˙̂

A = − i
~

[
Â, Ĥ

]
, the (2.48) can be rewritten as follows:

GAB(z) = − g̃(0)

iz
+
g[Â,H],B̂(z)

~z
, (2.50)

where

g̃(t) = − i
~
〈Â(t), B̂(0)〉. (2.51)

In the EQS case, we have G(0)
m = [~ (z − Ωm)]−1, whose inverse Laplace

transform is (2.17), and where the apex 0 is used to remember that this propa-
gator is computed without interaction.
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As shown in appendix D, the Laplace transform of the dressed propagator
gm, in the rotating wave scenario, can be computed by iteratively applying the
property (2.50). It results (see appendix D):

Gm(z) =
1

~z − (~Ωm + ΣRWA
m (z))

, (2.52)

where we have introduced the self-energy of the m-th plasmon mode:

ΣRWA
m (z) =

1

~

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2
z − ωq

. (2.53)

This technique of computing the propagator, since it directly uses the Heisen-
berg equations, is sometimes called equation of motion method.

2.3.1 Dyson’s equation

The (2.52) is a particular case of a general expression that the Laplace trans-
form of any propagator, i.e. any gAA† , has. Indeed, it can be proved that any
propagator solves the Dyson’s equation [76, 77]:

G(z) = G(0)(z) +G(0)(z)Σ(z)G(z), (2.54)

and, assuming G(0)(z) = ~ [z − Ω]−1, the (2.54) becomes:

G(z) =
1

~z − (~Ω + Σ(z))
. (2.55)

The self-energy Σ(z) is a physical quantity that encodes all the interactions
of the excitation under investigation with the surrounding environment. More-
over, the dynamics of the excitation at a given time t is, in principle, determined
not only by the interactions at time t, but also by the past interactions, as it can
be seen from the convolution integral that appears in the inverse Laplace trans-
form of the (2.55):

ġ + iΩg +
i

~

ˆ t

0
Σ(t− τ)g(τ)dτ = − i

~
δ(t). (2.56)

In many systems of physical interest, these past contributions are, in truth,
irrelevant to the dynamics. In these cases, the correct results can be obtained
performing an approximation on the dynamical equations that makes the evo-
lution local in time. A dynamics where the past contributions are neglected is
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usually called Markovian, and there is not a unique way to derive a Markovian
dynamics. A way to do that is to formally substitute Σ(z) with its value in
the free pole Ω. Indeed, the major contributes to the dynamics come from the
frequencies close to free pole and, for this kind of systems, the Σ(z) generally
varies slowly around it. Thus, it results:

gAB(t) =

ˆ a+i∞

a−i∞

eizt

~z − (~Ω + Σ(z))

dz

2πi

≈
ˆ a+i∞

a−i∞

eizt

~z − (~Ω + Σ(Ω))

dz

2πi
.

(2.57)

This assumption is equivalent to assume instantaneous interactions in the time
domain, i.e. Σ(t) = δ(t)Σ(Ω), and so it brings to the following Markovian
evolution:

ġ + iΩg +
i

~
Σ(Ω)g = − i

~
δ(t), (2.58)

whose solution is:

g(t) = − i
~
θ(t)e−i[Ω+Σ(Ω)]t = − i

~
θ(t)e−i[Ω+∆Ω]te−Γt. (2.59)

Within these assumptions, the frequency shift is given by the real part of the
self energy ∆Ω = Re[Σ(Ω)]/~, and the decay rate by its imaginary part Γ =
Im[Σ(Ω)]/~.

Let’s observe that this pole approximation must be computed carefully. As
a matter of fact, the G(z) is not analytic in the whole complex plane. Thanks
to the presence of θ(t) in the definition of the retarded Green’s function (2.15),
we can only be sure thatG(z) is analytic in the half-plane of Im[z] > 0. Thus,
the limit must be done from above, namely:

Σ(Ω) = lim
η→0+

Σ(Ω + iη). (2.60)

2.3.2 Retarded plasmons

In the case of the plasmon dynamics that we are studying, the approximation
(2.57) can be done. From the physical point of view, this can be understood
observing that the possible past interactions, which could drive the dynamics of
the plasmon excitation at time t, have a very low probability to occur. Indeed,
let’s for example imagine that the plasmon excitation m, decaying at time t′ <
t, emits a photon of energy ~Ωm. Immediately after the emission, this photon
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will propagate away from the nanoparticle at the speed of light. Thus, the
chances for the photon to be reabsorbed at time t are essentially zero. The
situation radically can change if, for example, we place the nanoparticle close
to a photonic crystal, where the photon dispersion relation can be tailored to
slow down the propagation speed of the emitted photons and increasing the
probability of detecting non-Markovian behaviours. Mathematically, the major
contributions to the inverse transform integral come from the z close to Ωm,
and the self-energy (2.53) slowly varies around Ωm. Applying the (2.60) to the
(2.53), we get:

ΣRWA
m (Ωm) =

1

~

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2(p.v. 1

Ωm − ωq
− iπδ(Ωm − ωq)

)
,

(2.61)
since

lim
η→0

1

x+ iη
=

x

x2 + η2
− iπ

[
1

π

η

x2 + η2

]
= p.v.

[
1

x

]
− iπδ(x). (2.62)

Thus, in this retarded regime, the dressed propagator evolves as follows:

gm(t) = − i
~
θ(t)e−i[Ωm+Σ(Ωm)]t = − i

~
θ(t)e−i[Ωm+∆Ωm]te−Γmt. (2.63)

Differently from the QES case, the m-th plasmon mode has a finite lifetime
given by the inverse of the radiative decay rate:

Γm =
1

~
Im
[
ΣRWA
m (Ωm)

]
=

π

~2

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2 δ(Ωm − ωq), (2.64)

and its resonance frequency is shifted of:

∆Ωm =
1

~
Re
[
ΣRWA
m (Ωm)

]
=

1

~2
p.v.

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2
Ωm − ωq

, (2.65)

where p.v. indicates that the integral is a Cauchy principal value integral.

Numerical results for a metal sphere

In figure 2.2, we show how the radiative decay rate and the frequency shift of
the plasmon modes in a metal sphere change with the increasing of the sphere’s
dimension. We compare the RWA predictions with the Mie theory calculation
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showed in appendix E. We see that, although the RWA qualitative well de-
scribes the plasmon dynamics, its quantitative predictions are unsatisfactory.
In particular, it fails to predict the correct values of the frequency shift in the
retarded-regime, even for small particles. And thus, it won’t be able to faith-
fully reproduce the retarded dynamics in the important case of MNPs slightly
out of the QES limit.

Figure 2.2: Frequency shift (a) and radiative decay rate (b) of the three dipoles
(black), of the five quadrupoles (red), and of the seven octupoles (blue) of a
metal sphere. The surface charge density of each mode is shown in a box
whose color matches the one of the corresponding curves. Comparison be-
tween the RWA predictions (dashed lines) of (2.64)-(2.65) and the electrody-
namical ones (dotted solid lines) of appendix E, which are based on Mie theory.
R is the radius of the sphere and kp = 2π/λp.

2.4 Beyond the rotating-wave approximation

In this section, we go beyond the rotating-wave approximation and show that
it is easily possible to fill its shortcomings considering the following Hamilto-
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nian:

Ĥm = ~Ωmb̂
†
mb̂m +

ˆ
R3

d3q

(2π)3

2∑
s=1

~ωqâ†q,sâq,s

+
∑
m

ˆ
R3

d3q

(2π)3

2∑
s=1

[
V m
q,s

(
b̂†m − b̂m

)
aq,s + h.c.

]
.

(2.66)

The equation of motion method can again be applied to compute the dressed
propagator. It leads to the following system:

~zGm(z) = 1 + ~ΩmGm(z) + Ψm(z) [Gm(z)−Hm(z)] (2.67)

~zHm(z) = −~ΩmHm(z) + Ψm(z) [Gm(z)−Hm(z)] , (2.68)

where Hm(z) is the Laplace transform of the Green’s function:

hm(t) = − i
~
θ(t)〈

[
b̂†m(t), b̂†m(0)

]
〉, (2.69)

and

Ψm(z) =
1

~

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2( 1

z − ωq
− 1

z + ωq

)
. (2.70)

As in the above discussed RWA case, also here it is possible to neglect the
memory effects and to solve a Markovian dynamics instead. Here, we formally
substitute Ψ(z) with its value in the free pole Ωm. Thus we get (see appendix
D):

~zGm(z) = 1 + ~ΩmGm(z) + Ψm(Ωm) [Gm(z)−Hm(z)] (2.71)

~zHm(z) = −~ΩmHm(z) + Ψm(Ωm) [Gm(z)−Hm(z)] , (2.72)

where:

Ψm(Ωm) =
1

~

ˆ
R3

d3q

(2π)3

2∑
s=1

∣∣V m
q,s

∣∣2(p.v. 1

Ωm − ωq

− 1

Ωm + ωq
− iπδ(Ωm − ω)

)
.

(2.73)

Within this approximation, the time dynamics is described by the following
system of differential equations:

ġm(t) + iΩmgm(t) +
i

~
Ψm(Ωm) [gm(t)− hm(t)] = − i

~
δ(t) (2.74)

ḣm(t)− iΩmhm(t) +
i

~
Ψm(Ωm) [gm(t)− hm(t)] = 0, (2.75)
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whose eigenvalues are

λ = ±Ωm

√
1 +

2

~
Ψ(Ωm)

Ωm
. (2.76)

From the (2.76), we derive the following frequency shifts and radiative decay
rates:

∆Ωm = Re

Ωm

√
1 +

2

~
Ψ(Ωm)

Ωm


Γm = −Im

Ωm

√
1 +

2

~
Ψ(Ωm)

Ωm

 . (2.77)

Numerical results for a metal sphere

In figure 2.3, we show the values of the radiative decay rate and of the fre-
quency shift given by (2.77). By comparing them with the purely electrody-
namical computations of appendix E, we find that the agreement is greatly
improved compared to the RWA case. In particular, it can be considered ex-
act for kpR ≤ π. This range of validity is sufficiently large to encourage the
use of the Hamiltonian (2.66) in all the cases of practical interest. For gold
nanoparticles ωp ' 1.37 ∗ 1016, and so this constraint corresponds to a radius
of 144 nm; for silver nanopraticle ωp ' 2.17 ∗ 1015, and so R = 230 nm.
These spheres are larger than to the usual dimensions of nanoparticles used in
plasmonics.

It proves that the Hamiltonian (2.66) correctly predicts the radiative de-
cay rate and the frequency shift that each plasmon mode of an isolated sphere
experiences because of retardation effects. These quantities constitutes the
eigenvalues of the free evolution, and from them the dynamics can always be
reconstructed.

It is important to observe that the classical method of appendix E, which
we are using as a comparison, is trivial only in the analytic sphere case, but
its extension to arbitrarily shaped MNPs, or to dimers gets immediately much
more complex. Indeed, it turns into the challenging numerical problem of find-
ing a suitable electromagnetic modal expansion for the scattering in the full-
retarded regime and then studying the resonance conditions. On the contrary,
the (2.77) are handy and direct expressions for ∆Ω and Γ in the full-retarded
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regime, and they only use QES modal decompositions. The available pertur-
bative techniques to compute these quantities that resort only to QES modal
expansions are manageable slightly out of the QES limit, i.e. to compute the
first corrections to these quantities, but become more and more complex as
the dimension of the nanoparticle increases [25]. The complexity of the (2.77)
does not depend on the dimension of the nanoparticle.

Figure 2.3: Frequency shift (a) and radiative decay rate (b) of the three dipoles
(black), of the five quadrupoles (red), and of the seven octupoles (blue) of a
metal sphere. The surface charge density of each mode is shown in a box
whose color matches the one of the corresponding curves. Comparison be-
tween the theoretical prediction (dashed lines) of (2.77), which are derived
from (2.66) beyond the RWA, and the electrodynamical results (dotted solid
lines) of appendix E, which are based on Mie theory. R is the radius of the
sphere and kp = 2π/λp.
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2.5 Arbitrarily shaped nanoparticles

The spherical case is an important scenario, where we can easily test our quan-
tum theory. As a matter of fact, as we show in appendix E, it is possible to
easily generate reference results using the Mie theory. However, this method-
ology cannot be directly applied to arbitrarily shaped MNPs, since it exploits
the analytical solution of the electromagnetic scattering problem of a sphere. In
these other cases, more advanced methods to compute the radiative decay rate
and the frequency shift of the plasmon oscillations have to be used. In general,
this problem reduces to the much more complicated numerical computation of
modes and resonances in the full-retarded regime. This is a huge topic and it
has been largely discussed in the first chapter. On the other side, to compute
the radiative decay rates and the frequency shifts with equations (2.64)-(2.65)
and (2.77), only the use of a quasistatic modal basis is needed and, once that
it has been determined as it is shown in appendix B, the computation of these
quantities is straightforward. Now we want to show a couple of examples for
the arbitrarily shaped case. We show both the predictions of equations (2.64)-
(2.65) obtained within the rotating wave approximation and the ones of (2.77)
computed beyond this approximation, from Hamiltonian (2.66). In figure 2.4
and 2.5 the cases of an oblate spheroid and of a prolate one are shown. The
ratio between the major axis l and the minor one is takes equal to 3.
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Figure 2.4: Frequency shift (a) and radiative decay rate (b) of the lowest energy
plasmon modes of an oblate spheroid. The surface charge density of each
mode is shown in a box whose color matches the one of the corresponding
curves. The modes in the same box are degenerate. Comparison between
the predictions of the RWA (dashed lines) of equations (2.64)-(2.65) and the
results of (2.77) (solid lines), which are derived beyond the RWA from (2.66).
l is the major semiaxis and it is taken three times bigger than the minor one.
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Figure 2.5: Frequency shift (a) and radiative decay rate (b) of the lowest en-
ergy plasmon modes of a prolate spheroid. The surface charge density of each
mode is shown in a box whose color matches the one of the corresponding
curves. The modes in the same box are degenerate. Comparison between the
predictions of the RWA (dashed lines) of equations (2.64)-(2.65) and the re-
sults of (2.77) (solid lines), which are derived beyond the RWA from (2.66). l
is the major semiaxis and it is taken three times bigger than the minor one.
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2.6 Quantization in metal nanodimers

Another strong point of the quantum theory that we have developed in this
thesis chapter is that its extension to the dimer case is straightforward8. As
a matter of fact, only the QES modal expansion has to be adapted, while the
way to describe the interaction with the radiative photons remains exactly the
same. Thus, it does not change the procedure to compute the radiative de-
cay rate and the frequency shift of the plasmon excitations and the formulas
(2.64)-(2.65) and (2.77) do not formally vary. Indeed, once that we define a
proper quasistatic modal expansion for the electron displacement field inside
the dimer, the quantity V m

q,s will represent the coupling strength between the
plasmon mode Um and the plane wave of wave number q and polarization
eq,s. Moreover, the QES dimer expansion is an easy extension of the one
presented in appendix B for the single nanoparticle. As a matter of fact, the
auxiliary eigenvalue problem (2.100) is formally written in the same way of
the single particle case, with the only difference that the integration in (2.99)
is done on the surface of the two objects. In figure 2.6 we show the radiative
decay rate and the frequency shift of the lowest energy plasmon modes in the
case of a dimer constituted of two identical metal nanosphere. In figure 2.7
we present the same data for a bow-tie antenna constituted of two equilateral
nanoprisms.

8We consider the meaningful case of two coupled nanoparticles but everything is perfectly
valid for a generic array.
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Figure 2.6: Frequency shift (a) and radiative decay rate (b) of the lowest energy
plasmon modes in the case of a dimer made of two identical spheres of radius
R. The distance between the two spheres is equal to R/2. The surface charge
density of each mode is shown in a box whose color matches the one of the
corresponding curves. The modes in the same box are degenerate. Comparison
between the predictions of the RWA (dashed lines) of equations (2.64)-(2.65)
and the results of (2.77) (solid lines), which are derived beyond the RWA from
(2.66).
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Figure 2.7: Frequency shift (a) and radiative decay rate (b) of the lowest energy
plasmon modes in the case of a bow-tie antenna for two different gaps. The
bow-tie antenna is constituted by two equilateral nanoprims of edge 2l, of
height l/2, and rounded corners of radius of curvature 0.15 l. The distance
between the two nanoprisms is equal to l. The surface charge density of each
mode is shown in a box whose color matches the one of the corresponding
curves. Comparison between the predictions of the RWA (dashed lines) of
equations (2.64)-(2.65) and the results of (2.77) (solid lines), which are derived
beyond the RWA from (2.66).
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2.7 Conclusions

In this thesis chapter we have developed a quantization scheme able to describe
the quantum dynamics of the plasmon excitations in arbitrarily shaped metal
nanoparticles and dimers, in the full-retarded regime. In the QES limit, the
electron fluid motion is decomposed into a set of infinite lifetime oscillating
modes, whose energies are quantized. Beyond the QES limit, the retardation
is described, at the quantum scale, as the exchange of energy between these
plasmon excitations and the photons. Because of these interactions, the plas-
mon energies shift and the plasmon excitations acquire a radiative damping
and decay in time.

Our treatment represents an add-on to the existent literature because of
the following considerations. Arbitrarily shaped nanoparticles and dimers are
rarely treated, from the quantum point of view, out of the QES regime. Most of
the retarded analyses of the quantum plasmons that have been proposed over
time are either phenomenological or, if rigorous, they limit their attention to
the analytic sphere case. The few existing studies of plasmon+photon quanti-
zation in the presence of arbitrarily shaped particles are in the frequency do-
main (e.g. [72]). Our approach instead starts from a time-domain description,
and so it could also constitute the starting point to develop efficient methods
to study the transient response of metal nanostructures to pulsed classical or
quantum light. Moreover, we not only give an appropriate quantum description
of more complex cases of great interest for the applications, but we also carry
on a critic investigation on the derived plasmon-photon Hamiltonian, showing
two key results. First, the widely diffused rotating wave approximation, even if
it agrees qualitatively, its quantitative predictions lack in accuracy. Second, we
discuss an approximate Hamiltonian able to accurately describe the quantum
dynamics of the plasmon excitations in the great majority of the cases of prac-
tical interest. Working with this approximate Hamiltonian, we have derived
some closed formulas to compute the radiative decay rate and the frequency
shift of the plasmon excitations in the full-retarded regime. These formulas
appear to be very efficient because they return us these full-retarded quantities,
starting from a QES modal decomposition. Thus, they do not need electrody-
namical modal expansions and they are not perturbative.
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Appendix A: Euler-Lagrange equations

In this section, we briefly comment why the Lagrangian (2.18)-(2.22) properly
describes the linear response of a metal nanoparticle assuming the lattice to be
a positive charge uniform background and neglecting the pressure effects on
the motion of the electrons. Let’s write the standard light-matter Lagrangian
for an electron fluid subject to a nonholonomic constraint, i.e. being confined
inside a fixed region B [78]:

L = LA + LB + LC (2.78)

LA =

ˆ
R3

1

2
men0 (∂tζ)2 d3r (2.79)

LB =

ˆ
R3

[ε0
2

(∂tA)2 +
ε0
2

(∇φ)2 + ε0∂tA · ∇φ

− 1

2µ0
(∇×A)2

]
d3r (2.80)

LC = −en0

ˆ
Ω
A · ∂tζd3r + en0

ˆ
S
φζnd

2r, (2.81)

where A and φ are the vector and the scalar potential defined such that B =
∇×A and E = −∂tA−∇φ, and where we have fixed the Coulomb gauge,
i.e. ∇ ·A = 0.

Said δφ a perturbation of the scalar potential, we obtain:

LB[φ+ δφ]− LB[φ] = ε0

ˆ
R3

∇φ · ∇δφd3r

= ε0

ˆ
B
∇φ · ∇δφd3r + ε0

ˆ
Bc
∇φ · ∇δφd3r

= ε0

ˆ
B
δφ∇2φd3r + ε0

ˆ
Bc
δφ∇2φd3r

+

ˆ
S
δφ
[
∂nφ

(B) − ∂nφ(Bc)
]
d2r, (2.82)

where we have split the integral over the all space R3 into an integral over
B and an integral over its complement Bc = R3\B. In equation (2.82), ∂n
is the normal outgoing (from B to Bc) derivative over the surface S, and the
value of the field is taken in the region indicated by the apexes. From the
Euler-Lagrange equation

∂t

[
δL

δ (∂tφ)

]
=
δL
δφ
, (2.83)
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we obtain:

∇2φ = 0 in B (2.84)

∇2φ = 0 in Bc (2.85)

−en0ζn = ε0

[
∂nφ

(B) − ∂nφ(Bc)
]

on S, (2.86)

if we take δφ with support B, Bc, and S, respectively. Since we have fixed the
Coulomb gauge, the normal component of the vector potential is continuous
on the surface and, the same can be said for its time derivative. Thus, the (2.86)
expresses the jump of the normal component of the electric field on the surface
of the nanoparticle due to the surface charge.

The Euler-Lagrange equation

∂t

[
δL

δ (∂tA)

]
=
δL
δA

(2.87)

gives

ε0∂
2
tA+ ε0∂t∇φ = − 1

µ0
∇×∇×A− en0∂tζ, (2.88)

that is the Ampère-Maxwell equation, while from:

∂t

[
δL

δ (∂tζ)

]
=
δL
δζ

(2.89)

we derive
men0∂

2
t ζ − en0∂tA = en0∇φ, (2.90)

that is the linearized Euler equation describing the electron fluid dynamics
inside the nanoparticle.

From the system (2.84)-(2.86), we have

φ(r) = − en0

4πε0

ˆ
S

ζn(r′)

|r − r′|d
2r′. (2.91)

Thus, on the motion, we getˆ
R3

ε0
2

(∇φ)2 d3r + en0

ˆ
S
φζnd

2r =
ε0
2

ˆ
S
φ(r)

[
∂nφ

(B) − ∂nφ(Bc)
]
d2r

+ en0

ˆ
S
φζnd

2r =
en0

2

ˆ
S
φζnd

2r, (2.92)

and so, observing thatˆ
R3

∇φ · ∂tA = ε0

ˆ
S
φ
[
∂tA

(B) − ∂tA(Bc)
]
n
d2r = 0, (2.93)

we can rewrite the Lagrangian (2.78)-(2.81) in the form (2.18)-(2.22).
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Appendix B: Harmonic expansion

In this section, we first discuss the building of a basis of harmonic fields in an
arbitrary shaped domain. We do that by adapting, to our framework, an argu-
ment of [14] and [25]. Second, we show how to derive the (2.8). Eventually,
we provide the analytic case of the sphere.

A possible way to face the problem is to see the harmonic fieldU inside the
MNP, as a truncation to B of the solution of the following extended problem:

∇ ·U(r) = 0 in B,Bc (2.94)

∇×U(r) = 0 in B,Bc (2.95)[
U (Bc)(r)−U (B)(r)

]
· n(r) = u(r) on S (2.96)[

U (Bc)(r)−U (B)(r)
]
× n = 0 on S, (2.97)

whereU (Bc) = U |Bc ,U (B) = U |B, n is the outgoing normal versor on S and
u(r) is the jump of the normal component on the surface. As shown in [14],
the following relations hold:

n ·U (B)(r) = −u(r)

2
+F {u} , n ·U (Bc)(r) = +

u(r)

2
+F {u} , (2.98)

where

F {u} =
1

4π

ˆ
S
u(r′)

(r′ − r) · n (r)

|r′ − r|3 d2r′. (2.99)

Then, let’s consider the eigenvalue problem:

F {u} =
1

2γ
u, (2.100)

and call Um the field associated to the eigenfunction um and to the eigenvalue
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γm. The following relations hold:

n ·U (B)
m (r) =

1

2

(
1

γm
− 1

)
um(r) on S, (2.101)

n ·U (Bc)
m (r) =

1

2

(
1

γm
+ 1

)
um(r) on S, (2.102)

ˆ
B
U (B)
m (r) ·U (B)

n (r)d3r = δnmVm, (2.103)
ˆ
Bc
U (Bc)
m (r) ·U (Bc)

n (r)d3r = δnm
γm + 1

γm − 1
Vm, (2.104)

ˆ
S

ˆ
S

un(r)um(r′)

4π|r − r′| d
2rd2r′ =

ˆ
R3

Um(r) ·Un(r)d3r

=

(
1 +

γm + 1

γm − 1

)
δnmVm. (2.105)

Eventually, the (2.8) is obtained by substituting ζ(r, t) =
∑

m qm(t)Um(r)
into the (2.6), and exploiting the relations (2.101)-(2.105). The plasmon fre-

quencies are Ωn = ωp

√
1
2

(
1− 1

γn

)
.

Sphere case. In the case of a spherical MNP, said R its radius, the har-
monic modes can be written as the opposite of the gradient of the following set
of scalar fields {φlk(r)}:

φ
(B)
lk (r) = Alk

( r
R

)l
Y k
l (θ, φ)

φ
(Bc)
lk (r) = Alk

(
R

r

)l+1

Y k
l (θ, φ) , (2.106)

where Y k
l (θ, φ) are the spherical harmonics with l = 1, 2, . . . and k =

0,±1, . . . ,±l, and Alk are normalization constants that can be arbitrarily cho-
sen. From the (2.96), we get that:

ulk(r) = ∂rφ
(B) − ∂rφ(Bc) = (2l + 1)Rl−1Y k

l (θ, φ) , (2.107)

and then, exploiting the (2.101), we obtain the plasmon frequencies: Ωlk =

ωp

√
l

2l+1 . Let’s observe that these frequencies do not depend on k, and so we
have, for each l, 2l + 1 degenerate modes, i.e. three dipoles, five quadrupoles,
and so on. This is mirror of the spherical symmetry of the MNP.
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Figure 2.8: Nanosphere and spherical coordinates.

Appendix C: Field quantization

In this section, we briefly sketch the field theory formulation of the full-
retarded regime, that does not explicit modal expansions. Starting from the
Lagrangian (2.18)-(2.22), we define the conjugate fields χ(r, t) = δL

δ(∂tζ) and

Π(r, t) = δL
δ(∂tA) . The Legendre transformation:

H (ζ,χ,A,Π) =

[ˆ
R3

χ · (∂tζ) d3r +

ˆ
R3

Π · (∂tA) d3r

−L (ζ, ∂tζ,A, ∂tA)]ζ,χ,A,Π ,

(2.108)

brings to the following Hamiltonian:

H =

ˆ
R3

1

2men0
[χ+ en0A]2 d3r +

ˆ
R3

[
1

2ε0
Π2

+
1

2µ0
(∇×A)2

]
d3r +

(en0)2

8πε0

ˆ
S

ˆ
S

ζn(r)ζn(r′)

|r − r′| d2rd2r′.

(2.109)
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Eventually, we promote ζ, χ, A, and Π to field of operators verifying the
equal time commutation relation [78]:[

ζ̂i(r), χ̂j(r
′)
]

= i~δi,jδ(r − r′)[
Âi(r), Π̂j(r

′)
]

= i~δ⊥i,j(r − r′), (2.110)

where the subscripts refer to the components of the fields and where δ⊥ is the
transverse delta function:

δ⊥i,j(r) = δi,jδ(r) +
1

4π
∂2
i,j

1

r
. (2.111)

Appendix D: Derivation of the propagator’s evolution

In this section, we show the steps to derive the system (2.67)-(2.68). Equa-
tion (2.52) is a subcase of it. First of all, applying the (2.50) to the plasmon
propagator gm(t), we have:

~zGm(z) = 1 +G[b̂m,H]b̂†m
(z) = 1 + ~ΩmGm(z) (2.112)

+

ˆ
R3

dq3

(2π)3

2∑
s=1

[
V m
q,sGâq,sb̂†m

(z)− V m∗
q,s Gâ†q,sb̂†m

(z)
]

~zHm(z) = G[b̂m,H]b̂†m
(z) = −~ΩmHm(z) (2.113)

+

ˆ
R3

dq3

(2π)3

2∑
s=1

[
V m
q,sGâq,sb̂†m

(z)− V m∗
q,s Gâ†q,sb̂†m

(z)
]
.

Then, iterating the method, we obtain:

~zG
âq,sb̂

†
m

= G
[âq,s,H]b̂†m

(z)

= ~ωqGâq,sb̂†m + V m∗
q,s [Gm −Hm] (2.114)

~zG
â†q,sb̂

†
m

= G[
â†q,s,H

]
b̂†m

(z)

= −~ωqGâ†q,sb̂†m + V m
q,s [Gm −Hm] , (2.115)

from where:

G
âq,sb̂

†
m

=
V m∗
q,s

~z − ~ωq
[Gm −Hm] (2.116)

G
â†q,sb̂

†
m

=
V m
q,s

~z + ~ωq
[Gm −Hm] . (2.117)
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Appendix E: Classical radiative decay rates and fre-
quency shifts

The reference radiative decay rate and the frequency shift of the plasmon os-
cillations in a spherical MNP can be derived within the framework of classical
electrodynamics, adapting the treatment of the scattering by plane waves. In
chapter 4 of [28], it is shown that, in order to solve the scattering problem of
a sphere illuminated by a linearly polarized plane wave, we have to expand
the incident plane wave, the internal field, and the external (in the book scat-
tered) field in vector spherical harmonics. The coefficients of the expansions of
the internal and of the external fields are obtained from the linear system that
arises by imposing the continuity of the tangential components of the electric
field and of the magnetic field. The vector spherical harmonics used in the
expansions are divided in two classes: the E-waves and the H-waves. In par-
ticular, we are interested in the E-waves. As a matter of fact, for a nanosphere
of permittivity ε(ω) = 1−ω2

p/ω
2, they correspond to the electromagnetic field

radiated by the plasmon oscillations of the electron fluid that we are investi-
gating. In the scattering problem, for each E-wave, it has to be solved a 2 by
2 linear system in the form Ax = b. A depends on the radius R of the sphere
and on its material, while b depends on the incident plane wave.

This treatment can be used to derive the reference quantities we need. In-
deed, for b = 0, the system admits solutions different from zero if det(A) = 0.
For each l = 1, 2, . . . E-waves system, it corresponds to find the ω such that:

h
(1)
l (kR)

∂r

[
rh

(1)
l (kR)

]
r=R

= ε(ω)
j

(1)
l

(√
ε(ω)kR

)
∂r

[
rj

(1)
l

(√
ε(ω)kr

)]
r=R

, (2.118)

where j(1)
l and h(1)

l are, respectively, the spherical Bessel and Hankel functions
of first type, k = ω/c0, and c0 is the speed of light. In the limit of R→ 0, we
can expand the spherical functions in the following way:

j
(1)
l

(√
εkR

)
≈ αl

(√
εkR

)l
, h

(1)
l (kR) ≈ βl

(kR)l
, (2.119)

where αl and βl are proper constants. We first get ε(ω) = −(l + 1)/l
and then the QES plasmon frequencies that we have derived in appendix B:

Ωl = ωp

√
l

2l+1 . In the small particle limit, real frequencies Ωl that verifies the
(2.118) do exist. It means that the corresponding E-waves can oscillate with-
out decaying and without the need of an external driving. When the dimension
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of the nanoparticle increases, equations (2.118) admit complex Ωl(R) as solu-
tions. It means that the corresponding E-waves do decay in time. As reference
results for the frequency shift we consider ∆Ωl(R) = Re [Ωl(R)]−Ωl and for
the radiative decay rate Γl = −Im [Ωl(R)].



Chapter 3

Nonlinearities in Rydberg-EIT

A
gas of Rydberg atoms, in the electromagnetic induced transparency
(EIT) setup, has proven in recent years to be a promising approach

to realize a highly nonlinear optical medium, where optical pulses interact
strongly with each other down to the single-photon level. Thanks to the Ry-
dberg blockade phenomenon, a single photon is indeed able to saturate the
atomic response of a considerably large portion of the medium, that appears
opaque to a second incoming one. This behaviour was first experimentally
proven by T. Peyronel and co-workers in 2012 [79], when they also showed
how Rydberg-EIT atomic gases could be used as possible platforms to turn
classical light into quantum one. In this work, the authors entirely focused
on the continuous wave (CW) response of a Rydberg gas, of which they also
gave a complete theoretical explanation. Recently, the C. Adams’ lab explored
the nonlinear optical properties in the pulsed regime. Interestingly, it was ob-
served that the transient behavior could exhibit a lower anti-bunching signal
than the CW one, often associated with a stronger nonlinearity. [80]. The goal
of this chapter is to provide a clearer picture of the physical origin of this effect,
with the end goal being of determining whether this effect actually reflects a
stronger, "useful" nonlinearity.

The treatment is subdivided as follows. In a first introductory part (sec-
tion 3.1), we briefly review the historical mechanism to generate nonlinear-
ities, based upon the saturation of the atomic response of a medium. The
difficulty of realizing single-photon-level nonlinearities is due to the nature
of this atom mediated interaction, that is local in space and narrow in time.
Then, the physics of the Rydberg atoms, and the ability to effectively real-
ize a long-range photon-photon interaction, is introduced as a novel route to

73
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realize the single-photon nonlinear regime. In a second introductory part (sec-
tion 3.2), we treat the light-matter interaction, first discussing the absorbing
behaviour of a 2-level ensemble of atoms, and then the transparent one of the
3-level EIT setup. Then, the third part (section 3.3) is slightly more technical
and it is devoted to introduce the tools to model Rydberg-EIT: the historical
Maxwell-Bloch (MB) approach and the newer spin model (SM). The former is
a wave equation method where the atomic degrees of freedom are accounted
in the Maxwell’s equation as a polarization field. The latter traces out the elec-
tromagnetic field and solves the effective atomic spin dynamics that arises.
Eventually, in the fourth and last part (section 3.4), we present an original
discussion on the nonlinearities in Rydberg-EIT, both in the continuous wave
regime and in the transient dynamics. We model test scenarios where it is pos-
sible to separate the double-excitation evolution from the single-excitation one.
The theoretical treatment is endorsed by SM simulations on effective atomic
chains.

3.1 Photon-Photon interaction and Rydberg atoms
1The intrinsic non-interacting nature of photons makes light a perfect vehicle
to transfer data. But it is also the origin of big challenges for what concerns
information processing. As a matter of fact, signal processing requires, by
definition, interaction, and interaction between photons cannot be determin-
istically obtained through linear optics. Two photons propagating in linear
media, such as vacuum or optical fibers, and manipulated by linear devices,
such as beam splitters or waveplates, will never interact with each other.

This is why, a resolute scientific community has been making a huge ef-
fort in facing the big challenge to establish a deterministic interaction between
photons through nonlinear optics. This is quite an ambitious goal if we give
a look at the history of nonlinear optics. Indeed, the observation of nonlin-
ear behaviors was possible only after the development of high power lasers,
since most of the optical materials exhibits only linear properties at low power.
As a matter of fact, an electric field comparable to the field of the nuclea is
needed to modify the index of refraction of a material and to make the prop-
agation power-dependent. Technological improvements over time have made
it possible to observe nonlinear phenomena at lower and lower power levels
and, «with the advent of the quantum computation, the goal of making this
interaction relevant at the few photon scale became more pressing» [81].

1We will mostly follow the treatment of [81].
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Due to the highly anharmonic energy level spacing associated with the
electronic states of an atom, it can effectively be thought as a two-level system,
which is only able to emit and absorb single photons of a given, near-resonant
frequency at a time. In this sense, a single atom appears to be the most non-
linear object we can think of, where a single photon is, in principle, enough
to saturate its optical response. Once saturated, the atom is unable to respond
to a second photon; this simple observation made atomic media a preferred
approach to realize optical nonlinearities at low powers.

𝑑𝜆

𝑝 ≈
𝜎

𝑑2
≈

𝜆

𝑑2

Figure 3.1: Schematic of the probability of interaction between a single atom
and a single photon.

However, one can construct a simple argument to see that reaching the
single-photon nonlinear regime is difficult. Let’s first consider a single atom
as a "medium". The probability p for the photon to be scattered by the medium,
that in this case is the probability of interaction between the single atom and
the single photon, depends on the atom scattering cross section σ and on the
"width" d of the photon. The cross section σ is the effective size of the atom
seen by the photon and it can be thought, in a more pictorial fashion, as the
shadow of the atom in the light. It depends on the wavelength of the incoming
photon and has a maximum at the transition wavelength λ, where σ ≈ λ2.
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Thus, if we illuminate an atom with a highly focused light beam of diameter d
at the transition frequency, we get p ≈ λ2/d2 (see figure 3.1). In free space,
because of diffraction limit, we always have d > λ, and this implies that,
unless we elaborate something more, real life conditions will give us p �
12. In order to make p approach 1, we can think of increasing the number of
atoms N . Taking N ≈ 1/p assures that a single photon travelling through the
medium will be absorbed by an atom. Now, if we let two photons propagate,
even if we know that they will be both absorbed by the medium, we will not
measure any nonlinear effect. Indeed, to measure nonlinearity, they should
both approach the same atom at the same time, or in an interval of time dictated
by the lifetime of the excited state. This event has almost the same probability
of the single atom case. Thus, in order to saturate the atomic response of
the medium, a large number of photons n ≈ N ≈ 1/p must be used, but
in this way we leave the few-photon scale. These space-time constraints to
detect nonlinearity are central, as we will explore later, to understand the huge
change that Rydberg physics brought to this research field. Indeed, Rydberg
atoms will provide us long-range interactions at long time scales.

3.1.1 Rydberg atoms
3When an atom is excited to a large principal quantum number state, the cor-
responding electron is weakly bounded to the ionic core and exhibits a high
sensitivity to the external stimuli. As a consequence, it shows features that are
very different from the ones of the first excited states. In particular, it exhibits
high polarizability, long lifetime, and strong nonlinearities due to the blockade
mechanism. The general expression "Rydberg atoms" (RAs) refers to atoms
in these quantum states. The energy levels of a generic Rydberg atom are well
expressed by the Rydberg formula En = −R/n∗2. Here, R is the Rydberg
constant of the atom and n∗ is an experimentally measured effective princi-
pal quantum number that takes into account the modification of the Coulomb
potential due to the presence of the electrons in the core.

The fundamental property of the Rydberg atoms is the huge dimension,
indeed, the radius of a RA grows with the principal quantum number and, for
n greater than 100, it gets in the order of a micron, 104 times bigger than a

2For p ≈ 1, a single photon can undergo a strong attenuation, a reflection or a phase shift
because of a single atom. For example, p can be increased by using advanced technique of
light focusing [82,83], sub-wavelength confinement of photons in the form of surface plasmons
[57, 60], or cooling and trapping the atom inside an optical cavity [84].

3We will mostly follow the treatment of [85] and [81], with some insights from [86] and [87].
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ground-state atom. Formally, it can be computed by averaging the module
of the position operator of the excited electron over the high n eigenstate:
〈n|r̂|n〉 ∝ n2. As a consequence, the radiative lifetime also increases with n2,
and reaches the remarkable values of hundreds of microseconds already for
n ∼ 60, while the timescale of the first excited states is in the order of tens of
nanosecond.

Long lifetime

To understand why a big radius implies a long lifetime in the case of RAs,
let’s remember that the probability for a transition to occur between two states,
|n1〉 and |n2〉, depends on the corresponding matrix dipole element, namely
〈n1|er̂|n2〉 =

´
ψ∗n1

(r)er̂ψn2(r), and this is true both in the absorption and in
the emission process. Since the large Rydberg state barely overlaps with the
small ground state, the coupling between these two transitions is very weak. It
explains, on one side, why the excitation of the RAs is such a delicate process
that has required almost one hundred years from their discovery to be mas-
tered, and, on the other side, it tells us that when an electron is excited to a
high n state, it weakly couples to the ground state and, so, this direct transition
is unfortunate. Of course, one could observe that, since the others high n states
overlap much with the excited Rydberg we are considering, these transitions
are favorable and a ladder decay could easily take place. Why, in fact, this lad-
der decay doesn’t happen depends on the number of available vacuum modes
in this frequency range. Indeed, an excited electron decays to a lower level
through the coupling with the vacuum modes, since a photon at the transition
frequency has to be emitted. The density of vacuum modes is not uniform
all over the electromagnetic spectrum and, as the wavelength increases, they
become fewer and fewer4. Typically, the transitions from high n states to the
ground could be either in the visible, like the one from the first excited states,
or in the ultraviolet, while the ones between two close Rydberg levels are at
microwaves or at terahertz and, in these ranges, there are not so many vacuum
modes available to support spontaneous emission (see figure 3.2). Taking into
account all the possible decay paths from the initial Rydberg state, it can be
proved that the lifetime of these states scales as n2 [85].

This really very long lifetime feature constitutes a first ingredient for the
photon-photon interaction. To understand the genesis of the second ingredient,

4By quantizing the electromagnetic field in a periodic boundary condition cube, we can
derive the following scaling for the number of vacuum modes per unit volume with a wavelength
between λ and λ+ dλ: D(λ)dλ ∝ dλ/λ4.
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the long-range blockade, we first need to investigate how two Rydberg atoms
interact.

∣ 𝑛〉

∣ 𝑔〉

Visible/UV Microwave

∣ 𝑛〉

∣ 𝑔〉

B☺

A

B

A☺

Figure 3.2: Sketch of the two possible decay schemes from a Rydberg level
to the ground state. A and B refers to the amplitude of the matrix dipole
elements associated to the transitions and to the density of available vacuum
modes, respectively.

Dipole-dipole and van der Waals interactions

In order to characterize the interaction between Rydberg atoms, let’s first inves-
tigate, from the microscopic point of view, how quantum dipoles, in general,
talk to each other. We assume two identical atoms at distance R, we name
|nS〉 and |n1P 〉, with n > n1, the 2 levels involved in the interaction process,
and we start from an initial condition where the two atoms are in a different
state (see figure 3.3(a)). The QD in |nS〉, decaying to |n1P 〉, emits a pho-
ton at the transition frequency. This photon propagates toward the second QD
that, absorbing it, experiences a transition from |n1P 〉 to |nS〉5. The photon
propagation is described by the dyadic Green’s function that, for a transition

5Here, we explicit the angular momentum conservation. Since a photon carries an angular
momentum of ~, the transitions must be from different angular momentum levels, e.g. P and
S.
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wavelength much bigger than the distance between the two QDs, scales as
1/R3. This leads to the electrostatic dipole-dipole interaction potential and,
whether we can use this limit or not, depends on the transition we are con-
sidering. To get an idea, when we consider a real cold atom experiment, the
average inter-atomic distance is in the order of the optical wavelength we are
working at, or some fractions of it (so from tens to hundreds of nm). Thus,
the propagation must be taken into account for transition between first excited
states or from them to the ground state, since they are in the near-infrared or in
the visible. On the contrary, when we focus on the transition between Rydberg
states (where the emitted wavelength is for example in the order of 1 mm for
n ∼ 60) the propagation effects can be completely ignored6. This interaction
needs a spontaneous emission from |nS〉 to |n1P 〉 and the opposite absorption
to take place. How likely these two processes are to occur is given by the cor-
responding matrix dipole element 〈nP |er̂|n1S〉. In the case of n1 ∼ n, the
dipole matrix element scales as n2 and so, taking into account also the spatial
dependence, this dipole-dipole interaction scales as n4/R3.

But this is not the whole story. Indeed, as the principal quantum number
increases, the energy levels get closer and closer, and thus we can imagine
interactions that involve other levels. Let’s, for example, start from an initial
condition where both the atoms are in the |nS〉 state. The above discussed
first order process7 cannot directly take place. Indeed, when the first atom
decays from |nS〉 to |n1P 〉, the second should go from |nS〉 to a certain |n2P 〉
(with n2 > n), whose energy difference with |nS〉 must be exactly the same
as |nS〉 with |n1P 〉, in order to conserve the energy. But, due to the complex
structure of the atomic energies, it is uncommon to find two equally energy
spaced transitions n1 ←→ n←→ n2.

A second order process, where the state |n1P, n2P 〉 is only virtually occu-
pied at a very short time scale, and the photon is immediately exchanged back,
is instead possible (see figure 3.3(b)). Thanks to the time-energy indetermina-
tion principle, the energy defect ∆E between the quantum states |n1P, n2P 〉
and |nS, nS〉, at short time scale, is not forbidden, and this process doesn’t vio-
late the energy conservation. It is worth noting that the limit of very short time
scale, and thus the consequent indetermination of the energy, is well posed in
the study of this interaction, since the emitted microwave wavelengths of the
transitions between Rydberg levels are much bigger than the distance between

6This is why the interaction between Rydberg atoms is said to be mediated by virtual pho-
tons.

7We say "first order" because it involves a single photon propagation. A process involving
two propagations will be a second order process.
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Figure 3.3: Schematic representations of the interactions between Rydberg
atoms, with the corresponding Feynman diagrams.

the interacting atoms, and thus the propagation time is close to zero. We re-
fer to this second order process as van der Waals interaction and its strength
can be formally computed via second order perturbation theory, it results to
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scale as n8/∆ER
6. We can easily guess that n8 comes from the fact the 4

processes (whose dipole matrix elements scale as n2) are required, and that
1/R6 depends on the double Green’s function propagation. Since the energy
spacing ∆E between two energy levels scales as 1/n3, the final scaling for this
interaction is n11/R6. But it is worth pointing out that ∆E can be controlled
by external static fields, and this makes the strength of the Rydberg interaction
tunable in the experiments.

Summarizing, as the dipole-dipole interaction, the van der Waals one de-
pends on the distance between the atoms but, in contrast to that, it doesn’t ask
the atoms to change their state while interacting. Even if both these interac-
tions are present at any atomic level, they become an inexhaustible resource for
concrete applications when exploited in the RA case, and this is a direct con-
sequence of the n-scaling laws of the matrix dipole element and of the energy
spacing between the levels.

The Rydberg blockade

Now that we have seen how the interactions work in the RA framework, to
better visualize their huge potential in the world of applications, we consider
the following scenario. Let’s imagine to have two atoms at distance R from
each other (see figure 3.4), one of the two in a Rydberg state |r〉 and the other
one in the ground state |g〉. The attempt to excite also the second atom to the
|r〉 state, with a laser properly tuned on the transition frequency, has different
outcomes depending on the value of R. If R is big enough, the second atom
gets excited as if it were alone but, as R becomes smaller and smaller, its
Rydberg energy starts to shift by the effect of the interaction potential with
the already populated Rydberg level. We clearly understand that there will be
a critical distance, which we call Rydberg radius Rb, at which this transition
will be completely decoupled from the laser beam and, from there on, the
second atom cannot be excited to the Rydberg state, as long as we do not
detune the laser8. This is the so-called Rydberg blockade. Given a cloud of

8From atom physics we know that the density of states corresponding to a finite lifetime τ
excitation is centred at the excitation energy but it is not a delta function. It has a width given
by the decay rate of the atom Γ = 1/τ . Formally, it can be seen in the emitted light, that is not
purely monochromatic, but its spectral lineshape function g(ω) is a Lorentzian centred at the
transition angular frequency and of full width at half maximum (FWHM) equal to ∆ω = 1/τ
[88]. We can define the Rydberg radius as the distance Rb where the interaction potential
is equal to Γ. Here we are referring to the natural broadening of g(ω), i.e. the one due to
the radiation. There are other broadening mechanisms: the collisional broadening (due to the
collisions between the atoms) and the Doppler broadening (due to the motion of the atoms) for
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atoms in the ground state, shined by a laser tuned at a Rydberg transition, once
that an atom is excited to a Rydberg level, the interaction potential will shift
all the Rydberg levels of the surrounding atoms within the Rydberg sphere
(the sphere of Rb radius) decoupling them from the laser and forcing them to
persist in the ground state9. The blockade region, in the end, behaves as a
"superatom" whose cross section is enhanced, with respect to the single atom
one, by a factor equal to the number of atoms within the blockade sphere.

In section 3.1, we have learned the physical genesis of the nonlinearity at
the few-photon level, i.e. the saturation of the atomic response, and we have
identified the origin of the big challenges in achieving that, i.e. this nonlinear-
ity is local in space (two photons must approach the same atom) and narrow
in time (the excited states decay in tens of nanoseconds, and the second pho-
ton must arrive within this interval). Now we are ready to appreciate the big
change that Rydberg atoms represented for atom physics: they created a nonlo-
cal interaction in space, thanks to the blockade phenomenon10, at the timescale
of microseconds. A single photon approaching a single atom at a certain time
is enough to saturate the optical response of the full portion of the medium
within the blockade sphere for a considerable time. This nonlinearity at the
two-photon level, provided by RAs, is finding many interesting applications in
all the branches of quantum optics11. As anticipated at the beginning of the
chapter, in section 3.4, we will describe how this nonlinear interaction in the
EIT setup represents an efficient platform to turn classical light into quantum
light.

example.
9As we will see later, the situation is slightly different, because the photon state turns into

a collective Rydberg excitation rather than a single Rydberg atom but, to develop some first
intuitions on the system, these simplified pictures are useful.

10Rb is in the order of microns (104 times bigger than an excited state atom).
11For example, in information theory it allows the building of controlled two photons quan-

tum gates (such as controlled phase gates, i.e. CZ gates) [89, 90]. It is also possible to use this
interaction to build deterministic single photon sources [91]. Moreover, thanks to the tunability
of the interaction strength, there is room for RAs also in the world of quantum simulator [92],
and, thanks to their high sensitivity to the external fields, of course in the world of sensors [93].
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Figure 3.4: Schematic representation of the Rybderg blockade and of the en-
ergy shift due to the Rydberg interaction.

3.2 Light-matter interaction in atomic ensembles

In this section, we qualitatively describe how light interacts with an ensemble
of atoms. In particular, we focus on 2-level and 3-level media. The formal
derivation of the results is performed in section 3.3.1 by using a Maxwell-
Bloch approach.

3.2.1 2-level medium

An ensemble of atoms, be it a cloud or a lattice, shined by a probe laser tuned
at a particular frequency transition, acts as a 2-level medium, that is to say,
from the modelling point of view, an ensemble of quantum dipoles. From now
on, the two levels will be the ground state |g〉 and a first excited state |e〉. In
this process, a portion of light is reflected back to the laser, another portion is
transmitted on the other side of the medium and measured by a detector, and
the remaining power is scattered in other directions noncollectable by the de-
tector, and so it represents the losses of the system (see figure 3.5(a)). From the
microscopic point of view, the atoms, initially in |g〉, absorbing the incoming
photons, experience a transition to |e〉, and then decay back to |g〉 re-emitting a
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photon at the same frequency either in the detection mode or in 4π (see section
3.3.1). This is why, many times, we refer to the losses of the system as the
power absorbed by the atoms, i.e. the light first absorbed by the atoms and
then re-scattered away. Indicating with R, T , and L the reflection, transmis-
sion and absorption intensity coefficients respectively (i.e. the ratio between
the reflected, transmitted or absorbed intensity and the input one), the follow-
ing relation holds: R + T + L = 1 (see figure 3.5(b)). Thus, R, T , and L can
be interpreted as the probability for a photon travelling through the medium to
be reflected back, transmitted or scattered away.
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𝑅 𝑇

𝐿
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(a) Sketch of the scattering by an atomic 2-level
cloud.
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Figure 3.5: 2-level system analysis. The simulations are performed using the
effective chain model that will be introduced in section 3.3.2. It is assumed
Γr = 0.5.

An excited atom in free space, due to the interaction with the vacuum
modes, after an average lifetime τ , spontaneously decays back to the ground
state emitting a photon in the dipole mode. We characterize this process with
a single number, the total (radiative) decay rate of the excited state: Γ = 1/τ .
When the atom is shined by the laser, the situation changes and a single number
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is not enough to describe the dynamics properly. The isotropy of the free space
is broken and, since the laser mode only partially overlaps with the dipole one,
we have to distinguish between the probability of decaying into the detection
mode and the probability of decaying into the other modes. Thus, we split
the total decay rate into two contributes, Γ1 and Γ′ respectively, and we write
Γ = Γ1+Γ′. The subscript 1, used for the decay rate inside the detection mode,
underlines that we are implicitly forcing a directionality into the system and,
in the case of some experiments, it allows us to build an equivalent 1D system
to study it, e.g. an atomic chain. In free space Γ1/Γ

′ � 1 (i.e. Γ′ ' Γ), but the
value of Γ1 can be changed by a proper design of the environment surrounding
the atoms.

Let’s name ωeg the transition frequency from |g〉 to |e〉, ωp the frequency
of the probe laser, and ∆ = ωp − ωeg the detuning of the laser. Accord-
ing to ∆, the medium responds to light in different ways. In the far-detuned
limit, the photons can cross the ensemble without noticing the atoms and,
so, the medium appears transparent to light. On the contrary, at the tran-
sition frequency, the probability of interaction is maximum and, as we will
prove in section 3.3.1, it corresponds to an absorbing behaviour (see figure
3.5(b)). In particular, for ∆ = 0 we measure a minimum in the transmission
T � 1, from where we can define the optical depth (OD) of the ensemble
as OD = − log(T ). The optical depth represents the key figure of merit
to describe the linear properties of a 2-level medium and it can be success-
fully theoretically modelled. The expression T |∆=0 = e−OD is usually called
Beer’s law and the amplitude of the interval around ∆ = 0 where the medium
is absorbing grows with OD (as shown in figure 3.5(c)12).

Before getting into the formal description of section 3.3, to have an idea on
how to model OD, let’s consider a N -atom chain in the simplified hypothesis
of neglecting multiple scattering, which in the chain case means neglecting
reflections (see figure 3.6). Let’s consider a continuous wave scenario, weak
driving amplitude13, and let’s indicate with En−1 the amplitude of the electric
field approaching atom number n from left (E0 = Ein, EN = Eout). Without
reflections, the electric field shining the n-th atom only depends on the portion

12From the experimental point of view, the value of a very high OD is obtained by fitting
the tails of the transmission plot at large detunings, and not by measuring the transmission at
∆ = 0, that approaches zero very fast as OD increases.

13As it will be formally clarified later, the intensities, as all the observables depending only
on single photon detections, are fully determined by the dynamics in the single-excitation sub-
space. The dynamics restricted to this subspace is always linear, since the atomic response
cannot be saturated by a single photon.
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of the transmitted field by the (n−1)-th one, that is given by the ratio between
Γ1 and Γ: En =

(
1− Γ1

Γ

)
En−1 = tEn−1. The transmission coefficient is the

ratio between the output and the input intensity T = Iout
Iin

=
E2
out

E2
in

=
(
EN
E0

)2
=

t2N =
(
1− Γ1

Γ

)2N ' e−OD, where OD = 2NΓ1/Γ
′ ' 2NΓ1/Γ, and where

the last approximate equality holds since Γ1/Γ� 1, Γ ' Γ′14.
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Figure 3.6: Sketch of the transmission through an atomic chain with no reflec-
tions.

Using the Maxwell-Bloch approach of section 3.3.1 we will show that the
optical depth can also take the following form: OD ∝ NIm[χ], where χ is
the susceptibility of the single atom. This expression means that each atom is
acting independently of the others. Neglecting multiple scattering and treating
the atoms as if they were independent are two faces of the same assumption;
the former formulated in terms of absorption/emission of photons, the latter
in terms of wave interference. Depending on the problem, it could be useful
to look at it in one of the two ways. As we will see later, these assumptions,
when well posed, can help us in tackling the complicate problem of solving the
light propagation in a 2-level medium. That’s the case, for example, of a dilute
gas of atoms, where the multiple scatterings are rare and the interferences are
averaged out by the motion of the atoms.

14A formal and complete description can be found in [94]. We have already mentioned that
it is possible to design situations where Γ1/Γ

′ � 1 [60, 95]; in this case the QD would act as a
mirror [96].
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3.2.2 3-level medium: electromagnetic induced transparency

A transparency window can be opened in the transmission spectrum by cou-
pling the excited state level |e〉 to a third more stable one |s〉, by shining the
system with a second laser, namely the control laser, tuned at the frequency
transition ωse = ωs − ωe. Let’s say Ωc and Ωp the Rabi frequencies of the
control field and of the probe field, respectively (see figure 3.7(a)). In the CW
regime, a perfect interference phenomenon caused by the two lasers takes place
at ∆ = 0, and it is such that no atomic population goes to |e〉, but only |s〉 is
populated. Thus, if as |s〉 we choose a state whose lifetime is much longer
than the time needed by the light to cross the medium, the light propagates
through the ensemble without getting scattered away (see transmission, reflec-
tion and losses in figure 3.7(b)). The two fields play two profound different
roles: Ωp, being coupled to the ground, excites the atoms and determines the
number of excitations within the medium; Ωc has no influence on the number
of excitations but, redistributing the population between |e〉 and |s〉, controls
the dynamics.

Let’s consider a single atom driven by Ωp and Ωc. Its quantum state takes
the form |ψ〉 = cg|g〉 + ce|e〉 + cs|s〉, and the complex amplitudes evolve in
the following way [97]:

ċg = iΩpce (3.1)

ċe = −Γ

2
ce + iΩpcg + iΩccs (3.2)

ċs = iΩcce. (3.3)

In the steady state (CW), they do not vary, i.e. ċi = 0, and so it follows that
ce = 0 and cs = −Ωp

Ωc
cg. This interesting 3-level system phenomenon is called

electromagnetic induced transparency15. As a consequence, a transparency
window gets opened in the transmission diagram, compared to the 2-level case.
We refer to its width as EIT bandwidth ∆EIT (see figure 3.7). Let’s try now to

15It is worth mentioning that the induced transparency is, in truth, a general phenomenon that
appears every time that two harmonic oscillators are coupled. Let’s for example consider two
pendula, E and S, coupled by a spring C. Let’s assume that E has some internal frictions that
make it lossy, while S is lossless. If an external force P drives E in an oscillating fashion, it
can be shown that there exists a frequency of transparency, i.e. a frequency at which all the
energy goes directly to S, while E doesn’t move at all. In this case, the full system appears
to be lossless. From Classical Mechanics, we know that this system has two natural modes of
oscillation: the two pendula oscillating in phase (ω1) or in opposition of phase (ω2). We can
understand that, if P drives E at ω2 it is possible to zero the total force acting on E. As a
consequence, E doesn’t move (it is transparent) and the oscillation is directly transferred to S.
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understand how the propagation of the light takes place inside an EIT medium.
How it is even possible to see propagation, considering that the speed of light
is so high (3 · 108 m/s) and that the ensembles of atoms we are referring to are
so small (tens or hundreds of microns). How much the atoms can slow down
the light.

When a probe field pulse approaches an atomic cloud, at the beginning
of the process, only the atoms close to the first edge of the ensemble have
been excited to the |s〉 state, and thus we perceive that the pulse is entering
the medium. Then, over time, they get de-excited and the next atoms experi-
ence the transition to the |s〉 state and so on. At a certain point, looking at the
population in |s〉, we can say that the whole pulse is inside the medium and,
actually, we can notice that its spatial extension has been compressed. Then,
we see the pulse travelling through the medium with a reduced group velocity
vg until it reaches the last edge of it and, eventually, when the atomic popula-
tion of the storage state is again zero, we can say that it escaped the medium.
The time needed by the pulse to cross the ensemble is called EIT-delay time,
τEIT . This is how we see the information crossing the ensemble: it travels
on a wave of atomic population in the |s〉 state of the atoms, that we call spin
wave.

As above observed, since the dimensions of the clouds are so small com-
pared to the speed of light, it is unrealistic to think that it happens because the
light first arrives to the first atoms, then to the seconds and so on. The pulse il-
luminates the whole medium (all the atoms) at the same time. The reason why
we see the spin wave travelling from the beginning to the end of the medium
doesn’t depend on the amplitude of the pulse, but on the phase information
encoded in the propagation. A phase information that is transferred to the co-
efficients cs of the atoms. It can be seen by considering a chain of atoms in the
CW regime. Let’s name z the axis of the chain, and use the apex/subscript n to
label the atoms. We know that, in the steady state, the excited state coefficients
are zero, and so we simply have [97]: Ωpe

ikzncng + Ωcc
n
s = 0, where k is the

wave vector of the laser field. Thus, the quantum state of the n-th atom results
to be |ψn〉 ∝ |gn〉− Ωp

Ωc
eikzn |sn〉, and we clearly see how the phase information

of the laser field is transferred to the atoms. Writing down the spin wave in the
pulse case is slightly more complicated because it involves the time variation
of the coefficients, but the meaning is exactly the same of what we have just
seen16.

16Indeed, also in the steady state the information travels through the medium, the only dif-
ference is that the amount of light going in and out the ensemble is the same at every instant of
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While Ωp determines the number of excitations inside the medium, Ωc

controls the dynamics of the system. In particular, as we will see in section
3.3.1, vg ∝ Ω2

c . Exploiting this principle, a quantum memory scheme based
on EIT can be implemented. In this protocol, the quantum state encoded in the
polarization of an incoming photon is stored in a spin wave, i.e. in a collective
superposition of the |s〉 states of the atoms of the ensemble17. Once the whole
pulse is well inside the ensemble, we switch off the control field in order to
decouple the transition between |s〉 and |e〉, and to stuck the population in
|s〉. Once that we switch the control field on again, the excitation can re-start
to travel through the medium, in the same direction it was travelling before
(since the information on the direction of propagation is also stored in the cs
coefficients).

We easily understand that the storage time of the memory must be smaller
than the lifetime of the |s〉 states, but actually there is another (generally
stricter) bound to consider: the dephasing time. In general, the information
is stored in the phase relations between the complex amplitudes of the quan-
tum state. When these relations are corrupted by some external factors, such
as the interaction with the environment or the finite temperature of the system,
we talk of dephasing. In the concrete case of an EIT atomic memory, the finite
temperature of the system (around tens of µK) is the dephasing mechanism of
highest impact, since it is responsible of the motion of the atoms. This motion
changes the phase relations between the cs coefficients (since the phases de-
pend on zn) in an unpredictable way, and it results in the loss of a portion of
the excitation. Indeed, the transmission at zero detuning doesn’t reach 1 any-
more, but decreases with the decreasing of the amplitude of the control field.
As a matter of fact, to a lower control field corresponds a lower propagation
velocity, a bigger propagation time and, thus, the information has more time to
dephase18.

time.
17This is why we are indicating the third level of the atoms with |s〉, it is the storage level.
18It is worth mentioning a very well known formulation of the EIT in terms of dark-state

polaritons [98,99]. Here it is shown how the excitation inside the medium is both photonic and
atomic, the control field weights these contributions and, when it is zero, the excitation is purely
atomic, and so it cannot travel through the medium. The light travelling through the ensemble
can be really very slow. In the famous experiment [100], the light speed inside the medium
has been slowed down to 17 m/s, which in this mixed picture corresponds to have an excitation
inside the medium that is nearly 100 % atomic.
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3.3 Modelling Rydberg-EIT

We have already mentioned how complicated modelling quantum light-matter
interaction in atomic ensemble is. The difficulties come from many different
aspects. For example, the scattering pattern of an atomic cloud is very com-
plicated. The light is multiply scattered in random directions by the random
positioned atoms that, in addition, are also moving due to the finite tempera-
ture. Moreover, a single 2-level system acts as a nonlinear frequency mixer that
can generate a continuum of frequencies from a given one19. Following how
all these frequency components are evolving along the ensemble is something
almost impossible. Eventually, if the quantum dynamics of the atoms wants to
be taken into account, there is also a huge computational issue to tackle, the
Hilbert space of a 2-level medium made of N atoms has a dimension of 2N ,
the one of a 3-level medium grows as 3N . In both cases, even below 20 atoms,
we can run out of memory in a standard computer.

In this section, we describe two ways of facing these issues: the first one is
based on Maxwell-Bloch equation (MB), and it is the historical way to study
light-matter interaction in atomic ensembles; the second one is called spin
model (SM), and it has been developed in recent years. The MB approach is
a one-dimensional wave equation model where all the atoms are considered
as independent and are modeled in the Maxwell’s equation as a single smooth
polarization field. Thus, it doesn’t allow to include the collective interference
phenomena that can take place in the atom dynamics and the multiple scatter-
ing patterns. Nevertheless, it is suitable for systems where these behaviours
can be neglected, such as dilute gasses, and its complexity doesn’t depend
upon the optical depth of the system. On the other side, the SM is meant to
include all the quantum interferences within the system, by directly solving an
effective atom dynamics obtained by tracing out the electromagnetic degrees
of freedom. Thus, it is indispensable in the study of dense ensembles and
atomic lattices. Its main drawback lies in the fact that its computational cost
grows exponentially with the number of atoms and, thus, proper tricks (de-
pending on the number of excitations within the system) must be introduced to

19Let’s consider two photons of frequency ω(in)
1 and ω(in)

2 approaching a 2-level system.
In the scattering process, the conservation of the energy must be verified: ω(in)

1 + ω
(in)
2 =

ω
(out)
1 + ω

(out)
2 . This constraint doesn’t imply that the energy of each photon is conserved, but

they can mix and, even if we choose ωin1 = ωin2 , other frequencies will be generated as output.
In particular, since the density of states corresponding to the excited level is a Lorentzian centred
at the excited state energy ωe of width Γ, very luckily a photon would be emitted at the transition
frequency and the second would conserve the energy.
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study high OD ensemble, e.g. effective Hamiltonian, quantum jumps, Matrix
product states and so on.

3.3.1 Maxwell-Bloch approach

A first consideration to simplify the light-matter interaction in atomic ensem-
ble, is to identify the quasi-1D nature that most of the experiments have. This
is somehow a consequence of the directionality of the propagation of the laser,
but the building of an equivalent 1D model is not straightforward, since it
should also effectively capture the physics of the scattering in 4π. The histor-
ical way to simplify this problem was to drop off the granularity of the atoms
and smooth them in a polarization marmalade, by substituting the polarization
operators σnge(t) of the single atoms with a single polarization field operator
σge(z, t) for the whole medium. This polarization field becomes a source for
the 1D-Maxwell’s equations written in the electric laser field operator E(z, t),
and it is itself driven by the electric field. This model was first introduced
in [101, 102], while a complete description can be found in [99, 103, 104]. In
the case of a 2-level system, the Maxwell-Bloch equations can be written as
follows [97]:

[∂t + c0∂z]E(z, t) = in

√
c0Γ1

2
σeg(z, t) (3.4)[

i∆ +
Γ

2
+ ∂t

]
σge(z, t) = −i

√
c0Γ1

2
E(z, t) [σee(z, t)− σgg(z, t)]

, (3.5)

where n is the density of the atoms, and where a factor eik0z has been incor-
porated in E and σge, to let them vary slowly along the ensemble (essentially
these are the equations for the envelopes of the fields). In the weak driving
regime, i.e. the number of atoms is much higher than the number of photons in
the system, σee ≈ 0 and σgg ≈ 1. Thus, the above system of nonlinear coupled
PDEs reduces to:

[∂t + c0∂z]E(z, t) = in

√
c0Γ1

2
σge(z, t) (3.6)[

i∆ +
Γ

2
+ ∂t

]
σge(z, t) = i

√
c0Γ1

2
E(z, t). (3.7)

From this system, we can for example recover the Beer’s law, i.e. the output
intensity I is attenuated of e−OD with respect to the input one I0. Indeed, in
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the CW regime, ∂t = 0 and so we have

∂zE(z) = iχk0E(z)⇒ E(z) = eiχk0zE(0), (3.8)

where the susceptibility of the medium χ results to be n times the susceptibility
of the single atom:

χ = nχ0 =
nΓ1

2k0

1

∆− iΓ/2 . (3.9)

In particular, at zero-detuning:

I = |E(L)|2 = |e−nL
Γ1
Γ E(0)|2 = e−ODI0, (3.10)

where OD = 2N Γ1
Γ′ ' 2N Γ1

Γ . The (3.8) is telling us that in the far-detuned
limit the medium is transparent to light, while at zero-detuning it is absorbing
(see figure 3.5(b)). In general, when ∆ 6= 0, the imaginary part of the sus-
ceptibility determines the attenuation of the electric field, while the real part
is responsible for the phase shift. This analysis also shows that considering a
polarization field, rather than solving the atom dynamics, brings inevitably to
the hypothesis of independent atoms, that is reflected in χ = nχ0.

To use this approach to study the EIT case, we must add another polariza-
tion field σgs to the description of the system. Defining ∆s = ωs − ωg, we
have

[∂t + c0∂z]E(z, t) = in

√
c0Γ1

2
σge(z, t) (3.11)[

i∆ +
Γ

2
+ ∂t

]
σge(z, t) = i

√
c0Γ1

2
E(z, t) + iΩcσgs(z, t) (3.12)

[i∆s + ∂t]σgs(z, t) = iΩcσge(z, t). (3.13)

Looking at the CW regime, and tuning the second laser exactly on the e − s
transition (∆s = ∆), we have:

c0∂zE(z) = in

√
c0Γ1

2
σge(z, t) (3.14)[

i∆ +
Γ

2

]
σge(z, t) = i

√
c0Γ1

2
E(z, t) + iΩcσgs(z, t) (3.15)

i∆σgs(z, t) = iΩcσge(z, t), (3.16)

and it follows:

∂zE(z) =
−nΓ1∆

2i (∆2 − Ω2
c) + Γ∆

E(z) = ikeffE(z), (3.17)
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where keff is an effective complex wave vector. Since the transmission is
defined as T = I/I0, we have T = |eikeffL|2. We first notice that T (∆ =
0) = 1. It is a direct consequence of the fact that there is no population in the
excited states at zero-detuning (see (3.16)), and that the lifetime of the storage
level is much longer than the time scale of the experiment.

Then we can compute the width of the window of transparency ∆EIT , and
the parameter of the dispersionless propagation of a pulse centered at ∆ = 0
and of frequency spectrum well inside ∆EIT , i.e. the group velocity vg and
the EIT-delay τEIT . To do that, we can expand keff up to the second order in
the detuning:

keff =
inΓ1∆

Γ∆ + 2i(∆2 − Ω2
c)
' −nΓ1

2Ω2
c

∆ + i
nΓΓ1

4Ω4
c

∆2. (3.18)

From the first derivative we have the parameters of the dispersionless propa-
gation vg = (∂∆keff )−1

∆=0 = 2Ω2
c

nΓ1
= 4Ω2

cL
ODΓ and τEIT = L/vg = nLΓ1

2Ω2
c

=
NΓ1
2Ω2

c
= ODΓ

4Ω2
c

. While the second derivative gives us information on the disper-
sion along the propagation. To compute ∆EIT , we use the definition T > 1/e,
and so we get ∆EIT = 4Ω2

c

Γ
√
OD

(see figures 3.7(c)-3.7(d)). So, a pulse centered
at ∆ = 0 and whose frequency spectrum is well inside the transparency band
propagates through the medium at a reduced group velocity vg dictated by the
control field. And, in particular, the possibility of realizing quantum memories
based on this EIT principle is a direct consequence of the fact that Ωc = 0
implies vg = 0.

Eventually, let us observe that if we want to study the R-EIT case using
the Maxwell-Bloch equations, we have to extend the derivation to the double-
excitation component of the wave function and we have to introduce an inter-
action potential between the Rydberg states. The dynamical system becomes
more complex. A complete description can be found in the supplementary
material of [79].

Symmetry considerations on EIT

Here we want to make some symmetry considerations that could help to un-
derstand EIT a bit more. Let’s consider a Gaussian pulse of frequency width
∆ω = c∆k approaching the medium, and let’s first focus on the transition
from outside to inside. If we keep the parameters of the system fixed in time,
the entering the medium is time invariant, in the sense that shifting the time
axis doesn’t change the physics. It follows the conservation of the energy
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and, so, the conservation of ∆ω between outside and inside20. On the con-
trary, since the pulse crosses an interface, the system is clearly not space in-
variant and, thus, ∆k do change. Its variation can be easily computed by
considering how the dispersion relation changes from outside (ω = ck) to
inside (ω = vgk), and by imposing the conservation of ∆ω. It follows that
(∆k)in = c

vg
(∆k)out, and from here we derive (considering the Fourier inde-

termination relation between ∆z and ∆k) the above mentioned compression
of the pulse. In particular, the pulse is compressed by a factor given by the
ratio between the two group velocities: (∆z)in =

vg
c (∆z)out (see figure 3.8).

Moreover, also the memory mechanism can be well understood via a sym-
metry principle. Once that the whole pulse is well inside the medium, we can
say that the space is now somehow invariant from the pulse point of view,
since it doesn’t see interfaces around it anymore. Thus, until it doesn’t reach
the second edge of the ensemble, (∆k)in does not change. On the contrary, if
we now change the value of the Rabi frequency of the control field from Ωc1 to
Ωc2, indicating with vg1 and vg2 the corresponding group velocities, we have
(∆ω)Ωc2 =

vg2
vg1

(∆ω)Ωc1 . In particular, for Ωc2 = 0 we get vg2 = 0, and so
(∆ω)Ωc2 = 021.

We can understand how many spatially separated photons can be stored in
an EIT quantum memory at the same time with the following argument. Let’s
focus on Gaussian pulses, where we know that ∆z = 1/∆k. We can compute
the maximum number of storable pulses for a given medium of length L by
minimizing the denominator of L/(∆z)in. (∆z)in = 1/(∆k)in is minimum
when (∆k)in is maximum and, since (∆k)in = (∆ω)in/vg = (∆ω)out/vg, to
maximize it we need to consider the maximum possible frequency width for
(∆ω)out, namely ∆EIT . So, it follows that the maximum number of Gaussian
pulses simultaneously storable inside the medium is L

vg
∆EIT = τEIT∆EIT .

It proves that the bandwidth-delay product is the figure of merit to consider to
quantify this storage concept. Moreover, since ∆EIT = 4Ω2

c

Γ
√
OD

and τEIT =
ODΓ
4Ω2

c
, we have that τEIT∆EIT =

√
OD 22. Thus, it doesn’t depend upon Ωc

and this is an example where the optical depth of the 2-level medium bounds

20We consider negligible the portion of the pulse that is reflected back by the medium.
21Even if this physics doesn’t depend on the fact that we are considering a cloud or a lattice,

in the lattice case we can give an extra look at this problem. Indeed, here we have a band
structure whose slope, in a given wave number k, is the group velocity of a pulse centred in k
and travelling through the medium. This slope is determined by the control field and, when Ωc
goes to zero, the band becomes flat. The conservation of ∆k in this process forces ∆ω to be 0.

22A real number calculation in the 3D ensemble leads to τEIT∆EIT ≈ 0.2
√
OD. In the

experiment of [79], where OD ≈ 50 is reached, it implies that the number of simultaneously
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Figure 3.8: Sketch of the slow light propagation and of the pulse compression.

the performance of a concrete device.

3.3.2 Spin Model
23Robert Henry Dicke, in 1956, pointed out, for the first time, the importance
of the interference phenomena in atomic ensembles. He showed how they
could lead to peculiar enhancements of the radiation rate, via the mechanism
nowadays known as superradiance. From that time on, the focus has been
put on finding a way to include interference in the description of such sys-
tems. This effort took form in the development of a sophisticated quantization
scheme [105,106] for the electromagnetic field that, contrary to the traditional
quantization in free space and in dielectrics [107], is not based on a modal ex-
pansion of the electromagnetic field, but it uses only the Green’s tensor of the
system. Modal expansions are well suited only when few modes are relevant
for the dynamics [105, 108], but become quite intricate in other cases. On the
contrary, the Green’s tensor based method proves to be enlightening.

One of the main consequences of this new quantization scheme is what we
call Spin Model (SM). The SM faces the complex problem of solving the full

storable photons is between 1 and 2.
23We will mostly follow the treatment of [97].
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dynamics of the light scattered by fixed position atoms, taking into account all
the multiple scattering events and the interference phenomena. It consists of
building an effective open quantum model containing only the atomic degrees
of freedom and the incident field [94,97,109]. The spin model consists of two
steps: solving an effective dynamics in the atomic degrees of freedom and,
then, reconstructing the field via an input-output relation.

Let’s start from the input-output relation. A formal derivation of it can be
found in [110] but to get an idea, let us consider the scattering byN polarizable
classical dipole pj(t) placed in rj points of the space. Named Ep(r, t) the
input (probe) field, in the frequency domain, the following expression of the
total field holds:

E(r, ω) = Ep(r, ω) + µ0ω
2
N∑
j=1

G (r, rj , ω) · pj(ω), (3.19)

whereG is the Green’s tensor, solution of the wave equation

∇×∇×G(r, ω)− ω2

c2
0

ε(r, ω)G(r, r′, ω) = δ(r − r′)1, (3.20)

that is computed taking into account all the features of the surrounding envi-
ronment. In the vacuum case,G only depends on the distance between the two
points (d = |d| = |r − r′|) and it has the analytic expression:

G(d, ω) =
eikd

4πk2d3

[(
k2d2 + ikd− 1

)
1 +

(
−k2d2 − 3ikd+ 3

) d⊗ d
d2

]
.

(3.21)
Despite its easy writing, the (3.19) encodes a complex problem, since the
pj(ω) depend on Ep(r, ω) and are all coupled together. The (3.19) can be
brought to the quantum world promoting pj(ω) to the dipole moment operator
pj(ω) = P∗(ω)σjeg + P(ω)σjge (where P(ω) is the dipole matrix element)
and E(r, ω) to the field operators E+(r, ω) and E−(r, ω), where the apexes
refer to the positive/negative-frequency components [105, 109, 111]:

E+(r, ω) = E+
p (r, ω) + µ0ω

2
N∑
j=1

G (r, rj , ω) ·P(ω)σjge, (3.22)

andE−(r, ω) is the adjoint operator ofE+(r, ω). The (3.22) can be simplified
observing that the response of an atom is highly picked around the frequency



98 NONLINEARITIES IN RYDBERG-EIT

transition that we are considering ω0 = ωeg = ωe − ωg. Thus, observing that
P(ω) ∼ Pδ(ω − ω0), we get

E+(r, ω) = E+
p (r, ω) + µ0ω

2
0

N∑
j=1

G (r, rj , ω0) ·Pδ(ω − ω0)σjge, (3.23)

that in the time domain results to be

E+(r, t) = E+
p (r, t) + µ0ω

2
0

N∑
j=1

G (r, rj , ω0) ·Pσjge. (3.24)

This approximation is valid when we deal with setups where the retardation
between the atoms is negligible [96,112]24 and when the electromagnetic envi-
ronment doesn’t have a very narrow-bandwidth response (e.g. strong coupling
in cavity-QED [113]) [97].
The direct inverse transform of (3.22) leads to a convolution relation between
the polarization of the atoms and the electric field in the time domain, that
has to be taken into account when non-Markovian regimes want to be investi-
gated25.

For what concerns the effective atom dynamics, it is derived starting from
the general density matrix of the system ρ, that encodes both the atomic and the
electromagnetic degrees of freedom, and then tracing out the electromagnetic
ones. In this way, it is derived the Master equation that dictates the evolution
of the reduced density matrix ρA = Tr [ρ]EM , which accounts only for the
atomic degrees of freedom [97]:

ρ̇A = − i
~

[H, ρA] + L [ρA] . (3.25)

24In the free-space atom case, the length of a spontaneous emitted photon is in the order of 1
m, thus we simply need d� 1 m.

25Let’s for example consider an atom close to a photonic crystal. Here, the dispersion relation
ω(k) exhibits some intervals of k where the band is almost flat, i.e. some regions where the
group velocity is almost zero. An emitted photon at these k would not travel away from the
atom and would keep on staying close to it, with the consequent probability to be reabsorbed.
In this case, all the memory effects are important and cannot be ignored. On the contrary, in
free-space, an emitted photon would travel away from the atom at the speed of light [114–117].
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In eq. (3.25), the Hamiltonian and the Lindblad operator are26:

H = ~ω0

N∑
i=1

σiee + ~
N∑

i,j=1

J ijσiegσ
j
ge (3.26)

L =

N∑
i,j=1

Γij

2

(
2σjgeρAσ

i
eg − σiegσjgeρA − ρAσiegσjge

)
, (3.27)

where

J ij = −µ0ω
2
0

~
P∗ · < [G (ri, rj , ω0)] ·P (3.28)

Γij =
2µ0ω

2
0

~
P∗ · = [G (ri, rj , ω0)] ·P . (3.29)

The atom dynamics can also be solved by considering an equivalent de-
scription, based on the quantum jump formalism for open systems [120]. It
consists of letting the system evolve in a deterministic fashion under an effec-
tive non-Hermitian Hamiltonian:

Heff = ~ω0

N∑
i=1

σiee − µ0ω
2
0

N∑
i,j=1

P∗ ·G (ri, rj , ω0) ·Pσiegσjge, (3.30)

and then randomly applying some operators, namely the "quantum jumps", to
account for the recycling of the population (represented by the term σjgeρAσ

i
eg

in the Lindblad operator). In other words, these quantum jumps are needed
because the non-Hermitian evolution of the system violates many properties
of the quantum state. In particular, it does not preserve the norm of it: since
(3.30) doesn’t allow the re-population of the ground state, if an atom of the
ensemble decays from |e〉 to |g〉, the norm of the quantum state decreases.

Let’s notice that the (3.30) has an incredibly simple and beautiful interpre-
tation. Indeed, the interaction term is the sum of contributions that describe
how the atoms exchange energy: the atom j, undergoing a transition from |e〉
to |g〉, emits a photon at the transition frequency ω0, that propagates from rj
to ri via the Green’s function and gets absorbed by the atom i.

Weak driving regime

The spin model problem largely simplifies in the weak driving regime. Indeed,
when the number of photons in the system is much smaller than the number

26We refer to the notation of [97], that in turn refers to [94, 105, 106, 118, 119].
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of atoms, the quantum state is mostly |g〉 = |g1 g2 . . . 〉, and so, assuming the
following expansion for the wave function27:

|ψ〉 = cg|g〉 + c1
e|e1〉+ c2

e|e2〉+ · · ·+ c12
ee |e1 e2〉+ c13

ee |e1 e3〉+ . . .

+ c123
eee |e1 e2 e3〉+ c124

eee |e1 e2 e4〉+ . . . , (3.31)

in the weak driving regime, we have cg ∼ 1. Thus, fixing cg = 1 and tol-
erating fluctuations of the norm of the wave function around 1, we can avoid
the use of the quantum jumps and let the system evolve under the effective
non-Hermitian Hamiltonian. Thus, we can correctly describe the physics of
the 0-1-2 excitation subspace via the deterministic Schrödinger equation:

i~ ∂t|ψ〉 = Heff |ψ〉. (3.32)

It is worth noting that, in the weak driving scenario, we are able to simulate
the dynamics of a much larger number of atoms, since we do not need to
consider the full Hilbert space in the evolution. We can, indeed, truncate it
to the 0-1 excitation subspace to study the linear properties, and to the 0-1-2
excitation one to study the correlations. Thus, instead of dealing with a Hilbert
space of dimension 2N , we implement a truncation of it, of dimension 1 + N
in the first case and of dimension 1 + N + N(N − 1)/2 in the second case.
In appendix A, we describe how to represent the quantum operators on these
truncation of the Hilbert space. From now on, we will refer only to the weak
driving regime.

Effective atomic chain

Now that we have introduced the general features of the SM, we can wonder
how exploiting the quasi-1D nature of an experiment in it. This can be done
by designing an effective chain of atoms (see figure 3.9) where again, as dis-
cussed qualitatively in section 3.2.1, the total decay rate Γ is spitted into two
contributions: the decay rate in the driving mode Γ1 and the decay rate in the
noncollectable directions of the space Γ′. In writing the effective Hamiltonian,
it is now important to consider the one-dimensional Green’s function of the
wave equation, since we are assuming that a photon emitted by an atom and
reabsorbed by another travels on a line with wave number k1. By fixing the

27We use the notation |en〉 = σneg|g〉 = |g1 g2 . . . gn−1 en gn+1 . . . 〉.
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Figure 3.9: Sketch of the effective atom chain model.

polarization of the detection mode, the effective Hamiltonian and the input-
output relation read:

Heff = ~
[
ω0 − iΓ′/2

] N∑
i=1

σiee − i
~Γ1

2

N∑
i,j=1

eik1|zi−zj |σiegσ
j
ge

(3.33)

E+(z, t) = E+
p (z, t) + i

Γ1

2

N∑
i=1

eik1(z−zi)Θ(z − zi)σige, (3.34)

where zi is the position of the atom i along the chain, and where we are work-
ing in unit of measure where the electric field has the dimension of a frequency.
For such a system, the optical depth results to be OD = 2NΓ1/Γ

′ = 2NΓr
and thus we will make a proper choice of Γr and N in order to reproduce the
same OD of the experiment that we are studying, and to tackle the numerical
issue due to the large dimension of the Hilbert space. In addition, it is im-
portant to minimize the back reflection from the chain. This can be done by
choosing a proper inter-atomic distance, i.e. |zi − zi+1| = nλ/4 with n odd.

Taking all the above requirements, this effective chain of atoms is able to
simulate the quasi-1D physics of a real 3D cloud, at least in its main features.
Moreover, it is important to mention that it exists a real physical system de-
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scribed by the (3.33)-(3.34): a chain of atoms coupled to a nanofiber. The full
description of this system can be found in [94, 109].

In the following, we will work in the rotating frame, i.e. c̃e(t) = ce(t)e
iω0t

(we will simply write ce instead of c̃e), and we will only consider classical
probe fields, E+

p (z, t) = Ep(z, t) = Ωp(t)e
iωpt+ik1z . The (3.33)-(3.34) be-

come

Heff = −i~Γ′

2

N∑
i=1

σiee − i
~Γ1

2

N∑
i,j=1

eik1|zi−zj |σiegσ
j
ge (3.35)

E+(z, t) = Ωp(t)e
ik1z + i

Γ1

2

N∑
i=1

eik1(z−zi)Θ(z − zi)σige. (3.36)

The (3.35) describes the effective interaction between the atoms, but the full
Hamiltonian of the system must include also the contribution of the driv-
ing/probe field, that in the rotating frame system reads:

Hp = −~∆
N∑
i=1

σiee − ~
N∑
i=1

[
Ωp(t)e

ik1zσieg + h.c.
]
. (3.37)

In the EIT scenario, a term in the Hamiltonian accounting for the control field
has to be included:

Hc = −~∆s

N∑
i=1

σiss − ~
N∑
i=1

[
Ωc(zi, t)σ

i
se + h.c.

]
, (3.38)

and if the storage states are Rydberg states28, the description must be com-
pleted considering also the Rydberg interaction:

HR = −
N∑

i,j=1

V (|zi − zj |)σirrσjrr, (3.39)

where V (|zi − zj |) ∼ |zi − zj |−6. Eventually, the motional dephasing can be
effectively included in the description by adding a finite lifetime to the Rydberg
states29.

28In the Rydberg case we use the operators σer and σre instead of σes and σse.
29It is worth observing that the effective chain can model cigar shaped clouds where the Ry-

dberg blockade is bigger than the transverse section of the ensemble. Otherwise, more channels
for the excitation to travel are opened.
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3.3.3 Our numerical choice

Since in the following we will mostly refer to dilute clouds of atoms, both
the MB approach and the SM chain are indeed possible and, in particular, it
has been proven that the latter provides the same results of the former in the
hypothesis of sufficiently small Γr and sufficiently large N [109]. To perform
the simulations, we use the effective chain of atoms introduced in section 3.3.2,
and we truncate the Hilbert space up to the double-excitation subspace. More-
over, to capture the real blockade physics, we consider infinite blockade radius
and infinite strength of the Rydberg interaction along the chain. We do that
by directly preventing the double Rydberg occupation in the expansion of the
wave function:

|ψ〉 = |g〉+
∑
n

cne |en〉+
∑
n

cnr |rn〉+
∑
n,m
n<m

cnmee |enem〉

+
∑
n,m
n<m

cnmer |enrm〉+
∑
n,m
n<m

cnmre |rnem〉,
(3.40)

and so we do not need to include (3.39) in the description of the system.

The dynamics is computed by plugging the expansion (3.40) in the
Schrödinger equation:

~∂tψ = [Heff +Hp +Hc]ψ. (3.41)

The following system of ordinary differential equations for the coefficients is
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obtained:

ċne =

[
i∆− Γ

2

]
cne + iΩcc

n
r + iΩpe

ik1zn − Γ1

2

∑
m 6=n

eik1|zn−zm|cme +

+iΩp

∑
m6=n

e−ik1zmc(mn)
ee (3.42)

ċnr = i∆sc
n
r + iΩcc

n
e + iΩp

∑
m<n

e−ik1zmcmner + iΩp

∑
m>n

e−ik1zmcnmre(3.43)

ċnmee = [2i∆− Γ] cnmee + iΩc (cnmer + cnmre ) + iΩp

(
eik1zncme + eik1zmcne

)
−Γ1

2

∑
h6=n,m

eik1|zm−zh|c(nh)
ee − Γ1

2

∑
h6=n,m

eik1|zn−zh|c(mh)
ee (3.44)

ċnmer =

[
i∆s + i∆− Γ

2

]
cnmer + iΩcc

nm
ee + iΩpe

ik1zncmr

−Γ1

2

∑
h6=n
h<m

eik1|zn−zh|chmer +−Γ1

2

∑
h6=n
h>m

eik1|zn−zh|cmhre (3.45)

ċnmre =

[
i∆s + i∆− Γ

2

]
cnmre + iΩcc

nm
ee + iΩpe

ik1zmcnr

−Γ1

2

∑
h6=m
h>n

eik1|zm−zh|cnhre +−Γ1

2

∑
h6=m
h<n

eik1|zm−zh|chner , (3.46)

where c(nm)
ee is a synthetic notation that stays for cnmee if n < m and cmnee if

m > n. All the energy levels and the interactions involved in the dynamics
described by the system (3.42)-(3.46) can be represented graphically as shown
in figure 3.10.
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Figure 3.10: Graphic representation of the atomic level structure and of the
interactions dictated by system (3.42)-(3.46).

3.4 Nonlinearities in Rydberg-EIT
30The previous sections have been devoted to the deep understanding of why
Rydberg-EIT can be crucial in pursuing the long-standing goal of establishing

30In this section, the original analyses of the authors are illustrated.
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deterministic nonlinear photon-photon interaction, to a careful treatment of the
light-matter interaction in atomic ensembles, and to the development of effi-
cient tools to theoretically study these complex dynamics. We are now ready
to quantitatively discuss the nonlinear behaviours exhibited by cold gasses of
Rydberg atoms, in the EIT setup. The Rydberg clouds are modeled by the ef-
fective atomic SM chains introduced in section 3.3.2, and they are discussed
both in the continuous wave regime and in the transient one. With a particu-
lar attention on their capability to turn classical light into quantum light. This
section represents the core of this thesis chapter.

Second-order correlation function

Let’s start by obrserbing that, while in the classical world, a nonlinear sys-
tem is a system that shows a nonlinear relation between the output and the
input fields, at the quantum scale, a nonlinear medium is something able to
turn classical light into quantum light. To quantify "how good" a nonlinear
behavior at the few photon level is, we consider a coherent probe field (clas-
sical light) illuminating the ensemble and evaluate the zero-delay normalized
second-order correlation function at the end of the chain, the so-called g(2)

function. This positive function is ≥ 1 for classical light (in particular = 1 for
coherent fields), and< 1 for quantum light (in particular = 0 for single photon
light). A nonlinear system, thus, turns an input g(2) = 1 light into an output
g(2) < 1 one. Even if a zero g(2) is formally only a necessary condition for
a perfect nonlinear system, in the specific case of Rydberg-EIT, the statement
"the smaller the output g(2), the better the nonlinearity" can be considered true.
It is formally defined as the ratio between the second-order correlation function
G(2) and the square of the intensity I:

g(2)(t)
.
=
G(2)(t)

[I(t)]2
=
〈ψ(t)|E−E−E+E+|ψ(t)〉
〈ψ(t)|E−E+|ψ(t)〉2 . (3.47)

Theoretically, I(t) and G(2)(t) are the quantum averages of the 1-photon
detection operator and of the 2-photon one, respectively. While experimen-
tally g(2) is computed by taking the ratio between the double-photon detection
count and the single-photon detection one, after thousands of trials31. A quan-
tum state of light is said to be bunched if g(2) > 1, and we can think of it imag-
ining that, in this case, the photons prefer to travel in groups, while it is said to

31An ergodic hypothesis on the system ensures that these two averages coincide.
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be antibunched when g(2) < 1, and in this case they prefer to travel alone32.
Thus, at the quantum level, a nonlinear system suppresses the 2-photon com-
ponent of the input quantum state. This is exactly what we imagined the Ryd-
berg blockade would have done: introducing a space-time separation between
the photons travelling through the ensemble, that prevents them to cross it in
groups.

G(2) is a double-excitation quantity, in the sense that depends on the
double-excitation component on the wave function and, in particular, since
to detect two photons, two excited states must be populated, it depends on the
value of the cee coefficients. Analogously, I is determined once we know the
value of the ce coefficients. In general, the dynamics of the single-excitation
and of the double-excitation components are strictly intertwined, and that
makes the general expression of the g(2) not only almost impossible to derive
analytically, but also very hard to guess. So, it is important to look for some
situations where the two dynamics can be split. In the following, the steady
state and the transient analyses of the nonlinearity in the Rydberg ensemble
are presented.

3.4.1 Steady state regime

To study the fundamental blockade physics, we send the Rydberg blockade
and the Rydberg potential to infinity. In this way, the value of the g(2) can
only depend on the optical depth OD and on the control field Ωc. An easy
picture of the problem can be obtained by looking at a simplified version of
the two-photon propagation along the medium. We imagine that a first pho-
ton can cross the ensemble travelling on the transparency band. This photon,
populating the Rydberg states of the atoms, is transmitted on the other side
of the ensemble with probability one. Its Rydberg occupation has the effect
of shifting the Rydberg levels of the surrounding atoms through the blockade
mechanism. Now, due to this blockade, a second photon sees a 2-level medium
and gets absorbed by that, with the consequent probability of being transmitted
of e−OD. Thus, we expect something like g(2)

ss ∼ e−OD.
However, this simplified look at the problem doesn’t highlight the role of

the control field. In this sense, we expect that to a slower propagation, i.e. to
a smaller Ωc, would correspond a smaller g(2)

ss , since the photons would have

32Even if the g(2) is not a well-defined probability, since it could be greater than 1, within
the contest of quantum lights, it can be somehow considered as if it were the probability of
detecting two photons at the same time. In the sense that developing imagination on this idea,
even if formally incorrect, is not useless.
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more time to interact. As a matter of fact, the real picture is more sophisticated
than this. The two photons cross the ensemble at the same time, and so the
problem has to be solved in the relative coordinates. In the supplementary ma-
terial of [79], this analysis has been carefully done using the MB method. They
have shown how to trace back the full dynamics to a single partial differential
equation in the 2-photon component that, in the limit of large OD, admits the
following approximate analytic expression:

g(2)
ss ≈

4
[
1 + (Ωc/Γ)2

]
πOD

exp

 −OD√
1 + (Ωc/Γ)2

 , (3.48)

that is not so far from the guessed e−OD, but it points out the role of the control
field. The (3.48) also shows that, when Ωc � Γ, the control field disappears
g

(2)
ss ≈ 4

πODe
−OD.

From the (3.48), we see that the value of the g(2) in the CW regime in-
creases with the control field and decreases with the optical depth. Of course,
from the experimental point of view, there are some limitations on the smallest
value of the control field and on the biggest value of the optical depth that can
be chosen. The motional dephasing forbids an extremely small Ωc, that would
lead to have a zero transmission, even at ∆ = 0. While an incredibly high
OD results in the trapping of a very long ensemble. This can be done, but then
the beam diffraction increases the minimum possible beam waist. And thus, in
turn, we need a larger blockade radius to blockade the entire transverse area.
Generally, the ensembles used in this contest are cigar shaped and the block-
ing of the transverse area is fundamental to preserve the quasi-1D nature of the
experiment. Indeed, a partial transverse blockade would open another channel
for the information to travel, allowing two photons to cross the ensemble in
parallel without interacting at all.

In the spin model modelling of R-EIT, in the CW regime, the ce coefficients
of expansion (3.40) are null, and thus I/Ω2 = 1. While the Rydberg interac-
tion makes the coefficients cee 6= 0, and, in particular, it returns G(2)/Ω4 < 1.
In figure 3.11, we show the SM computation of the g(2)

ss for different values of
the optical depth and of the control field, having fixed ∆ = ∆s = 0. They are
coherent with the Maxwell-Bloch predictions, showing how the nonlinearity
improves as we increase OD, or decrease Ωc.
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Figure 3.11: Varying of g(2)
ss withOD, for different values of Ωc. It is assumed

Γr = 0.2.

3.4.2 Transient analysis

While the CW case has been well-studied and understood, an interesting be-
havior in the second-order correlation g(2)(t) has recently been observed [80],
which still lacks of an explanation. To illustrate, we consider a quasi-square-
wave input pulse (see figure 3.12). The duration of the constant part of the
pulse is long enough that g(2)(t) equilibrates to the steady-state value dur-
ing that interval. However, in the rapid turn-on region of the pulse, g(2)(t)
starts from a near-classical value g(2)(t) ≈ 1 and slowly decays to the steady-
state value (region FT in the figure 3.12). Perhaps more interestingly, in the
rapid turn-off region (EA), g(2)(t) decreases below the steady-state value, and
seems to approach perfect anti-bunching g(2)(t) → 0 at long times. To the
extent that strong anti-bunching is often associated with a large nonlinearity,
our goal is to clarify the origin of these transient effects, and to understand in
what sense (if any) the turn-off region of the outgoing pulse is "more quantum"
or reflects stronger nonlinear interactions.

The physical origin of the decreasing behaviour of the g(2) in the FT re-
gion can be understood in the following way. At the beginning of the dynamics,
the atoms are in the ground state. Then, the rapid turn-on of the input pulse
forces them to move towards the Rydberg-EIT population of the CW regime.
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However, no matter how fast the turn-on could be, the redistribution of the
atomic population can never be instantaneous. It means that the coefficients
of the expansion (3.40) must evolve continuously, and since at t = 0 we have
ce = 0 and cee = 0, the g(2) starts from 1. In this first transient, before that
the steady state regime is reached, the amount of population in the Rydberg
levels is less than the CW one, and thus also the blockade mechanism is also
less effective. In appendix B, we study this transient evolution in the simplified
case of a single atom.
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(a) Output Ĩ(t) and G̃(2)(t).
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(b) Output g(2)(t).

Figure 3.12: Long square type pulse for OD = 3.2 and Ωc = 0.5. The three
regions first transient, CW, and extreme-antibunching are visible. With Ω̃p(t)
we indicate Ωp(t) normalized to its maximum Ωmax

p , Ĩ = I/(Ωmax
p )2, and

G̃(2) = G(2)/(Ωmax
p )4. It is assumed Γr = 0.2.

Since I(t) only depends upon the ce coefficients and G(2)(t) only on the
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cee ones, an idea to study the EA transient could be the splitting of the dy-
namics between the single-excitation subspace and the double-excitation one.
In general, they are strictly intertwined, but we can construct a particular sit-
uation where the two subspaces naturally evolve separately. So we consider
the following scheme: the system is initially in the steady state and then we
suddenly switch the probe field off. This limit case, even if slightly different
from the second transient above considered, contains the key physics of the
process. The system (3.42)-(3.46) now gets divided in two, namely:

ċne = −Γ

2
cne + iΩcc

n
r −

Γ1

2

∑
m 6=n

eik1|zn−zm|cme (3.49)

ċnr = iΩcc
n
e , (3.50)

for the single-excitation subspace and:

ċnmee = −Γcnmee + iΩc (cnmer + cnmre )− Γ1

2

∑
h6=n,m

eik1|zm−zh|c(nh)
ee +

−Γ1

2

∑
h6=n,m

eik1|zn−zh|c(mh)
ee (3.51)

ċnmer = −Γ

2
cnmer + iΩcc

nm
ee −

Γ1

2

∑
h6=n
h<m

eik1|zn−zh|chmer +

−Γ1

2

∑
h6=n
h>m

eik1|zn−zh|cmhre (3.52)

ċnmre = −Γ

2
cnmre + iΩcc

nm
ee −

Γ1

2

∑
h6=m
h>n

eik1|zm−zh|cnhre +

−Γ1

2

∑
h6=m
h<n

eik1|zm−zh|chner , (3.53)

for the double-excitation one.

Single-excitation component

The dynamics in the single-excitation subspace is somehow analogous to the
retrieving of an excitation from a quantum memory. When the quantum mem-
ory protocol is implemented (to avoid the frequency dispersion, that would
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destroy the shape of the excitation) the spectrum of the incoming pulse, and so
of the stored excitation, is centered on ∆ = 0 and well inside the EIT-band. In
this case, the constant of time that characterizes the retrieving process scales
as the EIT-delay time τEIT = ODΓ

4Ω2
c

. In our auxiliary situation, since we switch
the probe field off instantaneously, the retrieved excitation has frequency com-
ponents spread all over the ω axis.

To estimate the constant of time of this process τI , we solve the system
(3.49)-(3.50) starting from a steady state initial condition and we compute the
full width at half maximum (FWHM) time of the retrieved intensity, i.e. the
interval between the two instants of time in which the output intensity crosses
the half of the maximum value. We study how τI scales with the changing of
the optical depth and of the control field in the relevant limit of high OD and
low Ωc. In the intermediate regimes the physics doesn’t change, but it is less
clean to visualize. For example, when Ωc ∼ Γ, the Rabi flopping between |e〉
and |r〉 is fast enough to make some oscillating features appear in the retrieved
intensity, and this hides the essence of the physics33. Since at the steady-state
the ce coefficients are null, I(t)/Ω2

p drops from 1 to 0 instantaneously, then
it grows fast reaching a pick whose value for high OD is greater than 1, then
relaxes to the value of 1 and, eventually, goes down to 0 again at the end of the
retrieving. Since the first flash of light is much faster than the timescale of the
retrieving, we consider 1 as the maximum value for the retrieved intensity in
the computation of the FWHM, as shown in figure 3.13. From the numerical
tests, we found that τI , as expected, grows with the optical depth and decreases
with the control fields. It particular, the scaling laws are the same of τEIT , i.e.
τI ∝ OD

Ω2
c

(see figures 3.14 and 3.15). Thus, the far detuned components do not
change the qualitative behaviour of the retrieving.

The maximum of the intensity higher than 1 is mirror of a superradiant
behaviour determined by some steady-state constructive interference features
along the chain. It can be measured when the driving field is switched off
rapidly [80]. This phenomenon is known in the contest of 2-level systems,
where the CW suppression of the output intensity is the product of a destruc-
tive interference between the input field and the scattered one. The suddenly
switching off of the probe field brings to an instantaneous flash of light in
the output intensity, generated by the scattered field, that needs some time to
abandon the ensemble. The Rydberg flash that we see here, differently from

33Nonetheless, in real life experiments, the function g(2)(t) is actually measured as the aver-
age of the double-photon detection count over a time window centered around t, and so these
oscillations can be averaged out if the time window is large enough.
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Figure 3.13: Output intensity profile obtained switching Ωp suddenly off, start-
ing from a steady state initial condition. It is assumed Γr = 0.1.

the 2-level one, doesn’t appear at t = 0, but slightly after. This can be under-
stood from the fact that at t = 0 there is no population in the excited state, and
so the system needs some time to populate it. Moreover, this flash can exceed
I/Ω2

p = 1, while in the 2-level system this cannot happen.

Double-excitation component

To study how the double-excitation component diffuses away from the en-
semble, we do what we have already done for the single-excitation one: we
compute the FWHM of the retrieved G(2), in the limit of high OD and small
Ωc, starting from a steady state initial condition. Now, since in the CW regime,
the cee coefficients are not null, G(2)(t) starts from the steady state value, that
proves to be the maximum value along the dynamics, and then decays to zero.
Here, the FWHM is given by the only instant of time where G(2)(t)/G

(2)
ss

crosses 1/2, and we refer to this constant of time as τII (see figure 3.16(a)).
We found that τII decreases as the optical depth increases. On that we can

conjecture that it might depend again on some constructive interferences along
the ensemble, which become more effective as the OD increases, and that
helps the double-excitation to escape the medium faster. Interestingly, we also
found that τII doesn’t depend on the control field, for Ωc � Γ. Nonetheless,
this doesn’t mean that the retrieving of the double excitation component can
be understood only in terms of diffusion processes in 2-level media. Indeed,
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Figure 3.14: Scaling of τI with OD and Ωc: τI ∝ OD/Ω2
c . Γr = 0.1 is

assumed.

the |er〉 component of the wave function keeps on feeding the population of
the |ee〉. The easy two-atom model described in appendix B can help in un-
derstanding this mechanism. Eventually, as shown in figure 3.16(b), we found
that τII ∝ 1

OD .

The resultant g(2)(t)

This auxiliary scenario has shown that, after the switching off of the probe
field, the intensity I(t) and the second order correlation function G(2)(t) go
to zero at two different time scales: τI ∝ OD

Ω2
c

while τII ∝ 1
OD . For real-

istic values of Ωc and OD, these scaling laws perfectly justify the extreme-
antibunching observed in the transmission, indeed τI � τII . Moreover, this



3.4. RESULTS 115

500 1500 2500 3500
τEIT [1/Γ]

500

1500

2500

3500

τ I
[1
/Γ

]

τI

Figure 3.15: Scaling of τI with τEIT . Values obtained by changing OD form
7 to 43 and Ωc from 0.05 to 0.5.

profound different dependence on the parameters of the ensemble suggests
quantitative methods to tailor this extreme-antibunching at the end of the pulse.
This could be an interesting perspective for the future developments of the
techniques that aim to turn classical light into quantum light.
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(a) Output G(2) profile obtained switching Ωp suddenly off, start-
ing from a steady state initial condition.
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Figure 3.16: Double excitation analysis. Γr = 0.2 is assumed.

Conclusions

In this thesis chapter, we have discussed the nonlinear features exhibited by a
cold gas of Rybderg atoms in the electromagnetic induced transparency setup.
This medium proved to be nonlinear at the few photon level, appearing trans-
parent to individual photons and absorbing to photon couples. The suppression
of the double-photon component is quantified by evaluating the antibunch-
ing of the transmitted light. The qualitative results of the CW measurements
of [79], and of the transient measurements of [80], have been theoretically an-
alyzed. The numerical tests have been carried out using the spin model in the
weak driving regime on effective atomic chains, properly designed to capture
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the main physics of the real 3D cigar shaped atomic clouds.
The theoretical analyses have shown that, in the CW regime, the anti-

bunchig can be improved by trapping bigger atomic clouds or by encourag-
ing slower propagations, in order to give the photons more time to interact.
Nonetheless, motional dephasing and available experimental resources can
constraint these choices and set, a priori, the lowest antibunching achievable.
It has been shown that a possible way to tackle these issues is to consider pulse
dynamics instead of steady state regimes. Indeed, the very end of a transmit-
ted pulse exhibits a lower antibunching compared to the CW value. These
extreme antibunching has been analyzed by considering a test scenario where
the single-excitation component of the quantum state and the double-excitation
one evolve separately, i.e. the suddenly switching off of the probe field, start-
ing from a steady state initial condition. As a result, it has been shown that
the two components leave the ensemble at two different time scales. Such a
difference clarifies the physical origin of this peculiar extreme-antibunching,
and could represent a starting point for the development of future techniques
that aim to exploit this strong photon couple suppression in the quantum tech-
nology world.
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Appendix A: Numerical implementation

To numerically implement the (3.41), we first have to choose a basis of the
Hilbert space V to expand the quantum state |ψ〉. Then, we have to represent
the fundamental operator of the Hamiltonian, e.g. σee, σge, ..., in this basis.
For N atoms we have:

V = V (0) + V (1) + V (2) + · · ·+ V (N) =
N∑
p=0

V (p), (3.54)

where V (p) is the p-excitation subspace, whose dimension depends on the
number of atomic energy levels L involved in the dynamics. For exam-
ple, in the case of two-level atoms, i.e. L = 2, we have dim

[
V (p)

]
=

N(N−1)...(N−p+1)
p! . In general, we have dim [V ] = LN .

Let’s focus on the cases of the main test, i.e. L = 2 and L = 3. V (0) has
always dimension 1 and the ground state |g〉 expands the whole space. V (1)

has dimension N for L = 2 and 2N for L = 3, and the natural bases for
this subspace are {|en〉}n and {|en〉, |rn〉}n respectively. In expanding V (2),
we have to remember the indistinguishability of the excitation, e.g. |enem〉
and |emen〉 are the same state. Thus, dim

[
V (2)

]
= N(N−1)

2 for L = 2 and
dim(V (2)) = 4N(N−1)

2 for L = 3; and so, to avoid repetitions, as bases of
V (2) we choose {|e1e2〉, |e1e3〉, |e2e3〉, |e1e4〉, |e2e4〉, . . . } for L = 2, and
{|e1e2〉, |e1e3〉, . . . |e1r2〉, |e1r3〉, . . . , |r1e2〉, |r1e3〉, . . . , |r1r2〉, |r1r3〉, . . . }
for L = 3. The construction of the bases of the higher excitation subspaces
follows the same principle.

In the weak driving regime, the Hilbert space can be truncated up to the
single-excitation subspace when we want to study the linear properties of the
system and up to the double-excitation one for the study of the blockade. Thus,
dim

[
V (0) + V (1) + V (2)

]
= 1 + 2N + 2N(N − 1) = q, and we have the

following expansion for the quantum state:

|ψ〉 = cg|g〉+
∑
n

cne |en〉+
∑
n

cnr |rn〉+
∑
n,m
n<m

cnmee |enem〉

+
∑
n,m
n<m

cnmer |enrm〉+
∑
n,m
n<m

cnmre |rnem〉+
∑
n,m
n<m

cnmrr |rnrm〉

. (3.55)

To this expansion of the wave function, the following trivial representation
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map is associated:

r : V 3 |ψ〉 −→ r(|ψ〉) =



cg
c1
e
...
c1
r
...
c12
ee
...

cN−1,N
rr


∈ Cq. (3.56)

The map (3.56) naturally induces the following representation of the σ opera-
tors:

r : Aut(V ) 3 σ −→ r(σ) =

σ
1,1 σ1,2 . . .
σ2,1 σ2,1 . . .

...
...

...

 ∈ Cq,q. (3.57)

Example The representation of σ1
ge when N = 2 is

r : End(V ) 3 σ1
ge −→ r(σ1

ge) =



0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


∈ C9,9,

(3.58)
since σ1

ge|ψ〉 6= 0 only if the first atom is excited. Indeed, we have:

0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0





cg
c1
e

c2
e

c1
r

c2
r

c12
ee

c12
er

c12
re

c12
rr


=



c1
e

0
c12
ee

0
c12
er

0
0
0
0


. (3.59)
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Appendix B :some easy analytics

Here we want to compute some easy analytics that can help in understanding
the complex many-atom transient dynamics described in the main text.

First transient analysis for a single atom. We have seen that, at the
beginning of the pulse, the g(2)(t) ∼ 1 and then it goes down to the steady
state value. We have motivated this behaviour observing that, in this regime,
the blockade phenomenon is not at its best, since the atoms need some time to
exhibit the atomic EIT population we look for. This can be understood even at
the single atom level where we have that (even assuming at ∆s = ∆ = 0) at
the beginning of the dynamics ce 6= 0. Indeed, from:

ċe = −Γ

2
ce + iΩccr + iΩp (3.60)

ċr = iΩcce, (3.61)

we have:

c̈e +
Γ

2
ċe + Ω2

cce = iΩ̇p or c̈r +
Γ

2
ċr + Ω2

ccr = −ΩcΩp. (3.62)

From (3.62) we see that, while the population in the Rydberg level depends
on the amplitude of the probe field, the one in the excited state is driven by its
variations. In the first transient, the population in the excited state is not zero
and the population in the Rydberg state, even at the single excitation level, is
not maximum and, thus, we imagine that the corresponding blockade is not so
effective. Since the natural frequencies of the (3.62) are λ1,2 = −Γ

4 ±
µ
2 , with

µ2 = 4Ω2
c − (Γ/2)2, the time scale of this single atom transient is given by

Γ/2 (the intensities depend on the square module of ce).
Extreme-antibunching for two atoms. We have seen that, at the end of

the pulse, g(2)(t) exhibits an extreme-antibunched behaviour. The analysis of
the transient in the simplified two-atom case can give some good insights of
the physics of the phenomenon. The steady state system in the two-atom case,
assuming z1 = λ/4 and z2 = λ/2, and defining c̃er = (cer + cre) /2, reduces
to:

0 = −Γcee + 2iΩcc̃er (3.63)

0 = −Γ

2
c̃er + iΩccee −

Ω2
p

Ωc
, (3.64)

and from it we derive cee = − 4iΩ2
p

Γ2+4Ω2
c
. Now, when at t = t̄, we switch Ωp
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suddenly off, the system (3.51)-(3.53) reads:

ċee = −Γcee + 2iΩcc̃er (3.65)

˙̃cer = −Γ

2
c̃er + iΩccee, (3.66)

and from it we have:

c̈ee +
3Γ

2
ċee +

(
Γ2

2
+ 2Ω2

c

)
cee = 0. (3.67)

The (3.67) must be solved with the initial conditions cee(t̄+) = cee(t̄
−) =

− 4iΩ2
p

Γ2+4Ω2
c

and ċee(t̄+) = ċee(t̄
−) = 0, since these quantities must evolve con-

tinuously. Thus, we have

cee(t) = 4i
Ω2
p

Γ2

(
e−Γt − 2e−

Γ
2
t
)
, (3.68)

and so:

G(2)(t)/Ω4
p =

∣∣∣∣−iΓ2
1

2
cee

∣∣∣∣2 = 4Γ4
1

∣∣∣e−Γt − 2e−
Γ
2
t
∣∣∣2 . (3.69)

Let’s notice that from this easy example we can understand why τII , for Ωc

sufficiently small, doesn’t depend on Ωc. Indeed, when 4Ω2
c � Γ, eq. (3.67)

becomes:

c̈ee +
3Γ

2
ċee +

Γ2

2
cee = 0. (3.70)

Now, even if in equation (3.70) all the traces of the 3-level structure have dis-
appeared, the problem hasn’t been reduced to a 2-level scenario: the third level
is still there keeping on feeding the population of the excited states. Indeed,
solving the 3-level dynamics (and then observing that for Ωc sufficiently small
the result is independent of it) is deeply different from zeroing Ωc directly in
the (3.65)-(3.66), that would simply lead to cee(t) = e−Γtcee(t̄).
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