
Università degli Studi di Napoli Federico II 

 

 

 

Ph.D. School in Earth Sciences, Environment and Resources 

XXXII Cycle 

 

Ph.D. Thesis 

Architecture of active fault zones by non-conventional 3D ERT 
technique. Applications to southern Apennines areas 

 

Claudio De Paola 

 

 

Supervisor 

Prof. Rosa Di Maio 

Co-supervisor 

Dott. Ester Piegari 
 

 

2019 



CONTENTS 

INTRODUCTION ......................................................................................................... 3 

CHAPTER 1. ................................................................................................................ 7 

GEOPHYSICAL INVESTIGATIONS OF FAULT ZONES AND CO2 DEGASSING: STATE OF THE ART ............. 7 

1.1 Seismic vs electrical resistivity data for structural geology studies ............................................. 7 

1.2 Geophysical investigations for identifying CO2 degassing .........................................................16 

CHAPTER 2. .............................................................................................................. 25 

A NON-CONVENTIONAL 3D ERT AS A POWERFUL TOOL FOR 3D CHARACTERIZATION OF COMPLEX 

GEOLOGICAL STRUCTURES............................................................................................. 25 

2.1 3D Electrical Resistivity Tomography (ERT) technique ...............................................................25 

2.1.1 Traditional approach ....................................................................................................29 

2.1.2 A new proposal ............................................................................................................33 

2.1.3 Traditional vs non-conventional approach ....................................................................38 

CHAPTER 3. .............................................................................................................. 59 

GEOLOGICAL BACKGROUND OF ACTIVE FAULT ZONES IN THE MATESE RIDGE AREA (SOUTHERN 

ITALY) ..................................................................................................................... 59 

3.1 Geological background and tectonic evolution of the southern Apennines................................59 

3.2 Geological setting of the survey areas ......................................................................................64 

3.2.1 Spatial distribution of non-volcanic CO2 emissions........................................................67 

CHAPTER 4. .............................................................................................................. 72 

3D GEOELECTRICAL RECONSTRUCTION OF FAULT ZONES ...................................................... 72 

4.1  Ailano Area (Caserta, southern Italy)........................................................................................72 

4.1.1  Data collecting ....................................................................................................................73 

4.1.2 3D geophysical modeling of the Ailano area ........................................................................75 

4.2 Ciorlano area ................................................................................................................................79 

4.2.1 Data collecting .............................................................................................................80 

4.2.2 3D geophysical modeling of the Ciorlano area .....................................................................83 

4.2.3 Validation of resistivity data through comparison with passive seismic data (HVSR).............91 

CHAPTER 5. .............................................................................................................. 95 



2 
 

MODELING OF CO2 UPRISING BY INTEGRATION OF GEOPHYSICAL AND GEOCHEMICAL DATA .......... 95 

5.1 Introduction .............................................................................................................................95 

5.2 Numerical methods for fluid uprising simulation ......................................................................96 

5.3 Geological Modeling of Colle Sponeta fault ............................................................................105 

5.4 Numerical simulation results of CO2 uprising ..........................................................................109 

CONCLUSIONS .................................................................................................... 120 

BIBLIOGRAPHY....................................................................................................... 123 

 

  



3 
 

INTRODUCTION 

This project aims at developing a methodology for reconstructing the architecture of 

active faults and modeling the processes that control the passage of gas and fluids 

within the damage zone through the integration of geophysical, geological and 

geochemical data. In particular, the use of a non-conventional 3D electrical 

resistivity tomography (ERT) technique is proposed and its efficiency is 

demonstrated by comparing the results of its application with those from standard 

procedures. After testing, it has been applied for the geoelectrical characterization 

of an active fault zone affected by an intense CO2 degassing, allowing the 3D 

accurate characterization of the shallower part of the damage zone, as well as the 

3D reconstruction of the complex CO2 migration pathways shape. 

The knowledge of regional seismic hazard passes through the identification and 

characterization of active faults. The palaeoseismological analyses provide key 

elements to interpret the seismogenic behavior of a fault and to define, in the best 

cases, magnitude, movement rate, return times and elapsed time of historical 

earthquakes.  

The interpretation of geomorphological and structural features is a principal tool 

for Neotectonics, Earthquake Geology and Paleoseismology. However, it is also a 

major tool for seismic hazard assessment. There is an emerging tendency and need 

for incorporating fault specific information relating both to the identification and 

mapping of active faults, as well as extracting information regarding the recurrence 

interval of associated potential earthquakes. The geomorphology of active faulting 

has a dominant role in gathering such data. However, in some geological contexts, 

these elements can fail either for generally erosive phenomena or, more simply, for 

lack of competition between movement rates and exogenous dynamics. In these 

cases, the use of indirect methodologies, such as geophysical ones, plays a 

propaedeutic and decisive role in the study of active fault zones, providing a 
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fundamental contribution both for the physical identification of the possible fault 

emergence zone and for the definition of the geometry and dimension of the basin 

formed in the hanging wall, as for the case of Apennines normal faults. 

The rise of gas along seismically active faults is the superficial manifestation of a 

migration path of gases from a deep natural source, and it indicates how the active 

fault segments are characterized by high permeability and porosity, acting as drains 

in the crust. If these gases reach the surface, they are usually discharged into the 

atmosphere from small areas known as gas vents. Understanding gas migration 

along fault systems is one of the key scientific problems in many geological research 

fields, such as geothermal exploration and gas risk assessment. In geothermal areas, 

large quantities of CO2 are produced through thermo-metamorphic reactions and 

migrate to the surface along channels permeated by gases in fault and/or fracture 

systems. The strong focus is due to the potential impact of the natural release of 

CO2 on human health and ecosystems, groundwater quality, soil mineralogy and CO2 

concentrations in the atmosphere. 

For the purposes of the gas hazard assessment, the geophysical prospecting 

methods are successfully and increasingly applied for the identification of active 

faults and for the detection and monitoring of CO2 degassing, both in volcanic and 

non-volcanic areas. In particular, over the last decade, geoelectrical surveys 

performed by electrical resistivity tomography (ERT) techniques have proven to be 

among the most appropriate methods to detect spatial distributions of carbon 

dioxide (Kiessling et al., 2010; Schmidt-Hattenberger et al., 2011; Bergmann et al., 

2012; Furre et al. 2017), whose emission in non-volcanic areas is essentially 

controlled by fractures, faults and/or fault damage zones. The ERT prospecting can 

be performed to define 2D, 2.5D, 3D and 4D subsurface models. In particular, the 

unconventional 3D ERT data acquisition technique experienced in this PhD project, 

aims at defining the architecture of active fault zones in Ailano and Ciorlano areas 
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(Matese Mts., southern Italy), which control significant CO2 flows (Ascione et al., 

2017; Valente et al., 2017). The achievement of this goal, through the innovative 

geophysical technique proposed in this study, is essential not only to define the 

geoemtry of the active seismic zone, but also to understand the processes that 

govern the fluid flow along the damage zone that convey the gases towards the 

surface. Indeed, electrical resistivity tomographies can identify the areas of 

influence of the gas vent as both conductive and resistive anomalies, depending on 

the geological environment and the physical, chemical and biological conditions of 

the investigated risk areas. 

In this context, this PhD thesis proposes a multidisciplinary research approach 

whose final objectives are: the 3D geoelectrical reconstruction of the studied fault 

structure and the identification of CO2 anomalies with complex geometry in the 

Ciorlano area (crest of the Matese, southern Apennines). In particular, the work is 

aimed at localizing and modeling the preferential paths of non-volcanic CO2 

migration in the proximity of a gas vent detected in the study area, which recent 

accurate geological and geochemical analyses have classified as one of those with 

the highest non-volcanic natural emissions of CO2 ever measured on Earth (Ascione 

et al., 2018). 

The different phases of the work reflect the articulation of the present thesis, 

which is structured in five Chapters. 

The first Chapter consists of two main parts. The first presents the state of the art 

on the  geophysical methods used to characterize active fault zones. The second 

part summarizes research studies that show how geophysical investigations have 

been applied for identifying CO2 degassing. 

In the second Chapter, the development and fine-tuning of a high-resolution 3D 

ERT technique based on the use of unconventional acquisition geometries is 

presented. In particular, first the effectiveness of such a proposed technique is 
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demonstrated by comparing the results of its application with those obtained from a 

conventional technique in the same test area. Then, two cases are presented in 

which this non-conventional technique has been tested and developed in complex 

logistical conditions. The first application concerns geoelectrical characterization 

and monitoring of layered pyroclastic deposits covering a steep calcareous slope, 

whose complex topography prevents the use of conventional electrode layouts for 

3D-resistivity imaging. The second application is about the exploration of the subsoil 

under a historic building, which would not have been possible with conventional 

techniques. It is worth noting that this experimental phase allowed to optimize the 

proposed non-conventional 3D ERT technique and to obtain a powerful tool for the 

3D characterization of complex geological structures, which was then  applied for 

the first time in a context of active faults with the presence of CO2. 

The third Chapter illustrates the geological setting of the Mt. Matese study areas, 

providing a review on the avalaible information on the morphological and tectonic 

features of the southern Apennines, with particular reference to the morpho-

structural evolution of the Ciorlano area and to the hydrothermal systems of the 

Matese ridge. 

The fourth Chapter is dedicated to the analysis of the 3D ERT data acquired in the 

Ailano and Ciorlano areas, whose inversion results have been used for identifying 

and modeling the fault zones and the active surface CO2 degassing zones. 

The fifth and last Chapter is devoted to numerical simulations of the CO2 uprising 

along the main fault of Colla Sponeta, with the aim to reproduce the CO2 fluxes 

measured in the area and, therefore, to get information on the rate of CO2 released 

from the soil cover overlying the carbonate bedrock.  
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Chapter 1. 

Geophysical investigations of fault zones and CO2 degassing: 

state of the art 

 

In this chapter, a brief summary of state of the art concerning the use of geophysical 

methods for the three-dimensional reconstruction of complex geological structures 

such as fault zones, as well as for the identification of CO2 degassing, is presented. 

1.1 Seismic vs electrical resistivity data for structural geology studies 

Geosciences, and geology in particular, deal with integrating various sources of data, 

often of limited, sparse and indirect nature, into scientific models. The use of limited 

data combined with our limited knowledge of the highly complex Earth system 

invariably infuses any model with uncertainty, mainly because geology is intrinsically 

based on interpreted data that often require reasoning about the processes that 

occur over geological timescales (Frodeman, 1995), which further increases the 

space of uncertainty. The interpretation of seismic and electrical resistivity data is 

the basis for constructing subsurface structural models. 

Seismic reflection data interpretation is generally accomplished by correlating 

specific signal characteristics (seismic signature) with the different geological 

domains identified within the study area. Subsurface discontinuities create 

reflections and diffractions in seismic wave propagation (Khaidukov et al., 2004). 

Reflections are used conventionally to interpret structural and stratigraphic features 

as they are generated by interfaces with impedance contrasts. Diffractions are 

produced by local discontinuities that act like point-sources (Neidell and Taner, 

1971; Zavalishin, 2000), becoming active as soon as the direct wave hits them. 
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Commonly, if such local bodies have size comparable to the seismic wavelength 

(Rayleigh criterion), they are ignored during processing (Khaidukov et al., 2004), and, 

consequently, this imposes a limit on the resolution of recorded backscattered 

waves (Moser and Howard, 2008; Gelius and Asgedom, 2011). A standard seismic 

interpretation is affected by a certain degree of uncertainty and/or subjectivity 

(particularly in the case of poor data quality) because it is generally based on a 

qualitative analysis of the amplitude, geometry, and lateral continuity of the 

reflections. Over the last years, the introduction of seismic attributes and related 

automated–semiautomated procedures has assumed an important role in reducing 

the subjectivity of seismic interpretations and in achieving quantitative results. A 

seismic attribute is a descriptive and quantifiable parameter that can be calculated 

on a single trace, on multiple traces, or 3D volumes and can be displayed at the 

same scale as the original data. Seismic data can therefore be considered a 

composition of constituent attributes (Taner et al., 1979; Barnes, 2000; Forte et al., 

2012). The latter are measurements based on seismic data such as polarity, phase, 

frequency, or velocity (Dorn, 1998). They are calculated through signal and image 

processing algorithms and are used for both qualitative and quantitative 

interpretation of seismic dataset. In the nineties, seismic interpreters were making 

use of dip and azimuth maps (Brown, 1996). Amplitude extractions and seismic 

sequence attribute mapping were also established (Chopra and Marfurt, 2007). In 

order to reveal subtle stratigraphic features (e.g. buried deltas, river channels, reefs 

and dewatering structures), datasets were pre-conditioned (e.g. filtering random 

noise and pre-calculation of large scale linear or anisotropy features) leading to 

cross-correlation and coherence analysis (Marfurt and Chopra, 2007). However, due 

to the indirect, noisy and non-unique nature of seismic data processing into images, 

interpretation is inherently uncertain. This “subjective” uncertainty is in contrast to 

more “objective” uncertainty related to the geophysical acquisition of the data 
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themselves (Tannert et al., 2007; Bond, 2015). This raises the need to further 

understanding of the distribution of interpretational uncertainties in 3D space 

(Abrahamsen et al., 1992; Thore et al., 2002; Thiele et al., 2016; Godefroy et al., 

2019). Additionally, the process of interpretation between seismic lines and cubes is 

fundamentally different and thus might lead to conceptually different uncertainties 

to be dominant (e.g., the need to connect fault evidence between seismic lines 

introduces significant uncertainty in widely spaced 2D interpretation compared to 

fault interpretation in seismic cubes; see Freeman et al., 1990).  

The other methodology used for modeling subsoil structures is the electrical 

resistivity tomography (ERT). Already at the beginning of the 20th century, the 

geoelectric methods were used for the quantitative description of conductive 

anomalies identified in the subsoil (Petersson, 1907). The real turning point came in 

1912, when Conrad Schlumberger in France and, about the same time, Frank 

Wenner in U.S.A. (Schlumberger, 1920; Kunetz, 1966) began their pioneering work, 

which has led today to the development of multi-electrode and multi-channel 

systems, to the implementation of semi-automatic processing codes and to the 

passage from one-dimensional analysis to interpretations in two and three 

dimensions of space, allowing applications in many fields, such as groundwater 

research, geo-environmental and civil engineering issues, natural hazard 

assessment, archaeological research, etc. The electrical resistivity tomography 

technique is an appropriate geophysical approach to obtain 2D or 3D images of the 

subsurface, as it represents the best compromise between high-resolution shallow 

geophysical methods, as the ground penetrating radar (GPR) technique, and low-

resolution deep geophysical methods, as the seismic techniques (Bichler et al., 

2004). In the last decades, many authors (Dahlin, 1996; Dahlin et al., 2002; Bentley 

and Gharibi, 2004; Gunther et al., 2006; Rucker et al., 2009) have experienced the 

problem related to complex 3D geophysical targets using standard 2D ERT data 
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acquisition techniques, and this is particularly true in case of near surface faulting 

and fracturing (Francese et al., 2009). A remarkable attempt to obtain 3D subsurface 

images using groups of parallel survey lines was proposed by Rucker et al. (2009), 

who applied 3D inversion procedures to apparent resistivity data acquired by 2D ERT 

technique along profiles, usually defined as 2.5D inversion approach. This approach, 

unlike a real 3D survey where transmitting and receiving electrodes are distributed 

in all directions of space and used simultaneously, is advantageous in terms of 

acquisition logistics. However, identification of faults by 2D acquisition techniques is 

difficult in areas of complex deformation patterns, unless a priori data (e.g. 

geological, geochemical, geotechnical) are used and/or the results are checked 

against other geophysical data (e.g. Mazzarini et al., 2009; Seminsky et al., 2016). 

For these geological contexts, the 3D ERT prospecting is probably the only one that 

is able to provide a detailed modeling of the fault architecture and of the fluid 

circulation along active fault systems. Fractured zones are natural preferential 

migration pathways for gas. Electrical resistivity tomograms identify zones of 

influence of gas vents as both conductive or resistive anomalies depending on the 

geological setting and the physical, chemical and biological soil environment of the 

investigated vents (Byrdina et al., 2009; Pettinelli et al., 2010).  

 

1.1.1 Seismic surveys 

Many existing interpretations of fault patterns in the subsurface imply relationships 

between fault geometry, displacement and strain distributed in the surrounding 

strata. Examples include fold-thrust systems (Boyer and Elliott, 1982; Suppe, 1983; 

Butler, 1987; Mitra, 1990; Suppe and Medwedeff, 1990; Cardozo et al., 2003; Butler 

and McCaffrey, 2004; Butler and Paton, 2010; Hardy and Allmendinger, 2011) and 

normal faults (Cowie and Scholz, 1992; Cartwright et al., 1995; Childs et al., 1996, 

2003; Walsh et al., 2003a, b; Long and Imber, 2010; Jamieson, 2011). Fully testing 
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the applicability of these models demands determinations, if not of strain 

magnitudes, then at least descriptions of the strain patterns. The target is to map 

distributed deformation using seismic data (Figure 1.1).  

 

 

Figure 1.1 a) Interpreted seismic image of a normal fault structure and related damage (North-sea, Virtual SA library) 

and relative characterization of the main reflectors along the fault structure. b) Cross-section representation of two 

arbitrary seismic line (expressed as envelope values) (modified from Ippoliti el al., 2016). 

 

Their ending is to provide an interpretational framework that could be applied to 

mapping volumes of deformation in the subsurface using seismic facies concepts 

that are well-established for high resolution stratigraphic interpretations. They use 

seismic attributes to provide information carried by the seismic signal that is 

otherwise not used in conventional seismic mapping. When interpreting 

stratigraphic features such as channels and marginal units to carbonate reefs 

(Marfurt and Chopra, 2007), different attributes are combined to create so-called 

“seismic texture” maps. The approach gained favor because sedimentary features 

with common signal character could be related to their inferred depositional 

environment (Fournier and Derain, 1995). Subsequently, a plethora of seismic 

attributes and textures have been developed using statistical measures to quantify 

stratigraphic interpretations by creating repeatable seismic facies to predict 

subsurface reservoir characteristics (Gerard and Buhrig, 1990; Evans et al., 1992; 
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West et al., 2002; Gao, 2003; Schlaf et al., 2005; Chopra and Marfurt, 2005; Gao, 

2007;  Corradi et al., 2009). Although this approach can greatly facilitate the creation 

of maps of striatal surfaces and, hence, the formulation of seismic stratigraphic 

models, this simplification can hamper understanding of subsurface structural 

geology (Hesthammer et al., 2001; Dutzer et al., 2009) and impact on the prediction 

of striatal juxtaposition and consequent models of fluid flow in hydrocarbon 

reservoirs (e.g. Faulkner et al., 2010).   

Also, a recent study of Schaaf and Bond (2019) provides quantification of the scale 

of uncertainties involved in the structural interpretation of data-dense 3D seismic 

surveys. They show that the uncertainties recorded in 2D seismic interpretation 

experiments (e.g., Bond et al., 2007; Bond, 2015) are similarly seen in the 

interpretation of 3D seismic image data and, therefore, fault placement uncertainty 

strongly depends on seismic data quality.  

 

1.1.2 Electrical resistivity tomography surveys 

Among the various geophysical methods (seismic, electrical resistivity tomography, 

ground penetrating radar or gravimetric survey) that provide useful information 

about landslide geometry reconstruction and hydrological characteristics of the 

study areas, the electrical resistivity tomography (ERT) is among the most efficient. 

Shallow faults have become a frequent target of ERT in the last decade (e.g., 

Suzukietal., 2000; Caputo et al., 2003; Wise et al., 2003; Nguyen et al., 2005). 

Numerous studies, indeed, have demonstrated the success of the ERT profiling 

(Reynolds, 2011) in modeling structural setting of relatively complex geological areas 

thanks to the capability to define, in terms of electrical resistivity contrasts, the 

contact between different geological formations and the flexure structure produced 

by faulting (e.g., Di Maio et al., 2000; Park and Wernicke, 2003; Lebourg et al., 2005; 

Koukadaki et al., 2007; Giocoli et al., 2008; Vanneste et al., 2008; Jomard et al., 
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2010; Chambers et al., 2011; Giocoli et al., 2011; Merritt et al., 2014; Seminsky et al., 

2016; Uhlemann et al., 2017; Boyle et al., 2018; Břežný et al., 2018; De Paola et al., 

2019). Dip-slip faults are usually observed in ERT profiles as sharp lateral resistivity 

contrasts caused by the juxtaposition of different sediment layers and/or by 

different hydrological conditions on both side of the fault (e.g., Suzuki et al., 2000; 

Caputo et al., 2003; Diaferia et al., 2006). As examples, Figs. 1.2 shows the results of 

a 2D deep ERT profile for the reconstruction of Apennine faults (Vitale et al., 2020), 

whilst Fig. 1.3 shows ERT shallow sections obtained along profiles distributed in the 

Hockai fault area (Ardenne, Belgium) (Lecocq and Camelbeeck, 2016). 

 

 

 

 Figure 1.2 ERT profile and relative cross-section of Apennine fault (Vitale et al., 2020). 
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Figure 1.3 Example of 2D electrical resistivity tomographies carried out across the Hockai Fault Zone (Ardenne, 

Belgium) (Lecocq and Camelbeeck, 2016). 

 

To obtain 3D views of fault zones, pseudo-3D imaging of shallow fault areas, coming 

from the integration of parallel 2D ERT profiles, has been also used. Fig. 1.4b 

visualizes in 3D the active normal Geleen fault bordering the Roer Valley graben in 

northeast Belgium (Vanneste et al., 2008), by 3D inversion of 2D ERT data acquired 

along 10 shallow resistivity profiles (Fig. 1.4a). The ERT prospecting shows the fault 

as a broad, near-vertical anomaly characterized by sharp lateral resistivity contrasts, 

with an associated vertical offset of sediment layers. It is worth noting that this 

approach is currently preferred to actual 3D resistivity surveys, as fewer electrodes, 

less data acquisition time and less advanced equipment and data processing 

software are needed. However, this approach fails in areas with complex geology 

that cannot be approximated by two-dimensional structures. In this case, as we will 

see in the next Chapter, unconventional data acquisition geometries have been 

tested (Vargas et al., 2014) to obtain an effective description of the study area.  
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Figure 1.2 A) Set of ten parallel, shallow resistivity profiles across the Geleen fault (north-east Belgium); B) resistivity 

maps showing resistivity variations in horizontal slices at different depths across the fault: (a) raw data, (b) normal 

inversion, (c) robust inversion (modified from Vanneste et al., 2008). 
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1.2 Geophysical investigations for identifying CO2 degassing 

In recent years, attention has been focused on the potential impact of the natural 

release of CO2 on human health and ecosystems, on the quality of groundwater, on 

soil mineralogy and CO2 concentrations in the atmosphere. Therefore, the 

identification and the geometrical characterization of the CO2-permeable active 

faults is fundamental not only for defining the seismic-active zone, but also for 

understanding the processes governing the flow of fluids along the damage zone of 

faults that convey the gases towards the surface. Fluid migration along faults can be 

highly complex and spatially variable, with the potential for channeled flow, 

accumulation in capped porous units, fault cross-flow, lateral migration along strike, 

or complete sealing. The presence of CO2 exhaled by deeper reservoirs may play a 

dominant role in controlling transport and redistribution of radon towards the 

earth's surface (e.g. Etiope and Lombardi, 1995; Ciotoli et al., 1999; Yang et al., 

2003; Etiope et al., 2005; Yang et al., 2005; Walia et al., 2010). However, the 

degassing process can be influenced by several factors, e.g. the geological structure 

within the fault, the sedimentary cover itself, the groundwater level variation, and 

the meteorological condition (Heinicke et al., 1995; Kemski et al., 1996; Papp et al., 

2008).  

The geophysical methods most commonly used for studying and monitoring the 

CO2 migration along seismically active faults are: 

• Seismic tomography: its performance varies significantly depending on reservoir 

depth, properties and pressure-temperature conditions (McKenna et al., 2003). 

More specifically, surface 3D seismic data offer the possibility to quantify total 

amounts of CO2 in the reservoir and also to identify migration from the storage 

reservoir into and through the overburden. Moreover, borehole seismic methods, 

such as cross-hole surveys and vertical seismic profiling (VSP), provide a direct 

measurement of velocity and signal attenuation (both key indicators of fluid 
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saturation) providing information complementary to the surface methods (Kikuta 

et al., 2005). Multicomponent (MC) seismic methods record both the 

compressional (P-wave) and shear (S-wave) components of the ground motion. By 

analyzing combined P- and S-wave signals, it is possible to obtain a more 

complete picture of the fluid behavior, including improved discrimination of fluid 

pressure and saturation changes and better imaging beneath gas accumulations 

(Angerer et al., 2001; Wilson and Monea, 2004). 

• Gravimetric methods: the opportunity of monitoring CO2 with repeated gravity 

measurements is strongly dependent on fluid density and subsurface distribution; 

the size of the gravity change provides information on subsurface volumes and 

densities, while gravity spatial variation gives information on lateral CO2 

distribution. Gravimetric surveys have provided valuable independent 

information capable of reducing uncertainty in the seismic analysis, as shown by 

Nooner et al. (2006). Nevertheless, the weakest aspect of the gravity data is in 

resolving absolute depth information on the CO2 accumulation (Chadwick et al., 

2009). 

• Electromagnetic and electrical methods: the presence of CO2 increases the 

resistivity of the rock system; therefore, these methods are suitable for 

monitoring storage in salt formations where CO2 is displacing more conductive 

formation waters (e.g. Sherlock et al., 2013).  

• Acoustic imaging and sonar bathymetry: can provide important shallow 

monitoring information over large areas above storage sites (e.g. Leighton et al., 

2012). They offer the capability of imaging gas escape structures at the seabed. 

• Remote sensing: airborne techniques have been used to detect conductivity 

anomalies associated with hydrogeochemical changes in ground water (e.g. 

Zhang, 2019). These methods could potentially detect changes in shallow (< 100 
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m depth) groundwater resistivity due to the presence of dissolved CO2 (Trautz et 

al., 2013). 

The geophysical signal strength has a strong correlation with CO2 leakage mass, 

but not with the brine leakage mass. Both seismic and gravity methods are sensitive 

to changes in formation density or CO2 saturation where the CO2 gas displaces the 

shallow groundwater and it is trapped below a confining layer. The seismic method 

is much more sensitive to a small leak than the gravity method. Magnetotelluric 

(MT) and ERT methods are sensitive to changes in both CO2 saturation and 

concentration, resulting from brine leakage and dissolved CO2. MT has a shallow 

blind zone (0-50 m) and is less sensitive to near-surface gas-phase CO2, but it has 

better resolution and a much larger penetration depth than ERT. Without the near-

surface caprock layer, CO2 gas will leak into the atmosphere and will accumulate less 

near the ground surface. The smaller accumulations may prevent seismic and gravity 

sensors from detecting the gas-phase leakage plume, but the CO2 dissolved in the 

aqueous phase may be detected by ERT or MT. The bulk electrical resistivity of 

sedimentary units depends strongly on the pore fluid content and pore connectivity 

(Gueguen and Palciauskas, 1994).  

In the following, applications of electrical and electromagnetic methods for 

investigating CO2 degassing are briefly summarized, as these methods are among 

the best candidates for such studies.  

 

1.2.1 Electromagnetic methods 

Electromagnetic (em) sounding methods aim to determine variations in the earth's 

electrical conductivity with depth. These methods include natural-field methods 

(magnetotellurics and audiomagnetotellurics), and controlled-source induction 

methods, as well as high-frequency radiation techniques such as ground-penetrating 

radar (GPR). Usually they are applied for characterizing and monitoring natural 
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reservoirs by virtue of their sensitivity to changes in the physical properties of the 

reservoir (electrical conductors in the case of aquifers and resistors in the case of 

hydrocarbons). In the case of CO2 injection into salt formations, laboratory 

measurements demonstrate that there will be large increases in resistivity by two or 

more orders of magnitude, as the salt fluids are displaced by CO2 (Fig. 1.8).  

 

 

Figure 1.3 Changes in resistivity of brine-filled rock formations with variable saline content when CO2 is injected into 

them (Myer, 2001).  

 

Such changes are observable on the surface using appropriately designed em 

surveys, either using natural or controlled sources. The MT technique is sensitive to 

interconnected fluid network and can image these zones at crustal and upper 

mantle scales. Low resistivities in the lower crust and upper mantle can reflect zones 

of aqueous fluids, partial melts and/or mineralization due to fluid-driven chemical 

precipitation reactions. MT is not able to distinguish unambiguously between 

conductive fluids and other conductive phases at depth. Regardless of the 

conductive phase, however, the high conductivity must have long-range 

interconnections to be visible with MT measurements. For example, magnetotelluric 

studies at the San Andreas Fault Zone (Fig. 1.9), and at many other active and fossil 
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tectonic systems (e.g. Becken and Ritter, 2012), imaged electrical conductivity 

anomalies on various crustal and upper mantle scales, which seem closely related to 

active or ancient tectonic processes. Many of the high-conductivity anomalies 

associated with active tectonic settings are interpreted with saline or hydrothermal 

aqueous fluids residing in interconnected porosity networks. 

 

 

Figure 1.4 Upper crustal resistivity models obtained from 2D inversion of MT data (a) near Hollister and (b) near 

Parkfield (Becken and Ritter, 2012). 

 

Furthermore, numerous studies have proven the effectiveness of electromagnetic 

methods in CO2 monitoring at small and medium scale (e.g. Pettinelli et al., 2010; 

Bergmann et al., 2012; Carrigan et al., 2013; Hovorka et al., 2013). In particular, 

Pettinelli et al. (2010) have compared the use of various em methods to characterize 

a CO2 gas vent located in the extinct Latera caldera (central Italy). Fig. 1.10 shows 

their results from GPR and frequency-domain electromagnetic (FDEM) techniques, 

which seem clearly identify the geometrical structure of the vent and suggest an 

anomaly alignment (NNW-SSE) associated with the main fault. 
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Figure 1.5 Left panels: maps showing 0–5 ns (a) and 10–40 ns (b) time slices of the GPR grid data. Right panels: FDEM 

results collected over the gas vent. (c) Horizontal configuration for an integrated depth interval of 0–3 m; (d) vertical 

configuration for an integrated depth interval of 0–6 m; and (e) differential between (c) and (d) for an estimate of the 

3–6-m depth interval (modified from Pettinelli et al., 2010). 

 

1.2.2 ERT 

Geoelectrical methodologies allow to define the geometry of faults in the shallowest 

layers, identifying potential drilling sites for paleoseismology studies and detecting 

buried tectonic structures, including folded layers and abrupt changes in the 

thickness of sediments (Suzuki et al., 2000; McBride, 2003). In all these cases, the 

use of electrical resistivity measurements is promising, given that the rock electrical 

properties are more sensitive to the presence of fluids than the elastic properties 
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(Ramirez et al., 1993; Carcione et al., 2007; Nakatsuka et al., 2009; Carcione et al., 

2012). The effectiveness of resistivity measurements for quantifying and monitoring 

CO2 flows in geological formations depends by the strong relationships between the 

electrical resistivity and the same factors that are relevant for the CO2 storage in 

water (i.e. water saturation, type and concentration of ions present in the fluid, pH, 

cation exchange capacity of minerals, and temperature). In fact, as a result of these 

dependencies, high-resolution electrical resistivity tomographies have been 

successfully used both for the physical characterization of the site and for 

monitoring the migration in the subsoil of various fluids including flooding of 

underground steams, leakage of underground reservoirs, water infiltration and 

contaminant movement (e.g. Daily et al., 1992; Ramirez et al., 1993; Newmark et al., 

1996; Daily et al., 1998; LaBrecque et al., 1998; Newmark et al., 1998). As it concerns 

CO2 degassing phenomena, Byrdina et al. (2009) observed high-resistivity anomalies 

in a tectonically active area of central Nepal (south Asia), likely related to the 

permeable fracture zone that serves as a preferential route for gases and water 

(blue ellipse in Fig. 1.11). Conversely, Pettinelli et al. (2010) identified preferential 

gas rising zones as conductive anomalies in the extinct Latera caldera (central Italy) 

(Fig. 1.12). 

 

 

Figure 1.11 Inverse resistivity model coming from an ERT profile located around hot springs in a tectonically active area 

of central Nepal (south Asia). The model shows a high-resistivity pattern (blue ellipse) centred on the gas vent and 

surrounded by moderately resistive sediments (modified from Byrdina et al., 2009). 
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Figure 1.12 (a) Inverse resistivity model coming from a NE-SW ERT profile crossing the FDEM survey area in Fig. 1.10. It 

shows a strong conductive area centred on the gas vent (red ellipse), dipping southward and increasing in dimension 

with depth, surrounded by moderately conductive sediments. (b) Series of horizontal-resistivity slices at different 

depths that show the results of the 3D ERT survey conducted almost entirely within the zone of influence of the gas 

vent. The strong conductive area (red ellipse) corresponds to the one centered on the gas vent shown in (a) (modified 

from Pettinelli et al., 2010). 

 

These results suggest that the preferential gas rising pathways can be highlighted in 

terms of conductive or resistive anomalies based on the geological setting and the 

chemical and biological environment of the investigated area (Arts et al., 2009; 

Byrdina et al., 2009).  

Moreover, recent studies (Christensen et al., 2006; AlHagrey et al., 2010; Kiessling 

et al., 2010; Schmidt-Hattenberger et al., 2011; Bergmann et al., 2012) have shown 

that high-resolution electrical tomograms are efficient tools for detecting gas inside 

a conductive fluid and, more specifically, for highlighting resistivity changes caused 

by CO2 migration in geological basins. In these geological settings, the interpretation 

is more complicated when attempts are made to detect the possible migration of 

CO2 in the sedimentary coverings of geothermal reservoirs, which may be due to 
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faults and fractures or old damaged wells. The difficulty, in such cases, is that the 

host rock has a harder matrix and a lower porosity and permeability than the hosted 

materials. Furthermore, CO2 can be present in the supercritical state, with a density 

and a mass modulus much higher than those of the gas phase (Picotti et al., 2012). 

Therefore, the fluid effect is lower than that observed in a softer and more 

permeable rock due to the reduced mobility of the fluid. To overcome these 

limitations, the indirect approach adopted in this PhD research project involves the 

use of high-resolution 3D electrical resistivity tomography surveys, in order to 

produce an accurate 3D representation of the physical state of the investigated 

subsurface volume, in terms of electrical resistivity value distribution that allows the 

identification of preferential CO2 migration paths, whose dimensional complexity 

cannot be solved using 2D or 2.5D data acquisition techniques. To achieve this 

objective, the present PhD project aims to develop a new and more versatile 3D ERT 

data acquisition technique through the use of unconventional data acquisition 

geometries, which are able to overcome any logistical constraints. The proposed 

approach takes advantage from the results of its applications to small-scale 

engineering and geotechnical targets (e.g. cavity research, soil stabilization) (Dahlin 

et al., 1999; Schueremans et al., 2003; Farooq et al., 2007, Fischanger et al., 2007; 

Rittgers et al., 2010). 
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Chapter 2. 

A non-conventional 3D ERT as a powerful tool for 3D 
characterization of complex geological structures 

2.1 3D Electrical Resistivity Tomography (ERT) technique   

Direct current (DC) electrical resistivity technique is one of the oldest and most 

commonly used geophysical exploration methods aimed at estimating the electrical 

resistivity of the subsurface (see standard textbooks on the subject, for example: 

Parasnis, 1986; Telford et al., 1990; Reynolds, 2011). Electrical resistivity, ρ, (or its 

inverse, electrical conductivity, σ) is an intrinsic electrical property of a material that 

measures its ability to resist an electrical current flow. The latter is governed by the 

well-known Ohm’s law, which is written as: 

𝑱 =
1

𝜌
𝑬 , 

where  is the electrical resistivity of the medium, J is the current density and E is 

the electric field. In practice, the electric potential V is measured, which is linked to 

the electric field by the following equation:  

𝑬 = −∇𝑉 . 

The electric potential is a function of three different conduction mechanisms: 

electronic, electrolytic and dielectric. Since most of the earth materials are 

insulators, the main conduction is of electrolytic type, i.e. current flows by ions in 

the fluids permeating porous and/or fractured soils and rocks. This means that the 

resistivity parameter is strongly affected by porosity, ground water content and 

percentage of dissolved salts (e.g., Sumner, 1976; Sharma, 1997). 

In practice, for a semi-infinite homogeneous and isotropic medium, which is the 

simplest Earth model, the DC electrical resistivity measurements are performed by 
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injecting a direct current, I, through a pair of electrodes (current electrodes) placed 

on the land surface and measuring the resulting electrical voltage, V, by using 

another two electrodes (potential electrodes), also placed on the surface. The 

electrical resistivity, , is then calculated based on the mutual distance between the 

four electrodes, the electrical current injected into the ground, and the measured 

electrical potential difference: 

𝜌 = 𝐾
∆𝑉

𝐼
 , 

where K is the so-called geometric coefficient depending on the electrode 

configuration (e.g., Reynolds, 2011). For non-homogeneous soils, the above 

equation defines an apparent resistivity value that is a function of the geometry of 

the electrode array and the true resistivities and other characteristics of the 

subsurface materials, such as layer thicknesses, angles of dip, anisotropic properties, 

traversed by the electric current flow. 

In the last few decades, due to significant progresses in instrumentation and data 

acquisition, processing and interpretation procedures, the electrical resistivity 

tomography (ERT), in 2D or 3D configuration, is among the most widely used 

techniques for DC electrical resistivity measurements in the field of the geophysical 

prospecting, as it allows very high-resolution imaging of the electrical properties of 

the subsurface (e.g., Revil et al., 2012; Loke et al., 2013). The 2D (or 3D) ERT 

prospecting is usually realized by using an array of electrodes disposed along a 

profile (or an area) that allows the estimation of a large number of resistivity values 

at different depths along the investigated profile (or area) to produce a very detailed 

image of the subsoil in terms of an apparent resistivity pseudosection (or 

pseudovolume). The latter enables a qualitative estimation of the electrical 

behaviour of the medium but does not provide the true resistivity and shapes of the 

of the different materials/structures present in the subsurface. Each acquired value, 

indeed, corresponds to a volumetric measurement, closely dependent on the type 
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of electrode array configuration, that is plotted against a pseudodepth. Thus, the 

apparent resistivity value distribution in a pseudo-section (or pseudo-volume) 

distorts the real subsurface picture. The subsequent inversion process of the 

observed apparent data permits to retrieve the true resistivity distribution in the 

underground, which is useful to define geometry and nature of subsurface targets, 

such as soil/bedrock interface, strata thickness, or depth and width of anomalous 

zones (e.g., Chambers et al., 2012; Kumar, 2012; Di Maio et al., 2015c). 

Due to the nonlinear behaviour of the inverse problem for electromagnetic fields, 

the solutions are computed following iterative procedures (Daily and Owen, 1991; 

LaBrecque et al., 1996) that involves a simultaneous use of numerical modeling 

algorithms, based on Finite Elements (or Finite Differences) methods, and data 

optimization techniques, based on minimum squares procedures. In such an 

approach, the forward model (simulation of electric field for a given resistivity 

distribution using a discrete domain) is recurrently solved while changing the 

subsurface electrical properties. For the inversion of the 2D (or 3D) ERT data the 

most common and widely used inversion algorithm is that used by the Res2Dinv (or 

Res3Dinv) software (Loke and Barker, 1996; Loke et al., 2003). It is based on a 

smoothness-constrained least-squares method which allows to obtain two- or three-

dimensional models through finite differences or finite elements computations, 

considering also the topographic corrections. To evaluate the fit of the obtained 

resistivity model, the root means square error (RMS) is considered, which provides 

the percentage difference between measured and calculated data. 

The 3D inversion approach adopted for the present study and implemented by 

the ERT-Lab_64™ software (produced by Geostudi Astier Srl, Livorno, Italy, and 

Multi-Phase Technologies LLC, Nevada, USA) makes use of the Occam’s 

regularization proposed by Constable et al. (1987) and further developed by Morelli 

and LaBrecque (1996) for the optimal management of noisy data. The iterative 
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procedure needs an initial guess, generally given by the homogeneous half-space 

derived from the statistical analysis of the acquired apparent resistivity values. 

As it is well known, there are many advantages in performing 3D ERT surveys  

substantially linked to the high density of the acquired resistivity data, which 

significantly increases resolution and accuracy in defining the investigated buried 

volumes. Moreover, thanks to the possibility of extracting from the entire 

investigated volume horizontal and/or vertical resistivity plans with different 

orientation, as well as resistivity envelopes, the three-dimensional features of 

buried structures and/or fluid migration paths in active dynamics areas can be 

described with greater detail and effectiveness than those provided by 2D or 2.5D 

approaches. In fact, a 3D survey overcomes the lack of data between 2D lines, which 

occurs when the 2D ERT technique along parallel profiles is used, as well as it 

reduces the errors deriving from data interpolation when the 2.5D approach is 

adopted, which consists of 3D inversion of resistivity data acquired by 2D ERT 

surveys.  

The traditional approach to the 3D ERT surveying usually requires that the 

electrodes are positioned in a square or rectangular grid keeping the distance 

between adjacent electrodes constant in the x and y directions (see par. 2.1.1). 

These electrode dispositions are difficult to realize in geological contexts where 

strong topographic variation, dense vegetation, rough terrain around landslide areas 

are present. To overcome these problems and reduce costs, advanced 3D ERT data 

acquisition techniques, that use unconventional electrode geometries, have been 

recently applied only in engineering and archaeological contexts. The application 

and optimization of these un-standard techniques in the geological field, through 

the creation and testing of ad hoc data acquisition sequences, constitutes the new 

approach proposed in this PhD thesis for the 3D characterization of complex 

geological structures (see par. 2.1.2). 
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In the following, after illustrating traditional and unconventional techniques, a 

comparison between the results of applying both approaches in the same test area 

is presented. Finally, the use of the proposed unconventional approach in different 

fields of geophysics is discussed.  

 

2.1.1 Traditional approach 

The electric resistivity tomography technique can be performed to define 2D, 2.5D 

or 3D models of the subsurface (e.g. Drahor et al., 2007; Chambers et al., 2011; Di 

Maio and Piegari, 2012; Di Maio et al., 2016). However, dense electrode arrays are 

required to ensure user-readable high resolution (HR) images. Since all geological 

structures in nature are mainly 3D, in theory a 3D resistivity survey, which uses a 3D 

interpretation model, should provide the most accurate results. However, it is not 

routinely used like 2D surveys, essentially due to the costs of the 3D technique that 

is comparatively higher than 2D for large investigation areas. 

The choice of the electrode configuration is crucial to determine the output 

resolution and depth of investigation as well as the survey cost, being some 

configurations very time-consuming. The dipole-dipole, pole-pole and pole-dipole 

arrays are frequently used for 3D surveys (Loke and Barker, 1999), since other arrays 

have a poorer data coverage near the edges of the survey grid. The dipole-dipole 

array is recommended only for grids which are larger than 12 by 12 due to the 

poorer horizontal data coverage at the grid sides. The main problem that is likely to 

be faced with this array is the comparatively low signal strength. In this research 

work, all 3D ERT acquisitions were made using a pole-dipole array (Fig. 2.1), which is 

suitable for surveys with medium and large detection grids (12 by 12 and above). It 

has a better resolving power than the pole-pole array (Sasaki, 1992), and is less 

susceptible to telluric noise since both potential electrodes are kept within the 

survey grid. Compared to the dipole-dipole array, the pole-dipole configuration has 
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a significantly stronger signal strength, and, although it has one remote electrode 

(C2 current electrode in Fig. 2.1), the effect of this electrode on the measurements is 

much smaller compared to the pole-pole array. Since the pole-dipole array is an 

asymmetric array (Fig. 2.1a), all measurements with this device are generally carried 

out with an arrangement of the pole perpendicular with respect to the position of 

the potential electrodes (P1 and P2 in Fig. 2.1b). 

 

 

Figure 2.1 The pole-dipole array: a) conventional pole-dipole array; b) pole-dipole array with an arrangement of the 

pole perpendicular with respect to the position of the potential electrodes (modified from Knödel et al., 2007). 

 

The electrodes for 3D surveys are normally arranged in a rectangular grid with a 

constant spacing between the electrodes. Fig. 2.2 shows a possible arrangement of 

the electrodes for a 3D survey using a system with 25 electrodes.  
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Figure 2.2 The arrangement of the electrodes for a 3D ERT conventional survey (from Loke and Barker, 1999). 

 

In particular, for the pole-dipole electrode configuration the maximum number of 

independent measurements, nmax, that can be collected is given by nmax = ne(ne -1)/2, 

where ne is the number of electrodes. In this case, each electrode is in turn used as a 

current electrode and the potentials at all the other electrodes are measured. It is 

worth noting that because of reciprocity, it is only necessary to measure the 

potentials at the electrodes with a higher index number than the current electrode 

in Fig. 2.3a. It follows that for a 5x5 electrode grid, there are 300 possible 

measurements. For 7x7 and 10x10 electrode grids, the complete data set consists of 

1176 and 4500 measurements, respectively, which can be very time-consuming (at 

least several hours). To reduce the number of measurements without seriously 

compromising the quality of the obtained model, the traditional 3D ERT approach 

involves the use of an alternative measurement sequence shown in Figure 2.3b, 

known as "cross-diagonal survey" technique. In this case, the potential is measured 

only at the electrodes along the x-direction, the y-direction and the 45° diagonal 
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lines passing through the current electrode. For a 7x7 grid, the number of 

measurements acquired by this arrangement is reduced to 476, which is about one-

third of that required by a complete data set survey (Loke and Barker, 1996b). 

 

 

Figure 2.3 Location of potential electrodes corresponding to a single current electrode in the arrangement used by (a) 

a survey to measure the complete data set and (b) a cross-diagonal survey (modified from Loke and Barker, 1999). 

 

However, for most 3D surveys aimed at both commercial and research purposes, 

grids formed by a number of electrodes lower than 10x10 have a poor use due to 

the small size of the area that in this case would be investigated. The latter is usually 

limited in size by the number of electrodes that can be managed by the modern 

georesistivimeters, generally equal to 48, 72 or 96, thus allowing high-resolution 

investigations only for the shallowest portions of the subsurface. 

Summarizing, the main disadvantage of conventional 3D ERT data acquisition 

techniques is linked to the configuration of the electrodes, which must be arranged 

on the earth surface according to a regular 2D mesh. Such a requirement is often 

impractical both for logistical problems related to the characteristics of the survey 

areas (e.g. areas with complex topography) and for the limited extent of the area 

that can be investigated (Table 2.1) and, consequently, for the maximum exploration 
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depth that can be achieved. This explains the wide use of 2D ERT surveys along 

parallel profiles in many application fields, and the use of 3D data inversion 

techniques to interpret jointly the 2D ERT profiles, which is only practicable when 

the profiles are positioned at distances comparable with the interelectrode distance 

(2.5D approach).  

 

 

Table 2.1 Examples from literature of three-dimensional electrical resistivity surveys that show the generally small 

dimension of the investigated area (from Rucker et al., 2009). 

 

2.1.2 A new proposal 

To overcome the problems described above, different unconventional electrode 

configurations have been proposed. 

In archaeological contexts, where sometimes the target is itself an obstacle, 

special geometry designs, such as circle, triangle and horseshoe (Fig. 2.4), have been 

developed to obtain appropriate geophysical information beneath the study area. 

Figs. 2.5 and 2.6 show some examples of 3D ERT applications for archaeological 

purposes. In particular, Fig. 2.5 illustrates the results obtained for the study of a pre-

Hispanic circular pyramid (Cuicuilco, Mexico City) using a circular electrode array 

(Vargas et al.,  2014), while Fig. 2.6 shows the interior imaging of El Castillo Pyramid 

(Chichen Itza, Mexico) provided by a 3D ERT survey performed using electrodes 
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distributions on each body of the pyramid, which consists of 9 levels (pyramidal 

bodies), plus a tenth level that corresponds to the ground level (Chávez et al., 2017).  

 

 

Figure 2.4 Unconventional electrode arrays used for 3D ERT surveys in archaeological areas. The dots correspond to 

the apparent resistivities measured in depth using circle (a), triangle (b) and horseshoe (C) electrode configurations 

(modified from Vargas et al., 2014). 

 

 

Figure 2.5 Inverted solution of the 3D ERT data (right panel) obtained for the circular array applied in the Pyramid of 

Cuicuilco, southern portion of Mexico City (left panel) (modified from Vargas et al., 2014). 
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Figure 2.6 (a) Schematic depiction of the dimensions of El Castillo pyramid (Chichen Itza, Mexico) and the 10 bodies 

that make up this pre-Hispanic building. Electrodes position are shown as red dots. (b) Position of the electrodes 

deployed on each body. (c) Side view of the southern and western faces of El Castillo pyramid. The effects of the stairs 

are shown in red, while possible saturated zones are shown in blue. (d) Geometry of the cavity partially filled with 

water observing the model from its bottom part (modified from Chàvez et al., 2017). 

 

For engineering applications, the most commonly used non-conventional 

acquisition geometries consist of L-, anular-, snake-shaped configurations (Fig. 2.7), 

whose parallel branches, unlike those used in conventional 2.5D geometries, are 

positioned at a distance that does not depend on the interelectrode distance. 



36 
 

 

Figure 2.7 Examples of non-conventional acquisition geometries for 3D ERT surveys: irregular geometry (a, c, e); C-

shaped (b) and L-shaped (f) configurations.      

 

The innovation proposed in this research work consists in having tested and 

optimized this type of electrode layout for specific geological contexts, making it a 

powerful new tool for the 3D characterization of geological structures with complex 

geometries. 

The innovative 3D acquisition scheme adopted is based on a sequence of 

measures designed ad hoc, which allows to use the electrodes of each multi-

electrode cable both as transmission and as measuring devices. This means that the 

position of the transmitting (TX) and receiving (RX) dipoles is continuously modified 

to obtain a uniform coverage along the measurement profiles and along all three 

spatial directions. To obtain the optimal 3D acquisition configuration for each test 

area, the ERT-Lab sequencer software (ERT-Lab software tool, Fig. 2.8) was used, 

which allows, unlike the commonly used software, the setting of complex 

acquisition geometries.  
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Figure 2.8 Example of setting the geometry of geoelectric data acquisition sequences using the ERT-Lab Sequencer 

software (by GeoStudi Astier, Livorno). In particular it is possible to set, in addition to the interelectrode distance, the 

coordinate (x, y) of each electrode in order to create an acquisition sequence for any chosen unconventional geometry. 

 

Different data acquisition sequences were generated by testing different acquisition 

parameters. In Fig. 2.9, the used Sequencer parameters are shown: setting of the 

Polo-Dipole array (1 in Fig. 2.9); opening of the transmitting (TX)/receiver (RX) dipole 

(2 in Fig.2.9); quadripole direction (TX-RX along x, y, diagonal 1 and diagonal 2) (3 in 

Fig. 2.9); TX and RX position along the same cable or along different cables (4 in Fig. 

2.9); depth and distance levels between the TX and RX dipoles (respectively, 5a and 

6 in Fig. 2.9), which constrain the generation of the quadripoles to the geometric 

factor K (5b in Fig. 2.9). 
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Figure 2.9 Setting of the parameters related to the transmitting (TX) and receiver (RX) dipoles for the geoelectric data 

acquisition (by ERT-Lab Sequencer Software, GeoStudi Astier, Livorno). 1: setting of the Polo-Dipole array; 2: opening of 

the transmitting (TX)/receiver (RX) dipole; 3: quadripole direction (TX-RX along x, y, diagonal 1 and diagonal 2); 4: TX 

and RX position along the same cable or along different cables; 5 and 6: depth and distance levels, respectively, 

between the TX and RX dipoles. 

 

2.1.3 Traditional vs non-conventional approach 

The proposed 3D ERT acquisition technique has been validated by comparing the 

results of its application in the test area shown in Fig. 2.10 with those coming from a 

standard 3D configuration of the electrodes disposed in the same site. In order to 

guarantee a comparison between the results from traditional and non-conventional 

3D inversions, a geometry consisting of parallel profiles coinciding with some of 

those forming the standard ERT 3D acquisition was chosen. 



39 
 

 

Figure 2.10 Test area showing the electrode configurations used to test the efficiency of the proposed 3D ERT data 

acquisition technique: a) standard acquisition geometry; b) non-conventional acquisition geometry.  

 

The area, (30x55) m2, has a flat topography. For the standard geometry, 84 

electrodes were employed and distributed along seven parallel lines 5 m apart by 

using 12 electrodes for each line with an interelectrode distance of 5 m (blue dots in 

Fig. 2.10a). Whilist, for the non-conventional configuration 48 electrodes were used 

and located along four parallel lines with an inter-line space of 10 m and an 

electrode distance of 5 m. Therefore, 12 electrodes were used for each line (red 

dots in Fig. 2.10b). As it can be seen in Fig. 2.10b, the same area is covered with a 

number of electrodes almost half of those used for the standard configuration. Two 

data acquisition sequences were generated for the standard and non-conventional 

configurations, respectively, using the ERT-Lab Sequencer software (Fig. 2.10). The 

standard configuration allowed to obtain 470 quadrupoles by 70 current injections 

with period of 500 ms; the time interval for the data acquisition was about 7 

minutes. The non-conventional configuration allowed to obtain 3419 quadrupoles 

by 370 current injections with period of 500 ms; the time interval for the data 
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acquisition was approximately 20 minutes. Therefore, the new proposed technique 

allowed to acquire a much larger number of data than that obtained with the 

standard technique despite the fact that fewer electrodes were used. This 

indisputable advantage of the new approach, which leads to ultra-high resolution 3D 

imaging of the investigated volume, is mainly due to the use of the latest generation 

Sequencer software (Figs. 2.8 and 2.9). The latter, indeed, permits to build 

acquisition sequences based on a continuous exchange between energizing dipole 

(TX) and receiving dipole (RX), also located on different cables (Morelli and 

LaBrecque, 1996), thus making possible to exploit all the possible TX/RX 

combinations of the specific electrode geometry adopted. In addition to the high-

resolution, the new proposed technique is also able to reach an investigation depth 

greater than that obtained with the standard technique. This is  clearly shown in Fig. 

2.11, which displays the distribution of the measurement points extracted from the 

whole volume investigated by the standard and the non-conventional electrode 

configurations. 

A scheme that synthesize the comparison between the acquisition parameters of 

the two techniques is shown in Tab. 2.2. 

 

Technique Array 
Type of 

acquisition 
Acquisition 

number 
Electrode 
number 

Quadrupole 
number 

Electrode 
distance 

Inter-line 
distance 

Standard 3D ERT  Pole-dipole 3D 1 84 470 5 m 5 m 

New 3D ERT Pole-dipole 3D 1 48 3419 5 m 10 m 

Table 2.2 Comparison between the acquisition parameters used for the two 3D ERT surveys performed in the test area. 

 

The set of apparent resistivity data acquired for the two 3D ERT surveys has been 

appropriately filtered and only the data with a standard deviation (i.e. quality factor, 

Q) between 0 and 3 were used for the subsequent inversion process. The latter has 

been performed, for all the ERT surveys shown in this thesis, by taking into account 
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the elevations of the measurement electrodes, which have been acquired in the 

field using a high-precision GPS receiver.  

 

Figure 2.11 Distribution of the measurement points (black strips) extracted from the whole volume investigated by 

standard (a) and non-conventional (b) 3D ERT data acquisition geometry.  

 

For a better visualization of the differences between the inversion results of the 

apparent resistivities collected by the two 3D ERT data acquisition techniques, Figs. 

2.12 and 2.13 compare y-z plane slices and x-y plane slices, respectively, extracted 

from the 3D resistivity volumes corresponding to the two surveys. From the 

comparison, a higher resolution of the resistivity data volume provided by the non-

conventional technique is clearly evident, despite the parallel branches were 

designed with equidistance not comparable with the electrode sampling step as for 

the standard technique. In fact, conductive anomalies, likely related to local lenses 
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of more or less imbibed material, are very well identified (Fig. 2.12b), as well as the 

geometry of resistive anomalies ascribable to not very compact material lenses (Fig. 

2.13), which are also well evident in Fig. 2.12b. We note that the inversion results 

shown in Figs. 2.12a and 2.12a do not provide a reliable reconstruction of the 

investigated subsurface volumes due to the strong interpolations in areas not 

covered by data actually acquired. Therefore, the classic 3D ERT, in addition to being 

more expensive in terms of electrode installation times, appears to be reliable with 

a good approximation only for areas whose stratigraphy is not affected by abrupt 

lateral resistivity changes, as shown by the comparison in Figs. 2.12 and 2.13.  
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Figure 2.12 Comparison between three y-z plane slices extracted from the 3D resistivity distributions provided by the 

inversion of the two sets of apparent resistivity data collected by using, respectively, standard (a) and non-

conventional (b) 3D ERT data acquisition geometry. 
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Figure 2.13 Comparison between the Z slices extracted from the 3D resistivity distributions provided by the inversion of 

the two sets of apparent resistivity data collected by using, respectively, standard (a) and non-conventional (b) 3D ERT 

data acquisition geometry. 
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In the light of the obtained results, it follows that 3D ERT surveys based on the  

innovative non-conventional data acquisition technique are to be preferred for the 

reconstruction of volumes characterized by conspicuous presence of fluids, such as 

those affecting the Matese areas, which are the focus of the present study. Indeed,  

the proposed technique, besides being faster, is more suitable in providing a 

detailed modeling of the underground fluid circulation and of the CO2 plumes, which 

are typically 3D targets. 

 

2.2 Applications to different fields of geophysics 

In this section, the results of the proposed 3D ERT data acquisition technique 

applied to different exploration fields are presented and discussed.  

 

2.2.1 3D reconstruction of buried civil engineering structures  

The first two case-studies that we will illustrate refer to the identification, in 

logistically unfavorable contexts, of 3D structures of civil engineering interest. The 

aims of the two 3D ERT surveys are: in the first case, the identification of a 

conductive structure (concrete with metal reinforcement) in a conductive geological 

context; in the second case, the detection of a cavity in a resistive geological 

context. Fig. 2.14 shows the non-conventional 3D electrode configuration used in 

the first survey below the road Grosseto-Fano (central Italy). The aim of the work 

was the detection of the foundation, which support a bulkhead (De Paola et al., 

2017). The fig. 2.15 shows the acquisition setting used in the second test case. The 

aim was the characterization of the material covering the tunnel in Palizzi area (SS 

106 Jonica, southern Italy), which was escavated in a karst rock (De Paola et al., 

2018).  
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Figure 2.14 3D ERT acquisition geometry used for the Grosseto-Fano highway survey (central Italy) (De Paola et. al., 

2017). 

 

 

Figure 2.15 3D ERT acquisition geometry used for the Palizzi survey area (SS 106 Jonica, southern Italy) (De Paola et. 

al., 2018). 

 

The first survey (Fig. 2.14) was performed with 3 parallel lines with an inter-space of 

about 6 m. Each line has 48 electrodes with an electrode distance of 4 m. The 

electrodes were inserted in the 40 cm deep hole located some in the ground and 

some in the asphalt. The chosen geometry allowed an investigation depth of 
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approximately 31 m below the ground level (b.g.l.). Two 3D acquisitions were made 

by using spreads_1_2, and spreads_2_3, respectively (see Fig. 2.14), which were 

then superimposed on the central spread_2 to guarantee total data coverage of the 

survey area. The geological setting of the area consists of quaternary soils of 

continental deposit represented by floods. The latter are more gravelly at the base 

and have frequent sandy and clay-silty levels upwards. From the analysis of the 

electrical tomographs (Fig. 2.16) obtained by the 3D inversion of the acquired 

apparent resistivity values, it is resulted that the poles are about 18÷20 m long 

starting from the top of the bulkhead. In particular, Fig. 2.16a shows the 3D model 

of the investigated volume in terms of electrical resistivity (ρ) distribution (Fig. 

2.16a), while Figs. 2.16b,c highlight the very low-resistive zone (0.2 Ωm < ρ < 20 Ωm) 

likely related to the bulkhead. The latter appears characterized by a planar 

dimension of about 36 x 3.8 m2, whose top is at 309.7 m above sea level, as 

subsequently verified through direct investigations (De Paola et al., 2017).  

 

 

Figure 2.16 High-resolution 3D electrical resistivity tomography obtained for the Grosseto-Fano motorway survey area 

(central Italy). a) 3D ERT model; b) low-resistivity volume (0.2 Ωm < ρ < 20 Ωm) observed between the progressive 74 

and 114 along the X axis, which models the pile of bulkheads sought; c) the same volume shown in b) with top view 

(modified from De Paola et. al., 2017). 
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The second case-study involved the use of a non-conventional 3D electrode 

geometry consisting of 5 profiles, 6 m apart from each other, formed by 48 

electrodes spaced 2.5 m (Fig. 2.17).  

 

 

Figure 2.17 High-resolution 3D electrical resistivity tomography obtained for the Palizzi survey area (SS 106 Jonica, 

southern Italy). a) 3D resistivity model; b) view of subsoil portions corresponding to the most resistive ranges (ρ ≥ 700 

Ω·m) of Palizzi investigated area (from De Paola et. al., 2018a). 

 

The survey area is characterized by quaternary deposits. In particular, the studied 

deposit formation is an alternation of sand and silt, which appear more gravelly at 

the base (sand with metamorphic clasts). In civil engineering works, the presence of 

these poor cohesive deposits is an element of risk, because they can generate 

detachments during a tunnel excavation. The data processing showed a clear 

contrast between the sedimentary cover and the void created during the tunnel 

excavation, subsequently verified with direct investigations (De Paola et al., 2018). 

Indeed, the volumes characterized by high-resistivity values (> 800 Ωm) can be 

ascribed to the presence of cavities (see Fig. 2.17b), while values in the range 150 

Ωm < ρ < 700 Ωm are representative of unconsolidated material and, finally, low-

resistivity values, in the range 1 Ωm < ρ < 150 Ωm, can be associated with 

formations rich in silts and clay, which are present in the examined area (De Paola et 

al., 2018). 
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2.2.2 3D characterization of a steep slope susceptible to debris flow 

In this section the results of the proposed technique applied to the electrical 

characterization of a steep pyroclastic cover, whose complex topography prevented 

the use of conventional electrode arrays, are briefly presented. The study area (Fig. 

2.18) is sited on a pyroclastic slope of Mt. Faito (Campania Region, southern Italy), 

which is an area susceptible to flowslide and debris-flow phenomena (i.e. fast flow-

like landslides) (De Paola et al., 2018b; Di Maio et al., 2020). Mt. Faito (1,131m 

a.s.l.), belonging to the Lattari Mts. in Sorrento Peninsula (Fig. 2.18a), is located 

inside the morphological-structural depression known as Campanian Plain (southern 

Italy), formed during the Plio-Quaternary phases of the southern Apennine 

orogenesis.  

 

 

Figure 2.18 Mt. Faito survey area (Campania Region, southern Italy): (a) geological map of the Sorrento Peninsula; (b) 

geophysical study area; (c) 3D mesh of the survey volume (from De Paola et. al., 2018b). 
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The local stratigraphical setting of the survey area is shown in Fig. 2.19. It is made of 

a shallow layer (A), which can be divided into two pyroclastic horizons, A1 and A2: 

the former (20-30 cm thick) represents the upper portion of the soil affected by the 

action of microorganisms and vegetation; the latter (40-100 cm thick), made of 

brown pumice rich silty-sands, is representative of the final stage of the 79 CE 

eruption. The layer A overlaps a layer B, which consists of coarse white pumices of 

variable thickness (< 1 m up to > 2 m) and represents the main deposit of the ash 

fallout from the Mt. Vesuvius eruption occurred in 79 CE. Below B, a layer C is 

observed which consists of products from an older volcanic eruption (Ancient 

Phlegraean fall) generally splitted into three sublayers (more details are given in Di 

Maio et al., 2020). The described pyroclastic soil sequence buries the bedded 

limestone bedrock (R).  
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Figure 2.19 a) Stratigraphic sequence of the Lattari Mts. (Naples, southern Italy; b) details of the 79 CE stratigraphic 

sequence; c) stratigraphic sequence of the Ancient Phlegraean fall; d) stratigraphic contact with the bedrock; e) 

limestone step-like bedrock; f) thin-bedded strata and detail of the upper karst portion (from Di Maio et al., 2020). 

 

The test site was chosen by virtue of the presence of the main geological and 

stratigraphic features significant for the initiation of flowslides. Indeed, it is 

characterized by a fractured and karst limestone bedrock covered by pyroclastic 

soils 1-2 m thick and slope angles between 27° and 35°, which are critical values for 

triggering such types of landslides. Observation of many flowslides in Campania 

Region has clearly shown that the trigger is caused by local slope conditions, which 

can vary within a wide range, resulting in a possible unfavourable combination. 

Buried predisposing factors are: i) critical geomorphological and stratigraphic 

contacts between shallower soils and bedrock (steeper than the average slope); ii) 

almost impermeable layers consisting of clayey ashes that seal the fractured 

limestone below the pyroclastic soils; iii) any preferential rainwater infiltration path, 



52 
 

consisting of zones of greater permeability; iv) springs that feed the surficial 

pyroclastic cover. It is therefore crucial to obtain accurate 3D reconstructions of the 

soil layers and their saturation degree, which can be only provided by high-

resolution 3D ERT investigations.  

The non-conventional 3D electrode geometry chosen for this survey area is 

consisted of three profiles of length 70.5 m and distant 12 m each other (blue lines 

in Fig. 2.18b). Thus, the three-dimensional ERT data were collected on a rectangular 

grid of (70.5 × 24.0) m2 (Fig. 2.18b) (De Paola et al., 2018). A total of 144 electrode 

stations (red dots in Fig. 2.18c) along 3 lines, plus two infinite electrodes, were 

arranged in the field, and 23.200 data points were collected using the pole-dipole 

array with an inter-electrode space of 1.5 m. From the analysis of the 3D data 

inversion results shown in Fig. 2.20, a clear contrast between the pyroclastic cover 

and the limestone bedrock is well evident. Indeed, high-resistivity values, in the 

range 3000 Ωm < ρ < 7000 Ωm (Fig. 2.20b), characterize the shallowest layer, about 

3-5 m thick, related to pumiceous pyroclasts whose grain size reduces from lapilli to 

coarse ashes. Conversely, low-resistivity values, in the range 200 Ωm < ρ < 500 Ωm 

(Fig. 2. 20b), characterize the upper part of the carbonate basement, about 4-5 m 

thick, likely associated to a high fracturing level and to karst phenomena, which 

favor water infiltration. Finally, the increasing of the resistivity values in the deeper 

portion of the investigated volume (800 Ωm < ρ < 2000 Ωm) should be associated to 

a low number of fractures and an unsaturation condition of the bedrock (De Paola et 

al., 2018). 
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Figure 2.20 High-resolution 3D electrical resistivity tomography obtained for the Mt. Faito survey area (Campania 

Region, southern Italy). (a) 3D resistivity model of the investigated volume; (b) subsurface volumes corresponding to 

the highest and lowest resistivity ranges, respectively, 3000 Ωm < ρ < 7000 Ωm (red-orange colour) and 200 Ωm < ρ < 

500 Ωm (blue colour) (from De Paola et. al., 2018b). 

 

It is worth noting that, despite the logistical problems of the study area, due to high 

slope angles and dense vegetation, the adopted data acquisition scheme has 

provided a high-resolution geoelectrical characterization of the pyroclastic cover, 

whose knowledge is crucial for the identification of the factors that favour the 

triggering of dangerous debris landslides induced by intense rainfall events. In 

particular, the obtained resolution was found higher than that provided by a 

conventional 2.5D ERT survey performed along 9 parallel profiles (ERT_1÷ERT_9 in 

Fig. 2.18b) covering the survey area, whose results are shown in Fig. 2.21. 
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Figure 2.21 Comparison of the results obtained for the Mt. Faito survey area (Campania Region, southern Italy). (a) 

2.5D resistivity model of the investigated volume obtained from data acquired through profiles 1-9 (blue and white 

lines in Fig. 2.18b); (b) 3D resistivity model of the investigated volume obtained from data acquired through profiles 1, 

5, 9 (blue lines in Fig. 2.18b) (from De Paola et. al., 2018b). 

 

2.2.2 3D modelling of the buried volume beneath a historical building  

The use and form of many historical monuments have changed over the centuries 

due to various reasons which are sometimes difficult to recognize.In seismic areas, 

these monuments represent structures potentially capable of recording the effects 

of historical earthquakes, which research must decode before the restoration and 

architectural modification phases. These considerations apply to the Basilica of 

Santa Maria near Alvignano village (northern Campania Region, southern Italy), 

which has registered restorations and superpositions of more recent buildings 

throughout the centuries. Although the uncertainties cannot be dismissed regarding 

the nature of the historical damage in the Basilica, the tilting of almost all pillars, the 

crushed arches and the restoration of the apse have led to the hyphotesis that this 

damage was caused by an earthquake solicitation, whose effects could be locally 
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amplified by poor geological conditions. To gain information on the physical and 

geometrical features of the shallow subsurface beneath the Basilica of Santa Maria, 

which could explain the observed damages as a result of seismic shaking, a high-

resolution 3D ERT survey was performed by using a non-conventional electrode 

geometry (Bottari et al., 2020). Specifically, a U-shaped electrode distribution along 

three sides of the Basilica (Fig. 2.22), and a sequence of ad hoc designed measures, 

were used to achieve uniform coverage along the three measurement profiles and 

in the investigated volume underneath the Basilica. It is worth noticing that such an 

arrangement was chosen to overcome logistic constraints, because the use of 

electrodes fixed in the floor was prevented. 

 

 

Figure 2.22 U-shaped electrode distribution along three external perimeter walls (dashed red lines) of the Basilica of 

Santa Maria near Alvignano village (northern Campania Region, southern Italy) (modified from Bottari et al., 2020). 

 

The ERT measurements were realized with 96 electrodes (38 along the two parallel 

lines and 20 along the perpendicular one) by using the IRIS Syscal Pro 96 multi-

channel georesistivimeter (Bottari et al., 2020). The choice of the pole-dipole array 

with an inter-electrode space of 1.2 m allowed us to get 11.315 data points inside 

the investigated volume, and an investigation depth of about 9 m below the ground 

level was reached after inversion of the acquired apparent resistivity data (Fig. 2.23). 
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Figure 2.23 High-resolution 3D electrical resistivity tomography obtained for the Alvignano survey area (Campania 

Region, southern Italy). a) 3D grid of the measurement points coming from the used cross-cable sequence; b) 3D 

electrical resistivity model of the investigated volume; c) resistivity volume displaying the following ranges of ρ values: 

1 Ωm < ρ < 10 Ωm (blue colour), 10 Ωm < ρ < 30 Ωm (green colour). The black dashed line marks the perimeter walls of 

the Basilica (from Bottari et al., 2020). 

 

As shown in Figs. 2.23b and c, the buried volume appears generally conductive with 

resistivity values ranging from a few Ωm to about 30 Ωm, suggesting a significant 

looseness and saturation degree of the investigated deposits (Bottari et al., 2020). 

Fig. 2.24 shows the inverted resistivity volume by slices corresponding to four 

different depths, in order to better highlight the in-depth resistivity variations. At a 

depth of 1.5 m, alternated conductive and resistive strips with parallel NE-SW 

orientation are visible in the resistivity value distribution in the area below the 

Basilica paved floor. Interestingly, this alternate sequence disappears at depths 

greater than 4 m and a general increase of the resistivity value distribution is 

observed below the southern aisle area. This increasing trend of resistivity is found 

in the southern sector except for the region around the pillar marked by a black 

point in Fig. 2.24, where a reverse trend in resistivity values is observed and the 
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largest deformations of pillars are found. The 3D distribution of the resistivity values 

observed beneath the Basilica agree well with the data of boreholes drilled in its 

surrounding. These data, indeed, reveals that the shallow stratigraphy of the area 

consists of a layer made up of 1–1.5 m of vegetable-colluvial soil with reworked 

anthropic and pyroclastic material, which can be classified as a loose, incohesive 

sandy silt, followed by a 15–20 m thick sequence of ash deposits, locally containing 

altered pumice and lapilli clasts. Thus, the presence of loose and argillified 

pyroclastic deposits in the first 10÷15 m below the ground level could have caused 

the deformations observed in the pillars. Moreover, the lateral and vertical 

variations in resistivity values observed down to the maximum exploration depth 

(Figs. 2.24) suggest a significant inhomogeneity of the investigated deposits, which is 

compatible with different degrees of clay content. This inhomogeneity could have 

amplified the site effect during seismic shaking and caused the vertical crashing of 

the left aisle arches (Bottari et al., 2020).  
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Figure 2.24 Four slices of the 3D resistivity model shown in Fig. 2.23 at different depths superimposed on the plan of 

the Basilica of Santa Maria. The black dot marks a pillar of the left aisle (from Bottari et al., 2020). 
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Chapter 3. 

Geological background of active fault zones in the Matese ridge 
area (southern Italy) 

3.1 Geological background and tectonic evolution of the southern 
Apennines 

The southern Apennines (Fig. 3.1) are an orogenic belt derived from the 

convergence of the African and Eurasian plates in Late Cretaceous to Quaternary 

times (e.g. Dewey et al., 1989; Mazzoli and Helman 1994; Turco et al., 2012, and 

references therein), accompanied by the motion of minor blocks such as Corsica–

Sardinia–Calabria (of European origin) and Adria (of African affinity).  

 

 

Figure 3.1  Geological map of the southern Apennines (from Candela et al., 2015). 

These processes consumed the Neo-Tethyan oceanic lithosphere originally 

interposed between the two continental palaeomargins, whose evidences are the 
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outcrops of continental crust units of the Calabrian Arc (Bonardi et al., 1988; Ciarcia 

et al., 2009; Vitale et al., 2011; Ciarcia et al., 2012; Vitale et al., 2013). Thrusting was 

accompanied by back-arc extension and sea-floor spreading, first in the Liguro-

Provençal Basin (Late Oligocene to Early Miocene) and then, in Late Miocene–

Quaternary times, in the southern Tyrrhenian Sea (e.g. Faccenna et al., 1996; 1997; 

Kastens et al., 1988; Sartori, 2003, and references therein). In the Middle 

Pleistocene, crustal shortening ceased (e.g. Patacca and Scandone, 2001; Patacca et 

al., 2008) and NE-SW oriented horizontal extension became dominant over the 

whole orogen, where extensional faults postdate and dissect the thrust belt (e.g. 

Butler et al., 2004). Such faults are responsible for the active tectonics and 

seismogenesis in the southern Apennines (e.g. Cello et al. 1982; Cinque et al., 1993; 

Patacca et al., 1993; Hyppolyte et al., 1994; Cello et al., 2000; Caiazzo et al., 2006; 

Ascione et al., 2007). At a regional scale, the southern Apennines can be subdivided 

into three main elements: (i) the Bradanic foredeep, (ii) the Apennine accretionary 

wedge and (iii) the buried Apulian Platform (Fig. 3.2).  

 

 

Figure 3.2  Tectono-stratigraphic scheme of the southern Apennines (modified from Roure et al., 1991). 

 

The first element represents the main deposition of the Pliocene-Quaternary 

foreland basin system. The Apennine accretionary wedge is composed of Mesozoic-

Tertiary carbonate platform/slope successions (Apennine Platform) and pelagic 
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basin successions (Lagonegro), stratigraphically covered by Neogene foredeep and 

wedge-top basin sediments. The structure at surface is characterized by low-angle 

tectonic contacts separating the Apennine Platform carbonates, in the hanging wall, 

and the Lagonegro basin successions in the footwall. These tectonic contacts consist 

of both thrusts – in part reactivated during extensional stages – and newly formed 

low-angle normal faults (Mazzoli et al., 2014). The buried Apulian Platform has a 

thickness from 6 km to 8 km and consists of a Mesozoic-Tertiary shallow-water 

carbonate succession continuous with that outcropping in the foreland to the NE 

(Shiner et al., 2004, and references therein). The detachment between the 

allochthonous units and the buried Apulian Platform unit is marked by a mélange 

zone of variable thickness, locally reaching ca. 1500 m (Mazzoli et al., 2001). The 

buried Apulian Platform is characterized by reverse-fault-related, open, long-

wavelength folds that form the hydrocarbon traps for the significant oil discoveries 

in southern Italy (Shiner et al., 2004). Geophysical evidence shows that the 

crystalline basement is involved in deep-seated reverse faulting (Speranza and 

Chiappini, 2002; Improta and Corciulo, 2006; Steckler et al., 2008). The associated 

deformation is represented by significant vertical offsets along steep reverse faults, 

with relatively limited horizontal displacements. The involvement of the basement 

in different shortening phases suggests that the geodynamic evolution of the 

southern Apennines fold and thrust belt involves a mix of thin-skinned and thick-

skinned tectonic styles (Fig. 3.3) (e.g. Menardi Noguera and Rea, 2000; Shiner et al., 

2004; Butler and Mazzoli, 2006; Cippitelli, 2007; Mazzoli et al., 2008; 2012).  
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Figure 3.3 Thin-skinned (a) and thick-skinned (b) tectonic styles (from Scrocca et al., 2010). 

 

The final switch from a thin-skinned to a thick-skinned style of thrusting has been 

related to the involvement of the Apulian Platform carbonates – and the underlying 

thick Adriatic crust – in shortening (e.g. Mazzoli et al., 2000; Shiner et al., 2004; 

Mazzoli et al., 2008; 2011), and possibly with slab detachment (Ascione et al., 2012) 

(Fig. 3.4). 
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Figure 3.4  Regional cross-section along the CROP-04 reflection seismic profile (modified from Mazzoli et al., 2013). 

Since the end of Middle Pleistocene (ca. 0.7 Ma), a substantial uplift of the outer 

domains of the chain and of the Bradanic foreland basin area (Fig. 3.4) occurred, 

being estimated to approximately 600-700 m (Cinque et al., 1993; Amato and 

Cinque, 1999). This uplift has been attributed to the rebound of the Apulian slab 

following complete detachment (Cinque et al., 1993; Ascione et al., 2012). Coeval 

erosion in the southern Apennines foothills and Bradanic foredeep is recorded by 

valley incision, providing mean erosion rate values of 0.2-0.3 mm/y (Amato et al., 

2003). The sedimentary record of the Sant’Arcangelo wedge-top basin in the ca. 1.0-

0.7 Ma time span provides mean erosion rate values of 0.25±0.07 mm/y (Capalbo et 

al., 2010). Although mean erosion rates can be different in general from millennial-

scale erosion rates, cosmogenic nuclide-based erosion rates in the southern 

Apennines indicate similar values, ranging from 0.2 to 0.4 mm/y (Cyr et al., 2008). 
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3.2 Geological setting of the survey areas 

The topography of the Matese area is dominated by the 2200 m high Matese ridge. 

This area is located in the Campania-Molise sector of the southern Apennines. In the 

study area, tectonic units of the fold and thrust belt are composed of Mesozoic-

Tertiary successions covered by late Miocene foredeep basin deposits (Fig. 3.5).  

 

 

Figure 3.5 Simplified geological map of the study area (from Ascione et al., 2018). 

 

These consist, from the top, of carbonate successions (Apennine Platform, 

outcropping in the Matese ridge), pelagic basin successions (Molise-Sannio Basin, 

outcropping to the N and E of the ridge). The top surface of Matese Ridge features 

karst topography characterized by several internally drained basins, such as the 

Matese Lake basin (Santangelo and Santo, 1991; Aucelli et al., 2013; Valente et al., 

2018), and karst gorges, such as the Torano Stream (Lambiase and Ruggiero, 1980), 

which sinks underground to the east of San Gregorio Matese and emerges a few 

hundred meters downstream. Carbonates outcropping in Matese Ridge consist of 

inner platform to bypass and slope facies successions, separated by high-angle faults 
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that originally acted as normal faults in the Mesozoic, which were reactivated during 

Miocene shortening with minor reverse displacement (Calabrò et al., 2003).  The 

thrust pile is dissected by NW-SE extensional structures and E-W trending high-angle 

faults generally showing left-lateral activity overprinted by either dip-slip or oblique 

right-lateral motion associated with reactivation during the Middle Pleistocene to 

Present tectonic regime (Mazzoli et al., 2000, and references therein). The area, 

including the southern Matese ridge and adjoining valleys, is affected by several 

extensional faults showing geomorphological-stratigraphical evidence of activity 

during the late Quaternary (Ascione et al., 2018). These structures control the 

formation of Quaternary continental basins including the Alife Basin. Many of the 

Quaternary faults in the Matese Ridge area show evidence of late Quaternary 

activity (Cinque et al., 2000, and references therein). In fact, the study area is 

located in the epicentral zone of multiple strong historical earthquakes. The most 

destructive events, with Mercalli-Cancani Sieberg intensities of X–XI, occurred in 

1349, 1456, 1688 and 1805, and created ground effects such as surface faulting, 

sinkholes and landslides that led to thousands of casualties (Fig. 3.6). (e.g., Esposito 

et al., 1987; Gasperini et al., 1999; Michetti et al., 2000; Galli and Galadini, 2003; Di 

Bucci et al., 2005; Fracassi and Valensise, 2007; Porfido et al., 2007; Serva et al., 

2007; Galli and Naso, 2009; Locati et al., 2011; Santo et al., 2011; Rovida et al., 

2016).  
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Figure 3.6  Seismicity recorded from 1990 to the present (derived from the ISIDe database; http://isid.rm.ingv.it/iside) 

and locations of epicenters of strong historical earthquakes in the Matese ridge region, derived from Galli and Naso 

(2009) and the Parametric Catalogue of Italian Earthquakes 2015 (Rovida et al., 2016). 

 

The earthquakes of 1688 and 1805 were associated to seismogenic sources oriented 

NW-SE and NE, located to the north- eastern and northern border of the Matese 

ridge (Boschi et al., 1997; DISS Working Group, 2015). The earthquake of 1349 was 

associated to the SW-dipping Aquae Iuliae fault (Galli and Naso, 2009). Since 1805, 

the Matese area is affected by a deep seismicity with a rare number of earthquakes 

and seismic sequences (Alessio et al., 1990; Milano et al., 1999, Valensise and 

Pantosti, 2001; Milano et al., 2002; 2005; 2006). The last significant event was 

recorded on 29 December 2013, a moment magnitude (Mw) = 5.16±0.07 

earthquake occurred. This earthquake was characterized by a normal fault 
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mechanism with a NE-oriented T-axis, which caused a series of coseismic surface 

effects including landslides and ground ruptures (Valente et al., 2018). During the 

latter event, the local population described the occurrence of a flame in an area very 

close to the epicentre of the earthquake, at the beginning of the main shock. This 

localized effect, commonly observed during earthquakes (Oddone, 1915), is 

frequent in those areas where strong gas emissions are detected (methane and/or 

hydrogen) (Ascione et al., 2014). In fact, to the south of Matese ridge there are 

numerous effects associated with the gas emission on the surface (surroundings of 

Ciorlano and Ailano villages; e.g. Googas, 2006) that may be associated with the 

localized rising of fluids. Such phenomena include: (i) mineral springs (e.g. Acqua 

Lete mineral water springs; Corniello et al., 1999) in the Pratella area; (ii) thermal 

springs in the Telese and Venafro areas (Italiano et al., 2000); (iii) calcareous tufa 

and travertine deposits (surroundings of Venafro and Telese), carbonates bearing a 

crustal signature (Ascione et al., 2014); and (iv) clusters of sinkholes formed in 

carbonate rocks (around Pratella and Telese), which are related to enhanced 

dissolution associated with fluids rising along active faults (Santo et al., 2011). A lot 

of structural information on the active fault system in the Matese area was recently 

obtained through the detection of anomalous emissions of different species of gas 

(CO2, CH4, Rn and He) along the fault lines. It can be concluded that these emissions 

indicate a strong gas leak along the active fault segments. This suggests that the 

active fault system of the Matese is composed of a complex network of fractures 

that connect surface faults to deeply rooted structures. 

 

3.2.1 Spatial distribution of non-volcanic CO2 emissions  

The area of the southern Matese ridge is characterized by manifestation of natural 

gas spills, CO2-dominant not affected by volcanic activity. The isotopic signature (i.e., 

13C and 3He/4He) of the majority of non-volcanic gas emissions suggests that the 
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gas is primarily produced by a combination of upper mantle degassing and/or 

metamorphic decarbonation of marine limestones (Chiodini et al., 1999; Italiano et 

al., 2000; Chiodini et al., 2004; Minissale, 2004; Italiano et al., 2008; Caracausi et al., 

2013). Current models of degassing in non-volcanic areas of the Apennines imply 

that the process occurs by a deep hot source and the progressive dehydration of the 

subducted Adriatic-Apulian plate (Chiodini et al., 2004; Frezzotti et al., 2009; 

Chiarabba and Chiodini, 2013; Chiodini et al., 2013). Also, mechanical energy 

released during seismic events has been recently proposed as a possible additional 

source of CO2 due to friction-related heating and associated decarbonation 

processes (e.g. De Paola et al., 2011) in Apennines areas where the contribution of 

CO2 degassing from the mantle is low (Italiano et al., 2008). Specifically, this study is 

focused on the high gas emissions occurring in areas surrounding the Ciorlano and 

Ailano villages. In particular, a very high density of gas vents covering areas from 

about 200 m to 2 km2 in width has been identified in the Ailano area. Furthermore, 

the area between Ailano and Ciorlano is characterized by a dense distribution of gas 

vents and dolines, with the latter affecting both carbonate rocks and the overlying 

Quaternary deposits. This type of phenomenon is commonly interpreted as an 

indicator of intense alteration associated with the increase of fluids and correlated 

to the fluid-rock interactions that occur in depth preferentially along active faults 

(Annunziatellis et al., 2008; Santo et al., 2011). In particular, data obtained from 

geomorphological, structural and soil gas surveys indicate that the main Colle 

Sponeta fault scarp is characterized by a large number of gas vents recognized in the 

field by the scarce and/or total absence of vegetation, bubbling phenomena in the 

water sources and sinkholes related to strong CO2 emissions (Fig. 3.7). The average 

value of CO2 (6.81%) in the Colle Sponeta area is twice the average of the surveyed 

volcanic areas of Central and Southern Italy (3.33%). CO2 and CO2 flow maps in 

Ciorlano area (Fig. 3.8) indicate gas emissions located in a region that is sectioned by 
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a large number of faults. The alignments of the gas vents are consistent with the 

directions of the fault segments active during the late Quaternary. In particular, the 

high values of concentrations and flow of CO2 in the Ciorlano area, which also 

correspond to high concentrations of He in the soil gas, clearly follow the Colle 

Sponeta fault scarp (Fig. 3.7). 

 

 

Figure 3.7  Images of the Colle Sponeta area. (a) Frontal view (taken from the E) and (b) profile view (taken from the N) 

of the Colle Sponeta fault scarp. (c) Sinkhole with bubbling due to a free gas phase upwelling (from Ascione et al., 

2018). 



70 
 

 

Figure 3.8  2D and 3D spatial distribution of soil CO2 concentration (A) and flow (B) at the Ciorlano site. The distribution 

of the CO2 concentration and flux and the He concentration in the soil gas (violet and green circles, respectively) 

highlight anomalies aligned along the N-S Colle Sponeta fault scarp (from Ascione et al., 2018). 

 

These observations suggest that the gas vents, as well as the diffuse anomalous 

emissions, are strongly controlled by the fault network, which is able to sustain a 

high level of structural permeability along the fault direction. Noteworthy is the 

presence of high concentrations of He coupled with the high concentrations of CO2 

along the fault trace. These concentrations are rarely observed in non-volcanic 

districts and may suggest the presence of a wider degassing area connected to a 

deeply rooted active regional fault in the southern Matese area. Generally, CO2 in 

soil gas has a wider area of anomalous values around the gas vent due to lateral 

diffusion effects induced by its greater density (Beaubien et al., 2014). This behavior 

allows the tracing of the fault that is permeable to the underlying gas. However, the 

CO2 flow distribution shows very high anomaly values at the core of the gas vent 
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with respect to the surrounding area, and a fast decrease of the anomalous values  

outside the gas vent (Fig. 3.8B). This implies the occurrence of emissions in a 

restricted area around the core of the gas vent, where the geotechnical properties 

of the sediments have been locally compromised. 
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Chapter 4. 

3D Geoelectrical reconstruction of fault zones 

4.1  Ailano Area (Caserta, southern Italy) 

The Ailano survey area is characterized by fluids and CO2 leakage, as shown in Fig. 

4.1. Several aligned sinkholes have been identified in the area (see Fig 4.1a, b, c) 

along the fault direction (yellow dashed line in Fig. 4.1a). The alignment is also 

identified by areas dried up by the leakage of CO2 that occurs directly from the 

ground without giving rise to sinkholes (see dashed blue circle in Fig. 4.1d).  

 

 

Figure 4.1 a) Ailano survey area (Caserta, southern Italy), the dotted yellow line indicates the direction of the fault 

zone; b) and c): sinkholes with fluids and CO2 leakage; d) area dried up by CO2 leakage from the ground (dashed blue 

circle). 



73 
 

The application of the proposed 3D ERT technique in this area was aimed at 

reconstructing the buried volume in the attempt to identify the active fault zones 

that control the release of significant CO2 flows. Furthermore, 2D ERTs along the 

same profiles used for the 3D ERT survey were carried out for further calibration of 

the new technique.  

 

4.1.1  Data collecting 

The apparent resistivity data were collected using 4 parallel spreads of 48 electrodes 

with an electrode spacing of 2 m (Tab. 4.1) according to the target of the survey. The 

parallel lines, 22 m distant from each other, allowed to obtain a high-resolution 3D 

model with XYZ dimensions equal to (66 x 94 x 18) m3 (Figs. 4.2, 4.3). Such an 

acquisition geometry was chosen for understanding what results this method could 

have guaranteed by using a small electrode spacing and a relatively large distance 

between the acquisition lines (about 10 times the electrode spacing). 

 

Site Array Type of 
acquisition 

Acquisition 
number 

Electrode 
number 

Quadrupole 
number 

Electrode 
distance 

Inter-line 
distance 

Ailano (Caserta, 
southern Italy) 

Pole-dipole 
2D 4 48 1434 2 m 22 m 

3D 3 96 7722 2 m 22 m 

Table 4.1  Acquisition parameters for the 2D and 3D ERT surveys performed in the Ailano study area. 

 

The 3D ERT was implemented in three phases which involved the data acquisition 

between pairs of consecutive spreads as shown in Fig. 4.3, i.e. from Spread_1 to 

Spread_2, from Spread_2 to Spread_3 and from Spread_3 to Spread_4. In this way, 

each acquisition overlapped the adjacent spreading to ensure optimal coverage of 

the whole investigated area (66 m x 94 m). Each 3D acquisition was performed by a 

sequence consisting of 1006 current injections and 7722 measurement quadrupoles. 

The entire survey was completed in about 150 minutes, obtaining an investigation 

depth of about 18 m. 
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Figure 4.2 Ailano survey area (Caserta, southern Italy). The red dotted lines indicate the parallel electrode spreads, 22 

m apart, used for the 2D and 3D ERT surveys.  

 

 
Figure 4.3 Data acquisition scheme used for the 3D ERT survey in the Ailano area. 

 

The resulting dataset, consisting of about 23166 apparent resistivity values, was 

derived from the three separate runs and combined into a global 3D dataset for the 

final inversion process. The high number of collected data was make possible thanks 
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to the use of an ad hoc designed measurement sequence, which allows arbitrarily 

using the electrodes of each cable both as transmission and receiving devices (see 

par 2.1.2). Due to the high values of the measured voltages (on average about 100 

mV) and the generally very low environmental noise, a very good signal-to-noise 

ratio was achieved. 

As specified above, the four lines in Fig. 4.2 were also used for carrying out 2D 

ERT profiles aimed at further calibration of the new 3D data acquisition scheme. 

Each 2D ERT profile, lasted about 15 minutes, was performed by an acquisition 

sequence consisting of 198 current injections and 1434 measurement quadrupoles.  

 

4.1.2 3D geophysical modeling of the Ailano area 

The acquired data were processed following the Occam inversion approach, 

implemented by the ERT-Lab_64™ software (see par. 2.1), which produces a smooth 

model that fits a data set within certain tolerances, for deriving the smoothest 

model consistent with the acquired data in presence of strong resistivity contrasts 

between the features of interest and the hosting medium (Constable et al. 1987; 

Francese et al. 2009). Therefore, different tests were made by changing the 

dimension of the three-dimensional mesh used by the software for considering the 

spatial variability of the investigated physical parameter in the Ailano area. The best 

results were obtained for a regular mesh with dimensions: x = 4 m, y = 4 m, z = 4m 

(Fig. 4.4).  
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Figure 4.4  3D mesh of the investigation volume (foreground region) used for the inversion of the 3D ERT survey carried 

out in the Ailano area.  

 

Fig. 4.5 shows the obtained inversion results. As it can be seen, the whole 

investigated volume is characterized by resistivity values, , ranging from 0.50 Ωm 

to 100 Ωm. Based on the lithology of the survey area, the range 0.50 Ωm ≤ ρ ≤ 15 

Ωm (blue volume in Fig. 4.5a) can be associated with the presence of a clay layer (C 

in Fig. 4.5a) that in some sectors reaches a thickness of about 10 m from the surface 

level; the range 20 Ωm ≤ ρ ≤ 40 Ωm (green volume in Fig. 4.6a) may be related to the 

presence of an aquifer (W in Fig. 4.6a), whose top is located about 8 m from the 

surface level and deepens up to the maximum investigation depth; finally, the range 

70 Ωm ≤ ρ ≤ 100 Ωm (red volume in Fig. 4.6b) could be ascribed to the presence of a 

volume of CO2 (G in Fig. 4.6b); this anomaly is located below the sinkholes visible in 

the field and is confined to the maximum exploration depth and reach in some 

points the surface level. 
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Figure 4.5  Inversion results of the high-resolution 3D electrical resistivity tomography performed in the Ailano survey 

area. a) Resistivity volumes in the range 0.50 Ωm ≤ ρ ≤ 100 Ωm; b) resistivity volumes in the range 10 Ωm ≤ ρ ≤ 100 

Ωm. 
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Figure 4.6  Inversion results of the high-resolution 3D electrical resistivity tomography performed in the Ailano survey 

area. a) Resistivity volumes in the range 20 Ωm ≤ ρ ≤ 40 Ωm; b) resistivity volumes in the range 70 Ωm ≤ ρ ≤ 100 Ωm. 

 

It is worth noticing that the images in Figs. 4.5 and 4.6 suggest that the chosen 3D 

acquisition geometry is not particularly suitable in this geological context. In fact, 

the choice of a small electrode spacing (2 m) does not seem to have guaranteed, 
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contrary to what happens in other contexts, a good near surface resolution probably 

caused by a conspicuous presence of fluids and CO2, which tend to saturate the 

shallow current flow paths generated by the used electrode arrangement. In fact, 

under these conditions, it is not possible to discriminate small local concentrations 

of CO2 or to obtain information on fault structures. 

 

4.2 Ciorlano area  

The survey site in the Ciorlano area extends from NW to SE across the southern part 

of the Colle Sponeta fault (Fig. 4.7), and it is located north of the area called by local 

farmers "Soffione di Ciorlano", i.e. a sinkhole with bubbling phenomena (shown as a 

star in Fig. 4.7). 

 

Figure 4.7 Ciorlano survey area (Caserta, southern Italy). The red dotted lines indicate the parallel electrode spreads, 

20 m apart, used for the 3D ERT survey; the black dotted line indicates the Colle Sponeta fault (modified after Ascione 

et al., 2018).  
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Based on the results from the 3D ERT survey in the Ailano area , in this case study, a 

large electrode spacing and a relatively small distance between the acquisition lines 

(about 2 times the electrode spacing) were used for the data acquisition geometry. 

This choice aimed to detect local shallow CO2 concentrations and to model fault 

structures up to investigation depths of about 100 m b.g.l..  

 

4.2.1 Data collecting   

The apparent resistivity data were collected using 4 parallel spreads of 48 electrodes 

with an electrode spacing of 10 m (Tab. 4.2), according to the target of the survey. 

The parallel lines, 20 m distant from each other, allowed to obtain a high-resolution 

3D model with XYZ dimensions equal to (60 x 470 x 105) m3 (Fig. 4.8).  

 

Site Array Type of 
acquisition 

Acquisition 
number 

Electrode 
number 

Quadrupole 
number 

Electrode 
distance 

Inter-line 
distance 

Ciorlano (Caserta, 
southern Italy) 

Pole-dipole 
2D 4 48 1337 10 m 20 m 

3D 3 96 10722 10 m 20 m 

Table 4.2  Acquisition parameters for the 2D and 3D ERT surveys performed in the Ciorlano study areas. 

 

 

Figure 4.8 Ciorlano survey area (Caserta, southern Italy). The red dotted lines indicate the parallel electrode spreads, 

20 m apart, used for the 2D and 3D ERT surveys; the yellow triangles indicate the location of two HVSR surveys (T1 and 

T2, respectively). 
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The 3D ERT survey was implemented in three phases which involved the data 

acquisition between pairs of consecutive spreads as shown in Fig. 4.9. Therefore, 

each acquisition overlapped the adjacent spreading to ensure optimal coverage of 

the whole investigated area (60 m x 470 m).  

 

 
Figure 4.9  Data acquisition scheme used for the 3D ERT survey in the Ciorlano area. 

 

In order to get a high resolution compared with the Ailano survey, the acquisition 

sequence parameters were changed for increasing the number of both current 

injections and measurement quadrupoles. 

Each 3D acquisition was performed by a sequence consisting of 1116 current 

injections and 10722 quadrupoles. The necessary time to complete each 3D 

acquisition was around 50 minutes. The resulting dataset, consisting of about 32000 

apparent resistivity values, was derived from the three separate runs and combined 

into a global 3D dataset for the final inversion process. The high number of well-

distributed measurements (Fig. 4.10) allowed to obtain high resolution and an 

investigation depth around 105 m (Fig. 4.11). 
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Figure 4.10 3D ERT acquisition sequence used for the Ciorlano survey area. Black and blue dots indicate the positions of 

electrodes and quadrupoles, respectively (by ERT-Lab Sequencer Software, GeoStudi Astier, Livorno). 

 

 

Figure 4.11 Distribution of the apparent resistivity values acquired for the 3D ERT survey in the Ciorlano area. 
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2D ERT profiles were also performed along the 4 alignments in Fig. 4.9 for the 

purpose of futher calibration of the proposed 3D data acquisition scheme. Each 2D 

ERT profile was realized by an acquisition sequence consisting of 198 current 

injections and 1337 measurement quadrupoles. A very short time (about 10 

minutes) was needed for each 2D tomography thanks to the appropriate 

optimization of the data acquisition sequence and the use of the pole-dipole array, 

which allowed to exploit the characteristics of the Syscal Pro georesistivimeter in 

simultaneous measurements from up to 10 multi-channels. 

 

4.2.2 3D geophysical modeling of the Ciorlano area 

For the Ciorlano survey area, where two main lithologies characterized by a net 

contrast in their electrical properties (highly resistive outcropping carbonates and 

very conductive clays) are present, particular care was needed in choosing the initial 

guess model before starting the iterative procedure (see par. 2.1). Specifically, the 

3D ERT data inversion was tested starting from 0.5 to 300 Ωm according to the DOI 

(depth of investigation) approach. The term DOI refers to ‘‘the depth below which 

surface data are insensitive to the value of the physical property of the earth’’ 

(Oldenburg and Li, 1999). In other words, this is the depth below which the earth 

structure is no longer constrained by the data, but the outlined features are 

artefacts of the inversion process. For the Ciorlano area, the depth of investigation 

was highlighted by means of a function obtained by the ratio of different resistivity 

distributions derived from different starting models. The final result provided by the 

ERT-Lab_64™ software was obtained starting from an initial homogeneous model of 

100 Ωm, which represents the apparent resistivity value with the highest count in 

the global histogram of Fig. 4.12 and a good sensitivity to explore down to 80-100 m 

depth. The iterative process was stopped when the difference between consecutive 

root-mean square (RMS) errors was less than 5%. As there are no evident anthropic 
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disturbances, the noise level was referred to measurement errors or 3D structure 

effects (Viero et al., 2015). 

 

 

Figure 4.12  Pre-processing phase of the ERT datasets: distribution of the apparent resistivity values recorded along 

pseudosections; the blue and red bars indicate, respectively, the minimum and maximum limits of the resistivity range 

selected by the operator to perform the data filtering. 

 

It is worth highlighting that the best inversion results were obtained for a regular 

three-dimensional mesh with dimensions: x = 2.5 m, y = 2.5 m, z = 2.5m (Fig. 4.13), 

which is smaller than that used for the Ailano 3D ERT survey. This choice was made 

possible by the lower ratio between the electrode spacing and the spread distance 

used for the Ciorlano survey, which favored a better model resolution in this specific 

geological context.  
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Figure 4.13 3D mesh of the investigation volume (foreground region) used for the inversion of the 3D ERT survey 

carried out in the Ciorlano area.  

 

Fig. 4.14 shows the obtained inversion results. As it can be seen, the whole 

investigated volume is characterized by resistivity values, , ranging from 1.50 Ωm 

to 10000 Ωm (Fig. 4.14a). Based on the lithology of the survey area, the range 1.50 

Ωm ≤ ρ ≤ 20 Ωm (blue volume in Fig. 4.14) can be associated with the presence of a 

clay layer that, in the easternmost part, reach a thickness of about 60 m b.g.l. (C1 in 

Fig. 4.14b). Within this layer, more resistive patterns are observed (30 Ωm ≤ ρ ≤ 70 

Ωm, green volume in Figs. 4.14b and 4.15a) potentially attributable to CO2 migration 

paths, which would cause an increase in the resistivity values (Revil et al., 1999; 

Byrdina et al., 2009) in the easternmost part of the survey area, between 60 m and 

70 m from the surface level (C2 in Fig. 4.15a). Finally, the range 1000 Ωm ≤ ρ ≤ 2000 

Ωm (red volume in Figs. 4.14b and 4.15) is likely ascribable to the presence of CO2 

inside a fractured limestone mass located in the central part of the investigated 

volume, between 60 m and 70 m from the surface level (G in Fig. 4.15a). Such 

hypothesis is also supported by the presence of a small sinkhole, with groundwater 
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bubbling phenomenon due to CO2 leakage, clearly visible on the field, at the time of 

the survey, in correspondence with lines 3 and 4 (S in Fig. 4.15a). This phenomenon 

is likely due to the contact between aquifer and CO2, the latter coming from 

fractures of the carbonate basement whose top (1000 Ωm ≤ ρ ≤ 10000 Ωm) has 

been identified in the central part of the investigated area, at a depth of about 60 m 

from the surface level (B in Fig. 4.15b). Whilst, in correspondence of the 

progressives 210 m and 385 m along the Y axis, the top of the basement appears 

more superficial, specifically at a depth of about 70 m from the ground level (s. Fig. 

4.15b). Therefore, the electro-layer recognized as a carbonate basement would be 

characterized by a structural high. 
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Figure 4.14  Inversion results of the high-resolution 3D electrical resistivity tomography performed in the Ciorlano 

survey area. a) Resistivity volumes in the range 1.50 Ωm ≤ ρ ≤ 10000 Ωm; b) resistivity volumes in the ranges 1.50 Ωm ≤ 

ρ ≤ 20 Ωm, 30 Ωm ≤ ρ ≤ 70 Ωm and 1000 Ωm ≤ ρ ≤ 2000 Ωm. 
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Figure 4.15 Inversion results of the high-resolution 3D electrical resistivity tomography performed in the Ciorlano 

survey area. a) Resistivity volumes in the range 30 Ωm ≤ ρ ≤ 70 Ωm and 1000 Ωm ≤ ρ ≤ 2000 Ωm; b) resistivity volumes 

in the range 1000 Ωm ≤ ρ ≤ 2000 Ωm. 

 

The high-resolution of the 3D ERT survey in the Ciorlano area also highlighted the 

possible in-depth geometry of the fault structure. Indeed, by cutting the resistivity 
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volume in Fig. 4.14 (or Fig. 4.15) according to slices at different altitudes along the Z 

axis (Fig. 4.16), the resistive-conductive contact, that is observed near the 

progressive 235 m along the Y axis (Fig. 4.16d), could be indicative of the fault path, 

which appears clearly identified in the depth range from 34 m to 84 m from the 

ground surface (Figs. 4.14 and 4.15). In this regard, it is worth noticing that the fault 

is well identified as the center line of a resistive zone at about 70 m b.g.l. (altitude 

246 m, Fig. 4.16a). Instead, at a depth of 20 m from the surface level (altitude 296 

m, Fig. 4.16d) the fault is detected as the center line of an inhomogeneous 

conductive zone, where the less conductive sectors could suggest the presence of 

fractures filled by CO2. 
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Figure 4.16  Inversion results of the high-resolution 3D electrical resistivity tomography performed in the Ciorlano 

survey area, which are shown by cuts at different altitudes along the Z axis: a) slice Z = 246 m; b) slice Z = 266 m; c) 

slice Z = 276 m; d) slice Z = 296 m. 
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4.2.3 Validation of resistivity data through comparison with passive seismic data 

(HVSR) 

As seen in par. 4.1.2, the 3D ERT inversion results for the Ailano area have shown 

that the use of a small inter-electrode distance (s. Tab. 4.1) did not favour high-

resolution modeling. In fact, a single resistive block, ascribable to saturated clayey 

material, and a central high-resistivity anomaly, likely correlated to CO2 

concentration, are clearly visible (s. Fig. 4.6). Whilst, no resistivity anomalies related 

to stratigraphical features and/or to any preferential pathways of the fluid leakage 

were highlighted. Therefore, for the second survey carried out in the Ciorlano area, 

a larger inter-electrode spacing and a smaller distance between two consecutive 

parallel lines were adopted (s. Tab. 4.2). This choice provided a very good resolution 

of the investigated subsurface that allowed us to correlate the observed resistivity 

anomaly distributions to fluids and CO2 paths, as well as to the morphology of the 

fractured carbonate basement. 

To validate our interpretative hypotheses, passive source seismic soundings were 

performed by using the Horizontal to Vertical Spectral Ratio (HVSR) technique 

(Bonnefoy-Claudet et al., 2006a, b). This method consists of passive measurements 

of environmental seismic noise, which is represented by small-amplitude continuous 

oscillations due to the superposition of effects generated both by natural sources 

(large-scale weather perturbations, wind, ocean waves, etc.) and anthropic sources 

(vehicular traffic or industrial activities). The H/V analysis (the ratio between the 

absolute values of the horizontal, H, and vertical, V, spectra) allows to identify the 

contrast between acoustic impedances in two adjacent layers. Sediments above a 

bedrock will give a peak in the H/V function (Haefner et al., 2010 and reference 

therein). However, even a fine sediment cover on the top of a gravel layer could 

generate a resonance and, therefore, a maximum in the H/V function (Parolai et al., 

2002 and reference therein). In this case, the gravel layer is usually referred to as a 
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bedrock-like layer (i.e. comparable to the bedrock) even if its velocity (i.e. the 

propagation velocity of S waves, Vs, inside it) is less than 800 m/s (s. Tab. 4.3). These 

bedrock-like layers are able to generate wave entrapment phenomena, and 

therefore resonance phenomena, if the Vs discontinuity is clear. From the resonance 

frequency measurement, it is then possible to obtain a Vs estimate of the sediments 

(Castellaro et al., 2016), provided that the depth of the layer is known, or vice versa. 

In addition to specific software, in order to transform a H/V curve into a Vs profile 

a constraint is needed, which is normally derived from the depth, h, of the contact 

between different lithologies, known from direct tests such as penetrometers or 

soundings. Without any constraint, there would be infinite models (that is, infinite 

Vs-h combinations) that could satisfy the same H/V curve. Approximate values of Vs 

velocity are shown in Tab. 4.3. 

 

Soil types Vs min (m/s) Vs medium (m/s) Vs max (m/s) 

Very hard rocks 
(very fractured metamorphic rocks 

1400 1620 --- 

Hard rocks 
(granites, igneous rocks, conglomerates, 
sandstones and shale medium fractured 

700 1050 1400 

Gravelly soils and soft / hard rocks 
(soft sedimentary rocks, sandstones, 

shales, gravels and soils with more than 
20% gravels) 

375 540 700 

Compact clays and sandy soils 
(weak/very compact sands, silt and silty 

sandy clays, medium compact clays) 
200 290 375 

Soft soils 
(landfield in groundwater, soft clays) 

100 150 200 

Table 4.3  Characteristic values of propagation velocity of the S waves in various soil types (Borcherdt, 1994). 

 

In the Ciorlano area, two HVSR acquisitions were carried out as shown in Fig. 4.8. 

To constrain the first contact between lithologies, the stratigraphy relative to a 

neighbouring survey was used (Fig. 4.17). 
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Figure 4.17  Results from direct tests carried out in an area adjacent to the test site of Ciorlano. a) Survey stratigraphy; 

b) cataloguing box from 5.00 m to 10.00 m from the ground level; c) cataloguing box from 25.00 m to 30.00 m from 

the ground level. 

 

In the simple case of a homogeneous layer on a bedrock, the value of Vs30 can be 

calculated by measuring the resonance frequency if the depth h of the bedrock (or 

bedrock-like) given by direct measurements is known. In the case of multi-layer 

terrain, as for the Ciorlano survey area, the value of Vs30 is calculated based on the 

reconstructed velocity profile by the formula: Vs30 = 30/Σ(hi/Vsi) [m/s]. For the two 

HVSR soundings carried out in the Ciorlano area (T1 and T2 in Fig. 4.8), Vs30 values 

equal to 428 m/s and 344 m/s, respectively, were found. The processing of the data 

coming from the two HVSR acquisitions (Figs. 4.18) provided punctual stratigraphic 

columns that show values of Vs, and corresponding depths, which are consistent 

with the results from the 3D ERT survey. Indeed, the HVSR analysis confirms, for 

both T1 and T2 sites, the presence of a fractured (bedrock-like) rock layer at a depth 

of 60 m from the ground level, which deepens in the central part of the investigated 

area reaching values of Vs that correlate well with a carbonate basement. 
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Figure 4.18 Results of the two HVSR soundings performed in the Ciorlano survey area (T1 and T2 in Fig. 4.8). a) Results 

related to the T1 site; b) results related to the T2 site. 
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Chapter 5. 

Modeling of CO2 uprising by integration of geophysical and 
geochemical data 

5.1 Introduction   

As described in Chapter 1, the identification and the architecture of active faults 

permeable to CO2 flows are fundamental for defining the geometry of the seismic-

active zone and for understanding the processes governing the fluids flow along the 

damage zone of the faulty areas. The fluids flow study in a geological complex 

system requires an integrated approach that includes field surveys, laboratory 

measurements and numerical simulations. Repeated field surveys help define fluid 

migration paths and their evolution over time. (McManus and Hanor, 1993 and 

references therein). On the other side, laboratory measurements provide useful 

data for understanding active transport processes in flow systems and constrain the 

information about the rock parameters. Finally, numerical simulations allow 

different possible scenarios to be tested and help to predict the behaviour of the 

fluid flow circulation and the related risk analysis. 

In particular, the geophysical surveys carried out in the Ciorlano area allowed the 

localization and modeling of preferential non-volcanic CO2 migration paths in the 

proximity of a gas vent distinguished in the study area during the geophysical 

survey. This information, related to recent and accurate geological and geochemical 

analyses, has allowed us to simulate CO2 rising along the main Colle Sponeta fault 

through the TOUGH2 numerical simulator. The integrated interpretation of all the 

available geological information with the geophysical results obtained in this 

research project allowed to obtain an accurate characterization of the investigated 
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system at a specific time, providing a constrain on the temporal evolution of diffuse 

CO2 degassing at Colle Sponeta fault.   

 

5.2 Numerical methods for fluid uprising simulation 

Numerical modelling has become an important tool in managing geothermal 

systems and planning their exploitation. In the last ten years, numerical modelling of 

fluids flow in the subsoil has been an increasingly used research tool to study a wide 

range of geological processes, such as generation and migration of hydrocarbons 

and gases along seismically active faults. 

The transport of multi-phase and multi-component fluids in porous and fractured 

rocks can be described by a set of partial differential equations expressing the 

principles of mass and energy conservation. These equations cannot be solved 

analytically, but have to be solved numerically, discretizing them in space and time, 

in order to obtain an equivalent system of linear algebraic equations, which can be 

resolved using direct or iterative approaches. The idea behind this operation is that 

every structure, however complex, can be fragmented into a finite number of 

elements having a simple shape. This procedure is simpler if compared with the 

problem posed on the whole structure, despite the greater time expenditure to 

calculate the solutions. However, thanks to the technological progress in the last 

decades, the use of gradually sophisticated techniques has increased the reliability 

of the numerical methods, which are used to quantify the transport processes in 

different tectonic environments. The “finite difference methods” have been used by 

numerous authors such as Bethke (1985, 1986a, b), Deming et al. (1990) e Deming 

and Nunn (1991), with the aim to quantify the transport processes in sedimentary 

basins. The “finite element methods” have a large flexibility in representing complex 

geometries and mechanical deformation along faults and, therefore, have been 

used by several authors such as Smith and Chapman (1983), Garven and Freeze 
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(1984a, b), Garven (1985, 1986, 1989), Ravenhurst and Zentilli (1987), Ge and 

Garven (1992, 1994), Person and Garven (1992, 1994), Raffensperger and Garven 

(1995a, b), Wieck et al. (1995). However, both methods require that the flow 

domain be discretized by a numerical mesh composed of a regular grid of rows and 

columns. This discretization could approximate the more the original system the 

more the elementary components are small and, in the transition to the limit (that is 

in the case of infinitesimal components), the description can be considered 

continuous. In general, a balance between the accuracy degree, required for the 

solution, and the complexity of solving the problem, is sought. For this reason, an 

optimal description of the system is required.  

The realization of a numerical simulation is based on a series of work phases, the 

first of which represents the most delicate phase of the entire procedure and 

consists in the collection of data useful for the description of the system and in the 

elaboration of the conceptual model of the study area; the schematization must 

include both thermo-physical and chemical aspects. After the numerical model 

creation, it is necessary to establish the boundary and initial conditions. The 

boundary conditions concern the assignment of the values of the physical 

parameters, such as temperature and pressure at the model boundaries, and the 

assignment of heat or mass flows through the external surfaces delimiting the 

model. On the other way, the initial conditions describe the initial state of the 

system in terms of temperature, pressure and gas concentration. In general, the 

entire work is divided in the following steps: 

1. model geometry discretization; 

2. input parameters and boundary conditions definition; 

3. simulation; 

4. result interpretation and validation by comparison with the experimental data 

acquired in the study area; 
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5. use of validated models for predictive purposes.  

For the present research, the TOUGH2 (Transport of Unsaturated Groundwater and 

Heat) numerical simulator software is used. It is a program that simulates flows of 

heat and multiphase, multicomponent fluid mixtures in porous and fractured media. 

It is particularly effective for describing water properties and phase transition, 

considering the relative permeability of the formations crossed by the fluids and the 

effects of capillarity pressure. Tough2 is essentially implemented for the study of 

geothermal systems and tank engineering, but is also successfully used in the 

environment risk evaluation, nuclear waste isolation studies, environmental 

assessment and remediation and in detecting the pollution propagation. This 

program, developed by Lawrence Livermore Laboratory Berkely (Pruess et al., 1991), 

uses a modular approach through interchangeable modules, called EOS (Equation of 

State), which define components, phases and thermodynamic properties of the 

study system, such as viscosity, enthalpy and fluids density. Table 5.1 lists some fluid 

property modules that are included in TOUGH2. 

 

Module Fluid components for flow simulation 

EOS 1 water (liquid, vapor, two-phase), including 'two waters" for tracing fluid movement 

EOS 2 water-C02 mixtures; originally developed by O'Sullivan et al. (1985) 

EOS 3 water-air mixtures (Pruess et al., 1987) 

EOS 4 
water-air mixtures, including vapor pressure lowering according to Kelvin's equation 
(Edlefsen and Anderson, 1943) 

EOS 5 water-hydrogen mixtures 

EOS 7 mixtures of water-brine-air 

EOS 8 water, non-condensable gas, and black oil 

EOS 9 saturated/unsaturated flow according to Richards equation  

Table 5.1 List of Tough2 modules (modified from Pruess et al., 1991). 

 

Using the EOS modules, Tough2 can be used for modelling many different kinds of 

geothermal fields, as well as other complex sub-surface flow problems. In Fig. 5.1 a 

diagram of Tough2 structure is shown.  
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Figure 5.1 Schematic structure and architecture of TOUGH2 (modified from Pruess et al., 1999). 

 

The Tough2 calculation code is structured on two main one-dimensional arrays 

which contain, respectively, the primary thermodynamic variables and the 

secondary thermophysical parameters required to assemble the equation governing 

the flow. Fluid advection is described with a multiphase extension of Darcy’s law; 

the interference between the phases on a porous medium is represented by relative 

permeability functions. Heat flow occurs by conduction and convection, the latter 

including sensible as well as latent heat effects. The description of thermodynamic 

conditions assumes the local equilibrium of all phases. Fluid and formation 

parameters can be arbitrary nonlinear functions of the primary thermodynamic 

variables. 

In general, space discretization occurs directly by integral form of the mass 

conservation equations, using the integral finite difference method (IFDM) that 

allows to create regular and non-regular grids in three dimensions. Time 

discretization is employed through the use of implicit methods because the flows 

are expressed in function of unknown thermodynamic parameters. Tough2 uses a 
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“cell-based” approach generating a grid made by a series of cells to which some 

fluid-thermodynamic variables and fluids velocity are associated, including velocity 

vector between two adjacent cells. Thus, the time-space discretization generates 

nonlinear algebraic equations that are solved through Raphson-Newton iterations, 

whose time-steps are automatically modified during the simulation, according to the 

speed convergence of the iterative process. This makes multi-phase flow simulation 

more effective, as time-intervals can change by different magnitude orders. Linear 

equation solution, at each time interval, can be performed using different methods 

selected by the user (e.g. “preconditioned conjugate gradient method” and “direct 

solution of sparse matrix method”). Direct methods are predictable but only 

interactive methods allow to solve problems using very large grids, for examples 

grids characterized by more than 10.000 blocks. 

In detail, mass and energy-balance equations have the following general 

formulation:  

 d

dt
∫ MkdVn
Vn⏟        

accumulation

= ∫ (F𝑘⃗⃗⃗⃗ ∙  n⃗ )
Sn

 dSn
⏟          

flow

+∫ qk dVn
Vn⏟      
production

 , 
(5.1) 

where Vn is an arbitrary sub-domain of the analysed flow system, which is bounded 

by the closed surface Sn, n⃗  is the normal vector to the surface element dSn, M is the 

mass or energy per volume unit, K is the component number, F is the heat flow  

[kg/(m2s)] of mass flow [J/(m2s)], q represents the flow rate or heat rate from 

sources or wells per volume unit (kg/m3 o J/m3, respectively). 

By discretizing the continuous space variables, the accumulation term in eq. (5.1) 

results:  

 
∫ M dV =  Vn
Vn

 Mn, 
(5.2) 
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where M is an extensive quantity per volume unit and Mn is its medium value in the 

sub-domain volume, while the surface integral in eq. (5.1) becames:  

∫ (Fk⃗⃗⃗⃗ ∙  n⃗ )
Sn

 dS =  ∑Anm
m

Fnm, 
(5.3) 

where Anm is the contact surface between the volume elements (or grid blocks) Vn 

and Vm (the n index is about the considered volume and the m index is about the 

volume in contact with Vn), Fnm is the average value of the F component 

perpendicular to the Anm surface, as shown in Fig. 5.2. 

 

 

Figure 5.2 Spatial discretization and geometric data in the integral finite difference method (IFDM) (from Pruess et al., 

1999). 

 

Replacing eqs. (5.2) and (5.3) in eq. (5.1), one has: 

dMn
k

dt
=
1

Vn
∑Anm  Fnm

k + qn
k .

m

 
(5.4) 

The time is discretized as first order finite differences, and the terms related to flows 

and sources (second member in eq. 5.4) are evaluated at time step tj+1 = tj + ∆t, with 

the aim to obtain numerical stability and effective calculation of the multiphase 

flow. Thus, the time-space discretization generates the system of non-linear 

algebraic equations of the type: 
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Rn
k,j+1

= Mn
k,j+1

−Mn
k,j
−
∆t

Vn
[∑AnmFnm

k,j+1

m

+ Vnqn
k,j+1

] = 0, 
(5.5) 

where the first member of the equation is the residual. 

The Raphson-Newton iterative method, implemented on the eqs. (5.5), stops at the 

iteration that provides residues satisfying the following predetermined relative 

convergence condition: 

|
Rn,p+1
k ,j+1

Mn,p+1
k ,j+1

| ≤ ε1. 

Another fundamental feature of the TOUGH2 simulator is represented by the use of 

an optimization process to obtain a well calibrate model of the analyzed geothermal 

system (O´Sullivan et al., 2001). Specifically, during the calibration process, the input 

model parameters, such as permeability, temperature and mass, are adjusted to 

match the values actually measured. 

As above specified, the thermophysical properties of fluid mixtures needed for 

assembling the governing mass and energy-balance equations are provided by the 

EOS modules (see Tab. 5.1), which can represent different fluid mixtures. The fluid 

phase conditions are recognized from the numerical values of the primary variables 

(see for example Tab. 5.2). Each EOS module fulfils three additional important 

functions: 

• the phase conditions pertaining to a given set of primary variables are identified 

for all the volume elements (grid blocks); 

• the appearance (or disappearance) of phases is recognized as primary variables 

change during the Newton-Raphson iteration process; 

• primary variables are switched and properly re-initialized in response to a 

change of phase.  

The idea of primary variables/secondary parameters, as implemented in TOUGH2, 

essentially eliminates any direct connection between the choice of primary variables 
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and the secondary parameters that are used to set up the flow equations. This 

provides maximum flexibility and convenience in the choice of primary variables, 

because only secondary parameters are used in the flow equations.  

In this PhD study, the EOS2 module is used, which is an updated version of the 

module originally developed by O'Sullivan et al. (1985) for the description of fluids in 

gas-rich geothermal reservoirs that may contain masses of CO2 with fractions 

ranging from a few percent to occasionally 80% or more (Atkinson et al., 1980). 

EOS2 describes the non-ideal behaviour of gaseous CO2 and the dissolution of CO2 in 

the aqueous phase; moreover, EOS2 is able to simultaneously consider the effect of 

brine and vapour. According to the Henry's law, the partial pressure of an 

uncondensed gas, PNCG, in the gas phase is proportional to the molar fraction of 

NCG,  𝑥𝑎𝑞𝑁𝐶𝐺 , dissolved in the aqueous phase: 

𝑃𝑁𝐶𝐺 = 𝐾ℎ𝑥𝑎𝑞
𝑁𝐶𝐺 .          (5.6) 

The coefficient of the Henry's law, Kh, for dissolving CO2 in water strongly depends 

on temperature; this correlation has been improved by O'Sullivan et al. (1985) for 

extremely high temperature conditions found in geothermal reservoirs. It is accurate 

within the temperature range 40˚C ≤ T ≤ 330˚C, but it becomes rather inaccurate at 

lower temperatures and even reaches negative values for T < 30˚C (see Fig. 5.3). 
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Figure 5.3 Coefficient of the Henry's law as a function of the temperature for dissolving CO2 in water (from Pruess et 

al., 1999). 

 

The HENRY subroutine in EOS2 has been replaced with a new routine that uses the 

correlation developed by Battistelli et al. (1997), which is more appropriated for 0˚C 

≤ T ≤ 350˚C. The viscosity of the vapor-CO2 mixtures is described with a formulation 

due to Pritchett et al. (1981); other correlations of thermophysical properties are 

based on the Sutton and McNabb model (1977). Specifications and parameters of 

the used EOS2 are summarized in Table 5.2. 

 

Components 

# 1: water 

# 2: CO2 

Chosen parameters  

NK, NEQ, NPH, NB = 2, 3, 2, 6 

molecular diffusion can be modeled by setting NB = 8 

Primary Variables 

single-phase conditions: P, T, PCO2 (pressure, temperature, CO2 partial pressure) 

two-phase conditions: Pg, Sg, PCO2 (gas phase pressure, gas saturation, CO2 partial 
pressure) 

Table 5.2 Characteristics of the EOS2 module, where NK is the number of components in a system phase; NEQ is the 

number of equations (mass and heat balances) per grid block; NPH is the number of phases that can be present; NB is 

the number of secondary parameters. 
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5.3 Geological Modeling of Colle Sponeta fault 

The geological modelling of the Colle Sponeta fault is a fundamental step to 

characterize the CO2-permeable active fault. An accurate 3D geological model that 

represents a scheme as realistic as possible of the study area is needed. The 

reliability of the model is provided by the quality and quantity of available surface 

and subsurface data. Since the modelling requires the spatial discretization of the 

investigated volume, the geophysical investigations are key elements as they 

provide volumetric information of the buried structures. The results of the high-

resolution 3D ERT prospecting illustrated in the previous chapter, integrated with 

borehole data, have indeed allowed an accurate definition of the geometrical and 

physical properties of the analyzed fault zone. However, from a computational point 

of view, it is not possible to discretize the volume through a grid made up of too 

many blocks (106 – 109), because the computation time required would be too large. 

For this reason, the software performs flow simulations using upscaling techniques 

that allow to select on the geological model the significant characteristics for the 

flow simulation, such as the main faults rather than some layers of sedimentary 

rock. Since the chosen grid must best adapt to the geological model to be 

schematized, appropriate petrophysical parameters, initial and boundary conditions 

must be assigned to each block of the grid.   

Based on the results of the geophysical investigations carried out in the study 

area (see Chap. 4), a synthetic geological model with a length of 470 m, a width of 

60 m and a thickness of 120 m was considered (De Paola et al., 2019; Di Maio et al., 

2019). More specifically, from the inversion of the 3D ERT data (Fig. 5.4a), the 

system was approximated by a sequence of three layers representative of the 

lithostratigraphic units of the study area (Fig. 5.4b), i.e.  

1. a shallow and impermeable clay layer with a thickness of 10 m; 
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2. a water saturated layer of alluvial coverage deposits (silt and clays) with a 

 thickness of 60 m; 

3. a carbonate basement from a depth of 70 m below the ground level. 

The chosen volume was then discretized into a grid made up of 4.230 regular-

shaped elementary cells and referenced according to a XYZ coordinate system with 

the X-axis in the SN direction, the Y-axis in the WE direction and the Z-axis oriented 

upwards (Fig. 5.4b). The discretization along the three axes is as follows:  

• 6 cells 10 m long in the X direction; 

• 47 cells 10 m long in the Y direction;  

• 15 layers in the Z direction, with cells 2 m long for the first layer and 10 m long 

for the other layers. 

As regards the petrophysical parameters and the initial and boundary conditions 

to be assigned to each layer for the numerical simulation, geological and 

geochemical literature data were considered, which are summarized in Tables 5.3 

and 5.4. As shown in Table 5.3, the second layer is assumed to be the most 

permeable layer between a less permeable clay shallow layer and the underlying 

fractured carbonate basement. A decrease in porosity values with depth is also 

supposed; however, the stability of the simulation results was verified by varying the 

value of such parameter by 5%. 

As shown in Fig. 5.4b, the considered volume includes the Colle Sponeta fault 

(darker cells) as a homogeneous and isotropic region between two parallel sub-

vertical planes equidistant from the progressive 235 m along the Y-axis. The angle of 

inclination measured from the horizontal axis (dip angle) is fixed at 70o, in 

agreement with the inclination of the eastern border of the central resistive zone 

clearly evident in the 3D resistivity model of Fig. 5.4b; in this three-dimensional 

model, the fault extension along the Y and Z axes is supposed 60 m and 120 m, 

respectively (Fig. 5.4b).  
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Figure 5.4 a) 3D resistivity model; b) 3D geological model derived from the model (a) and used for simulating CO2 

emissions along the Colle Sponeta fault, which is described by the darker cells in the central part of the model. 

 

Rock Type 
Depth 

(m b.g.l.) 
Density 
(kg/m3) 

Porosity 
Permeability 

(m2) 

Thermal 
conductivity 

(W/m°C) 

Specific 
heat 

(J/kg°C) 

Clay 0 – 10 1330 0.47 1.0E – 17 2.68 879 

Clay + Gravel 
+ Sand 

10 – 70 1800 0.27 1.0E – 09 2.47 800 

Damage zone  1600 0.88 2.0E – 17 2.48 839 

Table 5.3 Parameters used for characterizing the model in Fig. 5.4b. 
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Initial conditions  

System phases 2 

Pressure type Lithostatic 

Gas saturation 0.7 

CO2 gas pressure  70% lithostatic pressure 

Table 5.4 Parameters used for describing the initial conditions of the model in Fig. 5.4b. 

Figure 5.5 shows an example of geological model with highlighted in yellow an 

assumed geometry for the source cells, i.e. the cells with fixed conditions, which 

simulate a possible source for the CO2 fluid flow. We note that the location of the 

source cells is a working hypothesis that cannot be easily inferred from geological, 

geophysical and geochemical data. 

 

 

Figure 5.5 Location of an assumed possible source (yellow cells) for the CO2 fluid flow. 

 

The 3D model has been realized by using the PetraSim software, which is the 

graphical interface for the TOUGH2 family of simulators by an interactive 3D 

environment that includes mesh generation, parameter definition, and result 

visualization. To define a source cell, injection rate (or flux) and enthalpy have to be 

fixed as input parameters. In the following section, the results of numerical 
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simulations performed by assuming three different geometries for the source cells 

are presented and discussed.  

 

5.4 Numerical simulation results of CO2 uprising     

Three different source systems were hypothesized for the geological model shown 

in Figure 5.4b. Numerical simulation of the temporal evolution of CO2 degassing in 

such models was aimed at defining the system that better than the others is able to 

reproduce the values of CO2 flow and gas saturation measured in the survey area 

(Ascione et al., 2018). Specifically, for the characterization of the source cells a 

constant rate of CO2 flow equal to 5.78 kg/s (Ascione et al., 2018) and an enthalpy 

value of 505 J/kg was assigned to all the source cells of the grid, whilst a slightly 

higher rate (6.0 kg/s) and an entalpy value of 205 J/kg was assumed for the water-

steam mixture. Finally, the gas saturation of the cells was assumed equal to 98%, 

according to Ascione et al. (2018). 

In Figure 5.7a, the first investigated model is shown, where the CO2 source cells 

(in yellow) are located in the fault roof block and, in particular, at the top of the 

carbonate basement. This model hypotheses that the fracture system spreading 

through the basement is obstructed and that the preferential migration path of 

water and CO2 comes from the east, specifically, from the Matese Massif (Ascione et 

al., 2018). On the basis of this hypothesis, numerical simulations of the fluids and 

CO2 rising dynamics have been performed to estimate the flux and gas saturation 

values within the investigated subsoil volume. The time required to reach stationary 

conditions was around 60 years. In Figs. 5.7b and 5.7c, the results are presented 

after 10 years and 60 years of simulated dynamics in terms of distribution of CO2 

flow vectors and of gas saturation, respectively. From these results, it is interesting 

to note the formation of convective circulation of the CO2 flow at the top of the fault 

in the package composed of silts and clays. Indeed, because of buoyancy forces, CO2 
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is expected to rise to the top of the permeable layer. However, a fraction of the CO2 

dissolves in the aqueous phase, it increases its density and the associated negative 

buoyancy force can induce convective circulation that will carry dissolved CO2 

downward, while causing additional dissolution of CO2 into upflowing waters that 

are low in CO2 (Pruess et al., 1999). 
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Figure 5.6 1st source system: a) Three-dimensional geological model with location of the source cells (in yellow). 

Distribution of CO2 flow vectors and gas saturation iso-surfaces (GS) after 10 years (b) and 60 years (c) of simulated 

dynamics. 

 

The second hypothesis proposed for the source system is illustrated in Figure 

5.8a. In this model, the CO2 source cells (in yellow) are positioned along the fault 
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plane at the depth of the carbonate basement. In this case, it has been assumed 

that the source is deep and that the fault acts as a preferential conduit for the 

upward migration of CO2. Also for this source model, the numerical simulation was 

performed until to reach the stationary conditions, which were obtained after about 

100 years of simulation. As examples, Figs. 5.8b and 5.8c show the results after 10 

years and 100 years, respectively, of simulated dynamics. In this case, it is worth 

noting that after 10 years CO2 storage masses form in the silt-clay package 60 m 

thick at the top of the fault, and their convective cells seem to reproduce the areas 

of higher resistivity which is possible to identify within the surface conductive layer 

of the 3D electrical resistivity model (see Fig. 5.4a).  
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Figure 5.7 2nd source system: a) Three-dimensional geological model with location of the source cells (in yellow). 

Distribution of CO2 flow vectors and gas saturation iso-surfaces (GS) after 10 years (b) and 100 years (c) of simulated 

dynamics. 

 

The third hypothesis analysed for the source system is illustrated in Figure 5.9a. 

This hypothesis was formulated on the basis of the inversion results of the 3D 

electric resistivity survey that provided an extremely detailed characterization of the 
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investigated subsoil volume, highlighting the possible geometry of the fault plane (s. 

Figs. 4.12 and 4.14). In particular, from slices a, b, c, d in Figure 4.14, the damage 

zone is identified as a large resistive zone at a depth of 84 m b.g.l.. Thus, for the 

source model of Figure 5.9a, a larger damage zone was considered along the Y axis 

of the chosen reference system, having an extension of about 70 m. For this type of 

model, it is assumed that a much wider area, corresponding to the entire degraded 

zone at the fault boundaries, acts as a preferential path for CO2 migration. As for the 

previous model (Fig. 5.8a), the CO2 source cells (in yellow) were positioned along the 

entire damage zone at the depth of the carbonate basement. The time interval 

considered for studying the temporal evolution of the system was 100 years. As 

examples, in Figs. 5.9b and 5.9c the results of the numerical simulations after 10 

years and 100 years of simulated dynamics, respectively, are shown. Also, in this 

case, the formation of convective circulation of the CO2 flow at the top of the fault is 

evident in the silt and clay package characterized by greater permeability. 
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Figure 5.8 3rd source system: a) Three-dimensional geological model with location of the source cells (in yellow) along 

the entire damage zone at the depth of the carbonate basement. Distribution of CO2 flow vectors and gas saturation 

iso-surfaces (GS) after 10 years (b) and 100 years (c) of simulated dynamics. 

 

To evaluate the differences in the CO2 flow and gas saturation estimates obtained 

from the numerical simulations carried out for the three different CO2 source 
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geometries, the results obtained for the same cell of the simulation grid placed on 

the surface and near the fault (identified with the cell number 3690) have been 

analyzed. In particular, for this grid cell gas saturation and CO2 flow have been 

represented as a function of time in Fig. 5.10a and 5.10b, respectively, thus 

permitting the comparison between the estimates provided by the numerical 

simulations and the values  measured in situ, which for the Ciorlano area are of the 

order of 33 g/dm2 and 76% (v/v), respectively (see also Chap. 3). 

 

 

Figure 5.9 (a) Gas saturation and (b) CO2 flow values estimated for the cell n. 3690 at different time steps for the three 

hypothesized source systems. The red dashed line marks the value measured in the survey area. 
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From the comparison shown in Figure 5.10a, it turns out that the first and second 

source systems are able to return gas saturation values comparable with those 

measured in situ after about 60 years and 90 years, respectively. The third 

hypothesized source system, on the other hand, returns, in the simulated time, 

much lower saturation values in gas, not comparable with those measured in situ. 

An explanation for this type of behaviour can be found in the dimension of the 

degraded area; indeed, the larger the area fractured and permeated by fluids, the 

longer is the time for the silt and clay pack to become saturated. By comparing the 

results of the three source models in terms of CO2 flow estimates as reported in Fig. 

5.10b, it is possible to realize that the first hypothesized source system, as well as 

the third one, returns flow values that are not reasonable for the area because they 

are much larger and much lower with respect the measured flows values for the first 

and third case, respectively. On the contrary, the second source system seems to be 

able to reproduce flow values comparable with those measured in situ. In particular, 

after 10 years of simulation, a CO2 flow of 33 g/dm2 is found after 10 years of 

simulation. Furthermore, for longer simulation times the estimated CO2 flow does 

not appear to undergo significant variations and after 100 years it seems to have 

reached an asymptotic value, which is indicative of stationary conditions. 

In summary, the first hypothesized source system reproduces only the measured 

gas saturation values, but not those of CO2 flow. For the third system, instead, it 

would take a simulation time much longer than 100 years to obtain both gas 

saturation values and flow estimates higher than those obtained, which are 

significantly lower than those measured. However, since the CO2 flow curve for the 

third model shown in Figure 5.10b seems to have reached an asymptotic value, it is 

reasonable to deduce that even if the simulation times is increased, it would not 

obtain flow values comparable with those measured. Thus, the model that provides 

the gas flow and saturation estimates that best compare with those measured in 
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situ turns to be the second model, which therefore suggests as source for the CO2 

degassing a relatively narrow fractured area along the Colle Sponeta fault.  

In conclusion, the simulation results at different time steps for three different 

source models have been compared and the second source model has been found 

the best candidate to represent the survey area. More specifically, for this model 

the time evolution of the upward migration of CO2 was simulated for different time 

periods and results after 10, 30 and 100 years are reported in Fig. 5.11a, b and c, 

respectively. As it is shown, a CO2 convective flow is clearly present in the eastern 

part of the model: in particular, convective cells seem to be reduced to a single large 

convective cell from 10 to 100 years, likely due to an increase in the degree of 

saturation. On the western side, a large amount of gas under pressure is visible and 

the very low porosity degree of the lithology does not allow the escape of CO2. 
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Figure 5.10 Simulation results for the second source models at different time steps: a) 10 years; b) 30 years; c) 100 

years. 
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CONCLUSIONS 

The present PhD research proposes a methodological approach based on high-

resolution 3D ERT surveys and numerical modeling, which integrates geophysical, 

geological and geochemical data, to study the diffuse CO2 degassing along active 

fault zones. The proposed procedure has been applied to the Ciorlano area (Matese 

Mts., southern Apennines, Italy) at the aim to localize and model preferential non-

volcanic CO2 migration pathways in the vicinity of a gas vent detected in the study 

area.  

An innovative high-resolution 3D ERT technique based on non-conventional 

electrode configurations, generally applied to civil engineering fields, has been 

improved and optimized to investigate complex geological environments. The 

proposed technique, validated by comparing the results from non-conventional and 

standard electrode arrays applied in a test area, has been tested for applications in 

engineering, archaeological and geological field, in order to evaluate its 

effectiveness in relation to different targets. The main advantage of using non-

conventional measurement arrays, in addition to overcoming logistical problems 

realted to complex topography areas and/or to historical sites that prevent the use 

of standard electrode layouts, is the high definition of the buried body/structure 

geometries. The obtained well-resolved subsurface models, in fact, offered useful 

hints to identify predisposing factors to dangerous debris landslides in the Mt. Faito 

area (Lattari Mts., southern Italy), as well as to explain historical damages observed 

in the Basilica of Santa Maria (Alvignano village, southern Italy) as a result of a 

seismic shaking. This preliminary phase of optimization of the proposed technique 

allowed to successfully apply for the first time the 3D ERT survey to reconstruct the 

architecture of active fault zones. In fact, the high-resolution 3D ERT surveys carried 

out in the Ailano and Ciorlano areas (Matese Mts., southern Italy), integrated with 



121 
 

literature geological data, provided a detailed geostructural and physical 

characterization of the investigated subsurface volumes, which allowed to identify 

and model, in term of resistivity contrasts, the Colle Sponeta fault zone and the 

complex migration path of the non-volcanic CO2 flow. In particular, the 3D resistivity 

model obtained for the Ciorlano area suggests that the relatively high resistivity 

(about 60-70 m) patterns observed in the shallow clay layer, at a depth of about 

60 m b.g.l. in the easternmost part of the surveyed area, could be associated with 

possible CO2 migration paths, which would cause an increase in the resistivity 

values. Furthermore, the very high resistivities (1000-2000 m) observed in the 

central portion of the studied volume up to the maximum exploration depth (about 

100 m g.g.l.) are very likely attributable to CO2 volumes in the underlying fractured 

carbonate basement. 

Finally, the 3D geophysical model, suitably integrated with recent and accurate 

geological and geochemical analyses, guided the numerical simulation of the CO2 

uprising along the main Colle Sponeta fault. Three different scenarios have been 

hypothesized corresponding to three different CO2 source models. In particular, a 

model that hypothesizes the CO2 source system located along the fault plane at the 

depth of the carbonate basement, was found to be the best candidate to represent 

the surveyed area. Indeed, the performed numerical simulations allow to well 

reproduce the gas flow and saturation estimates measured in situ.  

It is worth noting that the proposed methodology can be helpful in many 

geological research fields, such as geothermal exploration and gas hazard 

assessment, due to the possibility of defining with high accurancy geometry and 

physical characteristics of fault systems in term of resistivity contrasts, whose 

knowledge is fundamental to identify possible preferential paths for gas 

movements, as well as gas storage reservoirs.  
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Finally, as for the future perspectives of the research, the use of new wireless 

systems for electric tomography, such as the full waver system (Iris Instruments - 

France) or the multi-source system (MPT - USA), will be experienced. This will allow 

to investigate very large areas reaching high investigation depths in relatively short 

times, thus allowing 4D ERT surveys for monitoring the carbon dioxide degassing. 

Such a monitoring could provide useful constraints to the subsequent numerical 

modeling for predicting future hazard scenarios. 
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