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Abstract

I
n this thesis work, the main technologies and technique for the indoor

positioning system (IPS) are discussed and presented. In particular,

an alternative hybrid IPS and heading measurements system is being

proposed. The hybrid navigation system is based on ultra-wideband

technology, and on a twofold Ultrasonic (US) sensors for the heading

measurements.

In the most application cases the, inertial measurements unit (IMU)

measurements is combined with the IPS. Combining the two different

systems, the position and orientation of a target can be tracked. In

presence of static magnetic fields disturbance in the localization area, the

magnetometer can not be used in the traditional IMU guidance system

as a reference for the heading correction and measurements. For this

reason, a new approach is proposed for measuring heading based on US

and UWB fusing system.

The proposed system was prototyped and metrologically character-

ized, and then collocated in the AugmenSur project, an augmented real-

ity application with the aim of providing real-time assistance to surgeon

during the operating and training phases.
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Introduction

T he indoor positioning system (IPS) is a system adopted to solve
the problem of localization and identification of a targets of inter-

est in closed environments. The existing outdoor technology (i.e. Global
Positioning System (GPS)) is bounded to limited performances in indoor
applications. The big disadvantage with the GPS is that the receiver
needs a line of sight (LOS) for at least four satellites in the sky. In-
side buildings or in other cases where there are obstructions between the
GPS receiver and the satellites, the accuracy is too low for most indoor
environments application.
The development and the application of the IPS increased radically in
the last few years and then, the research interest as well. For instance,
they are used in navigation, health care, logistics, in-home asset track-
ing, emergency services, visitor identification, security, robot navigation
and cooperation [12].
Different IPS exist, implemented with a different positioning techniques,
technologies and performance. There are IPS with millimetre accuracy,
but they are so expensive that few applications can afford them. The
current research interest is focus on solving specific property of the IPS
related to the specific application, in order to reduce the cost and opti-
mize the performance.
In the first chapter, the IPS technologies and application are presented.
In the second, the proposed method is exposed. Finally, in the third
chapter, the prototype realization and performance are presented and
discussed. The proposed system is able to measure the position and
heading of a target fusing the UWB and US technologies. In the most
application cases the inertial measurements unit (IMU) is combined with
the IPS. Combining the two different systems, the position and orienta-
tion of a target can be tracked.

Traditional IMU-based guidance and tracking system exploit data

xv



xvi Introduction

fusion from accelerometer, gyroscope, and magnetometer in order to
measure the orientation and position for a short time due to the drift
problem. Accelerometers are used to compensate the gyroscope drift for
the pitch and roll static orientation. The magnetometer is used for the
static yaw angle estimation and for the dynamic assessment of all angles.
However, magnetometer fails in magnetic harsh conditions.
The proposed method, is a free-magnetometer heading estimation, based
on the UWB location system and the US measurements. The UWB was
used for the distance measurements and then the position was computed
by the trililateration technique combined with an Extended Kalman fil-
ter (EKF). The heading was computed measuring the phase-shift of two
received US signals apply the sine-fit algorithm. Finally, the proposed
system is was prototyped and metrologically characterized.

The proposed ultrasonic heading system (UHS) was in the Augmen-
Sur project. AugmenSur, is an augmented reality application with the
aim of providing real-time assistance to surgeon in the operating and
training phases. The application provides information to the surgeon
during the operation and allows him/her to work with his hands free.
The surgeon head movement tracking guarantees to work leaving both
hands free and the application user interaction, so the surgeon is able
to navigate in the application menu. The metal instruments and equip-
ment close to the surgeon, caused a degradation of the magnetometer
performance. For this reason, the heading movement is measured by the
US proposed UHS.



Chapter 1

State of the art

1.1 Indoor positioning system

A
n indoor positioning system (IPS) is a system able to measure
a target position with respect to an orthogonal coordinate refer-

ence system, the refrerence frame (FR). The reference frame is fixed and
represent the space where the target can be in place [13]. It include the
fixed beacon node (FBN). The main purpose of the FBN is to measure
the target distance with respect to it self.

Many application needs to know the dynamic target position such as:
domotics, augmented reality [14, 15, 16], robotics [17, 18, 19], assisted
navigation in buildings [20, 21], health systems [22, 23], and objects
localization [24, 25]. Any application required different characteristics of
the IPS. The most important features of an IPS accuracy, latency, and
range. Usually, the accuracy range in indoor localization application
varies from 1 m to sub-centimeter range.

Others important characteristics are the scale and scalability, the
power consumption, cost. The scale is the coverage area per FBN unit
of infrastructure. The scalability measures how easy is it to expand the
FBN by physical coverage or by adding more target. The latency range
varies from a few ms to seconds.

In general, the outdoor localization technologies are not applicable
to indoor environments due to the low accuracy. For instance, in [26],
a classical outdoor positioning approach is implemented, by exploiting
in particular GPS and an Inertial Measurement Unit (IMU) embedded
in a smart phone, for indoor pedestrian tracking with an average loca-

1



2 CHAPTER 1. STATE OF THE ART

Figure 1.1. The localization process schematization. The extracted pa-
rameters depends on the localization algorithm technique.

tion uncertainty of 1.35 m. Such a high uncertainty level is due to the
fact that the GPS receives signals from multiple satellites and employs
a triangulation process to determine physical locations, but the signals
are heavily attenuated and reflected by the building materials. Differ-
ent technologies and techniques were required for the indoor tracking
application.

The localization problem is faced through two main steps: the FBN-
localized target distance measurement and the localization algorithm.
The localization algorithm inputs are the FBN-traget distance or the
relative angle and the FBN position (it depends on the localization tech-
nique). The target position with respect to the reference frame is the
output localization algorithm.

In general, wave signal is exchanged between the FBN and the target
in order to estimate the distance or the relative angle and, in general
the localization parameters. The wave signal physics depends on the
FBN and target realization technology. The localization process can be
summarize as sketched in the Fig.1.1.

1.1.1 Localization algorithm

Different localization algorithm exist in literature. The most common
are the: Triangulation, Trilateration and multilateration, Scene analysis,
and Proximity localization.

• Proximity localization. The proximity based positioning tech-
nique, recognize when a target is “near”, or in proximity to a known
position. Usually, this technique is used for the objects or person
localization [24, 25] with low Accuracy and low frame rate, guar-
anteeing low power consummation.
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Figure 1.2. The pRFID are stimulated by the reader antenna. The
presence of human modified the RSSI [1].

An example of proximity based positioning system was presented
in [1]. The Authors extract the radio tomographic imaging using
a passive Radio Frequency Identification (RFID). The system uses
a passive RFID transponder mounted on the floor of a room, and
powered over the electromagnetic communication signals transmit-
ted by a few reader antennas in the room edges. The difference
between transmitted and received signal power, can be used as
physical measurement basis for human localization algorithms. In
Fig.1.2, the system architecture is shown. The maximum error is
45 cm in a 5m × 5m area, considering three people localization
target.

Actually, this technique does not estimate the position of the tar-
get, but defines the geometrical area in the reference frame space,
where the location of the target is.

• Scene analysis. Scene analysis refers to an algorithms based on
collected features (fingerprints) of a scene and then to the estima-
tion of a target location. The target location estimation is achieved
by finding the closest location of the online measurements with re-
spect to the offline fingerprint information.

In general, the fingerprints location process is composed by two
phases: the offline training phase and the online location target
estimation. During the offline phase, the positioning database
is stored. The positioning database can be constructed using
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Figure 1.3. Circle intersection example. Three beacons B1,2,3 are con-
sidered and one target T . The angle θ12, θ13, θ23, are computed from
the beacons angle measurements.

marks at known positions and extracting the corresponding fea-
tures. A common feature used for fingerprints is the Received
Signal Strength Indicator (RSSI). During the the online phase, the
feature of the observed signal (e.g. RSSI) is matched with each
sample of the positioning database. The matching criteria can be,
for instance, a probabilistic methods (e.g.K-Means clustering [27]),
a neural network based method (e.g. [28]) or in general in an op-
timization problem. We can define a cost function fc where the
input domain is the fingerprints positioning database FpDB(k) ,
and the observed signal named Os.

The position estimated Pe in the reference sampled space K, can
be written as:

Pe = argmin
k∈K

fc(FpDB(k), Os) (1.1)

The minimization problem in eq.(1.1) can be solved using different
techniques. The main challenge of the RSSI based scene analysis
technique, is that the received signal strength could be affected by
diffraction, reflection and multipath when propagating in indoor
environments occurs.

The accuracy of the scene analysis technique depends generally on
the granularity and distribution of the fingerprinted location.
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• Triangulation. The triangulation technique is based on geomet-
ric and trigonometric properties. The localization parameters are
the angular distance between the nodes. A classical triangulation
technique is the circle intersection [29]. In Fig.1.3, the geometrical
localization problem is sketched. The three fixed beacons B1,2,3

position and the relative distance | d12,23,13 |, are known.

Applying the law of cosine from the triangle between the target T
and the beacons B1,2, the following equation can be write:

| d12 |2 = | d1t |2 + | d2t |2 − 2| d1t |2| d2t |2 cos θ12 (1.2)

The terms | d1t | and | d2t |, are the distance between the target T
and the beacons B1,2.

Considering three beacons, a system of three equations can be writ-
ten in order to determine the distance | d1t,2t,3t |. Applying the law
of cosine to all pairs of beacons:

| d13 |2 = | d1t |2 + | d3t |2 − 2| d1t |2| d3t |2 cos θ13

| d12 |2 = | d1t |2 + | d2t |2 − 2| d1t |2| d2t |2 cos θ12

| d23 |2 = | d2t |2 + | d3t |2 − 2| d2t |2| d3t |2 cos θ23

(1.3)

The non linear system of equation (1.3) can be solved using, for in-
stance, the least squares method (LSQ). The target position (xt, yt)
can be expressed in function of the distance | d1t | | d2t |:

| d1t |2 = (xt − x1)2 + (yt − y1)2

| d2t |2 = (xt − x2)2 + (yt − y2)2

| d3t |2 = (xt − x3)2 + (yt − y3)2

(1.4)

Subtracting third equation from the first and the second, the linear
equations in the xt and yt unknowns system can be found:

| d3t |2 − | d1t |2 = x2
1 − x2

3 + 2(x1 − x3)xt +

y2
1 − y2

3 + 2(y1 − y3)yt

| d3t |2 − | d2t |2 = x2
2 − x2

3 + 2(x2 − x3)xt +

y2
2 − y2

3 + 2(y2 − y3)yt

(1.5)

Finally, the target position (xt, yt) can be easily computed from
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Figure 1.4. The trilateration geometrical problem. Three beacons B1,2,3

and one target T are considered. The distance | d1t |, | d2t |, | d3t |, rep-
resents the circles radius. The circles are centered in the beacons.

the eq.(1.5).

The geometric circle intersection is widely used in literature. This
technique fails when the three beacons and the target lie on a same
circle.

Several triangulation algorithms exist in literature: Geometric Tri-
angulation, Iterative Search, Newton-Raphson [29]. The geometric
triangulation is based on the law of sine and works consistently,
only when the target is within the triangle formed by the three
beacons. There is an improved version which does not require bea-
con ordering and works over the whole navigation plane. The tar-
get can be localized in different areas served by different beacons.
Nevertheless, there are few determined lines where localization is
not possible [30]. The Newton Raphson is hard to solve because
the problem equations are non-linear.

The trinagulation technique offer good performance in a limited
space, due to the ease of establishing stations at appropriate dis-
tances and ascertaining the line of sight (LOS).

• Trilateration and multilateration. The trilateration is a tech-
nique based on range-anchor distance measurements. The target
position is computed using geometry and in particular, the prop-
erties of circles and spheres. The beacons-target distances repre-
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Figure 1.5. Qualitative noising distance measurements effects for the
position estimation performed by the trilateration algorithm. Two inter-
section region T and T ∗ are presents.

sent the circle radius and the beacon represents the circle center.
The circle intersection is the target location. Considering an N -
dimensional space, N + 1 beacons is needed in order to localize
properly the target. If the number of beacons taken into account
is greater than the minimum needs, the trilateration becomes a
multilateration.

For instance, considering a 2D localization space, three beacons
were needed in order to localize the target. In Fig.1.4, the geomet-
rical configuration is sketched. Assuming only two beacons B1,3,
the circles in red and green have two intersection: T (xt, yt) and
T ∗(x∗t, y∗t). Introducing a third circle (red circle), the target is
correctly localized at the coordinate position (xt, yt). The target
position (xt, yt) can be easily computed from the eq. (1.4).

The distance measurements are effected by uncertainty and then
each circumference has an uncertainty area associated [31]. In
Fig.1.5 a noisy distance measurements effect in the position es-
timation is sketched. The target position can be in the polygonal
black zone and in the T∗, with a different probability. The cir-
cle intersection will not result in a single point, but in an area of
uncertainty.

Different possible solutions are present in the literature, for in-
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stance the Nonlinear Least Squares Multilateration, Linear Least
Squares Multilateration, the adapted multilateration [32].

ConsideringN beacons, the system multilateration equations is the
follow: 

| d1t |2 = (xt − x1)2 + (yt − y1)2

| d2t |2 = (xt − x2)2 + (yt − y2)2

. . .

| dNt |2 = (xt − xN )2 + (yt − yN )2

(1.6)

– The Nonlinear Least Squares Multilateration solve the non
linear multilateration equations by using a LSQ method. As-
suming N beacons in a fixed positions at Bn = (xn, yn) and
| dnt | distance measurements with n ∈ N , from the target
node in the position T (xt, yt), the LSQ finds the most likely
position of the target, denoted by T̂ .

The LSQ minimizing the sum of the squared residuals between
the observed ranges | dnt | , and the estimated distance ||
T −Bi ||:

T̂ = argmin
T

N∑
n=1

(|| T −Bi || − | dnt |)2 (1.7)

The minimization problem can be solved, for instance, apply-
ing the Newton type optimization algorithms. The Newton
optimization algorithms are a class of iterative algorithm. It
starts from an initial guess solution and then, does a number
of iterations. Each iteration gradually improves the estimated
position until a local minimum of the objective function in
eq.(1.7) is obtained.

– The Linear Least Squares Multilateration is based on a lin-
ear arrangement of the eq.(1.6). The equation (1.6) can be
linearized by subtracting one of the equations from the re-
maining N − 1 (similar in the eq.(1.4) and (1.5)). A linear
form can be found:

AT T = Y where : (1.8)
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Y =
1

2


x2

1 − x2
N + y2

1 − y2
N + | dNt |2 − | d1t |2

x2
2 − x2

N + y2
2 − y2

N + | dNt |2 − | d2t |2
.

x2
N−1 − x2

N + y2
N−1 − y2

N + | dNt |2 − | d(N−1)t |2



A =


x1 − xN y1 − yN
x2 − xN y2 − yN

. . .
xN−1 − xN yN−1 − yN


This linear regression problem is solved by the closed form
solution:

T̂ = (AT ·A)−1ATY (1.9)

To avoid trapping into local minimum when using not linear
method, the linear solution is usually a starting point for the
non linear iterative optimization process, because the linear
estimation lies in the global minimum [33].

– The adapted multilateration approach tries to estimate the
target position using circle intersections. Furthermore,
adapted multilateration aims to reduce the computational
overhead involved with matrix calculations in LSQ based
methods.
This solution consists of three steps: intersection and elimi-
nation, first estimation and refinement.
In the first step two intersecting circles are arbitrarily chosen.
The circles may intersect at one or two points. If there is
more than one point, the location with the larger distance to
the third beacon is deleted.
In the first estimation step, the previously computed inter-
section point is moved to the middle of the line connecting
itself to the closest point of the third beacons circle. In or-
der to compensate the errors introduced by the ranging mea-
surements. The calculation results using the resemblance of
triangles.
In the last step the position can be further refined. There-
fore, the anchors that were not used in the previous steps
are added to the position estimation process according to the
same principle used in the second step.
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1.1.2 Localization parameter extraction

In the section 1.1, the localization parameters concept were intro-
duced. The parameters are related to the localization algorithm features.
The most important parameter extraction technique can be summarized
in: time based and signal analysis.

• Time based. The principal time based parameter extraction tech-
nique, such as: Time of Flight (ToF), Time Differential of Arrival
(TDoA), Angle of Arrival (AoA). The time based measurements
is founded on the signal velocity information and travel time from
the beacons to the target or vice versa.

– The (ToF) measure the beacon-target distance by measuring
the propagation time of the signal travelling from one to the
other. The n-th beacon-target distance dnt is equal to:

dnt = v tnt (1.10)

Where v is the signal speed and tnt the n-th signal travel time.
The signal speed is related to the signal nature, the tnt can
be measured in different way. Two principal ways exist to
calculate this distance: the one-way and the two-way.
In the one-way techniques only the beacons or the target,
send a signal packet to the receiving node. In the two-way
techniques, the beacons and the target send and receive a
signal packet. The ToF require time synchronization between
the nodes (beacons, target) [34].
The problem of synchronization in a network of n nodes, cor-
responds to the problem of matching the clock of the different
nodes. The clock is a timer that counting the oscillations of a
quartz crystal. The clock is used to synchronize digital elec-
tronic devices providing an accurate, stable and reliable time
reference. Actually, despite their high stability, quartz crys-
tals present on the nodes of a distributed system, oscillate
at frequencies slightly different, and gradually the clocks dif-
ference diverge over the time (clock-skew), pulling away the
clock values between them (clock-drift) [35]. The nodes syn-
chronization is needed in order to compute the tnt.



1.1. INDOOR POSITIONING SYSTEM 11

Figure 1.6. The target receiving the B1 signal, the B2, and finally the
B3 signal.

A pair of different signal e.g Ultrasonic (US) and Radio Fre-
quency (RF) with high different speed can be used in the
ranging evaluation; in this way only the beacons synchroniza-
tion is needed. This technique is the time difference of arrival.
The time difference at the receiver node is:

t1 − t2 =
dnt
v1
− dnt

v2
(1.11)

the terms v2 is the highest speed signal: v2 >> v1. Assum-
ing the t2 as the starting timer counter, the beacons-target
distance is equal to [6]:

dnt ≈ v1 t1 (1.12)

– The (TDoA) technique measures the times of arrival from a
target on two distinct beacons. Each beacon emits a syn-
chronous signal to the target. The target registers each re-
ceived signal instant from the different beacons. This tech-
nique does not require a target beacons time synchronization.
The first receiver signal determine the starting point of the
counting process. The following received signal from the oth-
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ers beacons complete the TDoA calculation. The first received
signal is used to synchronize the next timing measurements.
In Fig. 1.6, considering the t1,2,3 arrival time, combining the
equation (1.6) with the equation (1.10) the follow equation
can be written:

v t1 =
√

(xt − x1)2 + (yt − y1)2

v t2 =
√

(xt − x2)2 + (yt − y2)2

v t3 =
√

(xt − x3)2 + (yt − y3)2

(1.13)

Subtracting the second and third equation from the first, the
target position is function of the time difference:{
v δ21 =

√
(xt − x2)2 + (yt − y2)2 −

√
(xt − x1)2 + (yt − y1)2

v δ31 =
√

(xt − x3)2 + (yt − y3)2 −
√

(xt − x1)2 + (yt − y1)2

(1.14)
The δ21 is the TDoA between the t1 and t2. The equations
(1.14) represent two hyperbolas, the beacons B21 represent
the foci of the one and the beacons B31 the foci of the second
one. The two hyperbolas intersection is the target position
(xt, yt). Two solution for the equation system in (1.14) ex-
ist in order to obtain an unique solution, another beacons
must be introduce in the configuration. Usually the corre-
lation analysis provides the time delay corresponding to the
difference in the signal path [36].

– The AoA technique measure the angle formed by the receiver-
transmitted signal or vice versa, with respect to a reference
plane. Usually the beacons-received signal angle is measured.
Generally the AoA is measured using sensors array [37].
In Fig.1.7, the geometrical configuration for two beacons and
one target was sketched. For this configuration, the target
emits the signal, and the angle formed by the beacons can be
measured. The AoA θ1t is related to the distance δd and the
known distance | d12 |:

| d12 |= δd cos θ12 (1.15)

The most common way to measure the distance δd is the
TDoA technique. The TDoA with respect to the two bea-
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Figure 1.7. AoA measurements principle configuration. The AoA is
measured with respect to the beacons-line intersection.

cons is measured, and apply the equation (1.10), the distance
δd can be calculated.
Typically the US, RF or Infrared (IR) signal are considered.
For the received signal, the far field region is assumed [38, 39].
The far field condition guarantees that the received signal is
a planar wave. In this way, the distance δd can be related to
the phase difference of the two received signal [40]:

δd =
λ · δφ

2π
(1.16)

Where λ is the wavelength, and δφ the phase difference of the
received signal.

• Signal analysis. The most important signal analysis technique
is the RSSI. The RSSI measure the distance between the beacons
and the target, correlating the signal power measurements with the
distance.

The RSSI measures are relatively cheap and simple to implement
in hardware. However, this approach requires detailed propagation
models at RF, taking into account the variations in sensitivity and
orientation of the receiver. Also, the propagation model changes
depending on whether the application environment (indoor or out-
door) is, with obstacles or not. The transmitter node (beacon or
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target, depend on the configuration) sends a signal with a certain
power, which is reduced with the signal propagates. The greater
is the distance from the receiver node, the lower is the strength
of the signal that will reach this node according to the following
equation:

Pr =
Pt
dk

(1.17)

Where Pt is the transmitted power, Pr the received power, and k
the transmission factor whose value depends on the propagation
environment [41]. In literature there are several models used to
express the received power like: the Friis model, the Log Normal
model, the ITU-R model and the, Motrley–Keenan.

– The Friis model is a relation based on a power balancing equa-
tion. Consider a wireless connection with a carrier frequency
fc between the transmitting antenna and the receiver antenna
at distance d. Assume low directive antennas (for the receiver
and transmitter) in LOS condition in a free space, the distance
d is related to the transmitted power Pt, and the received
power Pr with a simple energy balance:

Pr(d) = Pt
Gt Ar
Lt 4π d2

(1.18)

Where Gt is the gain of the transmitting antenna, Lt indicates
the loss factor on the transmitter, and Ar is the effective area
of the receiving antenna [42].

In case of propagation with reflections, there are multiple
paths propagation. The Friis formula is completed by one
component that also considers the reflected power (Two-Ray
Model).

– Log Normal model. For channels in NLOS, the presence of
the multipath phenomena propagation, fading and shadowing,
makes much more complicated to identify the exact patterns
for path loss. It occurs experimentally that the received power
decreases with distance more quickly than in free space. In
this case, the relationship between the receiver power and the
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distance, is represented by the following log-normal model:

Pr(d) = P0(0)− n 10 log10

(
d

d0

)
+Xσ (1.19)

Where P0(0) express in [dBm] is the reference power measured
at one reference distance d0 from the transmitter, and n is the
path loss exponent. The terms n measures the rate at which
the received power decreases with distance. It is assumed to
be constant, but recent studies suggest that it is more accurate
modelled with a Gaussian random variable or, the different
path loss exponents must be used respectively in far field and
near field condition. Xσ is a random Gaussian distribution
variable of mean 0 and variance σ2 which takes into account
the effect caused by shadowing. Both n and σ depend on the
environment in which the measurement takes in place [43].

– The ITU-R model, is a model that calculates the attenuation
of the transmitted power in an indoor environment, where
the nodes are also arranged on different floors of the same
structure. The attenuation is defined as follow:

PL = Pr − Pt = 20 log(f) + n log(d) + Lf (k)− 28 (1.20)

Where f is the transmission frequency, n is the path loss
coefficient, k is the number of floors between transmitter and
receiver , and Lf (k) is the loss factor due to the penetration
of the floors [44].

– The Motrley–Keenan model can be applied in indoor en-
vironments where the presence of communication obstacles
takes place in NLOS. Attenuation assessed at the frequency
of 2.4 GHz can be expressed as:

PL = Pr − Pt = 40 + nlog(d) +
M∑
m=1

Pm +
K∑
k=1

Pk (1.21)

Where Pm is the attenuation related to the m walls and Pk to
the k floor with respect to the transmitter and receiver [45].
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Figure 1.8. Two ray model path schematization [2].

The estimated distance is:

d̂ = d0

(
Pr

P0(d0)

)− 1
n

(1.22)

The main advantage of use of the RSSI is the no need to addi-
tional hardware to perform the received power measurement, since
the measurement algorithm is present by default in different tech-
nologies. The disadvantage is related to the fact that the measure
come from a physical level, so the original signal is not examined
but the signal version is affected by noise and interference, making
the measurement very inaccurate.

1.2 Localization technologies and application

The main technologies involved for the localization problem are:
radio-frequency, ultrasonic, and infrared. The technology of an IPS per-
form a heavy impact on the accuracy of localization, latency, scale and
scalability, power consumption, and costs. In this subsection, the main
aspect of those technologies and some IPS are analyzed.

1.2.1 Radio frequency

For the RF technologies, one or more properties of the electromag-
netic wave radiated by a transmitter and received by a mobile station,
were used for the target localization (e.g RSSI).

RSSI used as either a radio fingerprint or path loss power, achieve
sub-meter-level localization accuracy in simple environments, because it
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Figure 1.9. Indoor positioning system, based on two low-frequency cou-
pled resonant antennas and the trilateration algorithm: the received and
transmitted loop antenna are schematics with equivalent LC circuit [3].

suffers from dramatic performance degradation due to multipath, en-
vironmental variation and interfering sources; as other communication
systems transmitting on the same bandwidth [46]. In [2], the algorithm
Frequency Diversity (FD) was used with the ZigBee protocol, to improve
the RSSI measurement, with a two ray-model to estimate the final dis-
tance. The two-ray model describes signal propagation when there is a
direct and a reflected path between the transmitter and the receiver as
showed in Fig.1.8 [47]. In the FD method, the transmitter sends the
same message using different frequency channels, the receiver collects
the different measure of RSSI at diverse frequency and applies simple
algorithms to extract the RSSI value. The Authors compared three al-
gorithms: Geometric Mean, Arithmetic Mean, and the Least Square
Optimization, which achieved best results.

In [3], an indoor positioning system, based on two low-frequency cou-
pled resonant antennas and a trilateration algorithm, was presented. The
path-loss model relates the induced voltage on receiving loop antenna to
a distance. The transmitter resonator was connected to the output of
the Agilent 33220A function generator, providing a 24.4 kHz sinusoidal
signal. An instrumentation amplifier, the AD8421 by Analog Devices,
with a voltage gain of 100, was used to condition the loop antenna in-
ducted voltage, and a data acquisition system, the U2331A by Agilent,
was used to transfer the data to a PC for processing purposes (Fig.1.9).
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Figure 1.10. The RFID reader and tag used in LANDMARC IPS [4]

The proposed system has a maximum error of 30 cm in a 14.0 m x 12.0
m area.

An important project for the RSSI localization techniques is the
LANDMARC [4] (Fig.1.10). The localization system uses the RFID
technology for the localization of the objects inside a building. Usu-
ally the RFID localization system use a anchor RFID reader node and a
RFID tag to localize the target. In order to improve the accuracy more
readers should be used, but they are more expensive than tag. In the
LANDMARC approach also cheaper passive reference tags were used as
anchor. The signal intensity of the reference tags is used to calibrate the
uncertainty of the distance for tracking tags.

The distance calibration is performed by weighing summation of the
k-nearest reference tags location. By utilizing the reference tags, LAND-
MARC can provide more accuracy with few Readers. LANDMARC
deploys active tags as reference tags since they can provide information
about the signal strength to detect the range of the tracking tag. This
method benefits in reducing a large number of expensive readers by using
extra cheap tags instead.

The RSSI measurement can be used to determine a radio tomographic
imaging (RTI), in order to find the tag position. This technology applies
an imaging approach onto active sensor nodes around a certain area.
While a person is moving in this area, the received signal strength val-
ues of the single radio links are influenced and give information about
the user’s location and movement user. The most advantages of this
techniques is the device-free user localization.

In [1], the Authors extract the RTI using a passive RSSI. The sys-
tem uses a passive RSSI transponder (pRFID), mounted on the floor
of a room and powered over the electromagnetic communication signals
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Figure 1.11. Block diagram of UWB movement detection system [5].

transmitted by a few reader antennas in the room edges. The difference
between the transmitted and received signal power was used as physical
measurement basis for human localization algorithms. The maximum
error is 45 cm in a 5m × 5m area with three people localized.

Better performance can be achieved if an ultra-wide-band (UWB)
impulse-radio is used. According to the definition of the U.S. Federal
Communications Commission, the UWB is a short radio pulse, where
any wireless transmission scheme occupies a bandwidth of more than
25% of a centre frequency or the absolute bandwidth larger than 500
MHz [48]. In [49], a hybrid system (RSSI-UWB) was presented. The
RSSI measurements was used for estimating the coarse position, and the
UWB radio is employed for fine position estimates, where centimeter-
level accuracy is needed. In particular, a 10-cm accuracy is achieved in
a 3.0 m × 5.0 m area. The UWB transmitter on the tag sends UWB
pulses to the UWB readers. The readers measures the TDoA in order
to compute the position.

In [5], a UWB movement detection system, based on sweeping im-
pulse correlation, was presented (Fig.1.11). The impulse generator pro-
vides a continuous UWB impulse train at repetition rate f. The receiver
receives first the direct coupling impulse and after the reflected impulse
from the objects. The reflected impulse arrives after the direct impulse
because the objects-antenna distance is bigger than receiver and trans-
mitter antenna distance. The receiver first amplifies the received signal
by a low-noise amplifier (LNA) , and further processes it by a correlator
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integrated circuit (Correlator-IC), in order to compute the correlation to
the template impulse, and the LNA output signal.

The template impulse is generated with a (f-∆f) repetition rate, thus
the template impulse is continuously sweeping with respect to the re-
ceived impulse train. This implies two peaks on the correlator output
corresponding to the direct coupling pulse and the reflected signal. The
time distance of two peaks is related to the objects distance.

1.2.2 Infrared

The infrared light is an electromagnetic radiation with wavelengths
of visible light, extending from the nominal red edge of the visible spec-
trum at 700 nm to 1 mm. This range of wavelengths corresponds to
a frequency range of approximately 430 THz down to 300 GHz. The
IPS based on IR signals, uses infrared signals in order to transmit sig-
nals from sensor nodes (or tag) to the beacon node. One of the most
well-known infrared positioning systems is the active badges developed
by AT&T Cambridge [50].

In this system, users carry an ID card equipped with infrared LED.
The infrared LED sends a unique code every 15 s. Furthermore, there
are infrared sensors installed on a ceiling and if the IR badge is within
6 m, the sensor is able to read the code. The beacon node receives the
data from the IR sensors periodically. Finally, the anchor node is able to
build a map of each badge location using the information retrieved from
the sensors.

In [51], the Authors propose an optical wireless IPS using light emit-
ting diodes (LEDs) and tested it via simulation. The positioning system
technique is based on TDoA method. To estimate the locations of an
object in the room, three LED lamps are used, each one with a unique
frequency address (F-ID). Based on the property that LED can modulate
signals while being used as a lighting device, each LED lamp transmits its
assigned F-ID. The receiver detects phase difference between the trans-
mitted signals, whereby time difference of arrival is estimated [52]. The
Author evaluated the proposed method using computer simulation; the
dimension of the system model is 5.0 m × 5.0 m × 3.0 m. The maximum
and mean values of location uncertainty during simulation were 4.5 mm
and 1.8 mm, respectively.

The IR solution is a promising indoor positioning systems, specially
in application where the use of RF are limited, such as: hospitals, air-
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Figure 1.12. The 2016 HTC Vive beacon laser-scan and the headset.

planes, and areas with RF sensitive equipment.
An important IR IPS is the lighthouse tracking system of the HTC

Vive headset, and the Minnesota scanner [53]. In Fig.1.12 the HTC Vive
hardware is showed. first, the beacon laser scan emits a synchronization
IR flash and after, sweeps an IR beam in the vertical and horizontal
direction separately. On the headset a constellation of photodiodes is
placed and, the constellation geometry is known. The detector IR ma-
trix, detects the synchronization flash signal and the TDoA of the laser
scan passage.

The rotation rate of the spinning drums is known and is analogous.
The precise timing is recorded as the beam hits each photodiode. Con-
sidering the timing information the AoA is easily determined and then
the orientation and position, with respect to the bacon laser station [54].
Multiple base stations can be used as well, in a way that is comparable to
multiple cameras or multiple eyes to infer depth. The result is accurate
tracking over a large area [55].

1.2.3 Ultrasonic

Ultrasound can be defined as acoustic waves with frequencies in the
region of the acoustic spectrum that is not accessible to human percep-
tion. The human acoustic spectrum frequencies is from 20Hz to 20kHz,
although, with age, the upper limit is significantly reduced [56]. This
band of frequencies is only a tiny slice of the total available spectrum,
the ultrasonic wave. Ultrasonics is defined as that band above 20kHz.
It continues up into the MHz range and finally, at around 1GHz, goes
over into what is conventionally called the hypersonic regime [39].

The most common technique used in ultrasonic localization are ToF
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Figure 1.13. Cricket unit with sensor-board, working as either a beacon
or a listener [6].

[57] and TDoA.
In [6], an important ultrasonic positioning system developed by the

MIT Laboratories, the Criket, is shown. The Cricket system consists
of a small hardware platform formed by RF transceiver nodes (Cricket
nodes), a microcontroller, and other associated hardware for generat-
ing and receiving ultrasonic signals (Fig.1.13). There are two types of
Cricket nodes: beacons and listeners. Beacons periodically transmit an
RF message containing specific information, such as a unique identifier,
and the coordinates. Only the listeners within proper radio range can
receive the information sent by beacon.

Each beacon transmits an ultrasonic pulse and at the same time the
RF message. Listeners, with LOS connectivity to the beacon and within
the ultrasonic range, will receive the RF message and the ultrasonic
pulse. Because RF travels about 106 times faster than ultrasound, the
listener can use the time difference of arrival between the start of the
RF message from the beacon and the corresponding ultrasonic pulse, to
calculate its distance from the beacon.

Like Criket, DOPLHIN (Distributed Object Locating System for
Physical-space Internetworking) [58] uses ultrasonic sensor node to lo-
calize a target. Each node is made by two ultrasonic transducers: one
for transmitting and another for receiving. The system can be configured
in two ways: centralized, and privacy-oriented.

In centralized mode, the mobile node works as a transmitter and the
others nodes as receivers, with a central node that calculates the mobile
position based on ToF measurements returned by the receiver nodes.
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Figure 1.14. Devantech wall-mounted ultrasonic sensor. Two separate
ultrasonic sensors were used, one for transmitting the ultrasonic burst
and another for receiving the corresponding echo [7].

In privacy-oriented, the mobile node works as a receiver, and calcu-
lates its own position. With respect to the Criket, for the DOLPHIN, the
location of objects is automatically determined in a distributed manner
using only few manually configured references.

In [7], a tag-free 2D positioning was discussed. The system uses a
low cost Devantech ultrasonic sonar-module mounted on the wall room
(Fig.1.14). Two types of sonar module are used: active unit and pas-
sive unit. The active unit is composed by a sonar-module that emits
an ultrasonic signal and records the primary echo from the localization
objects. The passive units receives direct path, echoes and reflections
from target signal originating from the active unit. The return signals
are highly variable in time due to noise, inherent multipath and non
stationary reflections causing constructive and destructive interference.
Thereby, several signal processing steps are necessary to determine the
distances measures: time-average techniques to remove the presence of
static objects, and state the strong echo and then a clustering to esti-
mate the several distances candidate. Finally, the tracking algorithm
determines the 2D position using the clustering processing results. The
prototype is tested in a 6.0 m × 5.0 m area, using one active module and
six passive module. The maximum error is 0.51 m with a 10 s maximum
time algorithm convergence.

In [8], the TDoA method is used to determine a human 3D position in



24 CHAPTER 1. STATE OF THE ART

Figure 1.15. System devices: (a) Acoustic Beacons and Gateway, (b)
Mobile Device based on a IPhone 4S [8].

a room. The Authors propose a system composed by four acoustic bea-
cons, one microphone mounted on the top of headphone, and a IPhone
connected to the microphone (Fig.1.15). The smart-phone computes the
position using the proposed positioning application (Akkurate). The
acoustic beacons use a System-on-Chip (SoC) with a built-in low-power
RF transceiver and a piezo-tweeter for transmitter the US signal. The
RF transceiver is used for both communication and synchronization. The
Authors proposed Automatic Time Synchronization and Syntonization
protocol that achieves a clock offset error of less than 5 µs. Acoustic
beacons are programmed to periodically transmit a chirp pulses while
the mobile device measures the TDoA of received signal whit a correla-
tion and a decimated energy estimator. The proposed system offers an
absolute error of less than 10 cm for a position refresh period of 350 ms.

The drawbacks of US solution are the occlusion problem and the
limited cover area; the main advantages are the low-cost transceivers
and low power consumption.

1.2.4 Other

Other technologies are available for the IPS, like the camera based
solution. The fundamental use of this approach is based on image cues
extraction and comparison of consecutive frames. In general, cues used
for object tracking are color, motion, orientation, spatial energy, shape,
texture, depth, disparity, etc. The cues are obtained by using a sensor,
Single-Modal (SM), or different sensor Multi-Modal (MM).

In single modal only vision or thermal camera are used. In multi-
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modal the camera system is combined with IR system, RFID and other
technologies.

In [59], the Authors proposes a probabilistic method to solve the
occlusion problem presented in deterministic methods. Cue reliability in
current frame, was based upon its performance in previous frames, and
overall probability map was estimated as weighted sum of individual
maps, while; the tracking is based on the previous tracking results.

In [60], a tracking object algorithm in an urban scenery was pro-
posed. The Authors propose a novel multi-scale object extraction proce-
dure with two-stage segmentation approach. First, a coarse supervised
segmentation removes the non-object regions corresponding to known
background categories such as road, building or vegetation. The second
stage performs a fine unsupervised multi-scale segmentation to extract
scale-stable object proposals from the remaining scene regions. In par-
ticular, the algorithm can be exploited also in indoor environments due
to the fact that a urban scenery was used. The test is performed on
stereo-vision KITTI [61] data set in numerous scenarios.

In [62], a multi-modal tracking system based on vision camera and
a RF radar was presented. In this work, the radar gave low resolution
bearing information, and was compensated by vision camera for multiple
object tracking.

Another example of multi-modal system is discussed in [63]: the
Author combined a IR emitter LED with a stereo camera, and the tag is
provided with a infrared red emitter. To achieve multi target detection,
each tag emitter had a unique identification code. The stereo camera
detects the IR radiation, and thanks to a calibrate camera model, the
target. The camera based solution required an expensive hardware in
order to achieve a high accuracy and a faster target localization, but the
localization method is not so invasive.

1.3 Positioning tracking system for surgery ap-
plication

Thanks to the innovation in the localization technologies, even in the
medical field the IPS becomes essential. The main application regards
the surgery instrument tracking in the operating room and the training
phase based on augmented reality [64]. The main features affecting the
tracking systems are certainly latency (< 30 ms) and accuracy (< 5 mm)
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Figure 1.16. Example of reflectors markers visualization in the IR spec-
trum.

[65]. There are numerous tracking devices on the market for medical uses,
based on electromagnetic sensors or infrared optical cameras (Optotrak,
NDI) [66]. The main common technologies are the Optical tracker and
the magnetic tracker.

1.3.1 Optical Tracker

Optical trackers are currently the most popular in surgical applica-
tions and are hardly influenced by clinical environments, ensuring pre-
cision of millimeter measurement [67]. Optical tracking systems consist
of infrared stereo cameras synchronized with an infrared emitter and op-
tical reflectors markers (Fig-1.16). The cameras are used as reference
nodes (beacons) while the markers are illuminated by the emitter sys-
tem, so that they can be located in space. It is easy to understand that
the number of targets that can be located is limited to the ability to
discriminate markers associated with different objects and to the com-
puting capacity necessary for extracting positions and orientation. In
this type of system, cameras localize the markers.

The performance is strongly influenced by occlusions typically caused
by the considerable number of instruments and personnel present during
surgery. It should also be noted that optical trackers allow to obtain
high performance in terms of accuracy and precision in the tracking
of relatively large objects (a few centimeters), which is a disadvantage
considering the tendency to reduce the size of surgical instruments.
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Figure 1.17. Electromagnetic tracking setup for surgical navigation. A
head-mounted transmitter allows to control an instrument during sinus
surgery [9]

1.3.2 Magnetic Tracker

The electromagnetic tracking systems are based on the principle of
mutual induction or by the use of magnetic field sensors (magnetome-
ters). The field generator produces a known electromagnetic field used
to place small sensors located within the volume of interest. Trackers are
gaining popularity due to their small size and easy integration [68, 69].
Magnetic location systems are made up of a field emitter which consist
of permanent magnets or particular generators of variable electromag-
netic field and magnetic detectors (Fig. 1.17 [9]). In the case of variable
electromagnetic field generators, the sensors used transduce the received
field into a potential difference related to the sensor-emitter distance.
Using multiple sensors and the voltage measurement, it is possible to
track the position and orientation of the object [70].

The main limitations of magnetic tracking are the magnetic distortion
caused by the metal instruments and equipment present in the vicinity
of the surgeon and the degradation of performance in work areas with
volumes bigger than one square meter.

Technologies that are not affected by these types of problems are for
example, the ultrasound. They are immune to the electromagnetic dis-
turbances and their main problems are related to the presence of multi-
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path and occlusions.



Chapter 2

Proposed Method

2.1 Conventional heading measurements System

T hanks to the recent improvements in Micro Electro-Mechanical
Systems (MEMS) technologies, the application of inertial tech-

niques in the indoor tracking field became more common and cheaper.
A small chip combine easly 3-axis gyroscope, accelerometer, and 3-axis
magnetometer all in the same package, referred to as IMUs. This has
resulted in an increased interest in the topic of the inertial navigation.

It is a technique where measurements provided by accelerometer and
gyroscope are used to track the position and orientation of an object.
By processing the signals from the IMUs devices, it is possible to track
the position and orientation. The position can be found if the velocity,
while orientation and position are known at the starting point[71].

• Gyroscopes. The gyroscope is a sensor used to measure the rota-
tion rate of a body. Theoretically, starting from the initial condi-
tions, the gyroscope is sufficient for the rotation estimation by the
integration of angular velocity. Unfortunately, a constant bias is
present for the MEMS sensors even when the gyroscope is not un-
dergoing any rotation. Integrated this error, an angular error which
grows linearly with time, is present [72]. Additionally, an offset
drift occurs over time, caused collectively by sensor axis misalign-
ment, cross-axis sensitivities and even temperature effects. For
instance, assuming a linear calibration model for the gyroscope:

ωgyro = a+ b ωtrue (2.1)

29
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(a) (b)

Figure 2.1. (a) Row magnetometer measurements values for the 3-axis,
noting the bias and eccentricities presence in the measurements. (b)
Calibrated and normalized magnetometer value.

Where a = 0, b = 1 for an ideal gyroscope. The estimated angle
error for one axis can be defined as the difference between the
measured and the true angle:

ε(t) = αgyro(t)− αtrue(t) =

∫ t

0
ωgyro dt−

∫ t

0
ωtrue dt (2.2)

Even if no rotation was assumed ωtrue = 0; ∀t ≥ 0 the error grows
linearly over time:

ε(t) = at (2.3)

Fusion algorithms with other sensors (e.g. accelerometer) could
estimate this drift and correct it in real-time.

• Accelerometer, The accelerometer is a device that measures con-
stant accelerations like the force of gravity as well as dynamic ac-
celerations by moving the accelerometer. Typically, the MEMS
sensors give us very accurate measurements if a calibration is ap-
plied. The calibration is needed to remove systematic measurement
bias, which vary in temperature and in time.

• Magnetometer. The magnetometer is a device that measures
the strength and direction of the magnetic field. The typical use of
magnetometer is to provide information about the vector pointing



2.1. CONVENTIONAL HEADING MEASUREMENTS
SYSTEM 31

of the true North, measuring the earth magnetic field.

In indoor navigation, the measurements of the local magnetic field,
result by the sum of multiple magnetic fields. The magnetic field is
present on the local frame of the sensor plus the Earth’s magnetic
field. The unwanted or interfering magnetic fields can be classified
into two distinct groups: hard-iorn and soft -iron interference’s
effect[73].

The first group consists of constant or slow time-varying fields gen-
erated by ferromagnetic structural materials near the magnetome-
ters (hard-iron). The hard-iron offset is a vector which adds up to
the magnetometer reading.

The second group of interfering magnetic fields result from ma-
terials that generate their own magnetic field in response to an
externally applied field.

Both generated fields are affected by the magnitude and direction
of the externally applied magnetic field (e.g. the presence of big
metal mass). Such materials are called soft irons and the error
they generate is referred to as a soft iron bias.

Magnetometer calibration methods take into account offsets be-
cause of hard-iron bias and eccentricities because of soft-iron bias
(Fig.2.1a, 2.1b). It is possible to relate the hard iron distortions
with the device, while the soft iron distortions within the environ-
ment where the device is located. Calibration methods mitigate
these effects, but they fail with the presence of non-uniform mag-
netic disturbance [74, 75, 76].

In most applications, the sensitive 3-axes of the sensors coincide with
the axes of the orthogonal frame in which the sensors are mounted. The
roll is a counterclockwise rotation of γ about the z-axis. The pitch is a
counterclockwise rotation of β about the x-axis. The yaw is a counter-
clockwise rotation of α about the y-axis (Fig.2.2).

Apply sensor fusion algorithms to the gyroscope and accelerometer
measurements, the pitch and roll estimation are possible [77]. Gyroscope
allows to assess the dynamic orientation by measuring and integrating
angular velocity.

The principle operation for the orientation and position estimation
based on IMU measurement, is summarized in the Fig.2.3, without the
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Figure 2.2. Pitch, roll, and yaw representation.

drift compensation. Accelerometer allows us to assess the static orien-
tation by measuring the projection of the gravity vector acceleration,
and the dynamic accelerations. The accelerometer compensate the pitch
and roll drift due to the gyroscope. Ideally, also the yaw angle can be
estimated using the gyroscope but, due to the drift, a divergent yaw
estimation is present over time. However, the angular velocity integra-
tion causes a divergent orientation error, both in static and dynamic
conditions, even with drift compensation [71, 72]. The magnetometer
measurements are necessary for the yaw angle estimation and give a
contribute for the dynamic assessment of the all angles [78, 79, 80, 81].
As previously discussed, the magnetometer correction fails in presence of
magnetic disturbance, for this reason an ultrasonic heading (yaw) mea-
surements system was developed.

2.2 The Ultrasonic heading System

In subsection 1.2.3 an overview on the US based localization system
h presented. The key idea is to use the US signal in order to computing
the heading of a target. The ultrasonic heading measurements can be
used for the yaw angle compensation in a magnetometer-less IMU. The
principal components of the proposed ultrasonic heading system (UHS)
are an US emitter and two ultrasonic sensor receiver (USr).
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Figure 2.3. The initial condition for orientation, velocity and position
indicated respectively with O0, V0, P0. The orientation information,
combined with the acceleration measurements, are needed to compute
the true Body acceleration.

Figure 2.4. The angle θ∗ is the positive heading (yaw) angle of the
localized frame (X∗, Z∗) with respect to the reference frame (X,Z).

2.2.1 Measuring principle

Assuming the geometrically configuration in Fig-2.4, the heading can
be defined as the mutual orientation between the refrerence frame (FR)
and the localized frame (LF), considering the same pitch and roll.

The (X,Z) is the FR, the angle θ∗ is the LF heading. The US wave
is generated by the FR to the LF frame. The received signal is assumed
plane wave (far-field assumption). Thanks to the far field condition, the
US signal received by the two USr is a plane wave perpendicular to the
propagation direction −→r . For instance, the far Fidel condition is verified
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Figure 2.5. The received plane wave signal. The heading angle θ∗ is
related to the δus distance measurements.

for a circular aperture at the distance:

| −→r |> D2

4λ
(2.4)

where D is the aperture of the US emitter and λ the US wavelength [39].

In Fig.2.5 the geometrical problem of the heading estimation is
sketched. The propagation direction −→r and the US received plane wave
were reported. Similar to the AoA estimation (subsection 1.1.2, the angle
θus is equal to:

θUS = arccos

(
δUS
ds

)
(2.5)

The term ds is the USr known distance, the term δus is the difference for
the US plane wave path toward the two USr:

δUS = c δt (2.6)

Where c is the sound speed and δt the TDoA of the US plane wave
received to the two USr.

The geometrical problem of the frame orientation measurement is
solved in time domain. Assuming a plane wave received sinusoidal, the
distance δUS can be related to the phase difference of the two received



2.2. THE ULTRASONIC HEADING SYSTEM 35

Figure 2.6. Generic angle projection. The βbias correction term depends
on the US relative emitter-LF position.

signal [40]:

δUS =
λ δφ

2π
, with δUS <

λ

2
(2.7)

Where λ is the US signal wavelength and δφ the phase difference. The
condition δUS < λ

2 in the eq.(2.7) solves the ambiguity phase problem,
and can be guaranteed if ds < λ

2 (Fig.2.5) [82].
According to the Fig.2.5 schematization, the heading angle θ∗ is equal

to:
θ∗ =

π

2
− arccos

(
δUS
ds

)
(2.8)

The equation (2.8) returns the heading angle defined in Fig.2.4 if the US
propagation direction −→r is orthogonal to the Z axis of the FR.

In Fig.2.6 the generic case study is sketched. A bias angle βbias is
present in the measurements if the−→r is not orthogonal to the Z direction.
For instance, assuming θ∗ = 0 deg in Fig.2.6, the θus angle is not zero
and less than π

2 and, causes wrong estimation if the eq.(2.8) is considered.
For this reason, the bias terms βbias must be considered for the heading
estimation. The generic heading is equal to:

θ∗ = βbias − arccos

(
δUS
ds

)
(2.9)
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Assuming the LF origin position (X∗, Z∗) with respect to FR and the
US emitter in the position (0, Ztx), the bias terms is equal to:

βbias = arccos

(
Z∗ − Ztx
| −→r |

)
(2.10)

The distance | −→r | is greater than zero according to the far field assump-
tion eq. (2.4).

The βbias terms is linked to the position of the LF. The eq.(2.8) is
got from the eq.(2.10) when Z∗ = Ztx.

2.2.2 Sine-Fit based phase difference extraction algo-
rithm

The δΦ from the eq. (2.7) is usually computed by measuring the
time interval between US signal arrival at USr1-2. The TDoA can be
measured through the zero crossing detection algorithm [82]. In case of
noise, the zero crossing detecting of the US signal is misleading [83].

The standard sine fitting algorithm is applied in order to extract
the phase from the received signal at USr1-2. Several authors exploited
sine fit to assess distance [84], but only to compensate the phase-shift
[85] or to estimate the components of distortion [86] or in asynchronous
sampling [87].

Fitting consists in adjusting the parameters of the mathematical
model in order to minimize the distance measurement between the model
and the digitized signal. The three parameters sine fitting (3pSF) is
aimed at accurately estimating the amplitude, phase and DC value of a
sinusoidal signal corrupted by noise [84, 88]. The three parameters sine
fitting (3pSF), is utilized when the signal frequency is known and stable.

Assuming a received sinusoidal signal, the signal model is:

yk = A cos (2πνk + ϕ) +DC +Wk, ν =
f

fs
(2.11)

Where f is the signal frequency, fS the sample frequency, A, ϕ and DC,
respectively, the amplitude, phase and DC value, Wk the noise, and k
the digital time ranging from 0 up to M − 1. The equation (2.11) can
be arranged as follows:

yk = A0 cos (2πνk + ϕ) +B0 sin (2πνk + ϕ) + C0 +Wk (2.12)
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wnere : A0 = A cosϕ, B0 = −A sinϕ, C0 = C (2.13)

The eq.(2.12) is equivalent to the eq.(2.11), but linear in the parameters
2.13. Discarding the noiseWk and ranging k from 0 toM−1, eq.(2.12) it
can be written in a linear system of M equations, represented in matrix
form by [89]:

D · x = y (2.14)

Where x is a column array with the unknown components A0, B0 and
C0, y is a column array containing the samples of the input digital signal
yk, and D is the matrix of the coefficients:

D =



C00 S00 1
. . .
. . .
C0k S0k 1
. . .
. . .

C0M−1 S0M−1 1


where the matrix elements are:

C0k = cos (2πνk), S0k = sin (2πνk) (2.15)

The 3pSF algorithm determines x by means of the pseudo inverse
method, namely:

x = (DT ·D)−1DTY (2.16)

The solution represented by eq. (2.16) minimizes the mean square value
of the residue of the fitting, which should coincide with the noise [33,
89]. The parameters of the model given in (2.11) are finally estimated
through: 

A =
√
A2

0 +B2
0

ϕ = arctan 2(A0, B0)

DC = C0

(2.17)

The arctan 2(. . . ) represents a four quadrant inverse tangent function
[90]. Apply the 3pSF the phase, amplitude and the offset from the
received signal at USr1-2 can be estimated. The two reconstructed sine
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Figure 2.7. Time difference extraction for the same signal slope: (i)
wrong (•), directly by eq. (2.19), δtphase = −37.5 µs; and (ii) correct
(�), by the proposed algorithm, δtalgo = 2.43 µs.

signals can be written as:

vchi(t) = Ai cos (2πfst+ ϕi) +DCi, i = 1, 2 (2.18)

Assuming vch1(t) as a reference, the relative phase shift represents the
TDoA. In particular, the zero crossing time difference represent the terms
δt in the eq. (2.6).

For a positive rotation (Fig.2.5), the vch2(t) is in late with respect
to the vch1(t), and vice versa for a negative rotation. Removing the
DC component from the reconstructed signals, the zero crossing time
difference can be obtained using the condition: vch1(t) = vch2(t) = 0.
The instants satisfying the condition are:

t1 =
π
2 − ϕ1

2π
T ; t2 =

π
2 − ϕ2

2π
T → δt =

ϕ2 − ϕ1

2π
T (2.19)

where T is the period of the cosine signal.
According to the eq. (2.18), three zero crossing points can be inter-

cepted. The times t1 and t2 in the eq. (2.19) represent one of the three
possible zero crossing points. Each zero crossing point can be shifted
by a quantity multiple of π in the phase domain, owing to the sine-fit
algorithm’s features. The phase shift can cause a δt wrong calculation,
highlighted in the experimental example of Fig.2.7.
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Table 2.1 Time difference extraction.
1: function Delay(ϕ1, ϕ2). Where ϕ1 and ϕ2 are the sine-fit phase output and δt

the time delay estimated
2: t1 =

π
2
−ϕ1

2π
T

3: if t1 < 0 then
4: k = 1
5: while t1 < 0 do
6: t1 =

kπ+π
2
−ϕ1

2π
T

7: k ++
8: end while
9: end if
10: t2 =

π
2
−ϕ2

2π
T

11: if t2 < 0 then
12: k = 1
13: while t2 < 0 do
14: t2 =

kπ+π
2
−ϕ2

2π
T

15: k ++
16: end while
17: end if
18: cos′t1 = − sin( 2π

T
t1 + ϕ1)

19: cos′t2 = − sin( 2π
T
t2 + ϕ2)

20: if cos′t1 · cos′t2 > 0 then
21: δt = t1 − t2
22: else
23: if t1 < t2 then
24: t1 = t1 +

T
2

25: else
26: t2 = t2 +

T
2

27: end if
28: δt = t1 − t2
29: end if
30: return δt
31: end function
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Assuming the condition in the eq.(2.7), the time difference extraction
algorithm (TDeA) in Table 2.1 solves the δt wrong calculation. The
condition (2.7) guarantees a maximum phase shifting of δΦ < π. Then,
the same sign of the first order derivative at the zero crossing point is
obtained.

In the initial difference extraction phase (lines 2-17, Table 2.1), the
TDeA found the first positive zero crossing times t1 and t2, and compute
the time difference assuming the vch1(t) as a reference. At line 20, the
derivative sign is evaluated in order to find out the first times t1, t2,
where the reconstructed cosine function has the same slope. In this way,
the proper δt is computed (Fig.2.7).

2.3 First prototype Ultrasonic IPS

In section 2.2.1, the US heading measurements principle is presented.
The heading measurements is closely related to the positioning mea-
surements. For this reason, a proof-of-principle demonstrator based on
ultrasonic technology was realized.

The TDoA was measured by means of a microcontroller-based board
Nucleo STM32L152RE, combined with a custom receiving circuit. The
position was computed using a personal computer after the timing
demonstrator acquisition, applying the TDoA technique [91]. Two dif-
ferent fixed US beacons were recognized and the time of arrival from the
US receiver node, in order to computing the TDoA.

2.3.1 Beacon node recognition criteria

The different US beacons were recognized by comparing the received
signal with a threshold: when the signal is greater than the threshold,
a counter was incremented. If the signal is observed in a fixed time
window, the counter value (NTH) depends only on the time shape of the
received signal. The beacons were driven by a sinusoidal signal; thereby,
if different signal frequencies were emitted by the beacons, the NTH
counted at the receiver node was different. The observation time is less
than the steady state sensor time; therefore, the received signal observed
in the time windows isn’t a sinusoidal but a damped sinusoidal signal
[83], because the receiver and transmitter sensor are in a transient phase
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Figure 2.8. Real damped response of the SensComp’s Series 9000 ultra-
sonic sensors, stimulated by a f4 = 40 kHz, 10 V pp single burst signal
(sample frequency fs = 1 MHz).

(Fig.2.8).

v(t) =

(
t

T

)m
exp

(
−t
T

)
cos(2πf0t+ φ) (2.20)

For the proof-of-principle demonstrator, only two beacons were used,
because the aim of this work is to demonstrate the recognition of
different beacons in a low time (e.g. 500 µs). For this particular
prototype set up, an observation time window of Tob = 450 µs was
required to recognize two or more beacons.
The time Tob is composed by two terms: (i) the actual time Trg spent
to recognize the beacon and (ii) a damping time Tdp necessary to
suppress the sensor oscillation.
The US beacons were driven in burst mode with sine waves at different
frequency in a finite comparable Trg time windows. The burst mode
consists of sending, in a fixed time window, a certain number of sine
waveforms using a burst of NT1TX = 4 and NT2TX = 7 for the
frequency f1 = 25 kHz and f2 = 50 kHz sinusoidal signal, counting
NTH1 = 4 for f1 and NTH2 = 8 for f2 at the receiver node. Also the
frequency f3 = 30 kHz and f4 = 40 kHz can be used (Fig.2.20), in this
case the receiver node counting respectively NTH3 = 5 and NTH4 = 7
with a sent burst value of NT3TX = 5 and NT4TX = 6.
In general, the frequency was selected according to the US sensor
frequency response and to the time Trg. In this prototype, the Sen-
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Figure 2.9. Transmitter beacon node: (A) the low-power signal coupling
transformer, and (B) the ultrasonic sensor SensComp’s Series 9000.

sComp’s Series 9000 ultrasonic sensors were used for the reference and
receiver nodes, a minimum value of Tob = 450 µs was obtained with a
maximum of four distinct usable frequency values. At the beginning,
the recognition time can be reduced if a high-speed sensor is available.

2.3.2 Transmitter node

The transmitter nodes are composed by the ultrasonic sensor Sen-
sComp’s Series 9000 and a signal transformer (Fig.2.9). To work prop-
erly in transmitting mode, the US sensor needs a high voltage input
signal; thereby, the signal transformer was used to elevate the driving
voltage generated by the Agilent 33220A function generator. The maxi-
mum peak-to-peak sinusoidal voltage available by the Agilent is 20 Vpp,
hence a sine wave with 100 Vpp was reached by using a transformer with
a ratio of 1:5.

The function generator was programmed in burst mode with external
trigger; therefore, when an external trigger was received, a specific burst
of sinusoidal function was generated at the output channel. For the
twofold beacons at f1 = 25 kHz and f2 = 50 kHz, respectively four and
eight burst-cycles were set up.

2.3.3 Receiver node

The main blocks of the receiver node are: the microcontroller Nucleo
STM32L152RE, the ultrasonic sensor SensComp’s Series 9000 and a
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Figure 2.10. Receiver node: (A) the ultrasonic sensorSensComp’s Series
9000, (B) the microcontroller Nucleo STM32 L152RE, and (C) the board
custom circuit.

custom sensor-microcontroller interface circuits (Fig.2.10). The custom
interface circuit includes three stages: damping circuit, analog amplifier
stage, and a square circuit stage. The damping circuit was composed
by a one-channel optoisolator, connected in parallel to the ultrasonic
receiver. When the optoisolator was activated, the damping time was
reduced thanks to the low resistance offered by the optoisolotar that
forces the sensor in the steady state. The analog amplifier stage was
composed by a dual operational operational amplifier (OP) in single-
supply mode, in order to amplify and filter the small-amplitude output
signal arising from the receiver. The total gain of the two-stage ampli-
fier is about 56 dB, with a fl = 16 kHz lower cutoff frequency, and a
fh = 100 kHz upper cutoff frequency. The analog amplifier output was
connected to the square circuit. The square circuit was composed by a
hysteresis comparator with adjustable threshold voltage. The scope of
the comparator circuit was to convert the threshold passage of the re-
ceived signal in a pulse. Finally, the comparator output was connected to
the microcontroller in order to count the number of threshold passages.

The microcontroller operation can be summarized as follows:

1. When a rising edge at the output of the square circuit was de-
tected, two timers (timer1, timer2 ) were started, while a counter
was enabled. Timer1 was set to wait Trg = 150 µs.

2. During the time observation window Trg = 150 µs, the counter
counted the NTH pulses and stored the results in order to recognize
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Figure 2.11. Geometrical 2D problem representation (A, B, and C: bea-
cons; and T: target generic position).

the beacon.

3. After the time Trg, the counter was disabled, the damping circuit
was enabled, and timer1 was set to wait Tdp = 300 µs.

4. After Tdp = 300 µs, the counter was enabled, and the timer2 was
set to wait Trg = 150 µs.

5. When a rising edge was detected, timer2 was read, and the pro-
cedure restarted from step 1), but without restarting timer2. The
value of timer2 represented the signal time arrival; thereby, the
TDoA can be computed from the received signal as the difference
between the starting value of timer2 and the read value of timer2
at the step 5).

In this way, the microcontroller could calculate the TDoA and recognize
the sequence of signals coming from different beacons.

2.3.4 Localization algorithm

The localization algorithms implemented was the trilateration based
on the TDoA. The localization performance was tested by means of a
TDoA technique implemented in a Matlab® code. In Fig.2.11, the lo-
calization problem in 2D is sketched. The distance difference between
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Figure 2.12. 2-Beacons case study: specific case of symmetric positions
with respect to the axis y.

the target node and the beacon node can be written as:{√
(xt − xb)2 + y2

t −
√
x2
t + (yt − yc)2 = v δtbc√

(xt − xb)2 + y2
t −

√
x2
t + y2

t = v δtba
(2.21)

where v indicates the sound speed and δtbc, δtba the time differential of
the signal arrival from the beacons B, C and B, A, respectively. As the
beacon position is known and the TDoA can be measured, the position
target coordinate can be computed by the equations system in (2.21).
In this prototype, only two beacons were available; if the bacon positions
are those indicated in Fig 2.12, the following equations can be stated:√

(xt + x1)2 + y2
t = d1 (2.22)

√
(xt − x1)2 + y2

t = d2 (2.23)

δt12 =
d1 − d2

v
(2.24)

where δt12 indicates the TDoA by beacon1-2.
Subtracting the squares of equations (2.22), (2.23), the target position
xt can be computed from the distances d1 and d2, as well as the beacon
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position x1:

xt =
d2

1 − d2
2

4x1
(2.25)

Supposed that the target can be found only for xt, yy > 0 and subtracting
the equation (2.22) to the equation (2.23) combined with the equation
(2.24), the target position can be expressed in function of TDoA and the
position xt or yt:

yt =

√(
4 xt xn − ds2

2 ds

)2

− (xt − xn)2 (2.26)

xt =

√
ds2 (x2

n + y2
t − 0.25 ds2)

4 x2
n − ds2

(2.27)

where ds = v δt12.
The deviation of the measured position from a given reference was com-
puted by the following algorithm:

1. The distances d1 and d2 were measured and the coordinate xtref
was determined by the equations (2.25). Using the d1 and d2 in
the equation (2.24) and multiply by v, the dsref is determined.
Using the xtref and the dsref in the equation (2.26), also the co-
ordinate ytref is determined. The coordinated xtref and ytref are
computed using the measures d1 and d2 as references for the ex-
periment. Thereby, the references target position can be indicated
as Ptref (xtref ; ytref ).

2. The value of TDoA δtp12 returned by the prototype was used to
compute the measurements position using the equations (2.26),
(2.27), and the reference position computed at the previous step.
In particular, the xtref and the δtp12 in the equation (2.26) gave
the value of the measured coordinate ymeas; in a similar way, the
ytref and the δtp12 in the equation (2.27) gives the value of the
measured coordinate xmeas.

In this way, the position measurements error can be assessed:

xerror = xtref − xmeas
yerror = ytref − ymeas

(2.28)
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2.3.5 Experimental results

d1 [m] d2 [m] x̄error [cm] ȳerror [cm] σx̄error [cm] σȳerror [cm]

2.22 1.82 2.80 -6.9 0.05 0.1
2.28 2.00 -2.3 7.9 0.1 0.4
2.00 1.64 -0.78 2.1 0.06 0.2
2.23 2.00 -0.80 3.4 0.09 0.4

Table 2.2. Measurements results.

The performance of the prototype was tested in an area of 1.8 m × 2.0
m for four different target positions. Two synchronized emitting beacon
nodes were positioned at the coordinate x1 = 0.5 m for the coordinate
reference system of Fig.2.12.

The measurements were divided into three main phases: positioning,
TDoA demonstrator measurements, and positioning error computing.

During the positioning phase, the receiver node was positioned at
a generic point Ptref (xt; yt) and the distance d1 and d2 (Fig.2.12) were
measured by a stick meter.

During the TDoA measurements phase, the two synchronized bea-
cons emitted a different frequency sine wave. The beacon1 sent four
f1 = 25 kHz sine burst and the beacon2 seven sine burst at f2 = 50 kHz.

Beacon1 and beacon2 were synchronized through a common driving
trigger signal. The common signal trigger connected to the two beacons
was provided by a third function generator, Agilent 33220A. The function
generator sent twenty consecutive trigger signals at a rate fr = 1 Hz.
Thereby, after the function generator was started, the receiver node mea-
sured the TDoA and the sequence of beacon arrival.
After the TDoA measurements, the results were elaborated using a
Matlab® code in order to compute the mean and the standard devi-
ation of the position error.

The demonstrator was tested for four different points considering
twenty consecutive measures; the results are illustrated in Tab.2.2.

The x RMS error was 1.90 cm, the y RMS error was 5.59 cm and,
the maximum of the error standard deviation was 0.4 cm.

The presented prototype allowed to gain experience on the US tech-
nology, but required a lot of time to develop a fully IPS. For this reason,
a commercial ranging module based on UWB technology was used for
the IPS and then the βbias estimation.
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Figure 2.13. The DecaWaveDW1000 module with custom PCB interface
circuits.

2.4 UWB based proposal IPS

Several commercial UWB kits are nowadays available for solutions
developers and researcher labs. The chosen system is the commercial
DecaWaveDW1000 modules (Fig.2.13) [92]. The DecaWaveDW1000 is a
module configurable as a beacon or a tag. Thanks to the UWB technol-
ogy and an ASIC circuit, the module can give us a distance measurement
between the beacons node and the target node. The two-way rang-
ing configuration, return the distance measured by the ToF technique.
The two-way ranging operation mode can be summarized in three steps
Fig.2.14:

1. Communication is established by the tag that sends its address,
the destination anchor address and the type of frame. The tag
saves the current time stamp Ts0 and waiting for a response from
the addressed beacon.

2. The addressed beacon saves the current time stamp Tr0 and answer
to the tag with the current timestamp Tr1.

3. When the tag receives the beacon time stamp message, it saves
the current time stamp Ts1 and sends it to the beacon for the last
time the time stamp Ts1. The beacon node saves the current time
stamp Tr2 when receive the message.

In this way the ToF can be written as follows:

Tof = (Ts1−Ts0)−(Tr1−Tr0)+(Tr2−Tr1)−(Ts2−Ts1)
4 (2.29)
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Figure 2.14. The two-way ranging timing and operation schematization.

Considering the 2D study case, the target position was computed
by the trilateration algorithm using the Extended Kalman filter (EKF)
[93]. Kalman’s filter consists of a set of mathematical equations which
implement a corrective predictive estimator. The estimate of the state
X of a dynamic system perturbed by noise is carried out starting from a
series of measures which are a function of the state itself, but corrupted
by additive white noise.

Considering the state equation of a discrete time invariant controlled
process:

Xk = A ·Xk−1 +Bk · uk +Wk (2.30)

with the measurements equation:

Dk = H ·Xk−1 + Vk (2.31)

The random variables Wk, Vk represent the process and measurement
noise (respectively). They are assumed independent white and follow-
ing a normal probability distributions, thereby, the covariance matrix is
diagonal.

Wk =

[
σ2
w 0
0 σ2

w

]
Vk =

[
σ2
v 0

0 σ2
v

]
(2.32)

Where σv is the measurements noise and σw the model noise. The vector
uk is the control input, not present in the IPS system description. The
estimated state Xk = [xt, yt]

T is the target 2D position at the discrete
time k, while the measured distance between the beacon node and the
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Figure 2.15. Trialteration problem in 2D.

target are the measurements inputs Dk = [d1, d2]T (Fig.2.15). The ma-
trix A is the state transition matrix. The matrix H relates the state to
the distance measurement.

The distance between the beacons B1 and B2 and the target node
position P (xt, yt), can be written as follows:{√

x2
t + y2

t = d1√
(xt − x2)2 + (yt − y2)2 = d2

(2.33)

The equation (2.33) represents the non-linear measurements equation.
According to the EKF theory, the Jacobian matrix H is considered in
the system model [94, 91]. The system model is:{

Xk = AXk−1 + wk

Dk = HXk + vk
(2.34)

The matrix A is the state transition identical matrix, and the Dk vector
is the measurements distance at time k provided by the UWB system.

The Jacobian matrix results from the measurements equation (2.33)
linearization:

H =

 xt√
x2t+y

2
t

yt√
x2t+y

2
t

xt−x2√
(xt−x2)2+(yt−y2)2

yt−y2√
(xt−x2)2+(yt−y2)2
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Figure 2.16. The measurements chain. Fusing the UWB position mea-
surements and the US heading information the position and orientation
of the LF are known.

Apply the EKF, the filtered target position results from the UWB dis-
tance. As previously discussed in section 1.1.1, three beacons are needed
in order to track the position. Actually, the EKF returns one of the in-
tersection of the circumference (Fig.2.11), assuming that the target can
be only in the positive plane of the FR, the module of the position was
considered. The proposed method can track the position and the head-
ing of a target. The 2D case study can be generalized in the 3D space,
introducing another more beacon (track to subsection 1.1.1).

2.5 Simulation results

The proposed UWB and US fusing method is validated by simulation.
The measurements chain can be summarized as in Fig. 2.16. The sine-fit
algorithm computes the angle from the US received signal as indicate in
the subsection 2.2.2. The EKF estimates the target position and then
the βbias correction applies to the eq. (2.10).

The complete fusion algorithm was implemented in Matlab® in order
to test the tracking performance in presence of Additive White Gaussian
Noise (AWGN). Observing the equation (2.9) the heading uncertainly
has two contribute, one from the βbias estimation and another from the
US heading measurements. The different contribution can be studied
separately. The US uncertainly contribute was considered at the first.

For the received US signal, the damped sinusoidal model was as-
sumed eq.(2.20). With T = 250 10−6 s, m = 2 , and f0 = 25 kHz.
For the simulation phase, a sample frequency of fs = 500 kHz and a
Signal to Noise Ratio (SNR) of SNR = 40 dB for the received signal
were considered. The USrs receiver distance was assumed dus = 5 mm
according to the condition in the eq.(2.7).
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Figure 2.17. Heading estimation mean error and standard deviation bar
plot.

Ten consecutive measurements were considered for the same orienta-
tion with a fixed βbias = π

2 . The measurements range was from 0 to 45
[deg] with a 5 [deg] step. In Fig.2.17, the mean error and the standard
deviation bar plot are sketched. The error is the difference with respect
to the ideal angle and the estimated angle. The maximum mean error is
εθus = 0.31 deg with a σθus = 0.57 deg as standard deviation.

The βbias uncertainly contribute was computed considered different
target position in the FR. A grid of nine different position were con-
sidered. A rectangular shape for the grid was considered Fig. 2.18.
Two beacons are in the coordinate B1 = (0, 0), B2 = (1.3, 3) of the
FR. Ten consecutive measurements were considered for each position,
the βbias uncertainly contribute and the target position uncertainty are
evaluated.

According to the DecaWaveDW1000 specification, for the measure-
ments noise, a standard deviation of σv = 10 cm was assumed for the vk
[95]. For the process noise, the assumed covariance was σ2

w = 0.0004 m.
In Fig.2.18, the reference grid positions and the EKF estimations are

sketched. The mean position difference between the reference position
and the EKF output is εEKF = 11.5 cm with a σEKF = 5.0 cm standard
deviation.

In Fig.2.19, the mean error beta bias error for any grid position of
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Figure 2.18. Matlab® EKF simulation result for βbias and positioning
estimation. The reference position in (∗) and the EKF position estima-
tion (·) points.

the Fig.2.18 is sketched. The maximum mean error is εβbias = −1.1 deg,
with a σβbias = 1.2 deg standard deviation. The error is defined as the
difference with respect to the ideal angle computed using the reference
position coordinate and the estimated angle using the EKF position out-
put.
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Figure 2.19. Plot of the beta bias error considering the same position
data computed in the 2.18.



Chapter 3

Results

T he US heading measurements system discussed in section 2.2.1
has been designed and prototype in order to validate the theo-

retical aspect and the metrological performance. Different sensors are
present in the market with several characteristics, the eq. (2.7) fixes
the dimension boundary for the required USrs [82]. The minimum or-
der USrs is two. As discuss in subsection 2.2.2 the simple 3pSF can be
applied for the δt estimation, but, the frequency must be known with
high accuracy and precision. Even low harmonic distortion is required
for the acquired signals [96]. Resonant transducers were chosen in order
to reduce the harmonic distortion. The resonance frequency fr is related
to the eq. (2.7) combined with the commercial USrs dimension available.
The MEMS technology process offers small microphone in the range of
2 − 3 mm dimension. For a resonance frequency of fr = 25 kHz, cor-
responds a wavelength λ = 14 mm at room temperature, the maximum
distance is 7 mm.

3.1 Ultrasonic Heading prototype

The principal components of the US heading system are the US trans-
mitter node and the receiver board. The transmitter node generates an
US wave at the resonance frequency, the receiver board transduces the
US wave in an electrical signal.

The critical component is the receiver node, because of its mechanical
and electrical constraint. Low power and low noise circuits are required.
In this way, the integration with the common low-power electronics in-

55
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Figure 3.1. The Prowave 250ST160 module of the measured impedance.
The minimum module of the impedance is | Z |= 0.75 kΩ at fr =
25.4 kHz.

tegrated circuit (i.e.,microcontroller) is easy and a portable device can
be easily performed [97, 98].

3.1.1 Ultrasonic transmitter

The US transmitter Prowave 250ST160, was selected as its center
frequency of 25 kHz according to the chosen resonance frequency [10].
The 250ST160 is a low-cost piezoelectric transducer.

Piezoelectric transducer uses a mechanical phenomenon called piezo-
electricity that converts the mechanical tension in the material in to an
induced voltage and vice versa. These transducers are designed to vi-
brate more efficiently at a specific frequency (resonant frequency). To
achieve the maximum efficiency, the transmitter should be driven at their
resonance frequency. Usually, this family of sensor requires a medium or
high-voltage driving [91]. The small bandwidth of the emitters guarantee
a good performance in terms of harmonic distortion.

In Fig.3.1, the transmitter sensor module of impedance frequency
response is sketched. The resonance frequency corresponds to the min-
imum of the impedance module [99]. The experimental resonance fre-
quency is fr = 25.4 kHz. The bandwidth is about of 1.5 kHz, and 85 deg
total beam angle (−6 dB).

The maximum sensor driving applicable voltage is Vmax = 20 V rms.
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Figure 3.2. The Prowave 250ST160 SPL refereed to 0.0002 µbar for
10 V rms at 30 cm considering different driving frequency. The maximum
of the SPL is at the resonance frequency (25 kHz) [10].

The emitter aperture is of D = 13.5 mm, applying the condition (2.4),
the minimum far-field distance is equal to 12 cm.

An important emitters characteristics is the Soun Pressur Level
(SPL) measurements [39]. The SPL is the pressure measured within the
wave relative to the surrounding air pressure (reference sound pressure)
and commonly measured in units of Pa. The SPL is given by:

SPL = 20log

(
P

P0

)
(3.1)

where P is the sound pressure and P0 the reference sound pressure. The
commonly used reference sound pressure is 20 µPa or the equivalent in
bar, 0.0002 µbar [100].
Usually, the supplier provides the sound pressure SPL in dB considering
a reference sound pressure, a reference sensor driving voltage magnitude
and a fixed distance where the pressure P is also measured. Then it is
possible to compute the SPL at any distance from the sensor and for any
driving voltage Fig. 3.2.
Similarly to the eq.(3.2), the driving voltage SPL gain effect is equal to:

SPLdGain = 20log

(
Vdr
Vref

)
(3.2)

Where Vdr is the rms sensor driving voltage, and Vref the rms driving
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Figure 3.3. The estimated SPL Prowave 250ST160 emitter, varying the
sensor distance considering Vdr = 2.83 V rms driving voltage. The SPL
was estimated thanks to the transducer supplier information.

reference voltage applied when the SPL was measured.
The SPL of ultrasonic waves created by the transducer is inversely pro-
portional to the distance. In the simplest case of a sound source radiating
equally in all directions, the intensity decreases according to the square
of the distance [39]. As mentioned before, US transducer specifications
provides the SPL at a reference distance from the transducer.
The generic expression of the SPL emitted from the transducer, at

the distance d from the emitter, and for a generic driver voltage Vdr,
supposing the measurements point faced to the sensor, is equal to:

SPLrx(d, Vdr) = SPL(d0, V ref)− 20log

(
d

d0

)
+

20log

(
Vdr
Vref

)
− α(d− d0)

(3.3)

The first terms SPL(d0, V ref) is the SPL provided from the supplier
at reference distance and driving voltage. The second term represents
the power loss because of the spherical divergence. The third therm
is the driving voltage SPL gain (eq.(3.2)). Finally, the fourth term is
the power loss because of the air absorption. A proportion of the wave
energy is converted to heat when travels through the air. The term α
is the absorption coefficient (expressed in dB/m ), function of the sound
wave frequency and air temperature.
The 250ST160 transducer offers a SPL of SPL(d0 = 0.3 m,V ref =
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10 Vrms) = 118 dB (Fig.3.2). Assuming the air temperature of Tair =
25 C◦ and the frequency work of fres = 25 kHz, the air absorption is
equal to α = 0.95 dB/m. In Fig.3.3, the SPL value at varying distance
is sketched, considering the Prowave 250ST160 emitter characteristics,
and the previously reported air absorption value [10].

For the preliminary test, the driving circuit was supplied by the Arbi-
trary Waveform Generator Agilent 33220A and it can be easily replaced
with a low power portable oscillator. The required power can be easily
computed as:

PDiss =
V 2
p cos(ϕ)

2 | Z |
(3.4)

where Vp is the voltage driver peak value, ϕ and | Z | are respectively
the phase and the module of the impedance, evaluated at the driving
frequency. For the Prowave 250ST160 emitter, the measured phase is
equal to ϕ = −65 deg and | Z |= 867 Ω at the frequency of fres =
25 kHz. The required power is equal to PGen = 3.9 mW .

3.1.2 Receiver node

The receiver node has two boards, the transducer board and the filter
board.

The transducer board holds two MEMS ultrasonic transducers. The
minimum distance between the USrs transducer must be less than
(eq.(2.7)):

dmin =
λ

2
w 7 mm (3.5)

The chosen MEMS USrs transducer are the SPU0410LR5H [11]. Thanks
to the small dimension (L=3.76 mm, W=3.00 mm, H=1.10 mm), the
SPU0410LR5H was used as USr. The microphone input apertures was
placed at the distance of dUS= (4.9 ± 0.2) mm following the process
tolerance, in order to guarantee the phase ambiguity condition in eq.
(2.7).

The SPU0410LR5H is low power general purpose capacitive micro-
phone used in cellphones, smart phones, laptop computers etc. This
sensor can be used in the audible bandwidth and in the US domain.
One of its main feature is the sensitivity. The sensitivity is the electrical
response at the sensor output to a given standard acoustic input. This
is expressed by the ratio of the input pressure with respect to the elec-
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Figure 3.4. The SPU0410LR5H sensitivity response normalized to 1
kHz [11]. The increase in sensitivity at fr = 25 kHz whit respect to the
normalized frequency is equal to 10.4 dBV/Pa.

trical output, considering a reference input SPL. The suppliers usually
consider the standard reference input of 1 kHz sine wave at 1 Pa SPL,
providing the value expressed in dBV/Pa:

Srx = 20log

(
VOUT
Pref

)
(3.6)

where Srx is the sensitivity value, VOUT the sensor output voltage and,
Pref the reference SPL. Since the manufacturer provides the measured
Srx value at the Pref (usually equal to 1 Pa), the sensors voltage output
can be easily computed if the SPL at the microphone input is known,
inverting the equation Equation 3.6 multiply by the received SPL:

Vrx = PrxPref10(Srx20 ) (3.7)

where Vrx is the sensor output voltage and, Prx is the received SPL at
the input of the microphone.
The term Prx can be computed by combining the eq.(3.1) and eq.(3.3)
in particular, is equal to:

Prx = P010

(
SPLrx(d,Vdr)

20

)
(3.8)

According to the Prowave 250ST160 specification, the Prx can be cal-
culated considering the reference pressure value of P0 = 20 µPa, in this
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Figure 3.5. The SPU0410LR5H estimated receiving rms output voltage
considering the Prowave 250ST160 emitter driven by a Vdr = 2.83 V rms.

way, the Prx is expressed in pascal and it can be used in the eq. (3.7).
The SPU0410LR5H sensitivity frequency response presents a resonance
peak at frequency fSP = 25 kHz matching with the transmitter reso-
nance peak Fig.3.4.
The SPU0410LR5H Srx is equal to −38 dB/Pa (the typical value) con-
sidering 1 kHz and 1 Pa SPL as input ultrasonic wave [11]. Stated
the SPU0410LR5H sensitivity response in the Fig.3.4, the equivalent
sensitivity value at the working frequency of fr = 25 kHz is equal to
Srx(25 kHz) = −27 dB/Pa.
In the Fig.3.5, the MEMS output voltage at varying distance consid-
ering the MEMS and the US emitter specification is sketched. The
SPU0410LR5H acoustic overload point is equal to 118 dB SPL. The
overload point defines the maximum input SPL that guarantees less then
10% of Total Harmonic Distortion (THD). According to the Fig.3.3, the
driver voltage of Vdr = 2.83 Vrms guarantee the acoustic overload point
condition and then the low harmonic distortion required to the 3pSF al-
gorithm. The filtering board implements two identical filters for each mi-
crophone. A single voltage power supply filter was designed. In Fig.3.6,
the filter schematics of one channel is sketched. The filter was a dual-
stage 4th order Chebyshev pass-band filter, with a central band gain of
14 dB at 25 kHz and a pass band fB of 3 kHz. The voltage power sup-
ply was VCC = 3.3 V according to the low power requirements and the
USr required supply voltage. The OP AD8031 [101] mounted in buffer
configuration, provides the mid-supply reference voltage V ref = V CC

2
for the filter section. The circuit provided a low-impedance reference
voltage, in order to attenuate the interference with the filter frequency
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Figure 3.6. The single channel analog filter and voltage reference circuits
schematics. The same circuit was duplicate for the second sensor.

response. The AD8031 [102] is a single chip for channel OP used for
the Chebyshev pass-band filter implementation. During the production,
particular attention was paid to the layout symmetry in order to balance
the delay in the two channels.

3.1.3 Realization

The printed circuit was designed and assembled using surface
mounted package in order to reduce the parasitic components and the
total size. The two boards (filtering and transducer board) were a dou-
ble face 3.5 mm FR4 Printed Circuit Board (PCB). The transducer
board dimension was Lt= 20 mm, Wt= 15 mm, Ht= 2 mm; the fil-
tering board dimension was Lf= 80 mm, Wf= 40 mm, Hf= 5 mm. The
filter boards were provided with two female BNC connectors in order to
allow a shielded connection with the measurements station.

3.2 Low cost electronic goniometer

The heading accuracy of the proposed system needs to be experimen-
tally evaluated. For the metrological performance evaluation, a reference
heading measurements systems is necessary. For this reason, an Accurate
low-cost Electronic Goniometer was prototyped. After the metrological
characterization, the goniometer was used for the metrological character-
ization of the US proposed heading system, thanks to an isolated rotating
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Figure 3.7. The filtering and transducer complete board. The total size
of the filtering board can be halved if BNC connectors are removed

plate on which the receivers can be placed.
The general idea of the Electronic goniometer (EG) is to transduce

the mechanical rotation in an electrical parameter variation, like the
resistance variation.

3.2.1 Realization

The principal components of the EG are the rotating plate and the
precision potentiometer. The center of the plate was in turn keyed to the
shaft of the precision potentiometer. The plate was made of Teflon to be
light thanks to a lathe process. During the assembly, particular attention
was paid to verify that the shaft center coincided with the center of the
sensor board. The plate joint with the boards and the potentiometer
shaft, could rotate by an angle at user’s will. A plate rotation of θ
angle corresponds exactly of a potentiometer θ rotation (1:1 coupling
ratio). Apply the calibration method, the measured resistance linearly
depends on rotation. The potentiometer is a ten turn linear precision
potentiometer of 2 kΩ ± 3% resistance, with a 0.25% linearity. The
potentiometer was housed in a teflon cylinder and was free to slide along
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Figure 3.8. The plate and the potentiometer goniometer prototype. The
plate can rotate in clockwise and anticlockwise, in this way an arbitrary
heading angle can be chosen for the measurements.

a grooved bar to change the position. In particular, the EG can shifting
in one direction (e.g x axis).

A slider positioned below the teflon cylinder base was helpful to pre-
vent lateral movements during the positioning; therefore, the system was
stabilized and does not suffer from significant angular torsions. In this
way, only the plate could rotate by an estimated angle during the mea-
surements. In Fig.3.8, there is the prototype with the mounted filter
board.

3.2.2 Metrological characterization

The inverse calibration model is used to get the reference angle.
The mechanical angle measurements system was characterized using
an automatic test equipment based on the multimeter Keythley 2000
used as ohmmeter in order to measure the potentiometer resistance. A
LabView® software was developed in order to control the multimeter
via the IEEE 488 interface.

A mechanical reference system was used in order to place the plate
at the reference angle. During the plate manufacturing, a 5 degrees steps
cuts was made. The aim of the cuts is to block the plate in a fixed known
position.

The positioning error on the plate circumference is δp = (1.0 ±
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(a) (b)

Figure 3.9. (a) Measured resistance point and the linear regression. (b)
Percentage deviation.

0.1) mm. The positioning error and its uncertainty have effects on the
plate angle error and uncertainty. The angle error depends on the plate’s
diameter and positioning uncertainty. The plate’s diameter was mea-
sured by a caliper d = (162.5±0.1) mm. The angular error can be easily
evaluated, namely:

εangle = 2 arcsin

(
δp
d

)
(3.9)

Applying the uncertainties propagation law in indirect measurements
(uniform pdf) the angle error is: εangle = (0.70 ± 0.06) deg with a 5
degrees resolution.

The mechanical plate rotation system was used for the reference angle
positioning during the measurements. For each plate step rotation, 32
resistance measures were carried out. Starting from these measurements,
a type A evaluation of uncertainty was assessed; moreover, using the ac-
curacy specifications provided by the manufacturer, a type B evaluation
was done.

Expanded combined uncertainty and a coverage factor k=2 [103] was
chosen, and the procedure was repeated 36 times to resolve half circum-
ference.

The χ2 test for gaussianity verification was applied. The gaussian-
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Figure 3.10. Mechanical setup: a) the transducer board on the rotating
plate of the reference goniometer, b) the US beacon on the Plexiglas
support, and c) the transducer board sliding along a grooved bar at
different distances from the beacon.

ity test resulted positive for all measured points. Then the mean, the
standard deviation and variance were used to check the linearity of the
estimated model thanks to the Fisher-Snedecor test. The results for the
prototype developed are shown in Fig.3.9a.

The evaluated 1σ-repeatability is less than 0,03%. The evaluated
gain and offset coefficients were used to get the measurement of any
rotation angle from a single resistance measurement. Using the linear
regression model, the measured angle can be obtained from the resistance
measurements by the following equation:

φ =
R− α
β

(3.10)

Where φ is the EG angle estimation, α is the offset, β the gain, and R
the measured resistance. The following values were assessed for the offset
and gain: α = 304.57 Ω, β= 0.56 Ω/deg. With a maximum percentage
deviation of 0.12 %.
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Figure 3.11. The measurements station in details: the receivers board
mounted on the rotating plate (1), the US transmitter (2), the DSO (3),
the waveform generator (4), the ohmmeter (5). The instruments where
controlled by a custom Matlab® application.

3.3 Metrological characterization

For the static test, the transducer and the filtering boards of the US
heading system prototype were mounted on the same side of the Teflon
plate (Fig.3.10a) of the EG. The ultrasonic wave was generated by the
US 250ST160 beacon (Fig.3.10b), supplied by the Arbitrary Waveform
Generator Agilent 33220A.

A battery pack was used in order to supply the filter and sensor
board. Using two BNC cable, the two signals filter board output, were
digitized using the TDS1002 Tektronix DSO at a sampling rate of 10
MSa/s. The waveform generator and the oscilloscope were controlled
remotely by a notebook (Intel Core i5 2.70 GHz). In the same notebook,
the measurement algorithms ran coded in a Matlab® application. The
data acquisition from the oscilloscope, the 3pSF and the heading an-
gle extraction algorithm (Table 2.1) were implemented in the Matlab®

application Fig. 3.11.
The mechanical angles were measured by the EG reference goniome-

ter using the resistance measurements combined with the linear model
(eq. (3.2.2)). Finally, the two measurements (the EG and the UHS) were
compared to determine measurement heading uncertainty.

The metroligical characterization problem can be faced in two differ-
ent steps: the geometrical configuration heading problem definition, and
the mechanical stabilization of the EG reference.
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Figure 3.12. Assumptions for US transmitter and receiver: alignment of
the origins of the reference frame (X,Z) and localized frame (X∗, Z∗).
A positive heading θ∗ of the localized frame is sketched.

• Geometrical configuration: The bias term βbias (2.9) depen-
dency, has been removed in order to measure only the US heading
system error of the localized frame. In Fig.3.12, the aligned con-
figuration of the origins for the reference and localized frames is
illustrated assuming a positive θ∗ heading angle. In this case, the
biasing βbias is known and equal to π

2 rad. The localized frame
heading angle θ∗ is a function of the two distances δUS and dUS :

θ∗ =
π

2
− arccos

(
c
δt

dUS

)
(3.11)

During the measurement temperature (25±1) °C and humidity
(52±1) RH % were monitored both to comply with the instrumen-
tation operating conditions, and to take into account their influence
on the ultrasounds [104, 105].

Only the room temperature was taken into account using the equa-
tion for the speed of sound in dry air:

c = 20.05
√
T (3.12)

where T is the temperature in Kelvin [106].
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Figure 3.13. Calibration of the US heading system (mean and 1-σ re-
peatability bar plot) for a beacon-receiver distance of 1.0 m.

• Mechanical stabilization. The mechanical setup as a whole is il-
lustrated in Fig.3.10c here, the possibility for the transducer board
of sliding along a grooved bar at different distances from the bea-
con can be argued. The ultrasonic transmitter was fixed using a
Plexiglas support in order to guarantee the proper alignment. The
EG was housed in a Teflon cylinder. The slider positioned below
the base prevented lateral movements while approaching to the
beacon. Thus, the system was stabilized without any significant
angular torsion. In this way, only the plate could rotate by an
estimated angle during the measurements.

The tightening torque for the used bolts (M8, metric thread, tri-
angular profile, coarse pitch, and friction coefficient of 1.0) as pre-
scribed by the standard DIN 267-27:2004-01, is equal to 23 N/m
and guaranteed by a calibrated torque wrench (max error = 2%).

Referring to the Fig.3.14 the measurements procedure can be sum-
marized as follows:

• Imposition a fixed mechanical rotation at fixed transmitter-
receivers distance
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Figure 3.14. The measurements scenario block diagrams.

• Driving the US transmitter with the waveform generator.

• Reading the resistance and convert it in an equivalent angle.

• Acquire the two analog waveform.

• Compute the estimated angle from the UHS.

• Storing the waveform and repeat the measurements procedure.

3.3.1 Metrological results

The validation data-set were acquired within the range [-25, 25] deg
by steps of 5 deg. Ten measurements for each step were considered. In
Fig.3.13, the reference angle, the average measurements and the standard
deviation are sketched for 1 m of beacon-receiver distance.

Because of the tolerance components and the mismatching in the real
filters implementation for the two different channel, an offset was present
at the output of the filter board.

The offset was measured and compensated. The same sinusoidal sig-
nal was considered as input for each filter in order to estimate the output
delay offset. The presence of the offset implies a not zero heading mea-
surement also for a null heading angle, because the output signal filter
were out of phase even if at the input filters are in phase (offset error).



3.3. METROLOGICAL CHARACTERIZATION 71

(a) (b)

Figure 3.15. (a) The percentage deterministic error versus the measured
angle for a beacon-receiver distance of 1.0 m. (b) 1- σ percentage re-
peatability versus the measured angle for a beacon-receiver distance of
1.0 m.

For this reason, the measured offset was compensated by modeling in eq.
(3.13) a time delay δt0 of -1.18 µs:

θ∗ =
π

2
− arccos

(
c
δt+ δt0
dUS

)
(3.13)

The deterministic error was computed as the difference between the refer-
ence angle measured by the EG and the mean of ten measurements made
with the proposed UHS. The percentage deterministic error and the 1
-σ repeatability were assessed with respect to the maximum measured
angle. The percentage error was calculated as:

ε% = 100
θref − θ∗

max(θ∗)
(3.14)

where θref is the reference angle, θ∗ the mean of the measured values by
the UHS, and max(θ∗) is equal to 25.96 deg.

The maximum deterministic error was εmax = 1.2 deg with a
σ = 0.8 deg standard deviation. The maximum percentage determin-
istic error was less than 5% ( Fig.3.15a). This error can be compensated
by computing its value for a given measurement configuration (calibra-
tion). The 1-σ repeatability was less than 4% (Fig.3.15b).

Linearity was assessed according to Fisher-Snedecor test with a con-
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Nominal Samp.Rate THD SNR ENOB
bits [MSa/s] [%] [dB]

8 5.1 0.3 33.8 5.3
8 10.0 1.4 35.3 5.5
12 1.0 0.3 36.7 5.8
12 5.1 0.2 41.0 6.5

Table 3.1. THD, SNR, ENOB varying the number of bits and sampling
rate when the reference angle θref = 0 [deg]

.

fidence of 95%:

σNL% =

√√√√ n∑
k=1

(ε̂k − ε̄k)2 · 1

(n− 1)
· 100

(ymax − ymin)
(3.15)

where n is the number of averaged experimental points, ε̂k is the k-th
non linearity error, ε̄k the average linearity error, and ymin and ymax the
lowest and highest level, of the angle. The result σNL% below 2%.

3.3.2 Noise and distortion analysis

The UHS heading system architecture guaranteed several filtering
stages: (i) tuned filtering from ultrasonic beacon and receiver’s frequency
response (Fig.3.4 and, Fig.3.2), (ii) active fourth-order analog filter on
the receiving system, and (iii) the 3pSF algorithm. The THD effect was
investigated considering different sampling rate and Analog Digital Con-
verter (ADC) nominal bits. THD analysis results in Table 3.1 highlight
a satisfying robustness to distortion.

In the worst experimental conditions of an 8-bit ADC with 1 MSa/s
sampling rate, THD resulted less than 5 %. The ADC bit numbers
impact on measurement uncertainty in relationship with Signal to Full
Scale Ratio (SFSR) and sampling rate. Six different experimental mea-
surement set-ups were tested at varying the sampling rate (1.0 MSa/s,
5.1 MSa/s, 10.0 MSa/s) and the number of bits (8, using TDS1002 Tek-
tronix DSO, and 12 using a microcontroller STM32F303xC). In all the
six set-ups, the beacon was powered at 4 Vpp and the receivers were
placed at a distance of 1 m. In each condition, the SNR was measured
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and then the Effective-Number-Of-Bit (ENOB) was calculated according
to IEEE 1057-2007:

SNR = 6.02 · ENOB + 1.76 dB (3.16)

Results are shown in Table 3.1. Even at the condition of minimum
ENOB 5.32, namely 8 bits and 5.1 MSa/s, the system keeps uncertainty
compatible with experimental set-up of section Sec.3.3.

SNR was analyzed also at varying the distance between beacon and
receivers in the range [1 m, 8 m] by steps of 1 m. The experimental sig-
nal attenuated progressively according to the signal propagation model,
based on the beacon-receiver distance, the ultrasound field divergence
[107], and the ultrasonic air absorption at 25 ◦C (eq.(3.3) and, eq.(3.7)).

The experimental signal was acquired in the following conditions:
beacon powered at 4 Vpp, 1 m of distance beacon-receiver, 3 m of dis-
tance from the lateral wall, 8-bit ADC, and 1.0 MSa/s sampling rate.
Moreover, a white noise with varying standard deviation [0.05 V, 0.10
V, 0.15 V] was added as further input of the receivers.

In the worst case, 8 m distance and 0.15 V 1-σ white-noise, the SNR
decayed to 9.1 dB from the initial value of 36.6 dB, and the maximum
deterministic error of the heading goniometer in the range [-25, 25] deg
increased less than 15% (from 1.2 deg to 1.4 deg in absolute value).

3.3.3 Interference Analysis

The analog and digital filters guaranteed an effective rejection to un-
desired contributions out of the narrow band centered at 25 kHz. How-
ever, the reflected waves at 25 kHz affect the heading measurement be-
cause of their phase shift. If a reflective surface was present near the
USr, the received signal would be composed by two contributes: the di-
rect path and the reflected path (similarly in Fig.1.8). The two paths
corresponding to a two different phase and amplitude received signals.
The received signal was at the same frequency, resulting in a phase shift
and amplitude modulation received signals.

The received signal was the sum of the two signals: direct and re-
flected, namely:

vRX(t) = Ad cos (2πfst+ ϕd) +Ar cos (2πfst+ ϕr) (3.17)

where, Ad and Ar are the direct and reflected wave amplitude respec-
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Figure 3.16. The Prowave 250ST160 attenuation functions provided by
the supplier (·) [10] and, the fitted function (-). The attenuation was
measured considering the reference distance and driving emitter voltage
and rotating the emitter by an angle (φ).

tively and, ϕd and ϕr the direct and reflected wave phase respectively
measured at the USr and, fs the carrier frequency (25 kHz). The
eq.(3.17) represents the generic received signal expression due to the
refection. The eq.(3.17) can be applied for each US receiver, considering
the proper phase shift and amplitude modulation.

The phase shift which is the expression of a longer path, depends
on (i) the distance between the beacons, the receivers, and the reflective
surfaces in the environment, and (ii) the reflection angle determined
by the relative inclination of the reflecting surface with respect to the
beacon-receiver axis.

The interference also depends on the amplitude of the received re-
flected wave. The directivity of beacon and receivers, the heading angle
θ∗, and the reflection angle θ# modulate the amplitude of the interfer-
ence.

A custom algorithm implemented in Matlab® simulated the UHS
output in case of interference due to reflected waves. In particular, the
inputs of the algorithm were: (i) the relative distance between beacon
receivers and one lateral wall, (ii) the amplitude of wave emitted from
the beacon, and (iii) the heading angle θ∗. The beacons and the USr
where assumed at the same height and then, the geometrical problem
can be reduced in a two-dimensional problem (Fig.3.12).
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Figure 3.17. The direct and the reflected path and the reflected angle
(θr). The reflected angle was computed apply the Snell’s law. The
emitter attenuation related to the (φ) angle and the attenuation function
(Fig.3.16).

Because the relative distance between the beacon, receivers and one
lateral wall were known, the direct and reflected wave covered distance
are know. The Snell’s law imposing the equality between the incident
angle and the reflected angle. The difference of the two paths (∆Path),
determines the terms ϕd and ϕr in the eq. (3.17). The amplitude terms
were related to the covered distance, as seen in eq.(3.3). In the power
calculation the absorption of the wall was not considered, assuming the
lateral wall an ideal reflector:

Zwall >> Zair (3.18)

where, Zwall and Zair represent the wall and air acoustics impedance
respectively [39].

In the eq.(3.3) the SPL(d0, V ref) term is valid, supposing the mea-
surements point faced to the sensor. Because the lateral wall forms an
angle with the transmitter and the receiver, the transmitter and received
power change in particular, depends on the angle, namely:
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p1 p2 p3 p4

8.6 10−6 −0.0028 −0.0307 0.166

Table 3.2. The polynomials fitted coefficients for the Prowave 250ST160
points of the attenuation function in Fig.3.16. Half of the total attenu-
ation angle was considered (φ [0:90] deg

).

SPLrx(d, Vdr, φ) = SPL(d0, V ref, φ)− 20log

(
d

d0

)
+

20log

(
Vdr
Vref

)
− α(d− d0)

(3.19)

where φ is the angle formed by the wall and transmitter Fig.3.17,
SPL(d0, V ref, φ) is equal to:

SPLrx(d0, V ref, φ) = SPL(d0, V ref) +A(φ) (3.20)

where the term A(φ) is the attenuation factor in order to taking into
account the angle acoustic power dependency in particular, the acoustic
power decreasing. In Fig.3.16, the transmitter attenuation points related
to the angle dependency was sketched [10]. The effect of the directivity
was modeled by introducing the attenuation factor, depending on the
angle formed between the direction of maximum directivity (assuming
the measurements point faced to the sensor) and the actual angle. The
attenuation function was symmetrical, for this reason the modulus of the
φ was considered. The attenuation function was obtained by fitting the
measured points provided in the datasheet by the supplier, assuming a
3rd order polynomial model:

A(φ) = p1| φ |3 + p2| φ |2 + p2| φ |+ p4 (3.21)

the computed coefficient pn minimize the least-squares error between
the experimental points and the polynomial model in the eq. 3.21. The
best-fit considered coefficient value were reported in Tab.3.2 and, in Fig.
3.16 the polynomial fitting function was compared with respect to the
experimental points.

Apply the same transmitter consideration for the receivers, in the
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[107] [108] [109] [110] Proposal

Range [deg] [-40, 40] [-5, 5] [-30, 30] [-20, 20] [-25, 25]
Max Error [deg] <18 <1.5 2 3.6 1.2
Operation Distance [m] <4 <1 1.5 <4 >7

Table 3.3. Comparison among the proposed system and recent state-of-
the-art solutions considering the angular range, the maximum operating
distance, and the maximum error.

eq.(3.8) the angle received power dependency was added for the USr
outputs voltage calculation. Thanks to the Snell’s law, the angle φ was
computed and the attenuation effect was taking into account. Finally,
the SPL considered was a function of the transmitter and receiver direc-
tivity, distance and, the attenuation of ultrasound in the air (assumed
at 25 ◦C).

The 8-bit ADC quantization error was taking into account in the
implemented custom algorithm in order to model the ADC conversion
effect related to the amplitude variation of the received signal (the gain
and offset error where not considered for the ADC).

The algorithm outputs were: (i) the incident angle θ# of the reflected
wave on the receivers, (ii) the difference of the paths between the two
reflected waves from beacon to receivers (∆Path), and (iii) the amplitude
and phase of the resultant interference. Apply the eq.(3.17) the received
signal was calculated, afterwards, the signal was amplified and filtering
according to the analog filter response. Finally, the signal was quantized
and the 3pSF was applied in order to computed the heading angle.

In Fig. 3.18, black dots indicate the simulated deterministic error
at varying the heading angle for θ∗ within the range [-35, 25] deg. The
deterministic error remains below the level of 1.2 deg, when receiver
and beacon are at a mutual distance of 1 m and both are 3 m far from
a lateral wall. Simulation outcomes are compatible with experimental
results. Therefore, the experimental deterministic error below 1.2 deg
within the range [-25, 25] deg is well explained by the combined effect of
beacon and receiver directivity, as well as the relative position of beacon,
receiver, and reflective surfaces. The partial narrowing of the interval in
the experimental case is due to the effect of the other walls, much more
distant and therefore not modeled by the simulation.
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Figure 3.18. Incident angle θ# of reflected wave at varying heading angle
for θ∗ equal to -35 deg (a), 0 deg (b), 25 deg (c). Deterministic error
caused by interference depends on directivity of the receiver and the
difference of the paths between the two reflected waves from beacon to
receivers (∆Path). In (d), the Matlab® simulation plots of the determin-
istic error as a function of interference amplitude (y axis) and phase shift
(x axis) is reported. The latter is equivalent to ∆Path. White line indi-
cates deterministic error of 1.2 deg. Black dots indicate the simulated
errors at varying θ∗ within the range [-35, 25] deg, with a receiver-beacon
distance of 1 m, and both of them 3 m far from a lateral wall.

3.3.4 Throughput Performance

The computation cost was assessed on a STM32F303xC
ArmR®CortexR®-M4 32-bit microcontroller, using a STM32F3
Discovery board. Two USRs records of 1 kSa, digitized at a sample rate
of 1 MSa/s were considered. The sine-fit cosine and sine coefficients
were calculated offline and stored in the microcontroller flash memory, in
order to reduce the computation time. The ϕ1 and ϕ2 phase components
through the sine-fit algorithm, the TDoA and the TDeA algorithms
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through Table 2.1. Finally the estimated heading through the eq.(3.11),
was computed by the microcontroller.

A throughput of 505 Sa/s was proved with the 85% time effort arising
from the sine-fit algorithm and the remaining part mainly from the TDeA
and heading calculation.

To make the experimental campaign easier, signals were digitized by
using the TDS1002 Tektronix DSO. The sampling rate was fixed at 10
MSa/s for guaranteeing an ENOB compatible with the STM32 Micro-
controller. In Table 3.3, the proposed system and other recent state-of-
the-art solutions are compared in terms of range, maximum error, and
operation distance.





Chapter 4

Conclusions

T his thesis involved the study of an indoor positioning tracking and
heading measurements system, which in recent years have become

increasingly relevant in the different fields of research and development.
The importance of this topic is linked to the fact that most of the re-
cent applications are based on a high level human interaction with the
electronic devices. The user position in real time and with a low-cost so-
lution (e.g. Augmented Reality, Virtual Reality, Robot Navigation) must
be known here. Different positioning techniques and solutions were in-
vestigated to understand the trade-off in the current solution. The most
important characteristics of a localization system are the accuracy and
the latency. Usually, the accuracy range in indoor localization applica-
tion varies from meter range to sub-centimetre range. The best solution
in terms of latency and accuracy is offered by the infrared camera com-
bined with infrared reflective markers. Thanks to the high refresh rate
camera, low latencies (1 ms) can be reached. Unfortunately, this solution
is very expensive and its cost is only justified in some cases (e.g. military
application).

Merge different technologies offer vantages in terms of cost and per-
formance. In this work, the ultra-wide-band and ultrasonic technologies
were merged to get the benefit from each technology. The positioning
system based on the ultrasonic technology offers good latency (20-100
ms) and accuracy performances (10-20 cm). A preliminary prototype
tracking system based on ultrasonic ranging measurements and time dif-
ference of arrival was developed, but this solution was discarded because
of some issues during testing. The principal problems were the beacons-

81
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target line of sight requirements and the multi-path. Both of this issues
are questioned in literature. The solution required is an increase of the
number of sensor and time synchronization between them. For these
reasons, the ultra wide band technology was chosen for the positioning
systems realization.

The commercial module Decawave DWM100 offer 10 cm ranging
measurements accuracy. This module is a low-cost system based on
an integrated ultra-wide-band antenna and an on board ASIC for the
measurements. The modules were used as ranging measurements system
combined with an extended kalman filter to compute the target position
information. The position information is needed also to measure the
heading of the target because the proposed heading systems needs to
know the relative position with respect to the heading reference beacon.

The traditional heading systems are based on the IMU. The IMU
solution offers good performance at a reasonable cost. In order to ob-
tain the heading measurements, the IMU needs a magnetometer sensor.
In presence of a magnetic field disturbance, the magnetometer can not
be used. The proposed heading measurements system was based on
ultrasonic phase-difference measurements. The ultrasonic technologies
doesn’t suffer of the magnetic interference’s and can be used in presence
of magnetic disturbances.

The proposed phase-difference measurements method, uses the stan-
dard sine-fit algorithm in order to extract the phase shifting. The head-
ing ultrasonic heading measurements, with respect to the positioning
measurements, was less sensible to the multipath phenomena. The in-
terference analysis study explains the limit of the proposed solution. The
line-of-sight issues can be solved if more ultrasonic emitter is added with
synchronization. With respect to the positioning system, the synchro-
nization doesn’t affect the accuracy.

The ultrasonic heading system was fully prototyped and metrologi-
cally characterized. A maximum deterministic error of 1.2 degrees with
1-σ repeatability of 0.8 degrees, is comparable with the state of the art
magnetometer-based heading systems [77, 75]. During the research, a low
cost goniometer was developed in order to validate the proposed heading
system with a deterministic error of 0.70 degrees and 1-σ repeatability
of 0.06 degrees.

The UWB system was prototyped, but only the simulation phase
was studied. The simulation phase suggests to usage of a sensor fusion
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strategy with IMU data, in order to reduce the noise in the position
measurements for the βbias estimation [111, 112, 113].

In addition to that, the ultrasonic heading system can be fused with
the IMU data in order to obtain the fully orientation tracking. Thanks
to the proposed heading system, a magnetometer less IMU architecture
can be used. Introducing a third ultrasonic sensor, even the pitch can be
estimated and the distance between the ultrasonic emitter. The informa-
tion from the IMU, the UWB system, and the ultrasonic measurements,
can be fused together in order to increase the accuracy and the system
robustness.

More investigation is needed for the UWB system and the ultrasonic
heading with the IMU system integration.
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