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Introduction

I
n the last years, an increasing number of remote sensing sensors have been
launched to orbit around the Earth, with a continuously growing produc-

tion of massive data.
The importance of remote sensing images stems from the global coverage

offer, often coupled with a relatively short revisit time, that provides multi-
temporal information to constantly monitor the Earth surface. Thanks to the
increasing volume of freely-available data, a lot of remote sensing related ap-
plications have been made practically realizable at a large scale. Notable ex-
amples are food security, vegetation or ice monitoring, land-cover use and clas-
sification, and so on.

Among remote sensing products, optical and Synthetic Aperture Radar
(SAR) images provide complementary information that is useful in many of
these monitoring application. Besides, multitemporal information helps to de-
tect expected or unexpected changes that can contribute to further characterize
the observed phenomena of interest. Despite modern optical sensors provide
rich spectral information about Earth’s surface, at very high resolution, they
are weather-sensitive, hence useless under cloudy conditions. SAR images are
always available also in presence of clouds and are almost weather-insensitive,
as well as daynight available. On the downside, SAR images, do not provide
a rich spectral information in comparison to multispectral optical images and,
also, as result of an active image formation process, the SAR geometry is rather
complex to model, giving raise to phenomenon such as the speckle ”noise” that
make difficult the information extraction.

For the above reasons it is worth and challenging to fuse data provided
by different sources and/or acquired at different times, in order to leverage on
their diversity and complementarity to retrieve the target information. But this
is not a simple task, especially in the case of the fusion of optical and SAR
data, because of their deeply different imaging process.

Moreover, many classification tasks, for example those related to the veg-

ix



x Introduction

etation, are often addressed by means of an alternative use of optical or SAR
features. It is therefore worth seeking solutions that make a joint use of both
sources. Another interesting “fusion” opportunity regards multi-resolution im-
ages. In fact, due to technological constraints, Earth observation optical satel-
lites are often equipped with multiple resolutions imaging systems that provide
different sets of spectral bands associated to different spatial resolutions. These
systems are conceived to trade-off between spectral and spatial resolutions, of-
fering worser spatial resolutions for the narrower spectral bands that are lo-
cated in some given ranges of the spectrum that need to be densely sampled.
Then, the multi-resolution data fusion aims to mix these different components
to provide a spatial-spectral full-resolution datacube.

Nowadays, thanks to the availability of increased computational resources,
coupled with the continuously growing bulk of data (sometimes unlimited, as
in the case of the Sentinel missions) freely available to the community, and
also thanks to the breakthrough advances in the machine learning domain [1],
a new very promising data-driven paradigm has emerged in the very last years:
Deep Learning (DL).

Indeed, in the last years, Deep Learning has been introduced in a lot of dif-
ferent tasks providing State-of-the-Art performances, especially in the Com-
puter Vision domain, e.g. classification, segmentation, object detection and so
forth, where the so-called Convolution Neural Networks (CNNs) became very
popular.

Actually, a well-designed Deep Neural Network could learn complex tasks
and perform complex non-linear functions that better describe the problem
with an appropriate training phase provided that a “sufficiently rich” labeled
dataset is made available for training.

In this thesis different typical remote sensing data-fusion problems are
faced by means of suitably designed CNNs. These are the NDVI restoration,
super-resolution, forest mapping and cloud detection, all tasks approached by
mixing different input channels. The thesis outline is the following. Chapter 1
draws the background of the thesis, providing basic concepts about deep learn-
ing and convolutional neural networks, and introducing data-fusion for remote
sensing.

In Chapter 2 the proposed framework for the restoration of the Normal-
ized Difference Vegetation Index (NDVI) is presented, which applies when
the spectral bands needed for its computation are not available, e.g., because
of cloudy conditions. In particular, different CNN-based fusion solutions of
Sentinel-2 optical and/or Sentinel-1 SAR multitemporal series are presented.
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The presentation of a framework that employs only SAR data to estimate the
missing optical feature will conclude the Chapter.

In Chapter 3 a set of some state-of-the-art CNN architectures are modified
and adapted to the task of forest classification with TanDEM-X SAR data and
additional features such as interferometric coherence, incidence angle and the
volume correlation coherence.

Next, in Chapter 4, a super-resolution CNN-based method is proposed.
In particular, Sentinel-2 optical bands with 20-m spatial resolution are super-
resolved up to 10-m by CNN-based fusion with the complementary 10-m sub-
set of Sentinel-2 bands.

In the first part of Chapter 5 some preliminary results about cloud detection
on Sentinel-2 bands are shown. Two alternative solutions are compared, the
former based on a rough labeling of Sentinel-2 data, the latter relying on an
accurate labeling available for a different sensor (Landsat-8). Follows a study
on the impact of the training set choice for the despeckling of SAR image task
with CNN. Indeed, for the this particular task, there is no ‘clean’ reference and
the design of the training set has a great impact on the performance. Therefore,
in order to have a ‘clean’ reference temporal multilooking and noise-simulated
approaches are compared.

Finally, the thesis ends with concluding remarks and future perspectives.





Chapter 1

Background

I
n this chapter some background concepts are introduced. In particular,
a brief introduction on the remote sensing sensors and a review of data-

fusion method are given in Section 1.1. In Section 1.2 follows a short intro-
duction to Deep Learning with focus on Convolutional Neural Networks.

1.1 Data-Fusion in Remote Sensing

Nowadays, Remote sensing for Earth Observation (EO) involves a plethora
of different sensing systems that can be mounted on different flying systems,
e.g., satellites, aircrafts, drones. From the processing point of view, the most
important distinction is between passive and active sensing systems. These
two categories are often roughly referred to as optical and Synthetic Aper-
ture Radar (SAR), respectively. Optical sensors can then be further divided
in multispectral (MS) or hyperspectral, depending on the number of provided
spectral bands, which is in the order of tens for MS images and of hundreds
for hyperspectral ones. Additionally, optical images are frequently provided at
multiple resolutions to optimize costs and benefits. On the SAR side, it is also
possible to distinguish among different modalities. The Reader is referred to
domain expert readings such as [2, 3] for further details. In addition to these
main features, that are many parameters that further characterize any remote
sensing system, for example spatial, spectral or radiometric resolutions, revisit
time, sensor altitude and so on [4].

The main advantages of passive sensing are the possibility to provide very
rich spectral information and a simple geometry relation with the ground ge-
ometry, that is a standard projective transformation. On the other hand, as it
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2 CHAPTER 1. BACKGROUND

leverages on sunlight reflection, it can only be used in daytime and under good
weather conditions: pollution, water vapour, and clouds can severely affect the
received signal. Besides, an active sensing system, such as SAR, can be con-
sidered almost insensitive to weather conditions and does not need any Sun ra-
diation. Unfortunately, on the downside, SAR geometry is very complex, gen-
erating unwanted processes such as speckle “noise” and double bounds, and
the spectral information cannot be exploited as extensively done with passive
sensing systems. Among the different remote sensing systems, those boarded
on satellites are of fundamental importance as thanks to them it can be ensured
a global Earth monitoring with controlled revisit time, which can drop to just
a few days in some cases. Thanks to these characteristics many phenomena,
some of which require multitemporal analyses, can be observed through satel-
lite systems. Notable examples are vegetation and glaciers monitoring [5],
land-cover [6], canopy [7] and forest [8] monitoring, as well as oil-spill [9],
ship [10] and change [11] detection , despeckling [12], pan-sharpening [13]
and so forth. Due to the temporal, spectral or resolution diversity, as well as
for the complementarity between optical and SAR systems highlighted above,
many fusion techniques have been developed in past years both for information
extraction [11, 14, 15] and image quality enhancement [13, 12].

According to the taxonomy given in [16] data fusion methods, i.e., pro-
cessing dealing with data and information from multiple sources to achieve
improved information for decision making, can be grouped in three main cate-
gories:

– pixel-level: the pixel values of the sources to be fused are jointly pro-
cessed [17, 15, 18, 19];

– feature-level: features like lines, regions, keypoints, maps, and so on, are
first extracted independently from each source image and subsequently
combined to produce higher-level cross-source features which may rep-
resent the desired output or be further processed [20, 21, 22, 23, 24, 25,
26, 27];

– decision-level: the high-level information extracted independently from
each source is combined to provide the final outcome, for example us-
ing fuzzy logic [28, 29], decision trees [30], Bayesian inference [31],
Dempster-Shafer theory [32], and so forth.

In the context of remote sensing, with reference to the sources to be fused,
fusion methods can be roughly gathered for the most part in the following
categories:
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– multi-resolution: concerns a single sensor with multiple resolution
bands. One of the most frequent applications is pansharpening [17, 33,
34], although many other tasks can be solved under a multi-resolution
paradigm, such as segmentation [35] or feature extraction [36], to men-
tion a few.

– multi-temporal: is one of the most investigated forms of fusion in remote
sensing due to the rich information content hidden in the temporal di-
mension. In particular it can be applied to strictly time-related tasks, like
prediction [23], change detection [37, 11, 38], co-registration [39], and
general-purpose tasks, like segmentation [15], despeckling [12], feature
extraction [40, 41, 42], which do not necessarily need a joint processing
of the temporal sequence but can benefit from it.

– multi-sensor: is gaining an ever growing importance due both to the
recent deployment of many new satellites, and to the increasing tendency
of the community to share data. It represents also the most challenging
case because of the several sources of mismatch (temporal, geometrical,
spectral, radiometrical) among involved data. Like for other categories,
a number of typical remote sensing problems can fit this paradigm, such
as classification [20, 43, 44, 26, 8], coregistration [25], change detection
[45], feature estimation [46, 47, 48, 6].

– mixed: the above cases may also occur jointly, generating mixed situ-
ations. For example hyperspectral and multiresolution images can be
fused to produce a spatial-spectral full-resolution datacube [49, 19].
Likewise, low-resolution temporally dense series can be fused with
high-resolution but temporally sparse ones to simulate a temporal-spatial
full-resolution sequence [50]. The monitoring of forests [31], soil mois-
ture [51], environmental hazards [22], and other processes, can be also
carried out effectively by fusing SAR and optical time series. Finally,
works that mix all three aspects, resolution, time, and sensor, can also
be found in the literature [32, 21, 52].

In many cases, the data-fusion between too heterogeneous data could be
too challenging, using traditional model-based approaches. For this reason,
and in light of the recent advances in deep learning, it becomes really worth
to explore the possibility to address such complex data-fusion tasks through
learning, leveraging on the huge mass of data provided from remote sensing
systems flying around the Earth.
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1.2 Deep Learning

Machine Learning approaches, and in particular Deep Learning approaches
refer to an automatic procedure that employs an Artificial Neural Network
(ANN) that is trained to learn from a set of given examples. Among Deep
learning approaches, Convolutional Neural Networks, have been massively
used in computer vision and image processing in the last few years, since the
publication of the breakthrough work of Krizhevsky et al. on image classi-
fication in 2012 [53]. Thanks to the CNNs capability to learn very complex
non-linear relationships from huge labeled datasets with the help of commer-
cial GPUs, unprecedented results have been obtained for many typical tasks
such as super-resolution [54, 55], segmentation [56], denoising [57], object
detection [58, 59], classification [60, 61, 27], and may others.

Recently, deep learning has started to significantly impact remote sensing
applications as well, as testified by the recent survey of Zhu et al. [62]. Estab-
lished techniques in remote sensing concern e.g. pansharpening [18, 63], vehi-
cle detection [64] with optical images, crop classification [65, 66], anomaly de-
tection with hyperspectral data [67], despeckling [68, 69], classification [70],
or target recognition using SAR data [71, 10].

1.2.1 Convolutional neural networks

Convolutional Neural Network (CNN) is a general term that indicates a ma-
chine learning model, built up by interconnecting many different learnable or
non-learnable processing units (layers), the most of which being convolutional
ones. Neuronal weights sharing and locality, which make sense when working
with images and videos, are the key characterizing elements that distinguish a
convolutional layer from a fully connected (FC) layer that performs, instead,
a linear combination of the inputs with learnable weights as well as a bias,
so the number of weights grows with the amount of data that will be pro-
cessed. Indeed, these distinctive features of CNNs allow a drastic reduction of
the number of parameters to learn, and this is likely one of the reasons why
the deep learning revolution has moved the first steps in the computer vision
domain. Within the classification frame, the convolutional layers are usually
employed in the early processing steps, in order to retain spatial layout and
features localization. On the other hand, FC layers are normally applied af-
ter several processing units leading to abstract spatially unstructured features.
Besides learnable layers, pooling and activation layers are non-learnable es-
sential elements to build-up a deep learning classification model. Poolings that
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normally interleave convolutional layer blocks aim to progressively “forget”
the spatial structure reducing the spatial size, hence summarizing the image
content with abstract features that could be obtained reducing the input spatial
resolution reducing the search window to a pixel with the maximum or the av-
erage value within the window (MaxPooling or AveragePooling respectively).
The input features will be reducted by the size of the search window. Roughly
speaking, pooling helps to move from “where” to “what”. On the other hand,
non-linear point-wise activation layers, usually coupled with convolutional or
FC layers, allow the overall network to mimic very complex non-linear func-
tions, therefore expanding the network capacity.

In the last few years, CNNs have been successfully applied to many classi-
cal image processing problems, such as denoising [57], super-resolution [54],
pansharpening [18, 34], segmentation [56], object detection [58, 59], change
detection [37], classification [53, 60, 61, 27]. The main strengths of CNNs are
(i) an extreme versatility that allows them to approximate any sort of linear or
non linear transformation, including scaling or hard thresholding; (ii) no need
to design handcrafted filters, replaced by machine learning; (iii) high-speed
processing, thanks to parallel computing. On the downside, for correct train-
ing, CNNs require the availability of a large amount of data with ground-truth
(examples). However, using large datasets has a cost in terms of complexity,
and may lead to unreasonably long training times.

As already mentioned, a CNN is usually a chain1 of different layers, like
convolution, nonlinearities, pooling, deconvolution. For image processing
tasks in which the desired output is an image at the same resolution of the
input, the easiest solution employs only convolutional layers interleaved with
nonlinear activations.

The generic l-th convolutional layer, with N -band input x(l), yields an M -
band stack z(l) computed as

z(l) = w(l) ∗ x(l) + b(l),

whose m-th component can be written in terms of ordinary 2D convolutions

z(l)(m, ·, ·) =

N∑

n=1

w(l)(m,n, ·, ·) ∗ x(l)(n, ·, ·) + b(l)(m).

The tensor w is a set ofM convolutionalN × (K×K) kernels, with aK×K
spatial support (receptive field), while b is aM -vector bias. These parameters,

1Parallels, loops or other combinations are also possible.
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compactly, Φl ,
(
w(l),b(l)

)
, are learnt during the training phase. If the con-

volution is followed by a pointwise activation function gl(·), then, the overall
layer output is given by

y(l) = gl(z
(l)) = gl(w

(l) ∗ x(l) + b(l)) , fl(x
(l),Φl). (1.1)

Linear ReLU
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Figure 1.1: Some of the most used activation functions. The softmax
cannot be plotted, since is not a function of a single fold from the
previous layer

The activation function gl(·) is used to add some non-linearities between
the layers, since the convolution is a linear operator. Some examples of activa-
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tion function are depicted in Figure 1.1. The choice of the activation function
depends on the position of the layer. Indeed, Rectified Linear Unit [53] (ReLU)
is usually employed after each hidden convolutional layer; while sigmoid and
softmax2 are usually employed before the output in classification tasks since
the input is mapped a discrete probability distribution.

Assuming a simple L-layer cascade architecture, the overall processing
will be

f(x,Φ) = fL(fL−1(. . . f1(x,Φ1), . . . ,ΦL−1),ΦL), (1.2)

where Φ , (Φ1, . . . ,ΦL) is the whole set of parameters to learn. In this chain,
each layer l provides a set of so-called feature maps, y(l), which activate on
local cues in the early stages (small l), to become more and more representative
of abstract and global phenomena in subsequent ones (large l).

1.2.2 Learning

Once the architecture has been chosen, its parameters are learned by means of
some optimization strategy, specifying the cost to be minimized over a prop-
erly selected training dataset. In order to learn the network parameters, a suf-
ficiently large training set, say T, of input-output examples t is needed:

T , {t1, . . . , tQ}, t , (x,yref)

Formally, the objective of the training phase is to find

Φ = arg min
Φ

J (T,Φ) , arg min
Φ

1

Q

∑

t∈T
L(t,Φ)

where L(t,Φ) is a suitable loss function. Several losses can be found in the lit-
erature and the most commonly used are summarized in Table 1.1. The choice
depends on the domain of the output, and affects the convergence properties of
the networks [72].

For the minimization process an optimizer has to be chosen. For the sake
of semplicity, in the following it is assumed the use of the Stochastic Gradient
Descent (SGD) with momentum [73], but the following assumptions are valid
also for other optimizers.

2Defined as: y(l)
i =

ez
(l)
i∑J

j=1 e
z(l)
j

, where i = 1, . . . , J is the i-th output feature and J is the

total number of output features. It maps the output values in order to have that the sum of all
values of the feature maps in each pixel is 1.
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Ln-norm L(t,Φ) = ||f(x,Φ)− yref ||n

Cross-entropy L(t,Φ) = −∑i y
ref
i log(f(x,Φ)i)

Jaccard L(t,Φ) =
f(x,Φ) · yref

f(x,Φ) + yref + f(x,Φ) · yref

Table 1.1: Some loss functions commonly used in the optimization process.

The training set is partitioned in batches of samples, T = {B1, . . . ,BP }.
At each iteration, a new batch is used to estimate the gradient and update pa-
rameters as

ν(n+1) ← µν(n) + α∇ΦJ
(
Bjn ,Φ

(n)
)

Φ(n+1) ← Φ(n) − ν(n+1)

A whole scan of the training set is called an epoch, and training a deep network
may require from dozens of epochs, for simpler problems like handwritten
character recognition [74], to thousands of epochs for complex classification
tasks [53]. Accuracy and speed of training depend on both the initialization of
Φ and the setting of hyperparameters like learning rate α and momentum µ,
with α being to most critical, impacting heavily on stability and convergence
time. During SGD optimization, the learning rate is fixed, but sometimes it
could be useful to have a variable learning rate depending on the state of the
training. Indeed, in the first phase of the training process, an high learning rate
could be useful to rapidly move toward the minimum; while a smaller learning
rate is useful when the solution is near by the optimum value. Therefore, it is
useful to have the possibility to change the learning rate adaptively. To over-
come this issue, a set of optimazer with an adaptive learning rate have been
proposed. First of all, in the Adaptive Gradient Descent Algorithm (Adagrad)
proposed in [75], the learning rate changes according with the cumulative gra-
dient updated square values. Everytime the gradient is cumulated, the learning
rate decreases accordingly and viceversa, but the drawback is that the learning
rate could decrease faster and it may approach to zero. An upgraded version
of Adagrad is RMSProp in which the cumulative sum of the square updates is
replaced with a cumulative exponential sum. Finally, ADAM optimizer [76]
combines the SGD method with momentum, to save the history of the gradi-
ents, with RMSProp, for learning rate adaptivity.



Chapter 2

NDVI regression

2.1 Introduction

V
egetation monitoring is critical for analyzing the characteristics of cli-
mate, soil, geology, and many other processes of interest. For this rea-

son, many vegetation indexes have been defined, among which the NDVI is
the most widely and frequently used [77]. Such an index, as well as many oth-
ers, including those for water, bare soil and so on, is defined as combination
of multispectral bands. Unfortunately, optical images are useless in cloudy
conditions preventing a regular acquisition of NDVI time-series. This is a par-
ticularly critical problem in consideration of the stronger changes that affect
vegetation during rainy seasons calling for finer-grain monitoring.

To address this shortcoming, several data fusion approaches have been pro-
posed to fill the gaps caused by cloud occurrence in time-series of optical im-
ages. In particular, the reconstruction can be carried out both on spectral bands
[78, 79] and derived features such as the NDVI [77, 80], by resorting to a com-
plementary imaging system and/or by temporal interpolation. In [77, 78, 79]
the moderate resolution – 500m – imaging spectroradiometer (MODIS) is used
as complementary source to be combined with a 30m resolution Landsat op-
tical series relying on the high revisit frequency (1 day) of MODIS. In [80] a
pure temporal interpolation was considered for SPOT-4 and Landsat-8 images.

Recently, the launch of coupled optical/SAR Sentinel satellites, in the con-
text of the Copernicus program, opens unprecedented opportunities for end
users, both industrial and institutional, and poses new challenges to the remote
sensing research community. The policy of free distribution of data allows
large scale access to a very rich source of information. Besides this, the tech-

9
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nical features of the Sentinel constellation make it a precious tool for a wide
array of remote sensing applications. With revisit time ranging from two days
to about a week, depending on the geographic location, spatial resolution from
10 to 60 meters, and wide coverage of the spectrum, from visible to short-wave
infrared (∼ 440 − 2200 nm), Sentinel data may impact decisively on a num-
ber of Earth monitoring applications, such as climate change monitoring, map
updating, agriculture and forestry planning, flood monitoring, ice monitoring,
and so forth.

Especially precious is the diversity of information guaranteed by the cou-
pled SAR and optical sensors, a key element for boosting the monitoring capa-
bility of the constellation. In fact, the information conveyed by the Sentinel-2
(S2) multi-resolution optical sensor depends on the spectral reflectivity of the
target illuminated by sunlight, while the backscattered signal acquired by the
Sentinel-1 (S1) SAR sensor depends on both target’s characteristics and the
illuminating signal. The joint processing of optical and radar temporal se-
quences offers the opportunity to extract the information of interest with an
accuracy that could not be achieved using only one of them. Of course, with
this potential, comes the scientific challenge of how to exploit these comple-
mentary piece information in the most effective way.

In this chapter, the focus is on the estimation of the NDVI in critical
weather conditions, fusing the information provided by temporal sequences
of S1 and/or S2 images. In fact, the typical processing pipelines of many land
monitoring applications rely, among other features, on the NDVI for a single
date or a whole temporal series. Since, as already mentioned, the NDVI, as
well as other spectral features, is unavailable under cloudy weather conditions,
the commonly adopted solution consists in the interpolation between tempo-
rally adjacent images where the target feature is cloud-free. However, given
the availability of weather-insensitive SAR data of the scene, it makes sense to
pursue fusion-based solutions, exploiting SAR images that may be temporally
very close to the target date, as it is well known that radar images can provide
precious information on vegetation [81, 51, 82, 47]. Even if this holds true,
however, it is by no means obvious how to exploit such dependency.

Some fusion techniques have been proposed for spatio-temporal NDVI
super-resolution [50] or prediction [23], they use exclusively optical data. But,
none of these papers attempts to directly estimate a pure multispectral feature,
NDVI or the likes, from SAR data. Conversely, in different works, multi-
sensor SAR-optical fusion at feature level, for the purpose of vegetation mon-
itoring is considered [46, 21, 31, 47, 83, 26]. In [21] ALOS POLSAR and
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Landsat time-series were combined at feature level for forest mapping and
monitoring. The same problem was addressed in [31] through a decision-level
approach. In [83] the fusion of single-date S1 and simulated S2 was presented
for the purpose of classification. In [47], instead, RADARSAT-2 and Landsat-
7/8 images were fused, by means of an artificial neural network, to estimate
soil moisture and leaf area index. The NDVI obtained from the Landsat source
was combined with different SAR polarization subsets for feeding ad hoc arti-
ficial networks. A similar feature-level approach, based on Sentinel data, was
followed in [26] for the purpose of land cover mapping. To this end, the tex-
ture maps extracted from the SAR image were combined with several indices
drawn from the optical bands.

In this chapter, to address this problem, the power of learning capability of
deep learning methods is exploited. To this purpose a three-layer convolutional
neural network (CNN) was designed and trained to account for both temporal
and cross-sensor dependencies.

In Section 2.2 is introduced the dataset used in the following, then in Sec-
tion 2.3 the fusion of optical and SAR images is performed aiming to the NDVI
reconstruction [84] is proposed, and lastly, in Section 2.4 is proposed the re-
gression on NDVI using only SAR images [85].

2.2 Dataset and Problem Statement

In the following, several solutions are employed in order to estimate a target
optical feature at a given date from images acquired at adjacent dates, or even
from the temporally closest SAR image. Such different solutions also reflect
the different operating conditions found in practice. The main application is
the reconstruction of a feature of interest in a target image which is available
but partially or totally cloudy. However, one may also consider the case in
which the feature is built and used on a date for which no image is actually
available.

Here, the focus is on the Normalized Difference Vegetation Index estima-
tion, but it is straightforward to apply the same framework to other optical
features.

With reference to Sentinel images, the NDVI is obtained at a 10 m spa-
tial resolution by combining pixel-by-pixel two bands, near infrared (NIR, 8th
band) and red (Red, 4th band), as:

NDVI ,
NIR− Red

NIR + Red
∈ [−1, 1] (2.1)
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Figure 2.1: Available S1 (black) and S2 (green) images over the period
of interest. The bar height indicates the fraction of usable data. Solid
bars mark selected images, boldface date mark test images.

The area under study is located in the province of Tuy, Burkina Faso,
around the commune of Koumbia. This area is particularly representative of
West African semiarid agricultural landscapes, for which the Sentinel missions
offer new opportunities in monitoring vegetation, notably in the context of cli-
mate change adaptation and food security. The use of SAR data in conjunction
with optical images is particularly appropriate in these areas, since most of
the vegetation dynamics take place during the rainy season, especially over
the cropland, as smallholder rainfed agriculture is dominant. This strongly
reduces the availability of usable optical images in the critical phase of vege-
tation growth, due to the significant cloud coverage [80] from which SAR data
are only loosely affected. The 5253×4797 pixels scene is monitored from May
5th to November 1st 2016, that corresponds to a regular agricultural season in
the area.

Fig. 2.1 indicates the available S1 and S2 acquisitions in this period. In
the case of S2 images, the bar height indicates the percentage of data which
are not cloudy. It is clear that some dates provide little or no information.
Note that, during the rainy season, the lack of sufficient cloud-free optical
data may represent a major issue, preventing the extraction of spatio-temporal
optical-based features, like time-series of vegetation, water or soil indices, and
so on. S1 images, instead, are always completely available, as SAR data are
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Figure 2.2: RGB representation of the 5253×4797 S2-Koumbia
dataset (August 3rd, 2016), with a zoom on the area selected for test-
ing.

insensitive to meteorological conditions.
For the purpose of training, validation and testing of the proposed methods,

only S2 images which were cloud-free, or such that the spatial distribution
of clouds did not prevent the selection of sufficiently large training and test
areas have been considered. For the selected S2 images (solid bars in Fig. 2.1)
the corresponding dates are indicated on the x-axis. The dataset was then
completed by including also the S1 images (solid bars) which are temporally
closest to the selected S2 counterparts. The general idea of the proposal is to
use the closest cloud-free S2 and/or S1 images to estimate the desired feature
on the target date of interest. Therefore, among the seven selected dates, only
the five inner ones are used as targets. Observe, also, that the resulting temporal
sampling is rather variable, with intervals ranging from ten days to a couple of
months, allowing us to test our methods in different conditions.

To allow temporal analyses, a test area, of size 470×450 is chosen, which
is cloud-free in all the selected dates, and hence with available reference
ground-truth for any possible optical feature. Fig. 2.2 shows the RGB rep-
resentation of a complete image of the Koumbia dataset (August 3rd), together
with a zoom of the selected test area. Even after discarding the test area, a
quite large usable area remains, from which a sufficiently large number of
small (33×33) cloud-free patches are randomly extracted for training and val-
idation.
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The dataset comprises also Sentinel-1 data, acquired in Interferometric
Wide swath (IW) mode, in the high-resolution Ground Range Detected (GRD)
format as provided by ESA. Such Level-1 products are generally available for
most data users, and consist of focused SAR data detected in magnitude, with
a native range by azimuth resolution estimated to 20×22 meters and a 10×10
meter pixel spacing. A proper multi-looking and ground range projection is
applied to provide the final GRD product at a nominal 10 m spatial resolu-
tion. All images have been calibrated (VH/VV intensities to sigma nought)
and terrain corrected using ancillary data, and co-registered to provide a 10 m
resolution, spatially coherent time series, using the official European Space
Agency (ESA) Sentinel Application Platform (SNAP) software [86]. No op-
tical/SAR co-registration has been performed, assuming that the co-location
precision provided by the independent orthorectification of each product is
sufficient for the application. Sentinel-2 data are provided by the French Pole
Thématique Surfaces Continentales (THEIA) [87] and preprocessed using the
Multi-sensor Atmospheric Correction and Cloud Screening (MACCS) level
2A processor [88] developed at the French National Space Agency (CNES) to
provide surface reflectance products as well as precise cloud masks.

In addition to the Sentinel data, two more features are employed: the cloud
masks for each S2 image, and a Digital Elevation Model (DEM). Cloud masks
are obviously necessary to establish when the prediction is needed and which
adjacent dates should be involved. The DEM is a complementary feature that
integrates the information carried by SAR data, and may be useful to im-
prove estimation. It was gathered from the Shuttle Radar Topographic Mis-
sion (SRTM) 1 Arc-Second Global, with 30 m resolution resampled at 10 m to
match the spatial resolution of Sentinel data.

2.3 Regression on NDVI fusing optical and SAR im-
ages

In this Section, several CNN-based algorithms are presented in order to esti-
mate the NDVI through the fusion of optical and SAR Sentinel data, instead
of using only SAR data [84].

With reference to a specific case study, temporal sequences of S1 SAR data
and S2 optical data, covering the same time lapse, with the latter partially cov-
ered by clouds have been collected. Both temporal and cross-sensor (S1-S2)
dependencies are used to obtain the most effective estimation protocol. From
the experimental analysis, very interesting results emerge. On one hand, when
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only optical data are used, CNN-based methods outperform consistently the
conventional temporal interpolators. On the other hand, when also SAR data
are considered, a further significant improvement of performance is observed,
despite the very different nature of the involved signals. It is worth underlin-
ing that no peculiar property of the NDVI was exploited, and therefore these
results have a wider significance, suggesting that other image features can be
better estimated by cross-sensor CNN-based fusion.

2.3.1 Proposed prediction architectures

In the following developments, with reference to a given target S2 image ac-
quired at time t, the symbols defined below will be used:

• F : unknown feature (NDVI in this work) at time t;

• F− and F+: feature F at previous and next useful times, respectively;

• S , (SV V , SV H): double polarized SAR image closest to F (within
±5 days for our dataset);

• S− and S+: SAR images closest to F− and F+, respectively;

• D: DEM.

The several models considered here differ in the composition of the in-
put stack x, while the output is always the NDVI at the target date, that is,
y = F . Apart from the input layer, the CNN architecture is always the same,
depicted in Fig. 2.3, with hyper-parameters summarized in Tab. 2.1. A focus
about the choice of this configuration is postponed to the end of this Subsec-
tion. This relatively shallow CNN is characterized by a rather small number
of weights (as CNNs go), counted in Tab. 2.1, and hence can be trained with
a small amount of data. Moreover, slightly different architectures have proven
to achieve state-of-the-art performance in closely related applications, such as
super-resolution [54] and data fusion [18, 34].

The number bx of input bands depends on the specific solution and will be
made explicit below. In order to provide output values falling in the compact
interval [-1,1], as required by the NDVI semantics (Eq. 2.1), one can include a
suitable nonlinear activation, like tanh(·), to complete the output layer. In such
a case, it is customary to use a cross-entropy loss for training. As an alterna-
tive, one may remove the nonlinear output mapping altogether, and simply take
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Figure 2.3: Proposed CNN architecture. The depicted input corre-
sponds to the Optical-SAR+ case. Other cases use a reduced set of
inputs.

Table 2.1: CNN hyper-parameters: # of features, M ; kernel shape
for each feature N×(K×K); # of parameters to learn for each layer
given by MNK2 (for w) + M (for b). In addition, in the last row it is
shown an example of feature layer shape for a sample input x of size
bx×(33×33).

ConvLayer 1 g1(·) ConvLayer 2 g2(·) ConvLayer 3
M 48 32 1
N×(K×K) bx×(9×9) ReLU 48×(5×5) ReLU 32×(5×5)
# parameters ∼ 3888 · bx ∼38400 ∼800
Shape of y(i) 48×(25×25) 32×(21×21) 1×(17×17)

the result of the convolution, which can be optimized using, for example, a Ln-
norm. Obviously, in this case, a hard clipping of the output is still needed, but
this additional transformation does not participate in the error back propaga-
tion, hence should be considered external to the network. Through preliminary
experiments, it has found this latter solution more effective than the former, for
this task, and therefore the train of the CNN is performed considering a linear
activation in the last layer, g3(z(3)) = z(3).

The different solutions considered here, differ for the available input data
and the required response time.

Concerning data, the estimation could be based on optical-only, SAR-only,
and optical+SAR data. When using SAR images, the DEM is included since
may convey relevant information on them.
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Instead, the DEM is useless, and hence neglected, when only optical data
are used. All these cases are of interest, for the following reasons.

– The optical-only case allows for a direct comparison, with the same
input data, between the proposed CNN-based solution and the current
baseline, which relies on temporal linear interpolation. Therefore, it
will provide a measure of the net performance gain guaranteed by deep
learning over conventional processing.

– Although SAR and optical data provide complementary information, the
occurrence of a given physical item, like water or vegetation, can be de-
tected by means of both scattering properties and spectral signatures.
The analysis of the SAR-only case will allow to understand if significant
dependencies exist between the NDVI and SAR images, and if a rea-
sonable quality can be achieved even when only this source is used for
estimation.

To this aim, the temporal dependencies is not considered in this case,
trying to estimate a S2 feature from the closest S1 image only.

– The optical-SAR fusion is the case of highest interest. Given the most
complete set of relevant input, and an adequate training set, the proposed
CNN will synthesize expressive features, and is expected to provide a
high-quality NDVI estimate.

Turning to response time, except for the SAR-only case, will be distin-
guished between “nearly” causal estimation, in which only data already avail-
able at time t, for example D, F−, S−, or shortly later1 (it can be the case
of S), can be used, and non-causal estimation, when the whole time series is
supposed to be available and so future images (F+ and/or S+) are involved.

– Causal estimation is of interest whenever the data must be used right
away for the application of interest. This is the case, for example, of
early warning systems for food security. It will be included here also
the case in which the closest SAR image becomes available after time
t, since the maximum delay is at most 5 days. Hereinafter, it will be
referred to this “nearly” causal case as Causal for short.

1In this specific case, this happens only in two dates out of five, May 15th (3 days delay)
and September 2nd (1 day delay).
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Table 2.2: Proposed models. The naming reflects the input stacking,
explicited on the right. “SAR” refers to S1 images and “Optical” to
S2 products (F±). “+” marks the inclusion of the DEM. Moreover “C”
stands for causal.

Input Bands
Model name bx Optical SAR DEM
SAR 2 S
SAR+ 3 S D

Optical/C 1 F−
Optical-SAR/C 5 F− S−,S
Optical-SAR+/C 6 F− S−,S D

Optical 2 F−, F+

Optical-SAR 8 F−, F+ S−,S,S+

Optical-SAR+ 9 F−, F+ S−,S,S+ D

– On the other hand, in the absence of temporal constraints, all relevant
data should be taken into account to obtain the best possible quality,
therefore using non-causal estimation.

Tab. 2.2 summarizes all these different solutions.
For an effective training of the networks, a large cloud-free dataset is nec-

essary, with geophysical properties as close as possible to those of the target
data. This is readily guaranteed whenever all images involved in the process,
for example F−, F and F+, share a relatively large cloud-free area. Patches
will be extracted from this area to train the network which, afterwards, will be
used to estimate F also on the clouded area, obtaining a complete coverage at
the target date.

For the relatively small networks used here (∼ 7 · 104 weights to learn in
the worst case – see Tab. 2.1), a set of 19000 patches is sufficient for accurate
training, as already observed for other generative tasks like super-resolution
[54] or pansharpening [18] addressed with CNNs of similar size. Therefore,
with the patch extraction process used, this number requires an overall cloud-
free area of about 1000×1000 pixels, namely, about 4% of the 5253×4797
target scene (Fig. 2.2). If the unclouded regions are more scattered, this per-
centage may somewhat grow, but remains always quite limited. Therefore, a
perfectly fit training set will be available most of the times (always, for the
chosen date). However, if the scene is almost completely covered by clouds
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Figure 2.4: Loss functions for the validation dataset of August 3th.
The proposed Optical-SAR model (with 3 layers, 48 features in the 1st
layer, and α = 5·10−3) is compared to several variants obtained by
changing one hyper-parameter at time.

at the target date, one may build a good training set by searching for data spa-
tially and/or temporally close characterized by similar landscape dynamics, or
resorting to data collected in other similar sites. This case will be discussed in
more detail with the help of a temporal transfer learning example in Sec. 2.3.3.
In the present case, instead, for each date a dataset composed of 15200 33×33
examples for training, plus 3800 more for validation, was created by sampling
the target scene with a 8-pixel stride in both spatial directions, always skipping
test area and cloudy regions. Then, the whole collection was shuffled to avoid
biases when creating the 128-examples mini-batches used in the SGD algo-
rithm. In particular, it has been found exprimentally optimal values for these
parameters which are α = 0.5 · 10−3 and µ = 0.9.

To conclude this section in Fig. 2.4 some preliminary results are presented
showing the evolution of the loss computed on the validation dataset during the
training process for a sample proposed architecture and for some deviations
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Table 2.3: Training time in seconds for a single epoch and for the
overall training (500 epochs), for different hyperparameter settings.

Proposed ↑ layers ↓ layers ↑ features ↓ features ↑ α ↓ α
Time per epoch 6.548 7.972 4.520 7.224 5.918 6.526 6.529

Overall 3274 3986 2260 3612 2959 3263 3264

from it. Although the L1 loss (or mean absolute error) has not been directly
considered for the accuracy evaluation presented in the next section which
refers to widespread measures of quality, it is strictly related to them and can
provide an rough preview of the performance.

For the sake of simplicity, in Fig. 2.4 are gathered only a subset of mean-
ingful orthogonal hyperparameter variations. The first observation is that after
500 training epochs all models are about to converge and doubling such num-
ber would provide a negligible gain as tested experimentally. Decreasing the
number of layers w.r.t. the reference architecture implies a considerable per-
formance drop. On the other side, increasing the network complexity with an
additional layer does not bring any gain. The number of features is also a fac-
tor that can impact on accuracy. Fig. 2.4 reports the cases when the number of
features for the first layer is changed from 48 (proposed) to either 32 or 64. In
this case, however, the losses are very close to each other, with the proposed
and the 64-feature case almost coincident at the end of the training. The last
two plots show the impact of the learning rate α, and again the proposed set-
ting (5 · 10−3) is “optimal” if compared with neighbouring choices (10−3 and
10−2). It is also worth underlining that using an higher learning rate, e.g. 10−2,
one can induce a steep decay in the early phase of training which can be paid
with a premature convergence.

Besides accuracy, complexity is also affected by architectural choices. For
the same variants compared in Fig. 2.4, the average training time is reported in
Tab. 2.3, registered using a NVIDIA GPU, GeForce GTX TITAN X. The test
time is instead negligible in comparison with that of training and is therefore
neglected. For all models the total cost for training is in the order of one hour.
However, as expected, increasing the number of network parameters adding
layers or features impacts on the computational cost. Eventually the proposed
architecture is the result of a tradeoff between accuracy and complexity.
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Table 2.4: Correlation index, ρ ∈ [−1, 1].
may-15 jun-04 aug-03 sep-02 oct-12 average

gaps (before/after) 10/20 20/60 60/30 30/40 40/20

Cross-sensor
SAR 0.8243 0.8161 0.5407 0.4219 0.4561 0.6118

SAR+ 0.8254 0.7423 0.3969 0.4963 0.6428 0.6207

Causal

Interpolator/C 0.9760 0.8925 0.6566 0.6704 0.6098 0.7611

Regressor/C 0.9760 0.8925 0.6566 0.6704 0.6098 0.7611

Optical/C 0.9811 0.9407 0.7245 0.7280 0.7302 0.8209

Optical-SAR/C 0.9797 0.9432 0.7716 0.7880 0.7546 0.8474

Optical-SAR+/C 0.9818 0.9424 0.7738 0.7855 0.7792 0.8525

Non-causal

Interpolator 0.9612 0.8915 0.7643 0.7288 0.8838 0.8459

Regressor 0.9708 0.9004 0.7618 0.7294 0.8930 0.8511

Optical 0.9814 0.9524 0.8334 0.758 0.9115 0.8874

Optical-SAR 0.9775 0.9557 0.8567 0.8194 0.9002 0.9019

Optical-SAR+ 0.9781 0.9536 0.8550 0.8220 0.9289 0.9075

2.3.2 Experimental results

In order to assess the accuracy of the proposed solutions, two reference meth-
ods are considered for comparison, a deterministic linear interpolator (tempo-
ral gap-filling) which can be regarded as the baseline, and affine regression,
both in causal and non-causal configurations. Temporal gap filling was pro-
posed in [80] in the context of the development of a national-scale crop map-
ping processor based on Sentinel-2 time series, and implemented as a remote
module of the Orfeo Toolbox [89]. This is a practical solution used by analysts
[80] to monitor vegetation processes through NDVI time-series. Besides being
simple, it is also more generally applicable and robust than higher-order mod-
els which require a larger number of points to interpolate and may overfit the
data. Since temporal gap filling is non-causal, a further causal interpolator is
proposed for completeness, a simple zero-order hold. Of course, deterministic
interpolation does not take into account the correlation between available and
target data, which can help performing a better estimate and can be easily com-
puted based on a tiny cloud-free fraction of the target image. Therefore, for a
fairer comparison, as a further reference the affine regressors are considered,
both causal and non-causal, optimized using the least square method. If suit-
able, post-processing may be included for spatial regularization, both for the
reference and proposed methods. This option is not pursued here. In summary
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Table 2.5: Peak signal-to-noise ratio (PSNR) [dB].
may-15 jun-04 aug-03 sep-02 oct-12 average

gaps (before/after) 10/20 20/60 60/30 30/40 40/20

Cross-sensor
SAR 24.30 19.52 12.34 17.30 10.70 16.83

SAR+ 23.49 17.96 14.78 16.12 19.01 18.27

Causal

Interpolator/C 30.11 19.48 10.62 17.70 14.59 18.50

Regressor/C 30.86 22.60 18.30 20.39 20.02 22.44

Optical/C 30.85 24.92 18.74 21.01 21.22 23.35

Optical-SAR/C 31.24 25.07 19.96 21.56 20.71 23.71

Optical-SAR+/C 32.81 24.90 19.79 21.76 21.91 24.24

Non-causal

Interpolator 27.91 21.97 19.12 17.41 23.61 22.00

Regressor 30.26 22.86 20.01 21.14 24.67 23.79

Optical 32.61 26.09 21.41 21.53 24.74 25.28

Optical-SAR 29.72 26.29 22.01 22.48 23.89 24.88

Optical-SAR+ 31.62 25.65 21.84 22.30 25.24 25.33

the following alternatives are considered for comparison:

F̂ =





F− Interpolator/C
∆+

∆−+∆+
F− + ∆−

∆−+∆+
F+ Interpolator ([80])

a−F− + b Regressor/C
a−F− + a+F+ + b Regressor

where ∆− and ∆+ are the left and right temporal gaps, respectively, and
a−, a+ and b satisfy

(a−, (a+), b) = arg min E
[
‖ F − F̂ ‖2

]
.

The numerical assessment is carried out on the basis of three commonly
used indicators, the correlation coefficient (ρ), the peak signal-to-noise ratio
(PSNR), and the structural similarity measure (SSIM). These are gathered in
Tables 2.4, 2.5 and 2.6, respectively, for all proposed and reference methods
and for all dates.

The target dates are shown in the first row, while the second row gives the
temporal gaps (days) between the target and the previous and next dates used
for prediction, respectively. The following two lines show results for fully
cross-sensor, that is, SAR-only estimation, while in the rest of the table all
causal (top) and non-causal (bottom) models are grouped together, highlight-
ing the best performance in each group with blue text. For a complementary
subjective assessment by visual inspection some meaningful sample results are
shown in Figg. 2.5 and 2.6.
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Figure 2.5: Sample results for the jun-04 target date. Top row: previ-
ous, target, and next NDVI maps of the crop selected for testing. Sec-
ond/third rows: NDVI maps estimated by causal/non-causal methods.
Last two rows: corresponding absolute error images.
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0.6566 ←− ρ −→ 0.6704
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Figure 2.6: Sample results for the aug-03 target date. Top row: previ-
ous, target, and next NDVI maps of the crop selected for testing. Sec-
ond/third rows: NDVI maps estimated by causal/non-causal methods.
Last two rows: corresponding absolute error images.
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Table 2.6: Structural similarity measure (SSIM) [-1,1].
may-15 jun-04 aug-03 sep-02 oct-12 average

gaps (before/after) 10/20 20/60 60/30 30/40 40/20

Cross-sensor
SAR 0.5565 0.4766 0.3071 0.3511 0.2797 0.3942

SAR+ 0.5758 0.4534 0.3389 0.3601 0.3808 0.4218

Causal

Interpolator/C 0.9128 0.7115 0.3481 0.6597 0.6335 0.6531

Regressor/C 0.9168 0.7364 0.4161 0.6425 0.6001 0.6624

Optical/C 0.9557 0.8583 0.6057 0.7265 0.6671 0.7627

Optical-SAR/C 0.9543 0.8600 0.6280 0.7539 0.6918 0.7776

Optical-SAR+/C 0.9565 0.8602 0.6365 0.7545 0.6989 0.7813

Non-causal

Interpolator 0.8801 0.6798 0.6696 0.7177 0.8249 0.7544

Regressor 0.9067 0.7330 0.6693 0.7218 0.8032 0.7668

Optical 0.9589 0.8788 0.7623 0.7618 0.8470 0.8418

Optical-SAR 0.9541 0.8835 0.7780 0.7841 0.8339 0.8467

Optical-SAR+ 0.9571 0.8788 0.7757 0.7834 0.8559 0.8502

2.3.3 Discussion

In this section follows a discussion about the accuracy of the proposed methods
both objectively, through the numerical results gathered in Tabb. 2.4-2.6, and
subjectively by visually inspecting Figg. 2.5 and 2.6. Then in the final part of
the section follows a discussion about critical conditions when training data
cannot be retrieved from the target.

Observing Tab. 2.4, focusing on the ρ, and, in particular, on the last col-
umn with average values, which accounts well for the main trends, the fully
cross-sensor solutions, based on only-SAR or SAR+DEM data, respectively,
are not competitive with methods exploiting optical data, with a correlation
index barely exceeding 0.6. Nonetheless, they allow one to obtain a rough
estimate of the NDVI in the absence of optical coverage, proving that even a
pure spectral feature can be inferred from SAR images, thanks to the depen-
dencies existing between the geometrical and spectral properties of the scene.
Moreover, SAR images provide information on the target which is not avail-
able in optical images, and complementary to it. Hence, their inclusion can
help boosting the performance of methods relying on optical data.

Turning to the latter, it can be observed, as expected, that non-causal mod-
els largely outperform the corresponding causal counterparts. As an exam-
ple, for the baseline interpolator, ρ grows from 0.761 (causal) to 0.846 (non-
causal), showing that the constraint of near real-time processing has a severe
impact on estimation quality.

However, even with the constraint of causality, most of this gap can be
filled by resorting to CNN-based methods. By using the very same data for
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prediction, that is, only F−, the Optical/C model reaches already ρ = 0.821.
This grows to 0.847 (like the non-causal interpolator) when also SAR data
are used, and to 0.852 when also the DEM is included. Therefore, both the
use CNN-based estimation and the inclusion of SAR data guarantee a clear
improvement. On the contrary, using a simple statistical regressor is of little or
no2 help. Looking at the individual dates, a clear dependence on the time gaps
emerges. For the causal baseline, in particular, the ρ varies wildly, from 0.610
to 0.976. Indeed, when the previous image is temporally close to the target,
like for May-15, and hence strongly correlated with it, even this trivial method
provides a very good estimation, and more sophisticated methods cannot give
much of an improvement. However, things change radically when the previous
available image is acquired long before the target, like for the Aug-03 or Oct-
12 dates. In these cases, the baseline does not provide acceptable estimates
anymore, and CNN-based methods give a large performance gain, ensuring a
ρ always close to 0.8 even in the worst cases.

Moving now to non-causal estimation it can be observed a similar trend.
Both reference methods are significantly outperformed by the CNN-based so-
lutions working on the same data, and further improvements are obtained by
including SAR and DEM. The overall average gain, from 0.851 to 0.907 is not
as large as before, since a much better baseline is considered, but still quite
significant. Examining the individual dates, similar considerations as before
arise, with the difference that now two time gaps must be taken into account,
with previous and next images. As expected, the CNN-based methods provide
the largest improvements when both gaps are rather large, that is, 30 days or
more, like for the Aug-03 and Sep-02 images.

The very same trends outlined for the ρ are observed also with reference
to the PSNR and SSIM data, shown in Tab. 2.5 and Tab.2.6. Note that, un-
like ρ and SSIM, the PSNR is quite sensitive to biases on the mean, which is
why, in this case, the statistical affine regressor provides significant gains over
the linear interpolator. In any case, the best performance is always obtained
using CNN-based methods relying on both optical and SAR data, with large
improvements with respect to the reference methods.

Further insight into the behavior of the compared methods can be gained
by visual inspection of some sample results. To this end two target dates have
been considered, June 4th and Aug 3rd, characterized by significant temporal
changes in spectral features with respect to the closest available dates. In the
first case, a high correlation exists with the previous date ρ = 0.8925 but not

2The causal interpolator and regressor have identical ρ by definition.
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with the next ρ = 0.6566. In the second, both correlation indexes are quite
low, 0.6566 and 0.6704, respectively. These changes can be easily appreciated
in the images, shown in the top row of Fig.2.5 and Fig.2.6, respectively. In
both figures, the results of most of the methods described before are reported,
omitting less informative cases for the sake of clarity. To allow easy interpre-
tation of results, images are organized for increasing complexity from left to
right, with causal and non-causal versions shown in the second and third row,
respectively. As only exception, the first column shows results for SAR+ and
non-causal interpolator. Moreover, in the last two rows, the corresponding ab-
solute error images are shown, suitably magnified, with the same stretching
and reverse scale (white means no error) for better visibility.

For jun-04, the estimation task is much simplified by the availability of the
highly correlated may-15 image. Since this precedes the target, causal estima-
tors work almost as well as non-causal ones. Moderate gradual improvements
are observed going from left to right. Nonetheless, by comparing the first
(interpolator) and last (Optical-SAR+) non-causal solutions, a significant ac-
cumulated improvement can be perceived, which becomes obvious in the error
images. In this case, the SAR-only estimate is also quite good, and the joint
use of optical and SAR data (fourth column) provides some improvements.

For the aug-03 image, the task is much harder, no good predictor images
are available, especially the previous image, 60 days old. In these conditions,
there is clear improvement when going from causal to non-causal methods,
even more visible in the error images. Likewise, the left-to-right improvements
are very clear, both in the predicted images (compare for example the sharp
estimate of Optical-SAR+ with the much smoother output of the regressor) and
in the error images, which become generally brighter (smaller errors) and with
fewer black patches. In this case, the SAR-only estimate is too noisy, while
the joint solution (fourth column) provides a sensible gain over the others.

To conclude this discussion a focus on the learning related issues must be
done. In particular, a fundamental question is how to proceed when no train-
ing data can be collected from the target image at a given time (fully cloudy
condition). To what extent we a machine learning model trained elsewhere
could be used? This is a key problem in machine learning, and is very rele-
vant for a number of remote sensing applications, such as coregistration [90]
or pansharpening [34]. In [90] it has been underlined the importance of select-
ing training data which are homogeneous with the target. In [34] it is shown
that the performance of a CNN can drop dramatically without a proper domain
adaptation strategy and target-adaptive solution is proposed.
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Table 2.7: Temporal transfer learning results for model “Optical-
SAR+”. (i, j) table entry corresponds to the accuracy (ρ) obtained
on the j-th date (column) when training is carried out on the i-th date
(row).

may-15 jun-04 aug-03 sep-02 oct-12

may-15 0.9781 0.9111 0.5782 0.4907 0.6199

jun-04 0.9542 0.9536 0.8461 0.6612 0.5285

aug-03 0.9055 0.9661 0.8550 0.8602 0.5728

sep-02 0.5535 0.6892 0.6748 0.8220 0.9387

oct-12 0.3357 0.5090 0.3966 0.8981 0.9289

To gain insight into this critical point a simple test that gives an idea of
the scale of the problem is considered. In particular, several training-test mis-
matches are considered by transferring temporally the learned models. The
accuracy assessed in terms of correlation index (similar results are obtained
for PSNR and SSIM) for all transfer combinations is shown in Tab. 2.7.

The i-th row collects to the results obtained on all dates by the model
trained on the i-th date. Surprisingly, given a target date, the best model
does not necessarily lie on the matrix diagonal, as in three out of five cases
a model transferred from a neighbouring date outperforms the model trained
on the target date. More in general, with one exception, entry (sep-02, aug-03),
diagonal-adjacent values are relatively high, while moving away from diago-
nal (toward cross-season transfer) the accuracy deteriorates progressively. In
other words, this table suggests that when weather conditions are such that no
training data can be collected from the target, one can resort to some extent to
models trained in the same period of the year as the spatio-temporal landscape
dynamics are likely very similar. This means also that one can refer for training
to acquisitions of previous years in similar periods. It is also worth to visually
inspect some related estimates. In Fig. 2.7, for two sample target dates, are
showed the results obtained in normal conditions or by transferring the learn-
ing from different dates, the best (same season) and the worst (cross-season)
cases. Again it can be observed that models trained within the season of the
target can work pretty well. On the contrary, although preserving spatial de-
tails, when crossing the season, over or under estimate phenomena can occur.
In particular, if the model is trained in the rainy season (rich vegetation) and
tested in the dry season (poor vegetation) an over estimation can be observed,
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Ground-truth no transfer: ρ = 0.978 best transfer: ρ = 0.954 worst transfer: ρ = 0.336

(15 May) (15 May) (4 June) (12 October)

Ground-truth no transfer: ρ = 0.822 best transfer: ρ = 0.898 worst transfer: ρ = 0.491

(2 September) (2 September) (12 October) (15 May)

Figure 2.7: Temporal transfer learning tested on may-15 (top) and
sep-02 (bottom). From left to right are the target F followed by esti-
mates provided by model Optical-SAR+ trained on the target date (no
transfer) and on two alternative dates (best and worst cases).

while in the opposite case an under estimation is evident.
These results suggest that in presence of abrupt changes (e.g., due to forest

fires), the reconstruction could perform quite poorly. Indeed, these phenomena
are often localized and cover only a small part of the dataset both in spatial and
temporal domains. Further studies are needed to improve the robustness of the
proposed method with respect to such particular cases.

2.4 Regression on NDVI with SAR

In the previous Section several fusion settings have been taken in considera-
tion (single vs multiple dates and/or sensors) and for each case a dedicated
convolutional neural network (CNN) was designed and trained [84]. Major
attention was put in particular on schemes for (causal or not) temporal predic-
tion with eventual inclusion of SAR components as complement to available
cloud-free optical features temporally close to the target cloudy date. Minor
care was put on the full cross-sensor case where only SAR images feed the
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prediction network, although it is a very challenging and important case, since
there can be such unfortunate conditions where the closest available Sentinel-
2 images of the target are too far apart for a reliable prediction. On the other
hand, several works dealing with the fusion of SAR and optical data for the
purpose of vegetation monitoring [91, 21, 47, 83, 92] indicate the potential of
SAR data for recovering missing optical features. Moreover, as already men-
tioned, Sentinel-1 sattelites provide double polarized (VV-VH)3 SAR images
that are useful since that vegetation is mainly characterized by a vertical geom-
etry, therefore it backscatters signals transmitted in vertical polarization, while
it tends to be transparent to horizontally polarized ones. For example, cover
crops such as wheat or corn present high VV response, so as grasslands and
seedlings give higher VH response [81]. Motivated by the above considera-
tions, keeping on the track of Section2.3 [84], in the following, are proposed
several CNN models with different input settings that include only SAR. These
models have been trained, all including a DEM D as additional input band as
it provides an additional gain when used in combination with the SAR [84]. In
particular the CNN models considered in this case take up to three temporally
adjacent SAR images.

2.4.1 Only SAR Method

S(t̂−∆) S(t̂) S(t̂ + ∆) DEM

input
stack

Sentinel-1 Sentinel-2

y(1) = f1 (x,Φ1)

y(2) = f2
(
y(1),Φ2

)

y = f3
(
y(2),Φ3

)

48 32

hidden
layer

hidden
layer

y (NDVI)

Figure 2.8: CNN architecture of the proposed method.

Said t the time instant of the target NDVI, in the simplest case introduced in
the previous Section, only the closest VV-VH SAR signal S(t̂) = (SV V , SV H)
is considered as input: x = (S(t̂), D).4

3VV and VH refer to the vertical and horizontal backscattered components, respectively,
when a vertically polarized signal is transmitted.

4The temporal misalignement |t− t̂| is function of the geographic location of the target. In
this case it is smaller than 5 days in the worst case.



2.4. REGRESSION ON NDVI WITH SAR 31

ConvLayer 1 g1(·) ConvLayer 2 g2(·) ConvLayer 3
Shape 48×bx×9×9 ReLU 32×48×5×5 ReLU 1×32×5×5
Learn. rate 5 ∗ 10−3 5 ∗ 10−3 5 ∗ 10−3

Momentum 0.9 0.9 0.9

Table 2.8: Hyper-parameters of the CNN architecture.
Shape = # features × # channels × 2D support. bx ∈ {3, 5, 7}

input x method may-5 may-15 jun-4 aug-3 sep-2 oct-12 nov-1

S(t̂),
D

L. Reg. 0.650 0.690 0.554 0.340 0.354 0.480 0.632

L. Reg.* 0.774 0.782 0.713 0.548 0.500 0.647 0.779

CNN 0.830 0.832 0.791 0.578 0.541 0.668 0.805

CNN* 0.859 0.856 0.825 0.617 0.573 0.706 0.835

S(t̂),
S(t̂−∆),
D

L. Reg. 0.659 0.736 0.685 0.492 0.408 0.511 0.670

L. Reg.* 0.760 0.797 0.775 0.612 0.531 0.644 0.777

CNN 0.825 0.855 0.854 0.657 0.600 0.686 0.811

CNN* 0.854 0.869 0.868 0.680 0.625 0.728 0.841

S(t̂),
S(t̂−∆),
S(t̂+∆),
D

L. Reg. 0.718 0.748 0.713 0.525 0.420 0.598 0.714

L. Reg.* 0.789 0.797 0.786 0.630 0.536 0.693 0.797

CNN 0.853 0.860 0.869 0.708 0.601 0.746 0.834

CNN* 0.872 0.875 0.878 0.723 0.629 0.768 0.857

Table 2.9: Correlation coefficient, ρ ∈ [−1, 1]. (*) marks solutions for
despeckled SAR images.

Moving from this baseline solution here other settings are considered in-
cluding one or both the nearest SAR acquisitions S(t̂±∆), where ∆ depends
on the geographic position (12 days in this experiments). In addition, the con-
tribution of despeckled SAR images as input on the train of the network is also
considered.

As in Section 2.3, all solutions differ in the input layer, sharing the same
shallow architecture. In Fig.2.8 is depicted the network architecture used in
the following, while in Tab.2.8 the hyper-parameters, learning rates and mo-
mentum used for the implementation of the stochastic gradient descent (SGD)
algorithm for training. Also in this case, has been adopted the L1 norm be-
tween the estimated and the target NDVI as loss.
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input x method may-5 may-15 jun-4 aug-3 sep-2 oct-12 nov-1 mean

S(t̂),
D

L. Reg. 20.80 21.46 17.50 16.65 18.29 18.92 18.65 18.90

L. Reg.* 22.18 22.38 18.99 17.64 18.98 20.04 20.39 20.09

CNN 23.37 23.91 20.08 17.60 18.69 20.61 21.50 20.83

CNN* 24.32 24.57 20.76 17.94 19.28 20.97 22.04 21.41

S(t̂),
S(t̂−∆),
D

L. Reg. 20.53 21.91 18.30 17.01 18.53 19.58 19.07 19.28

L. Reg.* 21.47 22.51 19.74 18.15 19.18 20.00 20.40 20.21

CNN 22.99 24.71 21.01 17.86 19.59 21.44 21.42 21.29

CNN* 23.73 24.94 21.55 18.47 19.73 21.82 21.93 21.74

S(t̂),
S(t̂−∆),
S(t̂+∆),
D

L. Reg. 21.38 22.11 18.96 17.57 18.61 19.65 19.50 19.68

L. Reg.* 22.56 22.66 19.92 18.34 19.21 20.45 20.66 20.54

CNN 24.01 24.99 21.76 19.01 19.30 21.59 22.03 21.81

CNN* 24.74 25.04 22.23 19.17 19.79 21.84 22.67 22.21

Table 2.10: Peak signal-to-noise ratio (PSNR) [dB] (*) marks solu-
tions for despeckled SAR images.

input x method may-5 may-15 jun-4 aug-3 sep-2 oct-12 nov-1 mean

S(t̂),
D

L. Reg. 0.4182 0.4739 0.2800 0.2833 0.3111 0.3412 0.4108 0.3598

L. Reg.* 0.4891 0.5460 0.3835 0.4298 0.4330 0.4622 0.5531 0.4709

CNN 0.5510 0.5726 0.4640 0.3707 0.3718 0.3674 0.4490 0.4495

CNN* 0.6514 0.6584 0.5968 0.4536 0.4563 0.4829 0.5817 0.5544

S(t̂),
S(t̂−∆),
D

L. Reg. 0.4107 0.5089 0.3280 0.3211 0.3341 0.3922 0.4478 0.3918

L. Reg.* 0.4847 0.5537 0.4174 0.4492 0.4416 0.4553 0.5623 0.4806

CNN 0.5594 0.6189 0.5508 0.3784 0.4120 0.4332 0.4809 0.4905

CNN* 0.6592 0.6763 0.6335 0.4837 0.4832 0.5238 0.6006 0.5800

S(t̂),
S(t̂−∆),
S(t̂+∆),
D

L. Reg. 0.4519 0.5191 0.3647 0.3723 0.3462 0.3987 0.4822 0.4193

L. Reg.* 0.5040 0.5586 0.4250 0.4566 0.4423 0.4633 0.5687 0.4884

CNN 0.6098 0.6418 0.6029 0.4545 0.4146 0.4470 0.5225 0.5276

CNN* 0.6793 0.6870 0.6522 0.5013 0.4875 0.5332 0.6176 0.5940

Table 2.11: Structural similarity measure (SSIM) [-1,1] (*) marks so-
lutions for despeckled SAR images.
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2.4.2 Experimental results

In accordance with Section2.3 the area under study is located in the province
of Tuy, Burkina Faso, around the commune of Koumbia. The 5253×4797
pixels scene is monitored on the same seven sample dates between May 5th
and November 1st 2016, since it is the period that corresponds to a regular
agricultural season in the region, but also with the rainy season. The same area
of 470×450 pixels was reserved for test, while small tiles for training were
uniformly sampled from the remaining data.

As comparative approach, here, for each input configuration a linear re-
gressor estimated over 105 cloud-free points from the training segments has
set-up. The results were numerically assessed with three commonly used in-
dicators: correlation coefficient (ρ), peak signal-to-noise ratio (PSNR), and
structural similarity measure (SSIM) gathered in Tables 2.9, 2.10 and 2.11.

First of all, observing Tabb. 2.9 - 2.11 that there can be large variations
from one date to another, suggesting a variable correlation degree between
NDVI and SAR along the seasons, which are likely due to the evolution of the
vegetation. Second, it is registered a clear and consistent performance gain
over the linear regression approach. Third, spatial regularized (despeckled)
SAR data allow a better reconstruction of the NDVI. This is particularly true
for the regressor, but not for the CNN-based approach especially when more
dates are considered. This is a confirm that the network is able to implicitly
regularize the input bands when these have not been despeckled in advance,
thanks to the embedded spatio-temporal integrations.

The experimental analysis is then completed showing some sample results
in Figg. 2.9- 2.10. The top row shows the S(t̂) component always put in the
input x and the ground-truth of y (right). The next rows collect the results
obtained with different methods using only S(t̂) (left), including also the pre-
ceding date (middle), and using all three dates (right). The second row gathers
the results obtained with the regressor over despeckled data. Those provided
by the proposed method without or with despeckling are gathered in the third
and fourth rows, respectively. The visual inspection reveals some residual blur
likely due to the intrinsic differences between SAR and optical imaging sys-
tems.
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2.5 Conclusions

In this chapter a CNN-based data fusion approach to estimate a widespread
spectral feature for vegetation monitoring, the NDVI, from multitemporal Op-
tical and/or SAR images has been described ([84, 85]. Very promising results
highlight the strong relationship between SAR and NDVI which can be cap-
tured through a deep learning approach such as the proposed solutions.

Although the introduced method refers to a specific feature and has been
tested on coupled time-series of Sentinel-1 and Sentinel-2, it is rather gen-
eral and can be readily extended to other features and practical real-world ap-
plications. The encouraging results obtained suggest further investigation on
these topics, in particular focusing on deeper architecture and different learn-
ing strategies.
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SVV(t̂) SVH(t̂) Ground-truth

Linear regression with despeckling

CNN without despeckling

CNN with despeckling

Figure 2.9: Results obtained on the test image of June 4th. Sample
SAR bands and target y on the top row. NDVI estimations with three
compared methods in the next three rows. From left to right one, two
and three adjacent SAR acquisitions are considered in input, respec-
tively.
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SVV(t̂) SVH(t̂) Ground-truth

Linear regression with despeckling

CNN without despeckling

CNN with despeckling

Figure 2.10: Results obtained on the test image of August 3rd. Sample
SAR bands and target y on the top row. NDVI estimations with three
compared methods in the next three rows. From left to right one, two
and three adjacent SAR acquisitions are considered in input, respec-
tively.



Chapter 3

Forest monitoring

I
n this chapter is faced the problem of forest mapping from TanDEM-X
data by means of Convolutional Neural Networks (CNNs). The study

aims to highlight the relevance of domain-related features for the extraction of
the information of interest, thanks to their joint nonlinear processing through
CNN. In particular, the focus is on the main InSAR features as the backscat-
ter, coherence, and volume decorrelation, as well as the acquisition geome-
try through the local incidence angle by using different state-of-the-art CNN
architectures. In particular, three state-of-the-art CNN architectures, such as
ResNet, DenseNet, and U-Net are compared [93].

3.1 Forest monitoring

Forests are of paramount importance for the Earth’s ecosystem, since they play
a fundamental role in reducing the concentration of carbon dioxide in the at-
mosphere and regulating global warming. The study of deforestation and de-
velopment of global forest coverage and biomass is necessary to assess how
forests impact the ecosystem. In this framework, remote sensing represents
a powerful tool for a regular monitoring at a global scale of vegetated areas.
A successful example is the product provided in [94], which maps World’s
forest coverage and its evolution between the years 2000 and 2010, by exploit-
ing multi-spectral data provided by the Landsat optical spaceborne mission.
Other notable examples include the fusion of multispectral and Lidar data
[95] or the use of hyperspectral images [96]. However, as well known, pas-
sive imaging systems are useless under cloudy conditions, whereas synthetic
aperture radar (SAR) systems, providing a continuous large-scale coverage

37
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ranging from mid- to very high-resolution, can operate effectively regardless
of weather and daylight conditions. This feature is particularly important for
tropical zones which are characterized by heavy rain seasons. As originally
proposed in [97], SAR backscatter data from the ALOS PALSAR mission
have been fruitfully applied to global forest mapping in [98]. On the other
hand, SAR interferometry (InSAR) provides yet more descriptive parameters,
such as the interferometric coherence, that can better explain the nature of the
observed target [99, 100].

Among InSAR systems, the German TanDEM-X SAR mission provides
single-pass interferometric data at X band. The simultaneity of the bistatic
acquisition pair guarantees high correlation between the master and slave im-
ages, enabling for high resolution interferometric measurements with an un-
precedented quality. The constellation comprises two twin satellites flying in
a bistatic close-orbit configuration, which allows for a flexible selection of
the acquisition geometries and, in particular, of the interferometric baselines
[101]. The main goal of the mission was the generation of a global consistent
high-resolution digital elevation model (DEM) with unprecedented accuracy,
which has been successfully completed in 2016 [102]. Besides the nominal
DEM product, for each bistatic interferometric TanDEM-X acquisition, addi-
tional quantities can be computed as by-pass products. Indeed, the bistatic
acquisition is not affected by temporal decorrelation, allowing for an accurate
isolation of volume scattering phenomena from the interferometric coherence.
This feature was exploited in [103, 104], where the authors presented a frame-
work for the development of a global TanDEM-X forest/non-forest map [105]
as described more in details in Section 3.2.1.

Motivated by the works in [103, 104], in this chapter is proposed the use
of CNNs for high-resolution forest mapping using TanDEM-X data, aiming at
proving the effectiveness of deep learning for the generation of high-quality
products. In particular, the contribution is two-fold: i) finding the CNN model
that better fits to the problem at hand, and ii) assessing the impact on the pre-
diction due to handcrafted SAR features used as additional input. Three mod-
ular architectures where built according to three state-of-the-art approaches:
ResNet [106], DenseNet [107], and U-Net [108], respectively. For each archi-
tecture different input combinations are tested, ranging from the single-band
SAR image to a 4-band stack that encloses three additional features: the in-
cidence angle, the interferometric coherence, and the volume decorrelation
contribution, which carry relevant information on the nature of the illuminated
target.
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The Chapter is organized as follows. Section 3.2 provides a brief sum-
mary of the baseline reference method and introduces basic concepts about
CNNs. Then, the proposed methods are described in Section 3.3, while the
used datasets and experimental results are presented and discussed in Sec-
tion 3.4. Finally, conclusions are drawn in Section 3.5.

3.2 Background Concepts

This section provides background concepts that will introduce the reader to
the context of this chapter from both applicative and methodological points of
view. In particular, Section 3.2.1 deals with the definition of some SAR fea-
tures which can be associated to TanDEM-X data that have been demonstrated
to be very effective for forests mapping [109, 104].

Then, Section 3.2.2 recalls general concepts about the CNNs used here,
contextualized to the cases of classification and segmentation.

3.2.1 Baseline algorithms for forest mapping using TanDEM-X

The framework presented in the following is born from the experience matured
within the TanDEM-X Forest/Non-Forest Map project, developed at the Mi-
crowaves and Radar Institute at the German Aerospace Center (DLR), within
the framework of the TanDEM-X mission [103]. Its goal was the generation
of a global forest/non-forest classification mosaic from TanDEM-X bistatic In-
SAR data, acquired for the generation of the global DEM between 2011 and
2015, in stripmap single polarization (HH) mode. The derived product has
been made available in May 2019 and can be downloaded free of charge for
scientific use [105].

Several products, systematically provided by the TanDEM-X system, can
be exploited for classification purposes, such as the calibrated amplitude, the
bistatic coherence, and the digital elevation model (DEM). As an example,
Figure 3.1 shows a sample image set. Together with the absolutely calibrated
backscatter image β0, several features of interest for the present work are
shown, that are the local incidence angle θi, the interferometric coherence γTot ,
and the volume correlation coefficient γ

Vol
. These features have been proven

to be effective for forest classification in several works [103, 104] and are easy
to compute. Baseline solutions considered in the following, in fact, use vol-
ume correlation coefficient and local incidence angle. For these reasons these
features are included as additional input layers.
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β0 θi

γTot γ
Vol

Figure 3.1: Sample data. From the top to the bottom image: absolutely
calibrated backscatter β0, local incidence angle θi, interferometic co-
herence γTot , and volume correlation coefficient γ

Vol
.

In the following a suitable definition of them with a related description of
the meaning is provided.

The interferometric coherence γTot represents the main indicator for as-
sessing the quality of an interferogram and is defined as the normalized cross-
correlation coefficient between the interferometric images pair

γTot =
|E[xy∗]|√

E[|x|2]E[|y|2]
, (3.1)

where E[·] is the statistical expectation, ∗ the complex conjugate operator, and
| · | the absolute value. x and y represent the master and slave image, respec-
tively. γTot varies between 0 and 1 and it is an image itself being computed
locally at each pixel location using a sliding window averaging.

The interferometric coherence is affected by several decorrelation factors
which can be singularly interpreted and computed. In particular, as shown in
[101], γTot can be factorized as

γTot = γSNRγamb
γquantγazγrgγVol

γTemp , (3.2)

where the different factors take into account decorrelations due to limited
signal-to-noise ratio (γSNR), range and azimuth ambiguities (γ

amb
), quantiza-

tion noise (γquant), relative shift of the Doppler spectra (γaz), baseline differ-
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ences (γrg ), volume scattering (γ
Vol

), and temporal changes (γTemp).
The factor γ

Vol
, also called volume correlation factor, is severely affected

by the presence of multiple scattering from volumes, that are easily penetrated
by the incident electromagnetic waves. The received signal consists therefore
of the coherent superposition of multiple reflections. This term is a reliable
indicator of the presence of vegetation on ground and can be extrapolated form
the interferometric coherence as

γ
Vol

=
γTot

γSNRγamb
γquantγazγrgγTemp

. (3.3)

In this specific case, all factors at the denominator but γTemp have been es-
timated as described in [103]. γTemp is equal to one, since are considered
TanDEM-X bistatic acquisitions, which are not affected by temporal decorre-
lation.

Being γ
Vol

in turn a very sensitive indicator of the presence of vegetation
on ground, it was therefore selected in [103] as main feature for forest mapping
with TanDEM-X data at global scale. Moreover, it also has to be remarked that
γ
Vol

is strongly influenced by the acquisition geometry, and in particular by the
height of ambiguity hamb. This latter figure represents the elevation difference
corresponding to a complete 2π cycle in the interferogram and, for the bistatic
systems, is defined as

hamb =
λr sin θi

B⊥
, (3.4)

where λ is the wavelength, r the slant range distance, and B⊥ the baseline per-
pendicular to the line of sight. As it has been demonstrated in [109], the lower
the height of ambiguity, the higher the volume decorrelation contribution and,
hence, the lower the γ

Vol
. For this reason, in order to discriminate between

forested and non-forested areas, a supervised geometry-dependent fuzzy clus-
tering classification approach, which takes into account the geometric acqui-
sition configuration for the definition of the cluster centers, was proposed in
[103] and applied to each acquired TanDEM-X scene for the generation of
the global product. Additionally, a certain variability of the interferometric
coherence at X band was observed among different forest types, mainly due
to changes in forest structure, density, and tree height. This aspect led to an
adjustment of the algorithm settings and, in particular, to the derivation of dif-
ferent sets of cluster centers, depending on the specific type of forest.

In order to limit the computational burden, the global TanDEM-X data
set of quicklook images with 50×50 m2 ground resolution was used for the
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generation of the global forest/non-forest map. Full-resolution results were
obtained on a subset of 12×12 m2 resolution TanDEM-X images using an
enhanced version of [103] proposed in [104], aimed to preserve both global
classification accuracy and local precision thanks to the introduction of non-
local filtering. This latter work represents the starting point of the following
dissertation and will be therefore referred to as Baseline. The same work [104]
also shows the forest prediction results masking water and built-up regions us-
ing external ground-truths. This was motivated by the sensitivity of the volume
correlation factor to these two classes. This solution make sense as in many
real-world practical applications one may rely on the availability of urban and
water maps. For these reasons we decided to keep also this variant in our
experiments, which will be referred to as Baseline+.

3.2.2 Convolutional Neural Networks

As already mentioned, Convolutional Neural Networks (CNNs) are spreading
in several tasks. One of them is, of course, classification. Many state-of-the-
art CNN models for classification, e.g. AlexNet [53], VGG [110], GoogLeNet
[111], extract hierarchically-related feature layers of decreasing scale, usually
shown as a pyramidal stack whose head is the K-vector that returns the class
membership scores associated with the image (as whole) to be classified. This
vector is normally provided as discrete probability distribution by simply using
a softmax activation layer in output, which is defined as

ẑi = g(s)i =
esi

∑K
j=1 e

sj
for i = 1, . . . ,K, (3.5)

being s = (s1, . . . , sK) the unnormalized score vector entering the softmax
layer and ẑi the i-th class membership probability singled out.

In order to move from image-wise to pixel wise classification (the latter is
also referred to as semantic segmentation), it is necessarily to provide spatially
localized features toward the output layer. That is to say, now we need to
know “what” and “where”. A first notable attempt to do this was proposed
in [56] by converting the FC stages of classification nets, such as [53, 110,
111], in convolutional ones obtaining Fully-Convolutional Networks (FCN)
for semantic segmentation. Another approach is to resort to a encoder-decoder
paradigm where an image classifier plays as encoder, while a coupled decoder
aims to restore the spatial (classified) layout by means of upscaling layers and
scale-wise skip connections. Examples of this kind are the U-Net architecture
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for segmentation or the feature pyramid network (FPN) for object detection,
proposed in [108] and [112], respectively.

On the other hand, depending on the target task, a suitable loss function
to be optimized with a training process needs to be defined according to our
expectations. Moreover, as already mentioned, the loss must be differentiable
and, more in general, have a shape that speeds up the gradient descent opti-
mization process. In this problem, which is a particular case of semantic seg-
mentation where only two classes are considered (forest/non-forest), the output
is just a single probability map resulting from a pixel-wise softmax (that re-
duces to a sigmoid in the binary case) activation layer. The softmax activation
is typically associated to a cross-entropy loss function [113], as the gradient
of their combination has good convergence properties. In the binary case, the
cross-entropy loss for the i-th input-output training example t = (x, z), gen-
eralized to the case of pixel-wise classification, is defined as

Lbce
t = − 1

N

N∑

n=1

[zn log(ẑn) + (1− zn) log(1− ẑn)] , (3.6)

being x ∈ RN the N -pixel input image, z = {zn} ∈ {0, 1}N the correspond-
ing binary ground-truth map, and ẑ = {ẑn} = fΦ(x) ∈ [0, 1]N the probability
map predicted by the network fΦ having parameters Φ. The target loss to be
minimized over Φ is the average of the sample loss over the whole training
dataset:

Lbce = Et∼train

[
Lbce
t

]
. (3.7)

The cross-entropy loss works pretty well for classification tasks where the
predictors is asked to take a global decision about the input image. On the con-
trary, when dealing with pixel-wise prediction, although it still gives a rapid
loss decay, it does not necessary correspond to satisfactory results. This is pri-
marily due to the underlying assumption of independence among predictions in
different locations encoded in the loss. Infact, according to Eq. 3.6, each pixel
location contributes to the loss through the sum, independently from any other
pixel. For segmentation tasks this assumption is too strong as, said in simple
words, neighboring pixels are likely to belong to the same segment, therefore
this should be reflected in the loss. On the basis of this consideration, a more
suited option is the Jaccard similarity loss [114] which is defined as
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LJ
t = 1−

∑N
n=1 znẑn∑N

n=1 [(zn + ẑn)− znẑn]
, (3.8)

which is the complement of the intersection over union (IoU) defined for bi-
nary masks generalized to probability masks.

3.3 Proposed models

In light of the great success of deep learning to solve vision problems, three dif-
ferent CNN models to extract forest maps from TanDEM-X data and/or related
products are proposed and compared. In particular, the proposed models refer
to three different network topologies commonly referred to as residual network
(ResNet) [106], dense network (DenseNet) [107] and U-shaped network (U-
Net) [108]. ResNet models were conceived origianally to speed-up the training
process by forcing convolutional modules to process in a “differential” manner
thanks to skip-connections. By following a similar idea, DenseNet models also
achieve fast convergence rates thanks to the “feature reuse” concept. On the
other hand, the U-Net topology allows to preserve spatial details and is there-
fore often used for segmentation purposes. For each approach several input
stacking options re considered in order to assess weather and which TanDEM-
X side products can boost the network accuracy on the given task. In particular,
up to four input bands were selected among the following:

• β0, absolutely calibrated backscatter image;

• θi, local incidence angle;

• γTot , interferometric coherence;

• γ
Vol

, volumetric decorrelation.

It is also worth notice that, although CNNs are able to learn features end-to-
end, the injection of suitably defined hand-crafted features can be beneficial
for the network performance (see [18]) as eventually confirmed also by the
experiments.

For all models the same loss is used for the minimization through the train-
ing process which is a combination of the cross-entropy (3.6) and the Jaccard
(3.8) losses:
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Input Residual block 1 Residual block 2

Figure 3.2: ResNet module.

L = Et∼train

[
Lbce
t + LJ

t

]
.

This choice conjugates the nice convergence properties of the cross-entropy
with the good spatial characteristics of the Jaccard loss as discussed in the
above section. The network output, which is in all cases a probability map,
will be thresholded at 0.5 to provide the final forest map.

3.3.1 TDX-Res

A well-known bottleneck in deep learning is the computational time for train-
ing. The ResNet approach [106] is a notable solution recently proposed to
mitigate this problem, which has proved also to be effective to limit overfit-
ting. The idea is to concatenate residual blocks as done for example in Fig.3.2.

A residual block is nothing but a sequence of convolutional layers, inclu-
sive of related nonlinear activations, f(x), put in parallel to a identity function,
or skip connection, yielding the overall block function

y = gΦ(x) = fΦ(x) + x,

being Φ the learnable parameters of the block. In other words, the convolu-
tional branch works as a differential, or residual, operator, f(x) = y − x. In
some problems, such as pansharpening, this modeling has a very nice explicit
interpretation, since the desired output is already partially contained in the in-
put, and the convolutional layers are therefore asked to just recover the missing
high frequency content [115]. More in general, in [106] it has been shown that
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C Concatenation

C C C

x ConvLayer1 ConvLayer2 ConvLayer3 ConvLayer4 f (x)

Figure 3.3: Example of DenseNet model.

by replacing unidirectional network blocks with residual schemes (just addi-
tional skip connections) consistently speeds-up the training process. This has
been verified with respect to several state-of-the-art models, such as VGG-16
[110], GoogLeNet [111], BN-InceptionNet [116].

By following this rationale it has been designed a 7-layer residual net-
work, hereinafter referred to as TDX-Res (TanDEM-X ResNet), whose hyper-
parameters are gathered in Tab. 3.1. All but the last layer are coupled with a
ReLU activation [53] and are singularly residual. The 64 feature bands pro-
vided by the 6th layer are then transformed in a single-band, the probability
map, by means of a 1×1 convolution coupled with a sigmoid activation.

3.3.2 TDX-Dense

In essence the ResNet approach creates short paths from early layers to later
ones, and this is done to contrast the so-called “vanishing gradient” problem.
As information about input or gradient passes through many layers, it can van-
ish and “wash out” by the time it reaches the end (or beginning) of the network,
preventing the network from the minimization of the loss during training. On
the basis of this same consideration it has been proposed also the DenseNet ap-
proach [107], that is an architecture that distills this insight into a simple con-
nectivity pattern: to ensure maximum information flow between layers in the
network, all layers (with matching feature-map sizes) are directly connected
with each other. To preserve the feed-forward nature, each layer obtains ad-
ditional inputs from all preceding layers and passes on its own feature-maps
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to all subsequent layers. This principle is summarized in Fig. 3.3. The `-th
layer has ` inputs, consisting of the feature-maps of all preceding convolu-
tional blocks. Its own feature are passed on to all L − ` subsequent layers.
This introduces L(L+ 1)/2 connections in an L-layer network, instead of just
L, as in traditional architectures. A key distinguishing characteristic of the
DenseNet approach with respect to ResNet is that features are never combined
through summation, as they are simply concatenated. Said k the number of
feature maps produced by each layer, it is easy to verify that the l-th layer has
b + k(` − 1) input feature maps, being b the number of channels in the input
layer. For this reason the hyperparameter k is referred to as growth rate of the
network.

The proposed DenseNet model for forest segmentation over TanDEM-X
data, named TDX-Dense, is a relatively shallow architecture with only 7 layers,
and a growth rate of 64. In Tab. 3.2 are summarized the main hyperparameters
of the network. Both TDX-Res and TDX-Dense use batch normalization on
the input layer to regularize the network behaviour [116].

3.3.3 TDX-U

The third model for segmentation belongs to the U-Net family originally pro-
posed for medical images [108]. The original idea is to use an encoder-decoder
paradigm in order to inheritate well-established CNN classification models
pre-trained on huge datasets, e.g., ImageNet, which can play the role of en-
coder. As the head of the feature pyramid generated by the encoder which
summarizes the image content does not carry spatial information, progres-
sively lost flowing through convolutional (spreading) and pooling (subsam-
pling) layers, a “mirror” decoding section is properly linked to the encoder in
order to recover the image spatial layout enriched with the class information,
that is the semantic segmentation (see Fig. 3.4). Symmetrically disposed with
respect to pooling layers are upsampling layers. Moreover, in addition to the
main feature path (U-shaped trajectory), information flows through scale-wise
shortpaths that brings encoder features directly to the corresponding decoding
stages, working at the same resolution, where they are concatenated with the
mainstream features coming from the lower levels.

While the encoder can be any imported pre-trained net, fine-tuned if
needed, the decoder is typically trained from scratch. In this case, due to the
very specific characteristics of the input images, it is decided to train from
scratch the whole proposed network on the given dataset avoiding any transfer
learning. Fig. 3.4 refers to this specific implementation, referred to as TDX-U



48 CHAPTER 3. FOREST MONITORING

x f (x)

Feature maps

Concatenation

Convolution

Skip connection

Max Pooling

Upsampling

Figure 3.4: Proposed U-Net structure for forest segmentation from
TanDEM-X data.

for short in the following, which works on four scale levels. At each level two
chained convolutional layers are located on both the encoder and the decoder
sides, with exception of the network head where an additional 1×1 convolu-
tion is used to map 64 features in a single probability channel. Additional
information about network hyperparameters are summarized in Tab. 3.3.

3.4 Experimental results

In the following are discussed the experimental results obtained with the pro-
posed CNN models in comparison with some reference solutions. Firstly the
dataset and training details are described in Sec 3.4.1, then a summary of in-
volved methods and accuracy measures in Sec. 3.4.2 is presented. Finally,
the numerical accuracy assessment of the compared methods in Sec. 3.4.3 is
shown, and a subjective comparison through the visual inspection of some
sample results in Sec. 3.4.4.
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Layer Kernel shape
Batch Normalization -

Conv + ReLU 64×b×(3×3)
Conv + ReLU 64×64×(3×3)
Conv + ReLU 64×64×(3×3)
Conv + ReLU 64×64×(3×3)
Conv + ReLU 64×64×(3×3)
Conv + ReLU 64×64×(3×3)

Conv + Sigmoid 1×64×(1×1)

Table 3.1: TDX-Res hyper-
parameters.
Shape: #kernels × #input channels
× kernel support.

Layer Kernel shape
Batch Normalization -

Conv + ReLU 64×b×(3×3)
Conv + ReLU 64×(64 + b)×(3×3)
Conv + ReLU 64×(128 + b)×(3×3)
Conv + ReLU 64×(192 + b)×(3×3)
Conv + ReLU 64×(256 + b)×(3×3)
Conv + ReLU 64×(320 + b)×(3×3)

Conv + Sigmoid 1×64×(1×1)

Table 3.2: TDX-Dense hyper-
parameters.
Shape: #kernels × #input channels
× kernel support.

Layer Kernel shape
Batch Normalization -

Conv + ReLU 64×b×(3×3)
Conv + ReLU 64×64×(3×3)

2×2 Max Pooling -
Conv + ReLU 128×64×(3×3)
Conv + ReLU 128×128×(3×3)

2×2 Max Pooling -
Conv + ReLU 256×128×(3×3)
Conv + ReLU 256×256×(3×3)

2×2 Max Pooling -
Conv + ReLU 512×256×(3×3)
Conv + ReLU 512×512×(3×3)

2×2 Upsampling -
Conv + ReLU 256×512×(3×3)
Conv + ReLU 256×256×(3×3)

2×2 Upsampling -
Conv + ReLU 128×256×(3×3)
Conv + ReLU 128×128×(3×3)

2×2 Upsampling -
Conv + ReLU 64×128×(3×3)
Conv + ReLU 64×64×(3×3)

Conv + Sigmoid 1×64×(1×1)

Table 3.3: TDX-U hyper-
parameters.
Shape: #kernels × #input channels
× kernel support.
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3.4.1 The Pennsylvania Data Set and training details

The dataset of bistatic TanDEM-X images used in the following was acquired
over the state of Pennsylvania, USA, during the first year of the mission and
belongs to the global dataset of nominal acquisitions used for the generation
of the TanDEM-X DEM. It consists of ten image tiles of about 9200×6700
pixels on average, nine of which are used for training or validation, while
the remaining one is reserved for tests. Training and validation sets are cre-
ated as follows. 18.000 randomly chosen 128×128 patches are grouped in
32-dimensional training mini-batches. 2.000 more patches with the same size
were used for validation instead. The training was carried out running the
Adam optimizer [76] with an initial learning rate of 10−4 for 20 epochs. More-
over, the test set composed of five 1400×1800 samples extracted from the
additional tile was reserved for the accuracy assessment of the compared solu-
tions. The five samples were selected with different characteristics in terms of
class content (e.g., forest, water, urban, bare soil,...) for a more comprehensive
evaluation of the generalization properties of the method.

The region of interest is largely covered by temperate forests (about 60%),
mainly characterized by the presence of deciduous trees and birch. The
remaining lightly vegetated areas can be associated to shrubs, bushes, and
wildflowers. Moreover, Pennsylvania is characterized by the presence of a
dominant southwest-to-northeast oriented barrier ridge of high-relief terrain,
namely the Appalachian Mountains. The reason for the choice of such an area
of interest is the availability of a high-resolution reference forest/non-forest
map, derived from lidar and optical data [117]. This data set was generated by
a joint collaboration between the University of Maryland and the University of
Vermont, and released later in 2015. Input data, acquired between 2006 and
2008, were combined together to generate a forest/non-forest binary layer for
vegetation higher than 2 m and with ground resolution of 1×1 m2.

3.4.2 Methods and metrics

The proposed solutions described in detail in Sec. 3.3 are cast in three groups,
TDX-Res, TDX-Dense, and TDX-U, corresponding to three state-of-the-art
CNN building approaches, ResNet, DenseNet, and U-Net, respectively, par-
ticularized to the problem of forest mapping from TanDEM-X data. In order
to show the discriminative power of domain-raleted SAR features, different
input configurations are tested for each model category, by selecting up to 4
input channels selected among SAR amplitude β0, incidence angle θi, interfer-



3.4. EXPERIMENTAL RESULTS 51

ometric coherence γTot , and volumetric decorrelation γ
Vol

. All networks were
trained from scratch.

As reference solutions for a comparative evaluation, in addition to the two
versions of the baseline method [104] briefly described in Sec. 3.2.1, namely
Baseline and Baseline+, Random Forest classifiers with different input config-
urations as well as done for the proposed methods are taken in account. The
learning procedure of each Random Forest classifier has been conducted by the
means of 107 samples, in order to have almost the same size of the dataset used
for the training phase of the Deep Learning models. The accuracy evaluation
was based on classical and widespread measures used for detection such as the
true/false positives/negatives rates:

[TP] True positives: rate of pixels correctly classified as forest.

[TN] True negatives: rate of pixels correctly classified as non forest.

[FP] False positives: rate of pixels wrongly classified as forest.

[FN] False negatives: rate of pixels wrongly classified as non forest.

Based on these measurements several indicators can be computed to simplify
the interpretation of the assessed methods. In particular, Precision, Recall,
F1-score and Accuracy are provided, which are defined as follows:

Precision =
TP

TP + FP
(3.9)

Recall =
TP

TP + FN
(3.10)

F1 = 2 · Precision · Recall

Precision + Recall
(3.11)

Accuracy =
TP + TN

TP + TN + FP + FN
(3.12)

Precision and Recall are usually shown together as they represent the trade-
off between the need of catching the target class whenever it occurs (FN =
0, Recall = 1) and that of reducing false alarms (FP = 0, Precision =
1). Ideally, both these measures should be maximized to unity. A compact
representation of both is given by their harmonic average, the F1-score. In
case one only cares about the global rate of correctly classified (as forest or
non forest, in our case) pixels this is provided by the last indicator (Accuracy).
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Model β0 θi γTotγVol
Recall Prec. F1-score Acc.

TDX-Res × 80.09% 61.79% 69.76% 69.67%
TDX-Res × × 84.44% 79.97% 82.15% 83.96%
TDX-Res × × 78.69% 75.32% 76.97% 79.43%
TDX-Res × × 91.29% 64.32% 75.47% 74.08%
TDX-Res × × 84.06% 65.67% 73.74% 73.84%
TDX-Dense × × 79.12% 67.87% 73.06% 74.51%
TDX-U × × 80.48% 84.57% 82.48% 85.06%
TDX-Res [93] × × × 85.04% 81.38% 83.17% 84.97%
TDX-Dense [93] × × × 83.99% 83.76% 83.88% 85.89%
TDX-U × × × 84.46% 88.19% 86.29% 88.27%
TDX-Res × × × 86.97% 79.42% 83.02% 84.46%
TDX-Dense × × × 91.94% 74.10% 82.06% 82.44%
TDX-U × × × 82.94% 89.25% 85.98% 88.18%
TDX-Res × × × × 89.80% 75.59% 82.08% 82.88%
TDX-Dense × × × × 86.40% 80.83% 83.52% 85.11%
TDX-U × × × × 80.98% 90.97% 85.68% 88.18%

Table 3.4: Forest detection accuracy assessment on the test dataset for
different proposed CNN models. Input bands are marked in columns
2-5.

3.4.3 Numerical assessment

For ease of presentation the numerical results are grouped in two tables. The
former (Tab. 3.4) gathers a meaningful set of proposed CNN models and is
useful to understand several design choices. The latter (Tab. 3.5) compares
some selected proposed models with reference methods. An overview of the
performances of all compared methods is then depicted on the Precision-Recall
plane of Fig. 3.5.

In Tab. 3.4, the models are grouped depending on the input layer setting
which is specified in columns 2-5. A more extensive evaluation with respect
to the input configuration is presented for the TDX-Res case only, without loss
of generality.

It can be observed that each input band brings its own contribution to im-
prove the CNN discrimination capability, with the exception of the pair (γTot ,
γ
Vol

) that seems highly correlated according to the numerical results. Infact,
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Figure 3.5: Precision-Recall comparison. Dashed lines show F1-score
level curves.
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Method β0 θi γTotγVol
Recall Prec. F1-score Acc.

Baseline [104] × × 76.17% 60.34% 67.34% 67.72%
Baseline+ [104] × × 68.23% 74.32% 71.14% 75.82%
Random forest × × 92.24% 55.32% 69.16% 64.06%
TDX-U × × 77.91% 85.62% 81.58% 84.63%
Random forest × × 89.70% 49.40% 63.71% 55.37%
TDX-U × × 80.48% 84.57% 82.48% 85.06%
Random forest × × × 90.28% 61.53% 73.18% 71.09%
TDX-U × × × 84.46% 88.19% 86.29% 88.27%
Random forest × × × 91.93% 60.16% 72.72% 69.88%
TDX-U × × × 82.94% 89.25% 85.98% 88.18%
Random forest × × × × 90.94% 61.19% 73.16% 70.85%
TDX-U × × × × 80.98% 90.97% 85.68% 88.18%

Table 3.5: Numerical comparison with reference methods.

Accuracy moves from 69.67% using just β0 to 73.84% including θi, jumping
over the 80% barrier including one or two more input channels. Besides, the
simultaneous inclusion of γTot and γ

Vol
can be even slightly detrimental for ac-

curacy. Indeed they are rarely used simultaneously in the literature because of
their direct relationship (Eq.3.3). In this case, for all CNN architectures these
two parameters look nearly equivalent and the best option is to use just one
of them together with β0 and θi, if available. Comparing the different archi-
tectural options it results that both TDX-Res and TDX-Dense overestimate the
forest class (maximize Recall) while TDX-U is more conservative maximiz-
ing the Precision metric. However, the latter clearly provides the best trade-off
between Precision and Recall, performing consistently better than the formers
in terms of both F1-score and Accuracy. The above considerations can be eas-
ily recognized observing the Precision-Recall plane in Fig. 3.5. The incidence
angle θi, in fact, is particularly effective when used in conjunction with the
SAR signal β0 (see the gain between small to large black circles, associated to
TDX-Res), but it also boosts the accuracy when other features such as γTot are
enclosed (small green circle vs filled green circle). The above considerations
about Precision-Recall trade-offs can also be immediately verified on the same
scatter plot in Fig. 3.5, with TDX-U located on the upper-triangular image
section contrarily to TDX-Res/Dense that lie on the lower-triangular part.

In Tab. 3.5 the best architecture, TDX-U, are compared with the refer-
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ence methods, differentiating the analysis with respect to the input configu-
ration. Since the baseline methods apply to the pair (θi, γVol

) of TanDEM-X
by-products, for a fair comparison, a CNN model is trained with this input
configuration. The proposed network outperforms the baseline methods with
a large margin using the same input, with a further gain including other in-
put channels. For other input settings random forest classifiers are considered,
registering large gains in this case, as well.

3.4.4 Visual comparison

Besides numerical evaluation it is worth to analyse some sample results by vi-
sual inspection. Therefore, in the following the described solution is compared
with the baseline methods, assuming the same input configuration which is the
pair (θi, γVol

). Three samples representative of different contexts are shown in
Fig. 3.6. The forested areas are highlighted with a green mask that overlays the
backscattered SAR signal β0. The first column shows the ground-truth, then
the Baseline and Baseline+ map predictions are in the middle columns, and the
best model using the same input is in the last column. Observe preliminarly
that Baseline predicts as forest also water (middle sample) and built-up areas
(top and bottom samples). As already underlined above γ

Vol
does not allow

to discriminate forest from these two classes, and for this reason in [104] was
also proposed the masked version of Baseline, that is Baseline+ here, whose
predictions are shown in the third column. The proposed solution is clearly
consistent with the ground-truth and with Baseline+, although it does not make
use of any external mask. In consideration of the low separability between for-
est and built-up or water from γ

Vol
this is a quite surprising achievement. The

comparison with the random forest solutions does not add much information
to what has been already seen with the numerical results because of the large
numerical gap registered also with other input configuration.

In the following, focusing for simplicity on TDX-U without loss of gen-
erality, three input settings for the proposed model on the previous running
samples are compared in fig. 3.7 All three configurations include the incidence
angle channel θi, which is concatenated with γ

Vol
, β0, or both and are shown in

the second, third and fourth columns, respectively. The combined use of SAR
amplitude and volumetric decorrelation provides uniformly better results. Sim-
ilar results are obtained if γ

Vol
is replaced with γTot , or simply add the latter

to the input. In general, the use of β0 seem to improve the accuracy on fine
details, likely because of the coarser resolution of the other input features (see
Fig. 3.1).
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RGB Ground-truth Baseline Baseline+ TDX-U

Figure 3.6: Forest mapping comparison among Baseline, Baseline+
and TDX-U, using (θi, γVol

) in input. Correctly classified forest pixels
(TP) are shown in green; non-forest pixels erroneously classified as
forest (FP) are in red; the blue indicates missed forest pixels (FN).
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RGB Ground-truth θi, γVol
θi, β

0 θi, β
0, γ

Vol

Figure 3.7: Detection results provided by TDX-U using different input
settings. Correctly classified forest pixels (TP) are shown in green;
non-forest pixels erroneously classified as forest (FP) are in red; the
blue indicates missed forest pixels (FN).
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RGB Ground-truth TDX-Res TDX-Dense TDX-U

Figure 3.8: Segmentation results provided by TDX-Res, TDX-Dense
and TDX-U under the best input configuration: (β0, θi, γTot).Correctly
classified forest pixels (TP) are shown in green; non-forest pixels er-
roneously classified as forest (FP) are in red; the blue indicates missed
forest pixels (FN).

Finally, in Fig. 3.8 the three proposed models are compared in the best
input configuration according to the numerical results of Tab. 3.4, that is
(β0, θi, γTot). The U-Net apporach clearly outperforms the other two in all
cases, coherently with the numerical results reported in Tab. 3.4.

3.5 Conclusions

In this chapter is explored the use of Convolutional Neural Networks for the
purpose of forest mapping from TanDEM-X products. Regardless of the em-
ployed CNN building strategy, results demonstrate that CNNs can effectively
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fuse input data with heterogeneous dynamics, such as the SAR backscatter,
the interferometric coherence, and the incidence angle. This is likely the most
distinguishing feature of the CNN approach compared to traditional methods
[103, 104], which only extract one key feature from the InSAR signal to ex-
clusively exploit it for the classification. CNN have shown better performance
with respect to the pixel-wise Random Forest algorithm too. This is probably
caused by the ability of CNNs to account for the textural content of the signal
that provides additional discriminative information. Among the considered ar-
chitectural solutions, U-Net clearly provides the best performance in terms of
accuracy and F1-score. This study open new research scenarios showing how
to effectively extract information of interest from data acquired by means of a
mission designed mainly for Digital Elevation Model retrieval.

A future research will aim to extend the proposed approach to diverse sce-
narios. In order to do this a key enabling factor will be the collection of a
wider and richer dataset for training, validation and test, that is representative
of much diverse climate conditions (boreal, temperate, tropical, and so forth)
and anthropological contexts (rural, industrial, urban, and so on). The use of
additional input features from TanDEM-X or other information sources will
also be explored as they may compensate to some extent the lack of referenced
data. In addition to the diversity with respect to climate and cover types, it will
be also worth to explore to what extent the proposed approach can generalize
in resolution, in order to enable wide scale applicability of the method using
lower resolution data.





Chapter 4

Super Resolution of Sentinel-2
bands

In light of its free availability, world-wide coverage, revisit frequency and, not
least, its above remarked wide applicability, several research teams have pro-
posed solutions to super-resolve Sentinel-2 images, rising 20 m and/or 60 m
bands up to 10 m resolution. In particular, the 10 and 20 m bands are com-
monly employed for land-cover or water mapping, agriculture or forestry, es-
timation of biophysical variables, and risk management (floods, forest fires,
subsidence, and landslide), while lower resolution 60 m bands can be used
for monitoring of water vapor, aerosol corrections, pollution monitoring, cir-
rus clouds estimation and so forth [118, 119]. Specifically, beyond land-cover
classification, S2 images can be useful in such diverse applications as the pre-
diction of growing stock volume in forest ecosystems [120], the estimation
of the Leaf Area Index (LAI) [121, 122], the retrieval of canopy chlorophyll
content [123], the mapping of the extent of glaciers [5], the water quality mon-
itoring [124], the classification of crop or tree species [125], and the built-up
areas detection [126], fire detection [127], urban mapping [128], and vegeta-
tion monitoring [129].

According to the taxonomy suggested by Lanaras et al. [119] resolution
enhancement techniques can be gathered in three main groups: (i) pansharp-
ening and related adaptations; (ii) imaging model inversion; and (iii) machine
learning. In addition to these category, it is also worth mentioning the matrix
factorization approaches (e.g., [130, 131]), which are more suited to the fu-
sion of low resolution hyperspectral images with high resolution multispectral
ones. In fact, the spectral variability becomes a serious concern to be handled

61
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carefully by means of unmixing oriented methodologies [96, 132]. The first
category refers to the classical pansharpening, where the super-resolution of
low-resolution bands is achieved by injecting spatial information from a single
spectrally-overlapping higher-resolution band. This is the case for many re-
mote sensing systems such as Ikonos, QuickBird, GeoEye, WorldView, and so
forth. The so-called component substitution methods [133, 134], the multi-
resolution analysis approaches [135, 136], or other energy minimization meth-
ods [137, 138, 139] belong to this category. A recent survey on pansharp-
ening can be found in [140]. Pansharpening methods can also be extended
to Sentinel-2 images in different ways, although S2 bands at different res-
olutions present a weak or negligible spectral overlap, as shown by several
works [36, 141, 142, 143, 144].

The second group refers to methods that face the super-resolution as an
inverse problem under the hypothesis of known imaging model. The ill-
posedness is therefore addressed by means of additional regularization con-
straints encoded in a Bayesian or a variational framework. Brodu’s super-
resolution method [145] separates band-dependent from cross-band spectral
information, ensuring the consistency of the “geometry of scene elements”
while preserving their overall reflectance. Lanaras et al. [146] adopted an
observation model with per-band point spread functions that accounts for con-
volutional blur, downsampling, and noise. The regularization consists of two
parts, a dimensionality reduction that implies correlation between the bands,
and a spatially varying, contrast-dependent penalization of the (quadratic) gra-
dients learned from the 10 m bands. In a similar approach, Paris et al. [147]
employed a patch-based regularization that promotes self-similarity of the im-
ages. The method proceeds hierarchically by first sharpening the 20 m bands
and then the coarser 60 m ones.

The last category casts machine learning approaches, and notably deep
learning (DL) ones, which have recently gained great attention from the com-
puter vision and signal processing communities and nearby fields, including
remote sensing. In this case, contrarily to the previous categories, no explicit
modeling (neither exact nor approximated) of the relationship between high
and low resolution bands is required, since it is directly learned from data.
Deep networks allow in principle to mimic very complex nonlinear relation-
ships provided that enough training data are available. In this regard, it is also
worth recalling that the pansharpening of multi-resolution images is somewhat
related to the unmixing of multi-/hyper-spectral images [96, 132], since in both
cases the general aim is to derive the different spectral responses covered by
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a single, spatially coarse observation. However, more specifically, in these
two problems, expectations are considerably different: spectral unmixing is a
pertinent solution when the interest is focused on surface materials, hence re-
quiring high precision on the retrieval of the corresponding spectral responses
without the need to improve their spatial localization. In pansharpening, the
focus is mainly on spatial resolution enhancement while preserving at most the
spectral properties of the sources, and no specific information discovery about
the radiometry of materials is typically expected. In fact, traditional pansharp-
ening methods try to model spectral diversity, for example, by means of the
modulation transfer function of the sensor [135, 136], instead of using radia-
tive transfer models associated to the possible land covers. In any case, from
the deep learning perspective, it makes little difference once the goal is fixed
and, more importantly, a sufficiently rich training dataset is provided, as the
knowledge (model parameters) will come from experience (data). The first
notable example of DL applied to the super-resolution of remote sensing im-
ages is the pansharpening convolutional neural network (PNN) proposed by
Masi et al. [18], which has been recently upgraded [115] with the introduc-
tion of a residual learning block and a fine-tuning stage for target adaptivity
and cross-sensor usage. Another residual network for pansharpening (PanNet)
is proposed in [148]. However, none of these methods can be applied to S2
images without some architectural network adaptation and retraining. Exam-
ples of convolutional networks conceived for Sentinel-2 are instead proposed
in [119]. In Lanaras et al. [119], a very large training dataset has been
collected which has been used to train two much deeper super-resolution net-
works, one for the 20 m subset of bands and the other for the remaining 60 m
bands, achieving state-of-the-art results. In related problems, for example the
single-image super-resolution of natural images or other more complex vision
tasks such as object recognition or instance segmentation,thanks to the knowl-
edge hidden in huge and shared training databases, deep learning has shown
really impressive results compared to model-based approaches. Data sharing
has represented a key enabling factor in these cases allowing researchers to
compete with each other or reproduce others’ models. In this chapter two so-
lution to the super-resolution of Sentinel-2 bands are described. In particular,
in Section4.1 , the 20 m SWIR band of Sentinel-2 is super-resolved at 10 m
for the specific application of the water mapping [149]; while in Section 4.2 a
general solution to super-resolve all 20 m bands is presented [55].
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4.1 Super-Resolution on the SWIR band of Sentinel-2

Sentinel-2 satellites provide global acquisitions of relatively fine spatial reso-
lution multispectral images with a high revisit frequency, whose objective is to
supply data for services such as risk management (floods, forest fires, subsi-
dence, landslide), land monitoring, food security/early warning systems, water
management, soil protection and so forth [118]. Unfortunately, due to a bal-
ance between technological constraints and the objectives of the mission, only
four out of thirteen bandsare provided at the highest resolution of 10 meters.
The remaining bands are given at 20 or 60 meters. One such bands is for ex-
ample the SWIR, provided at 20 meters, which has proven to be very useful
for water detection [150].

Motivated by the above considerations, in the following it is described a
super-resolution method for the SWIR band of Sentinel-2, for the purpose of
water monitoring at fine-scale through the Modified Normalized Difference
Water Index (MNDWI). The basic approach to address a super-resolution prob-
lem is to use a bicubic or a more general polynomial interpolation. State-of-
the-art solutions resort instead to the use of deep learning methods such as
CNNs [54, 151]. However, these methods do not take into account any other
source of data but the objective image. In the problem at hand are available
companion bands which are coregistered with the target and carry important
information, in particular spatial details. Therefore it would be more effective
to resort to pansharpening-like methods meant to fuse a low-resolution multi-
spectral (MS) image with a high-resolution single panchromatic (PAN) band,
to rise the resolution of the MS to that of the PAN. In our case the SWIR band
would play the role of the MS while one or more higher resolution compan-
ion bands would replace the single PAN. By following this paradigm several
pansharpening methods, based on both component substitution [133, 134] and
multiresolution analysis [135, 136], were adapted to the Sentinel-2/SWIR case
and compared in [36]. Somehow related to this case is the fusion of multispec-
tral and hyperspectral images for which a deep learning approach has been
already proposed in [19].

Here, according with this line of research, it is described a CNN-based
approach similar to [18, 34] which have proved to be very successful to pan-
sharpen very high resolution data like Ikonos, GeoEye, or WorldView. In par-
ticular, three CNN models corresponding to three input combinations are pre-
sented. In the simplest case (M1) the network is feeded only with the objective
band ρ11, without high-resolution guiding bands (pure super-resolution). Then
also higher resolution bands are included ,moving to the pansharpening-like
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ρ8 (PAN-like) ρ11 (↑, bicubic) ρ11 (↑, proposed)

Figure 4.1: Example of super-resolution of ρ11 (SWIR band).

case, considering the limit cases when only the most correlated band (near
infra-red, NIR) is enclosed (M2) opposed to the case when all 10-m resolution
bands are used (M5).

A preview of the proposed solution compared with a simple bicubic in-
terpolation is given in Fig. 4.1. On the left is the “guide” band ρ8, in the
middle is the bicubic interpolation of ρ11, and on the right is the proposed up-
sampling with model M2. Numerical results discussed further show that the
quality of the method compares favourably against different pansharpening-
like alternatives according to several indicators. In addition, the proposal is
also tested from the user’s perpective by detecting water basins through the
MNDWI computed at 10m resolution using the upsampled SWIR component.

The rest of the Section is organized as follows. Section 4.1.1 describes the
proposed method in more detail, while Section 4.1.3 summarizes experimental
results.

4.1.1 Proposed CNN-based method

Convolutional neural networks have been successfully applied to many image
processing problems, like super-resolution [54] and pansharpening [18], be-
cause of several advantages such as (i) the capability to approximate complex
non-linear functions, (ii) the ease of training that allows to avoid time consum-
ing handcraft filter design, (iii) the parallel computational architecture. On the
downside the availability of a large amount of “labelled” data is required for
training.

In the following is used a relatively shallow architecture which is a cas-
cade of L = 3 convolutional layers interleaved by Rectified Linear Unit
(ReLU) activations that ensure fast convergence of the training process [53].
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Model input kernel size Interaction
bands (# features) range

l = 1 l = 2 l = 3

M1 ρ11
3×3 3×3 3×3

7×7
(48) (32) (1), ρ̂11

M2 ρ11, ρ8
3×3 3×3 3×3

7×7
(48) (32) (1), ρ̂11

M5 ρ11, ρ8 3×3 3×3 3×3
7×7

ρ2, ρ3, ρ4 (48) (32) (1), ρ̂11

Table 4.1: Hyper-parameters of the proposed networks.

Let x , (ρ11, ρ
HR1 , . . . , ρHRB ) be the input to the network1, and y , ρ̂11

be the network output that is the sharpened SWIR band. The network hyper-
parameters are summarized in Tab.4.1. Model M1 corresponds to the “pure”
super-resolution of ρ11, without using any additional “guiding” band. M2
uses only the most correlated band as guide, while M5 uses all available high-
resolution bands. In the last column it is reported the scope of the overall net-
work function readily obtained as comulative convolutional spread, as the non-
linear ReLU is a punctual operator which does not increase the scope. These
hyper-parameters were selected among several alternative configurations as
optimal choice in terms of complexity and accuracy. It is worth notice that the
overall scope is relatively small compared to that of the CNN pansharpening
method [18], which is 17×17. This should not surprise as [18] is conceived for
a super-resolution ratio which is double, therefore requiring in principle major
efforts to work “equally” well.

4.1.2 Learning

In order to train the network’s parameters Φ a sufficiently large number of
input-output examples and the choice of a suitable cost function to minimize on
them are required to run any learning algorithm, like for example the Stochas-
tic Gradient Descent (SGD) adopted in [34]. In the specific case of pansharp-
ening, in [18] it has been proposed to generate examples for training through

1In CNN-based super-resolution or pansharpening the most commonly used solution con-
sists of a preliminarly upsample of the lower resolution components in input with a standard
ideal interpolator, e.g. bicubic, to align the input stack. In the following, the notation ρ11 refers
to this interpolated band which actually feeds the net.
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Figure 4.2: Top-level training (left) and testing (right) workflows for
model M2.

Wald’s protocol, that consists in using as inputs properly downsampled PAN-
MS pairs and taking as corresponding output the original MS. This same ap-
proach has been adapted to the problem at hand in this work, and it is graphi-
cally represented at the top level in Fig. 4.2 (left). The resolution downgraded
bands are marked with a downward arrow superscript. Once the network has
reached a convergence condition the current parameters Φ(∞) are frozen and
ready to be used to perform the super-resolution of the target images (right part
of Fig. 4.2). The training phase is carried out offline once for all and takes a
few hours using GPU cards, while the test can be done in real-time. Moreover,
it is preferred to use the L1-norm in place of the L2-norm as it has proven
[34] to be more effective in the error backpropagation. Specifically, the loss is
computed by averaging over a suitable set (mini batch) of training examples at
each updating step of the SGD process:

L(Φ(n)) = E
[∥∥∥ρ11 − ρ̂(↓)

11 (Φ(n))
∥∥∥

1

]
.

4.1.3 Experimental Results

In order to build a sufficiently general dataset for training three different scenes
have been chosen: Guinea, Tunisia, and Italy (Venice). Once left apart some
450×450 clips for testing, 17×17 patches for training were uniformly sampled
from all scenes in the remaining segments. Overall, 19000 patches were col-
lected and randomly grouped in 128-size mini batches for the implementation
of the SGD-based training. Additional patches were also extracted for the pur-
pose of validation completing the partition in 70% (training), 15% (validation),
and 15% (test).
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Methods Q-index ERGAS HCC CER L-CER
(ideal value) (1) (0) (1) (0) (0)
Bicubic 0.9914 4.992 0.5366 0.0166 0.1876
M1 (proposed) 0.9970 3.036 0.7090 0.0086 0.0909
ATWT-M3 [136] 0.9873 5.949 0.5828 0.0160 0.1762
MTF-GLP-HPM [155] 0.9823 7.245 0.4509 0.0207 0.1370
HPF [135] 0.9922 4.688 0.5832 0.0138 0.1680
M2 (proposed) 0.9975 2.830 0.7718 0.0064 0.0637
M5 (proposed) 0.9983 2.354 0.8500 0.0066 0.0594

Table 4.2: Accuracy of ρ̂11 (Q-index, ERGAS, HCC) and water maps
(CER, L-CER).

To assess the performance of the proposed method three full-reference nu-
merical figures commonly used for pansharpening have been evaluated:

- Q-index, an image quality indicator introduced in [152];

- ERGAS, proposed in [153], which reduces to the root mean square error
in case of single band;

- HCC, the correlation coefficient between the high-pass components of
reference and its estimate [154].

As these indicators require reference, likewise for the training data, reduced
resolution test data are produced through Wald’s protocol.

The average numerical results obtained for the three scenes of interest are
gathered in Tab. 4.2 (left part). The proposed pure super-resolution method
M1 is compared to the standard bicubic interpolator in the top part of the table.
As average figures, Q-index and ERGAS do not stress that much the gain pro-
vided by M1 as it does HCC which deals with high frequency components that
are much affected by the super-resolution and are mostly localized on bound-
aries. Moving to the methods that make use of the additional band ρ8 as guide,
the proposed M2 compares favourably against state-of-the-art pansharpening
methods adapted to the Sentinel-2/SWIR problem as suggested in [36]. In
the last row it is given the performance of the proposed method when all four
high-resolution bands are added to the input stack. As it can be seen the three
additional, although less correlated with ρ11, provide an additional gain.

The proposed models are also tested from the application point of view by
detecting water basins through the computation of the MNDWI index defined
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RGB Ground-truth Bicubic

ATWT-M3 MTF-GLP-HPM HPF

M1 M2 M5

Figure 4.3: MNDWI estimations over a sample detail (from Venice
image). In order to have a reference ground-truth Wald’s protocol is
applied (downgraded resolution).
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as

I =
ρ

(↓)
3 − ρ11

ρ
(↓)
3 − ρ11

or Î =
ρ3 − ρ̂11

ρ3 − ρ̂11

at resolution of 20m or 10m, respectively. Once water (W ) is detected by
suitably thresholding the MNDWI2 (W = I > α), the classification error rate
on the whole image (CER) and locally to boundaries3 (L-CER) is computed
and reported on the right-hand side of Tab. 4.2. These figures provide a further
confirm of the superiority of the proposed method.

To conclude this section some sample results of estimated MNDWI are
shown (Fig. 4.3) as additional mean to judge the overall behaviour of the pro-
posed approach, leaving the reader free to complete his/her own analysis of the
results with any other observation it may concern.

4.2 Super resolution on Sentinel-2 bands

Motivated by the good results obtained in the previous Section for one 20 m
band, in the following is described a CNN-based method to provide a fast,
upscalable method for the single-sensor fusion of Sentinel-2 (S2) data, whose
aim is to provide a 10 m super-resolution of all of the original 20 m bands.
Aiming to obtain better performance with respect to most of the state-of-the-art
methods, including other deep learning based ones with a considerable saving
of computational burden.

In Lanaras et al. [119] a relatively large Sentinel-2 dataset to get good
generalization properties is collected. On the other hand, complexity is also an
issue that end users care about. In the following is described a solution that em-
ploys a relatively small and flexible network capable of achieving competitive
results at a reduced cost on the super-resolution of the 20 m S2 bands, ex-
ploiting spatial information from the higher-resolution 10 m S2/VNIR bands.
Indeed, the described network being lightweight, apart from enabling the use
of the method on cheaper hardware, allows quickly fine-tuning it when the tar-
get data are misaligned from the training data for some reason. The described
method for Fast Upscaling of SEntinel-2 (FUSE) images is an evolution of
the proof-of-concept work presented in [55]. In particular, the major improve-
ments with respect to the method in [55] reside in the following changes:

2Hereinafter it has been fixed α = 0.
3Boundaries are detected using morphological gradient.
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a. Architectural improvements with the introduction of an additional con-
volutional layer.

b. The definition of a new loss function which accounts for both spectral
and structural consistency.

c. An extensive experimental evaluation using diverse datasets for testing
that confirms the generalization capabilities of the proposed approach.

The rest of the Section is organized as follows. In Section 4.2.1, follows
a description of the datasets and proposed method. Evaluation metrics, com-
parative solutions and experimental results are then gathered in Section 4.2.5.
Insights about the performance of the proposed solution and related future per-
spectives are given in Section 4.2.9. Finally, Section 4.2.10 provides conclud-
ing remarks.

4.2.1 Materials and Methods

The development of a deep learning super-resolution method suited for a given
remote sensing imagery involves at least three key steps, with some iterations
among them:

a. Selection/generation of a suitable dataset for training, validation and
test;

b. Design and implementation of one or more DL models;

c. Training and validation of the models (b) using the selected dataset (a).

4.2.2 Datasets and Labels Generation

Regardless of its complexity and capacity, a target deep learning model re-
mains a data-driven machinery whose ultimate behavior heavily depends on
the training dataset, notably on its representativeness of real-world cases.
Hence, are provided detailed information about the datasets employed and
their preprocessing.

For the sake of clarity, the main characteristics of the 13 spectral bands of
Sentinel-2 are gathered in Table 4.3, while symbols and notations that are used
in the following are grouped in Table 4.4.

Except for some cases where unsupervised learning strategies can be ap-
plied, a sufficiently large dataset containing input–output examples is usually
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Table 4.3: Sentinel-2 bands. The 10 m bands are highlighted in blue.
In red are the six 20 m bands to be super-resolved. The remaining are
60 m bands.

Bands B1 B2 B3 B4 B5 B6 B7 B8 B8a B9 B10 B11 B12
Center wavelength [nm] 443 490 560 665 705 740 783 842 865 945 1380 1610 2190
Bandwidth [nm] 20 65 35 30 15 15 20 115 20 20 30 90 180
Spatial resolution [m] 60 10 10 10 20 20 20 10 20 60 60 20 20

Table 4.4: Notations and symbols.
Symbol Meaning

x Stack of six S2 spectral bands (B5, B6, B7, Bba, B11, B12) to be super-resolved.
z Stack of four high-resolution S2 bands (B2, B3, B4, B8).

xhp, zhp High-pass filtered versions of x and z, respectively.
x̂ Super-resolved version of x.
r Full-resolution reference (also referred to as ground truth or label), usually un-

available.
x, x̂, r generic band of x, x̂, r, respectively.

x̃, x̃, x̃hp Upsampled (via bicubic) versions of x, x,xhp, respectively.
z Single (average) band of z.

x↓, z↓, r↓,... Reduced-resolution domain variables associated with x, z, r,..., respectively.
Whenever unambiguous subscript ↓ will be dropped.

necessary to to train a deep learning model. This is also the case for super-
resolution or pansharpening. In this case, since the goal is to fuse 10 m bands
(z) with 20 m (x) to enhance the resolution of x by a factor of 2 (resolution
ratio), which means that the examples of the kind ((x, z); r) are needed, be-
ing r the desired (super-resolved) output corresponding to the composite input
instance (x, z). In rare cases, one can rely on referenced data, for example
thanks to ad hoc missions to collect full-resolution data to be used as refer-
ence, whereas in most cases referenced samples are unavailable.

Under the latter assumption, many deep learning solutions for super-
resolution or pansharpening have been developed (e.g., [54, 18, 151, 115, 149,
119, 156]) by means of a proper schedule for generating referenced training
samples from the same no-reference input dataset. It consists of a resolution
downgrade process that each input band undergoes which involves two steps:

(i) band-wise low-pass filtering; and

(ii) uniform R×R spatial subsampling, being R the target super-resolution
factor.

This is aimed to shift the problem from the original full-resolution domain
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band-wise

LPF bank
↓2×2

MTF-based resolution downgrade process

z x = r↓

z↓ x↓

(label)

(input)

Full-resolution domain

Reduced-resolution

domain

Figure 4.4: Generation of a training sample ((x↓, z↓); r↓) using
Wald’s protocol. All images are shown in false-color RGB using sub-
sets of bands for ease of presentation. Each band is low-lass filtered
with a different cut-off frequency according with the sensor MTF char-
acteristics.

to a reduced-resolution domain. In this specific case,R = 2 while the two orig-
inal input components, x and z, will be transformed in corresponding variables
x↓ and z↓, respectively, lying in the reduced-resolution space, with associated
reference r↓ trivially given by r↓ = x. How to filter the several bands before
subsampling is an open question. Lanaras et al. [119] pointed out that with
deep learning one does not need to specify sensor characteristics, for instance,
spectral response functions, since sensor properties are implicit in the training
data. Contrarily, Masi et al. [18] asserted that the resolution scaling should be
done accounting for the sensor Modulation Transfer Function (MTF), in order
to generalize properly when applied at full resolution. Such a position follows
the same rationale of the so-called Wald’s protocol, a procedure commonly
used for generating referenced data for objective comparison of pansharpen-
ing methods [140]. Actually, this controversial point cannot be resolved by
looking at the performances in the reduced-resolution space, since a network
learns from training data the due relationship whatever preprocessing has been
performed on the input data. On the other hand, in full-resolution domain,
no objective measures can be used because of the lacking referenced test data.
In the following the approach proposed in [18] making use of sensor MTF is
adopted. The process for the generation of a training sample is summarized in
Figure 4.4. Each band undergoes a different low-pass filtering, prior to being
downsampled, whose cut-off frequency is related to the sensor MTF charac-
teristics. Additional details can be found in [157].

Another rather critical issue is the training dataset selection as it impacts
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the capability of the trained models to generalize well on unseen data. In the
computer vision domain, a huge effort has been devoted to the collection of
very large datasets in order to support the development of deep learning solu-
tions for such diverse problems as classification, detection, semantic segmen-
tation, tracking video and so forth (notable examples are ImageNet and Kitty
datasets). Instead, within the remote sensing domain, there are no examples of
datasets which are as large as ImageNet or Kitty. This is due to several obsta-
cles, among which the cost of the data and the related labeling which requires
domain experts, as well as the data sharing policy usually adopted in the past
years by the remote sensing community. Luckily, for super-resolution, one
can at least rely on the above-described fully-automated resolution downgrad-
ing strategy to avoid labeling costs. Due to the scarcity of data, most deep-
learning models for resolution enhancement applied to remote sensing have
been trained on a relatively small dataset, possibly taken from a few large im-
ages, from which non-overlapping sets for training, validation and testing are
singled out [18, 148, 156]. The generalization limits of a pansharpening model
trained on too few data have been stressed in [115], for both cross-image and
cross-sensor scenarios, where a fine-tuning stage has been proposed to cope
with the scarcity of data. In particular, it was shown that, for a relatively small
CNN that integrates a residual learning module, a few training iterations (fine-
tuning) on the reduced-resolution version of the target image allow quickly
recovering the performance loss due to the misalignment between training and
test sets. For Sentinel-2 imagery, thanks to the free access guaranteed by the
Copernicus program, larger and more representative datasets can be collected,
as done by Lanaras et al. [119], aiming for a roughly even distribution on the
globe and for variety in terms of climate zone, land-cover and biome type. In
the following, instead, is described a lighter and flexible solution with a rela-
tively small number of parameters to learn and a (pre-)training dataset of rel-
atively limited size. This choice is motivated by the experimental observation
that in actual application the tuning of the parameters is still recommendable
even if larger datasets have been used in training, making appealing lighter
solutions that can be quickly tuned if needed.

To be aligned with the work of Lanaras et al. [119], Sentinel-2 data
without atmospheric correction (L1C product) are used for the experiments.

For training and validation, three scenes have been chosen (see Figure 4.5),
corresponding to different environmental contexts: Venice, Rome, and Geba
River.

In particular, the three scenes have been randomly cropped in 18,996
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Rome Venice Geba River

Figure 4.5: Examples of images used for training. (Top row)
RGB-composite images using 10 m bands B4(R), B3(G) and B2(B), subset of

z; and (Bottom row) corresponding 20 m RGB subset of x, using B5(R),
B8a(G) and B11(B).

square tiles of size 33× 33 (at 20 m resolution) to be used for training (15,198)
and validation (3898). Besides, four more scenes have been selected for the
purpose of testing, namely Athens, Tokyo, Addis Abeba, and Sydney, which
present different characteristics, hence allowing for a more robust validation of
the described model. From such sites, three 512× 512 crops at 10 m resolution
are singled out, for a total of twelve test samples.

4.2.3 Proposed Method

The proposed solution takes inspiration from two state-of-the-art CNN models
for pansharpening, namely PanNet [148] and the target-adaptive version [115]
of PNN [18], both conceived for very high resolution sensors such as Ikonos or
WorldView-2/3. Both methods rely on a residual learning scheme, while main
differences concern loss function, input preprocessing, and overall network
backbone shape and size.

Figure 4.6 shows the top-level flowchart of the proposed method. Since
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Sentinel-2 images are used, differently from [148] and [115], the input is com-
posed by 10 bands, six lower-resolution ones (x), to be super-resolved, plus
four higher-resolution bands (z). For each band x to be super-resolved, a single
(relatively small) network is trained as represented at the output in Figure 4.6.

However, the deterministic preprocessing bounded by the dashed box is a
shared part, while the core CNN, with fixed hyper-parameters, changes from
one band to another to be super-resolved. This choice presents two main ad-
vantages. The first is that whenever users need to super-resolve only a specific
band, they can make use of a lighter solution with computational advantages.
The second reason is related to the experimental observation that training sep-
arately the six networks allows reaching the desired loss levels more quickly
than using a single wider network. This feature is particularly desirable if users
need to fine-tune the network on their own dataset. Turning back to the work-
flow, observe that both input subsets, x and z, are high-pass filtered (HPF) as
also done by PanNet. This operation relies on the intuition that the missing
details that the network is asked to recover lie in the high frequency range of
the input image. Next, the HPF component xhp is upsampled (R×R) using a
standard bicubic interpolation, yielding x̃hp, in order to match the size of zhp

with which to be concatenated prior to feed the actual CNN. The single-band
CNN output fΦ(x, z) is therefore combined with the upsampled target band x̃
to provide its super-resolved version x̂ = x̃+ fΦ(x, z). This last combination,
obtained through a skip connection that retrieves the low-resolution content of
x̂ directly from the input, is known as residual learning strategy [106], and has
soon became a standard option for deep learning based super-resolution and
pansharpening [148, 115, 119], as it is proven to speed-up the learning pro-
cess.

The CNN architecture is more similar to the pansharpening models [18,
115] than to PanNet [148], making use of just four convolutional layers,
whereas PanNet uses ten layers, each singling out 32 features (except for the
output layer). Moreover, a batch normalization layer operating on the input
stack precedes the convolutional ones. This has proven to make the learn-
ing process robust with respect to the statistical fluctuations of the training
dataset [116]. In Table 4.5, the network hyper-parameters of the convolutional
layers are summarized.

4.2.4 Training

Once the training dataset and model are fixed, a suitable loss function to be
minimized needs to be defined in order for the learning process to take place.
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Figure 4.6: Top-level workflow for the super-resolution of any 20 m band of
Sentinel-2. The dashed box gathers the shared processing which is the same
for all predictors.

Table 4.5: Hyper-parameters of the convolutional layers for the pro-
posed CNN model.

ConvLayer 1 ConvLayer 2 ConvLayer 3 ConvLayer 4
Input channels 10 48 32 32
Spatial support 3×3 3×3 3×3 3×3
Output channels 48 32 32 1
Activation ReLU ReLU ReLU tanh
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L2 or L1 norms are typical choices [54, 18, 115, 119, 55] due to their simplic-
ity and robustness, with the latter being probably more effective to speed-up
the training, as observed in [115, 119]. However, these measures do not ac-
count for structural consistency as they are computed on a pixel-wise basis and,
therefore, assess only spectral dissimilarity. To cope with this limitation, an op-
tion is to resort to a so-called perceptual loss [158], which is an indirect error
measurement performed in a suitable feature space generated with a dedicated
CNN. In [148], structural consistency is enforced by working directly on detail
(HPF) bands. In the proposed solution, in addition to the use HPF components,
a combined loss that explicitly accounts for spectral and structural consistency
is defined. In particular, inspired by the variational approach [159], it has been
used the following loss function:

L = λ1LSpec + λ2LStruct + λ3LReg (4.1)

where three terms, corresponding to fidelity, or spectral consistency (LSpec),
structural consistency (LStruct) and regularity (LReg), are linearly combined.
The weights were tuned experimentally using the validation set as λ1 = 1,
λ2 = 0.1, and λ3 = 0.01.

By following the intuition proposed in [115, 119], the fidelity term is based
on the L1 norm, that is

LSpec = E
{
‖x̂↓ − r↓‖1

}

= E
{
‖fΦ(x↓, z↓) + x̃↓ − r↓‖1

}

where the expectation E{·} is estimated on the reduced-resolution training
minibatches during the gradient descent procedure. fΦ(·) stands for the CNN
function (including preprocessing) whose parameters to learn are collectively
indicated with Φ. This loss term, as well as the other two, refers to a single
band (x↓) super-resolution whose ground-truth is r↓ = x. As the training is
performed in the reduced-resolution domain, in the reminder on this section,
for the sake of simplicity the subscript ↓ is omitted.

The structural consistency term is given by

LStruct = E

{
4∑

i=1

‖Gi(x̂− r)‖1/2

}
,

where
the operator G = (G1, . . . , G4) generalizes the gradient operator includ-

ing derivatives in the diagonal directions that help to improve quality, as shown
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in [159]. It has been shown that the gradient distribution for real-world im-
ages is better fit with a heavy-tailed distribution such as a hyper-Laplacian
(p(x) ∝ e−k|x|

p
, 0 < p < 1). Accordingly, here a Lp-norm with p = 1/2 is

used, which could be more effective [159]. This term penalizes discontinuities
in the super-resolved band x̂ if they do not occur, with the same orientation, in
the panchromatic band. As the dynamics of these discontinuities are different,
an additional prior regularization term that penalizes the total variation of x̂
helps to avoid unstable behaviors:

LReg = E {‖∇x̂‖1} = E {‖∇fΦ(x, z) +∇x̃‖1} .

Eventually, the network parameters were (pre-)trained by means of the
Adaptive Moment Estimation (ADAM) optimization algorithm [76] applied
to the above-defined overall loss (Equation (4.1)). In particular, ADAM has
been set with default hyper-parameters, which are learning rate, η = 0.002,
and decay rate of the first and second moments, β1 = 0.9 and β2 = 0.999,
respectively [160]. The training was run for 200 epochs, being an epoch a
single pass over all minibatches (118) in which the training set has been split,
with each minibatch composed of 128 33×33 input–output samples.

4.2.5 Experimental Results

In the following, after a brief recall of the accuracy evaluation metrics (Section
4.2.6) and of the comparative methods (Section 4.2.7), follows a discussion on
numerical and visual results (Section 4.2.8).

4.2.6 Accuracy Metrics

The quality assessment of pansharpening algorithms can be carried out in two
frameworks, with or without ground-truth. Since normally the ground-truth
is unavailable, the former context refers to the application of Wald’s proto-
col [157], which is the same process used for the generation of training sam-
ples, as described in Section 4.2.2. Therefore, this evaluation frame, here-
inafter referred to as reference-based, applies in the reduced-resolution domain
and allows one to provide objective quality measurements. Because of the res-
olution shift (downgrade), the reference-based evaluation approach has a lim-
ited extent and it is therefore custom to complement it with a full-resolution
assessment, referred to as the no-reference one, aimed to give qualitative mea-
surements at full resolution.

In particular, in the following, reference-based metrics are used:
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• Universal Image Quality Index (Q-Index) takes into account three differ-
ent components: correlation coefficient, mean luminance distance and
contrasts [152].

• Erreur Relative Globale Adimensionnelle de Synthése (ERGAS) mea-
sures the overall radiometric distortion between two images [153].

• Spectral Angle Mapper (SAM) measures the spectral divergence be-
tween images by averaging the pixel-wise angle between spectral sig-
natures [161].

• High-pass Correlation Coefficient (HCC) is the correlation coeffi-
cient between the high-pass filtered components of two compared im-
ages [162].

On the other hand, as no-reference metrics, we use the following [140, 17]:

• Spectral Distortion (Dλ) measures the spectral distance between the
bicubic upscaling of the image component to be super-resolved, x̃,
and its super-resolution, x̂.

• Spatial Distortion (DS) is a measurement of the spatial consistency be-
tween the super-resolved image x̂ and the high-resolution component
z.

• Quality No-Reference (QNR) index is a combination of the two above
indexes that accounts for both spatial and spectral distortions.

For further details about the definition of the above metrics, the reader is
referred to the associated articles.

4.2.7 Compared Methods

The FUSE method described above, is compared with several state-of-the-art
solutions. On the one side are classical approaches for pansharpening, properly
generalized to the case of Sentinel-2, such as the following:

• Generalized Intensity Hue Saturation (GIHS) method [134]

• Brovey transform-based method [163]

• Indusion [164]
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• Partial Replacement Adaptive Component Substitution (PRACS) [165].

• A Troús Wavelet Transform-based method (ATWT-M3) [136]

• The High-Pass Filtering (HPF) approach [135]

• Generalized Laplacian Pyramid with High Pass Modulation injection
(MTF-GLP-HPM) [166]

• Gram-Schmidt algorithm with Generalized Laplacian Pyramid decom-
position (GS2-GLP) [166]

Detailed information about these approaches can be found in the survey
work of Vivone et al. [140].

Besides, FUSE is also compared with the following deep learning ap-
proaches native for Sentinel-2 images, including two ablations of the proposal:

• A previous CNN-based method (M5) proposed in [149] and described
in Section 4.1, extended (training from scratch) to all six 20 m bands.

• The CNN model (DSen2) proposed in [119], which is much deeper than
FUSE and has been trained on a very large dataset.

• An enhancement of M5 where High-Pass filtering on the input and other
minor changes have been introduced (HP-M5) [55], which represents a
first insight on the improvements proposed in this work.

• FUSE with only three layers instead of four.

• FUSE trained using the L1 norm without regularization and structural
loss terms.

4.2.8 Numerical and Visual Results

To assess the performance of the proposed method, twelve 512 × 512 images
(at 10 m resolution) are extracted from four larger images taken over Athens,
Adis Abeba, Sydney and Tokyo, respectively, from which no training or vali-
dation samples were extracted.

Numerical figures were computed for all compared methods on each test
image. The average measures over the dataset are gathered in Table 4.6.
Reference-based accuracy indicators shown on the left-hand side of the table
are computed in the reduced-resolution space and provide objective measure-
ments of the reconstruction error. Overall, it can be seen that the proposed
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Table 4.6: Accuracy assessment of several super-resolution methods.
On top are model-based approaches and DL methods are on the bot-
tom, including the proposed FUSE method.

Reference-Based No-Reference
Method Q HCC ERGAS SAM QNR Dλ DS
(Ideal) (1) (1) (0) (0) (1) (0) (0)
HPF 0.9674 0.6231 3.054 0.0641 0.8119 0.1348 0.0679
Brovey 0.9002 0.6738 4.581 0.0026 0.6717 0.2382 0.1241
MTF GLP HPM 0.8560 0.6077 19.82 0.2813 0.7802 0.1678 0.0643
GS2 GLP 0.9759 0.6821 2.613 0.0564 0.8129 0.1367 0.0647
ATWT-M3 0.9573 0.6965 3.009 0.0019 0.8627 0.0947 0.0473
PRACS 0.9767 0.7284 2.274 0.0019 0.8800 0.0847 0.0395
GIHS 0.8622 0.6601 5.336 0.0579 0.6112 0.2999 0.1444
Indusion 0.9582 0.6273 3.314 0.0425 0.8424 0.1311 0.0321
M5 0.9883 0.8432 1.830 0.0019 0.8715 0.0942 0.0389
HP-M5 0.9895 0.8492 1.720 0.0282 0.8779 0.0931 0.0329
Lanaras 0.9916 0.8712 1.480 0.0194 0.8684 0.1028 0.0330
FUSE (3 layers) 0.9931 0.8602 1.631 0.0020 0.8521 0.1082 0.0474
FUSE (L1 loss) 0.9930 0.8660 1.681 0.1963 0.8570 0.1081 0.0410
FUSE (full version) 0.9934 0.8830 1.354 0.0184 0.8818 0.1002 0.0203

FUSE method performs slightly better than DSen2 and outperforms all com-
pared solution on three out of four indicators. On the other hand, M5 and
ATWT-M3 show a slightly better spectral preservation compared to FUSE ac-
cording to the Spectral Angle Mapper indicator.

As reduced-resolution data do not fully reproduce statistical fluctuations
that may occur in the full resolution context, a common choice is to com-
plement the low-resolution evaluation with a full-resolution assessment that,
however, does not rely on objective error measurements. In particular, in this
case, three well-established indicators that are usually employed in the pan-
sharpening context are considered: the spectral and spatial distortions, Dλ and
DS , respectively, and their combination, the QNR. According to these indica-
tors, shown on the right-hand side of Table 4.6, the proposed method, again,
outperforms the competitors. A slightly better spectral preservation is given
by HP-M5, M5 and ATWT-M3.

Giving a look at some sample results starting from the full-resolution con-
text. Figures 4.7 and 4.8 show some of the 512 × 512 images used for test,
associated with urban and extra-urban contexts, respectively. For the sake of
visualization, an RGB false-color subsets of z and x is used. In particular,
three out of four bands of z (B2, B3 and B4) are employed, and three out of
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six bands of x (B5, B8a and B11—see Table 4.3). The input components z
and x̃ are shown on the left and middle columns, while the super-resolution x̂
obtained with the proposed method is shown on the right.

Although at a first glance these results look pretty nice, a different ob-
servation scale would help to gain insight the behavior of the compared so-
lutions. Therefore, Figure 4.9, shows some zoomed details with the corre-
sponding super-resolutions using different selected methods. In particular, for
the sake of simplicity, the visual inspection is restricted to the most repre-
sentative DL and not DL approaches according to both reference-based and
no-reference indicators reported in Table 4.6. A careful inspection reveals that
some model-based approaches provide higher detail enhancement compared to
DL methods. However, it remains difficult to appreciate the spectral preserva-
tion capability of the different methods due to the lack of objective references.

Actual errors can be visualized in the reduced-resolution domain instead.
Figure 4.10, shows in particular a few meaningful details processed in such a
domain. For each sample, the composite input (x̃↓, z↓) is shown in the left-
most column, followed by the reference ground-truth r↓. Then, Columns 3–7
show a few selected solutions (odd rows) with the corresponding error maps
(even rows) obtained as difference between the super-resolved image and the
reference, x̂↓ − r↓. As it can be seen, the DL methods perform pretty well in
comparison with model based approaches as the error map is nearly constant
gray, whereas for PRACS and ATWT-M3 visible piece-wise color shifts are
introduced. This observation does not contrast with the good values of SAM
obtained by PRACS, since this indicator accounts for the relative color/band
proportions but not for their absolute intensity (some “colorful” error maps in
Figure 4.10 are partially due to the band-wise histogram stretching used for the
sake of visualization). Overall, by looking at both numerical accuracy indica-
tors and visual results, in both reduced- and full-resolution contexts, the pro-
posed method provides state-of-the-art results on our datasets, as does DSen2.

4.2.9 Discussion

To assess the impact of the proposed changes with respect to the baseline HP-
M5, an additional convolutional layer and a composite loss that adds a regu-
larization term and a structural term to the basic spectral loss (L1-norm), an
ablation study is also carried out. In particular, a the three-layer scaled ver-
sion of FUSE is considered, as well as the four-layer version trained without
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z x̃ x̂ – FUSE

Figure 4.7: Super-resolution of the test images—Urban zones. From
top to bottom: Adis Abeba, Tokyo, Sydney, and Athens. From left to
right: High-resolution 10 m input component z, low-resolution 20 m
component x̃ to be super-resolved, and super-resolution x̂ using the
FUSE algorithm.
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z x̃ x̂ – FUSE

Figure 4.8: Super-resolution of the test images—Extra-urban zones.
From top to bottom: Adis Abeba, Tokyo, Sydney, and Athens. From
left to right: High-resolution 10 m input component z, low-resolution
20 m component x̃ to be super-resolved, and super-resolution x̂ using
the FUSE algorithm.
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z x̃ PRACS ATWT-M3 HP-M5 DSen2 FUSE

Figure 4.9: Full-resolution results for selected details. For each detail
(row) from left to right are shown the two input components to be
fused, followed by the corresponding fusions obtained by compared
methods.
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x̃↓ r↓ = x (GT) PRACS ATWT-M3 HP-M5 DSen2 FUSE

z↓ Error maps: x̂↓ − r↓

x̃↓ r↓ = x (GT) PRACS ATWT-M3 HP-M5 DSen2 FUSE

z↓ Error maps: x̂↓ − r↓

x̃↓ r↓ = x (GT) PRACS ATWT-M3 HP-M5 DSen2 FUSE

z↓ Error maps: x̂↓ − r↓

Figure 4.10: Reduced-resolution samples. Bottom images (Columns
3–7) show the difference with the ground-truth (GT).
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Table 4.7: Computational burden of FUSE and DSen2 at test time for
different image sizes.

GPU Memory (Time)
Im. Size 512 × 512 512 × 1024 1024 × 1024 1024 × 2048 2048 × 2048
DSen2 6.6 GB 8.7 GB 9.2 GB 17.4 GB out of memory

3.4 s 4.3 s 7.4 s 9.8 s -
FUSE 391 MB 499 MB 707 MB 1.1 GB 1.9 GB

6×0.45 s 6 × 0.47 6 × 0.50 s 6 × 0.55 s 6 × 0.60 s

regularization and structural loss terms. These two solutions are also reported
in Table 4.6. As can be seen, except for the SAM index, the full version of
FUSE outperforms consistently both scaled versions, with remarkable gains
on ERGAS, in the reference-based framework, and on the spatial distortion
DS , in the no-reference context. Focusing on the two ablations, it seems that
the use of the composite loss has a relatively better impact compared to the
network depth increase. This is particular evident looking at the SAM indica-
tor.

The experimental evaluation presented above confirms the great potential
of the DL approach in the context of the data fusion problem at hand, as al-
ready seen for pansharpening [18] and single-image super-resolution of natural
images [54] a few years ago. The numerical gap between DL methods and the
others is consistent and confirmed by visual inspection. In particular, it can be
observed that the use of the additional structural loss term, the most relevant
change with respect to the previous models M5 and HP-M5, allowed to reach
and slightly overcome the accuracy level of DSen2. Beside accuracy assess-
ment, it is worth focusing on the related computational burden. DL methods,
in fact, are known to be computationally demanding, hence potentially lim-
ited for large-scale applicability. Thus, the proposed framework is focused on
the use of a relatively small CNN model that involves about 28K parameters
in contrast to DSen2 which has 2M parameters. In Table 4.7, are gathered a
few numbers obtained experimentally on a single GPU Quadro P6000 with
24 GB of memory. For both the proposed and DSen2, are shown the GPU
memory load and the computational time for the inference with respect to the
image size.

As the proposed model is replicated, with different parameters, for each of
the six bands to be super-resolved, are assumed either a sequential GPU usage
(as done in the table) or a parallel implementation, therefore with 6× memory
usage but also 6× faster processing. In any case, to have a rough idea of the
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different burden, it is sufficient to observe that, by using about one third of
the memory necessary for DSen2 to super-resolve a 512 × 512 image, FUSE
can super-resolve a 16× larger image (2048 × 2048) in the same time slot.
In addition, it also has to be considered that, in many applications, the user
may be interested in super-resolving a single band, hence saving additional
computational and/or memory load. Finally, this picture does not consider
the less critical training phase or an eventual fine-tuning stage, which would
further highlight the advantage of using a smaller network. To have a rough
idea of this, according to [119], DSen2 was trained in about three days on a
NVIDIA Titan Xp 12 GB GPU, whereas the training of this model took about
3 h using a Titan X 12 GB.

4.2.10 Conclusions

In this Section has been proposed and validated experimentally a CNN-based
super-resolution method for the 20 m bands of Sentinel-2 images, which blends
high-resolution spatial information from the 10 m bands of the same sensor.
The proposed network is relatively small compared to other state-of-the-art
CNN-based models, such as DSen2, achieving comparable accuracy levels in
both numerical and subjective visual terms. Overall, it is worth noticing that
DL methods overcome model-based approaches especially in terms of spectral
distortion (see Figure 4.10), which is rather interesting considering that the two
band sets to be fused are only partially overlapped/correlated, as can be seen
in Table 4.3. In light of this, it will be interesting to explore in future work s
the extension to 60 m bands of the proposed approach.





Chapter 5

Preliminary results

I
n the first part of this chapter are presented some preliminary results for the
task of cloud detection. In particular, leveraging on the capability of CNN

to accurately approximate complex relationships between raw data and higher-
level products, a U-Net-like solution is proposed conceived for Sentinel-2 im-
ages. In order to face the scarcity of training data, a proper domain adaptation
strategy has been pursued, which resorts to a labeled Landsat-8 dataset. Pre-
liminary results show a consistent improvement over standard tools.

Moreover, in the last part of the chapter follows a study on the impact of the
training set design for the despeckling task using CNNs. For the despeckling
task, the dataset choice is a critical task since there is no ‘clean’ reference to
use as example. Indeed, the speckle is an inherent an unavoidable property of
coherent imaging systems. For these reason a comparison between a reference
obtained performing a temporal multilooking, using different acquisitions of
SAR images, with a simulated-speckle approach.

5.1 Cloud detection

Cloud detection is of critical importance for many monitoring applications
based on passive imaging. Examples are vegetation/forest monitoring [167,
168] canopy chlorophyll mapping [169], coastal monitoring [170], land-cover
classification [171] and so forth. Whenever clouds do not represent the actual
objective for the given application, they become an issue, playing as occluding
objects. In the latter case, cloud detection helps to define to what extent and
where an image has to be taken into consideration to infer the estimation of
any physical parameter of interest. Moreover, when dealing with multitem-
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poral series, the knowledge of the spatial distribution of the clouds within an
image allows one to selectively interpolate the temporal sequence for filling its
spatio-temporal gaps due to clouds [84, 85].

Clouds can cause more or less severe visibility issues as they can be
opaque, semi-transparent, or nearly transparent [172] depending on the spec-
tral bands. Such a variability makes the detection problem hard to be solved
since true positives can be very similar to true negatives. Needless to say, the
naive solution which resorts to the manual annotation by domain experts can
be very accurate but is also a very expensive solution which is unsuited in
many practical situations. Therefore many algorithms have been proposed in
the past years [173, 174, 175, 176, 177]. In [173] a multitemporal approach
has been proposed. An early machine learning solution based on decision
trees is given in [174] instead. By suitably combining the spectral bands, on
the basis of physical considerations, an adaptation to the Sentinel-2 case of
the Fmask algorithm for Landsat images is proposed in [175]. Recently, with
the advent of deep learning, a paradigm shift from model-based to data-driven
approaches has been observed and specifically for cloud detection it is worth
mentioning [176], which deals with Landsat-8 images, and [177] working on
both Landsat-8 and Sentinel-2 datasets.

The goal of the presented framework is to face the cloud detection problem
on Sentinel-2 images, benefitting also of available labeled datasets collected by
the Landsat-8 mission. Indeed, the scarcity of training data is one of the main
issues that prevent the use of data-driven methods in the remote sensing do-
main. The free distribution of Sentinel-2 data partly addresses such as issue as
a reliable labeling (cloud masks in this case) is not available. However, coarse
cloud masks can be retrieved through ESA’s utility Sen2Cor,1 a model-based
algorithm performing a pixel-wise spectral-based cloud detection. Although
these masks provide a low accuracy level, thanks to a suitable domain adapta-
tion strategy, they can be used in combination with labeled Landast-8 datasets
as it will be shown.

The description of the framework is organized as follows. Section 5.1.1
describes the proposed solution. Section 5.1.2 gathers and discusses the related
experimental results. Finally, concluding remarks are given in Section 5.2.

1https://sentinel.esa.int/web/sentinel/technical-guides/
sentinel-2-msi/level-2a/algorithm

https://sentinel.esa.int/web/sentinel/technical-guides/sentinel-2-msi/level-2a/algorithm
https://sentinel.esa.int/web/sentinel/technical-guides/sentinel-2-msi/level-2a/algorithm
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5.1.1 Proposed method

In this section, firstly is presented the general architecture of the convolutional
neural network (CNN) employed for detection. Then, in the last part are de-
scribed different training configurations.

Network architecture

The modeling approach follows the U-Net framework [108] for two main rea-
sons: it has proved to be very effective on diverse segmentation tasks and,
second, it fits with the input characteristics. In fact, Sentinel-2 images com-
prise 13 spectral bands which can be split in three sets acquired at three distinct
spatial resolutions, 10, 20 and 60 m, respectively. On the other hand an U-Net
model is designed to work on different resolution levels as well. Therefore,
is proposed a U-Net model based on three resolution levels whose top-level
flowchart is depicted in Figure 5.1. On the left-hand side (encoding or con-
tracting path) convolutional stages are interleaved by downscaling operations
where the flowing features are concatenated with related input components.
On the right-hand side (decoding or expansive path), symmetrically disposed
stages allow to progressively integrate more abstract features (from upscaling)
with localized ones (from skip connections). Details on stages and scaling
are summarized in Tab. 5.1. Therefore, the four 10-m Sentinel-2 bands feed
Stage 1, whose output (that also skips toward Stage 5) is passed to the 20-m
resolution level using maxpooling. Here, six 20-m Sentinel-2 bands concate-
nate with the downscaled features prior to feed Stage 2. The same scheme is
then repeated at the coarsest level, where the three remaining 60-m Sentinel-2
bands join the feature flow. Finally, the expansive path allows to restore the
feature resolution to 10 meters, simultaneously converting them in a single
cloud probability map in output. The hard cloud mask is therefore provided by
thresholding the soft map at 0.5.

In this study different working modalities have been hypothesized to assess
the impact of the different bands of Sentinel-2 on cloud detection. In particular,
there will be also considered the cases where the 20-m and/or 60-m band sets
are excluded in input. In these cases the architecture shown in Fig. 5.1 changes
accordingly, by skipping the interested concatenation nodes on the contracting
section.
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10-m bands Stage 1

C Stage 220-m bands

C Stage 360-m bands

C Stage 4

C Stage 5 Cloud map

↓2

↓3

↑2

↑3

skip

skip

Figure 5.1: Network architecture. C-nodes stand for concatenation.
Down and up arrows perform downscaling and upscaling, respectively.

Datasets and traning

The above presented network is trained following two approaches. The first
one makes exclusive use of Sentinel-2 images, the second one combines
Sentinel-2 and Landsat-8 datasets. In the first case, Level-1C Sentinel-2 prod-
ucts are considered as source for input samples, while complementary refer-
ence cloud maps have been retrieved from the corresponding Level-2A prod-
ucts. These maps are actually outcomes of ESA’s Sen2Cor tool, and are not
very accurate. Now, a reasonable question arises which is why to learn a coarse
predictor such as Sen2Cor if it is of low quality and anyhow already available?
Surprisingly, as it will be shown in the next section, is possible to overcome the
same Sen2Cor that provided us the reference maps for training. Before contin-
uing, in the following some information on the involved dataset are given.

For training purposes three different scenes that are representative of dif-
ferent environmental contexts have been chosen:

• Munich (Germany). Includes agricultural fields, plains and lakes. Ele-
vation: ∼600 m.

• Gobabeb (Namibia). Desert site including bright spots of sand and
mountains. Elevation: ∼370 m.

• Pretoria (South Africa). Grassland, savannah, and dry woodland. Eleva-
tion: ∼1500 m.

From each scene 3721 not overlapping 180×180 patches are randomly se-
lected whose 80% is organized in mini-batches with 32 examples each to be
used in training. The rest is used for validation. For the testing phase we have
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Stage Layers kernel features activation
1 2×(BN+Conv) 3×3 8 ReLU
2 2×(BN+Conv) 3×3 16 ReLU
3 4×(BN+Conv) 3×3 32 ReLU
4 2×(BN+Conv) 3×3 16 ReLU
5 2×(BN+Conv) 3×3 8 ReLU

+(BN+Conv) 1×1 1 Softmax

(a)

Scaling Layer kernel
↓R MaxPool R×R
↑R Deconv R×R

(b)

Table 5.1: Details on stages (a) and scaling (b).

manually created very accurate ground-truths for five selected 540×540 scenes
not used for training/validation.2

As loss function to minimize a combination of the binary cross-entropy
Lbce and of the Jaccard loss LJacc is employed, i.e.,

L = Lbce + LJacc, (5.1)

with
Lbce = −

∑

i

yi log (pi) + (1− yi) log (1− pi) (5.2)

and
LJacc =

∑

i

1− y ∩ p
y ∪ p, (5.3)

where yi and pi are the i-th pixel values of the binary reference y and of the
predicted probability map p, respectively. On one side, by minimizing the bi-
nary cross-entropy favors global accuracy whereas, on the other side, reducing
Jaccard’s loss allows to achieve good local precision [178]. The optimization
is then carried out by running Adam algorithm [76] for 200 epochs with an
initial learning rate of 10−4.

2All image sizes are specified at full scale. For Sentinel-2 it means 10 m.
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In order to asses the influence of the different spectral bands on the detec-
tion result, four input configurations have been envisaged and a corresponding
network has been trained with the above described procedure:

• U-Cloud (UC): all thirteen Sentinel-2 bands.

• UC-10: only four 10-m bands.

• UC-10-20: four 10-m and six 20-m bands.

• UC-10-60: four 10-m and three 60-m bands.

In addition to these models, given the unsatisfactory performance observed
(see next section), which is manly due to the low-quality of the Sen2Cor ref-
erences, is employed a domain adaptation strategy to allow the use of a more
accurate training dataset which is publicly available [176] but coming from
a different sensor, i.e., Landsat-8. Such a dataset is composed of 95 images
and which 18 scenes with associated, manually extracted, cloud masks have
been used for the training. About 7000 192×192 patches were extracted from
these images, and grouped in 32-minibatches for the purpose of training. A
data augmentation (flipping, rotation, zoom) was also applied for regulariza-
tion. This dataset actually does not provide all Landsat-8 bands but just four
channels that roughly correspond to the 10-m bands of Sentinel-1, with the
difference that here the resolution is 30 m. Therefore, a training from scratch
on the Landsat-8 dataset has been performed only for model UC-10 introduced
above.

Once converged, this trained model is used to move to the Sentinel-2 do-
main (limited to 10-m bands) running a few additional training epochs to let
the model getting adapted to the actual target domain.

5.1.2 Experimental results

Five 540×540 images have been manually segmented to serve for testing pur-
poses. In order to objectively assess the detection and segmentation accuracy
commonly employed numerical figures such as F1-score, intersection over
union (IoU), precision and recall are used. The averaged results obtained on
the test images are summarized in Tab. 5.2. Starting with a focus on the models
that do not undergo domain adaptation, at first glance, it seems that some ab-
lated configurations, UC-10 and UC-10-60, provide higher scores compared to
the full-input model UC. Indeed, it has to be recalled that the training was car-
ried out using Sen2Cor masks as reference rather than manually drawn ground-
truths as those used for testing. In this perspective, if Sen2Cor masks are used
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IoU Precision Recall F1

Sen2Cor 0.1982 0.9996 0.1982 0.3308
UC 0.2408 0.8307 0.2532 0.3881
UC-10-20 0.1031 0.8978 0.1043 0.1869
UC-10-60 0.2928 0.8347 0.3109 0.4531
UC-10 0.2672 0.9893 0.2679 0.4217
UC-10-DA 0.5797 0.9494 0.5982 0.7339

Table 5.2: Numerical results.

as reference for tests, then UC would be the best one. This can be further ap-
preciated by inspecting Fig. 5.2, where some sample results are shown. As it
can be seen, UC results are the closest to Sen2Cor, while the partial variants ei-
ther over estimate (UC-10, UC-10-60) or under estimate (UC-10-20) Sen2Cor
maps. In any case, it is worth to observe that all but UC-10-20 provide maps
which are closer than Sen2Cor to the actual ground-truth, as confirmed by
the numerical scores of Tab. 5.2 (Sen2Cor gets the highest precision score
due to its too conservative setting). This can be partly interpreted considering
that Sen2Cor maps are built using a pixel-wise processing, whereas our con-
volutional networks, being capable to also describe spatial interactions, have
eventually learned shape priors for clouds, boosting further the segmentation
accuracy.

In particular, UC-10 provides the best segmentation map, detecting also
rather small cloud spots that are neglected by others. This can be partly ex-
plained by observing that UC-10 makes exclusive use of the highest resolution
Sentinel-2 bands, whereas its competitors make also use of lower resolution
bands, some of which, directly related to the cloud phenomena, may dominate
the network decision with a consequent cost in resolution. In fact, 60-m bands
are sensible to aerosols, water-vapour and cirrus, while 20-m bands provide
responses for snow, ice and clouds.

Moving to the domain adapted solution UC-10-DA a considerable jump
on IoU, recall and F1-score can be read. Such a superiority can be also ap-
preciated by visually inspecting the predictions of Fig. 5.2. In particular, the
first test image (top row) where none of the other solutions is capable to “see”
any cloud, likely because of their small size, whereas UC-10-DA provides a
consistent map.
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GT Sen2Cor UC UC-10-20 UC-10-60 UC-10 UC-10-DA

Figure 5.2: Cloud detection results. From left to right: the ground-
truth (GT), and the predictions by Sen2Cor, U-Cloud (UC), UC-10-20,
UC-10-60, UC-10, and the UC-10 trained with the proposed domain
adaptation strategy, namely UC-10-DA.

5.2 Conclusions

A framework for cloud detection on Sentinel-2 images based on an U-Net
architecture has been presented. The experimental analysis allows to draw
three main concluding remarks. First, despite their different spatial resolution,
all Sentinel-2 spectral bands count for cloud segmentation accuracy. Nev-
ertheless, second remark, proper domain adaptation strategies leveraging on
rich and accurate labeled datasets from other sensors can considerably boost
the segmentation accuracy. Finally, third remark, the availability of a large
and accuratately labeled Sentinel-2 dataset remains necessary to fully exploit
the information conveyed by all available spectral channels. In addition, it is
useful recall that the Copernicus program provides also SAR images through
Sentinel-1 which could complement the optical acquisitions by means of a
CNN-based data-fusion approach. All above remarked considerations address
future research on this topic.

5.3 SAR Despeckling

Synthetic aperture radar (SAR) images are precious sources of information for
the most diverse Earth Observation applications. Despite their many desir-
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able features, their usability is severely limited by the intense speckle noise
affecting them, intrinsic of coherent imaging mechanisms. Speckle removal is
necessary to reliably perform image processing primitives, from edge detec-
tion to segmentation or classification. In fact, SAR despeckling keeps being
a very active field of research, with a large number of despeckling methods
proposed over the years, from spatially-adaptive filters, to transform-domain
methods, variational techniques, and more recently nonlocal filters, arguably
the current state of the art [179, 180].

In the last few years, all image processing tasks have been re-examined
in the light of deep learning (DL), and SAR despeckling is no exception. A
large number of deep learning-based methods have been proposed for this task
[181] and some of the most sound and popular are proposed in [182, 183, 184,
185, 186, 187]. However, only limited performance improvements have been
achieved thus far. The main reason is certainly the very high noise intensity
(here the focus is on the most interesting single-look case) which makes this
problem especially challenging. However, another major reason is the absence
of reliable reference data to train deep neural networks.

In fact, a primary requirement of learning-based methods is the availability
of examples from which to learn. For despeckling, this means having speckle-
free images to use as ground truth for the noisy observations. However, speckle
is an inherent an unavoidable property of coherent imaging systems, hence
there is no such thing as a “clean” SAR image. So, the fundamental issue in
deep learning-based SAR despeckling is not architectures but training. How is
it possible to teach a deep network to perform a noisy-to-clean mapping in the
absence of desired clean examples?

In the literature, two approaches are commonly followed to address this
problem:

• approximating as closely as possible a real-world clean SAR image by
means of temporal multilooking;

• simulating pairs of real and noisy SAR images based on available data
and suitable models.

This Section aims at analyzing these approaches experimentally, pointing out
their strengths and weaknesses, and establishing useful guidelines.

In next Section are described in some more depth these two approaches,
then are presented and discussed experimental results for both of them in Sec-
tions 5.3.2 and 5.3.3, to eventually draw conclusions in Section 5.3.4.
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5.3.1 Training set design in the literature

Supervised image restoration relies on pairs of noisy/clean images to be used
as examples to train a deep neural network. Now, although clean SAR im-
ages do not exist, they could be obtained, in principle, by averaging an infinite
number of SAR images, characterized by the same signal but incoherent real-
izations of speckle. Indeed, since the speckle is due to the presence of a large
number of independent scatterers in the same cell, even tiny variations in the
acquisition geometry will give rise to the desired independent realizations of
speckle. Therefore, if one acquires a large number of images of the same scene
at different times and averages them, a process called temporal multilooking, a
good approximation of the desired reference image is obtained.

Although appealing, this approach presents a number of technical prob-
lems. First of all, stacks of multitemporal images are not widely available.
In any case, satellites revisit the same area and acquire new images only after
several days, therefore, the number of available images is intrinsically limited.
Then, the acquired images must be accurately co-registered to a common mas-
ter, a non-trivial process which may affect the statistical properties of slave
images. Finally, a major problem with multitemporal fusion is represented by
temporal changes, due both to natural phenomena (think of seasonal changes)
and human activity (new buildings, deforestation) leading to unreliable ref-
erences. These regions can be excluded from the training set, but the more
images are used, the less likely it is to find unchanged regions.

Probably because of all the above problems, only a few research groups
have adopted the temporal multilooking approach. In [182, 188, 186] a stack
of 25 single-look COSMO-SkyMed images is used for training with a leave-
one-out strategy: 24 images are multilooked to provide the desired reference
for the remaining one. A similar procedure is also used in [189] with a stack
of 52 TerraSAR-X images.

The majority of papers on DL-based SAR despeckling follow a simpler
approach for dataset creation, based on simulation. The idea is to collect
clean images, with the same statistics expected of clean SAR images, and cor-
rupt them with simulated noise with the same statistics of real speckle. If the
speckle is fully developed it follows a gamma distribution, with parameter L
equal to the number of looks. Assuming it also spatially white, generating the
desired speckle field becomes straightforward. As for the clean SAR image, it
is usually approximated by general-purpose or remote sensing optical images.

This approach, followed for example in [183] and [184], allows one to gen-
erate a virtually unlimited number of clean-noisy pairs, with the desired level
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of noise, thus ensuring a very accurate training phase and ample design free-
dom. On the other hand, the simulated images are very far from the real ones,
giving rise to a large gap between the training and the testing domains. First of
all, the statistics of (clean) SAR and optical images are very different, due to
the different nature of the two imaging mechanisms. Just think of corner reflec-
tors and double reflection lines, abundant in SAR images but absent in optical
images. In addition, in real-world SAR images, the speckle is not always fully
developed but varies spatially, and often is spatially correlated, which may
impact significantly on results. All these sources of mismatch shade serious
doubts on the actual transferability to SAR images of models trained with the
fully simulated approach. A step towards more realistic simulation consists in
averaging [185] on more in general filtering [190, 191] a stack of single-look
SAR images to obtain the clean reference. This preserves the signal statistics,
even though a field of fully developed speckle is still injected on it to simulate
the noisy instance.

Finally, it is worth mentioning some recent works on unsupervised DL-
based SAR despeckling [187, 192] which avoid the need of ground truths alto-
gether. Though departing from the classical approach, this is a very interesting
development which fits especially well the case of SAR despeckling.

5.3.2 Experiments: temporal multilooking

In all the following analyses, is considered a fixed and relatively small SAR
despeckling architecture, SAR-CNN [182]. This makes full sense, since the
focus here, is on the effects of training, and expect only minor dependencies
on the specific architecture.

With temporal multilooking approach reference data is obtained by aver-
aging the largest possible number of co-registered SAR images. So, a number
of key questions arise:

• how many temporal instances should be averaged to obtain a satisfactory
reference?

• what is the impact of undetected temporal changes?

• what is the impact of imperfect co-registration?

• can multitemporal/spatial filtering improve results?

To address the first point the reference images are generated by averaging
an increasing number of temporal instances, keeping fixed all other hyper-
parameters. However, since only a small number of co-registered real SAR
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(a) (b) (c) (d)
(e) (f)

Figure 5.3: Results for a COSMO-SkyMED clip. Left: input noisy
image (a) and 24-look multitemporal reference (b). Right: images de-
speckled by SAR-CNN trained on 24-look SAR (c) single-look SAR
(d) UC-Merced (e) UC-Merced equalized (f).

Table 5.3: PSNR as a function on multilooking depth

∞ 32 16 8 4 2 1
with bias 26.16 26.11 26.10 26.09 25.93 25.31 22.82
compens. 26.16 26.12 26.12 26.12 26.05 26.02 25.87

images are available, this analysis (hardly affected by the domain gap prob-
lem) is carried out on simulated images in which also the references are ob-
tained through temporal multilooking. Thus, the SAR-CNN network is trained,
using images drawn from the UC-Merced dataset [193] for land-use classifi-
cation. The dataset includes 21 subsets of 100 256×256-pixel images each,
corresponding to different semantic classes. From each subset are kept 80 im-
ages for training, 10 for validation and 10 for testing, extracting 40×40-pixel
patches with stride 10, for a total of about 1 million patches. Spatially white
gamma-distributed speckle, with parameter L=1, is generated to simulate the
noisy patches. Then, different realizations of the same noisy patch are aver-
aged to obtain the version with L-look speckle, with L going from 1 to 1024
in powers of 2. Eventually the clean patches are used to simulate the L = ∞
case. SAR-CNN is then trained anew for each case, always for 50 epochs, us-
ing ADAM with initial learning rate set to 0.001 decreased by a factor 10 after
the 30th epoch.
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Tab.5.3 shows numerical results on the testing images in terms of peak
signal-to-noise ratio (PSNR) with respect to the clean reference. Performance
(row 1) remains quite stable as L decreases from ∞ to 8, with a sharp im-
pairment when it reduces further. However, visual inspection makes clear that
this impairment is only due to a bias on the output image scale. After com-
pensating this bias with respect to the available noisy input, the performance
drop for small values of L becomes almost negligible. This result is not really
new. In the seminal Noise2Noise paper [194] it was already observed that a
CNN can be trained effectively for image restoration using only one or more
noisy realizations of the same clean image, provided that the noise has zero
mean. This is exactly the case, since SAR-CNN works in the log-domain,
where speckle is additive and the non-zero mean can be trivially compensated.
Nonetheless, confirmation of this finding for SAR images has quite remark-
able consequences. It means that only a pair of co-registered SAR images is
necessary to train successfully the network, obtaining about the same results
observed with a clean ground truth. Moreover, it largely de-emphasizes the
importance of all other issues: there is no need to collect and co-register many
images; with temporally close instances, changes become rare events; and nei-
ther temporal nor spatial filtering can possibly improve the reference. In fact,
even with the perfect clean reference, results improve only marginally w.r.t.
the L = 1 case.

Well aware of the domain-gap, the same experiment are repeated on a stack
of multitemporal COSMO-SkyMED SAR images, for L = 1, 2, 4, 8, 16, 24.
Even in the absence of objective measures, due the lack of a clean reference,
the same behavior emerges clearly. Fig.5.3 shows, for a small test clip (a), the
output of SAR-CNN trained with L = 24 (c) and L = 1 (d) (with compensa-
tion). The despeckled images are not identical, but have comparable quality.
Speckle is rejected quite effectively in both cases, while major structures and
regions are faithfully preserved. Of course, the comparison with the 24-look
reference (b) shows that fine-grain details are lost but these are probably out of
reach of any despeckling method given the overwhelming noise present in the
input image, calling for more advanced approaches, involving other sources of
information, for significant improvements.

5.3.3 Experiments: simulated

To analyze the approach based on SAR image simulation, is considered again
the UC-Merced dataset, as customary in the literature. Training is carried out
as described in the previous Section. Then, the trained SAR-CNN network is
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Figure 5.4: Empirical pdfs of clean SAR and optical data.

Figure 5.5: Results on simulated images, w/o (left) and with (right)
equalization. Reference, noisy, aligned training, SAR training.

used to despeckle the same SAR clip considered before. The output image,
shown in Fig.5.3(e), speaks by itself. Speckle is only partially suppressed,
noise patterns of the single-look input are often interpreted as image structures,
man-made structures are poorly represented, with a clear shift in dynamics
(many bright areas are desaturated). Such a poor result is not due to poor
training but to a strong domain gap. SAR-CNN works very well on aligned test
data (see Fig.5.5), but cannot deal correctly with input images having wildly
different statistics. The empirical pdfs of the 24-look SAR data (clipped) and
of the clean optical data, Fig.5.4, highlight a strong mismatch in dynamics.
To compensate for this mismatch, we repeated the training procedure starting
from amplitude-equalized UC-Merced data, such to have the same pdf as SAR
data. The result of Fig.5.3(f) shows a clear improvement under this respect,
with man-made structures recover much better. However, the other problems
remain, as they are related with mismatch in higher order statistics.

Lacking a SAR ground truth, it cannot be possible to measure objectively
the impairment due to such a domain gap. On the other hand, it is reasonable to

Table 5.4: PSNR (SSIM) on simulated data

train \ test optical optical-eq
SAR 20.20 (0.571) 23.85 (0.638)
optical 26.23 (0.722) 28.17 (0.714)
optical-eq 24.19 (0.671) 28.29 (0.721)
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assume that a similar impairment arises if we exchange the role of source and
target domains. Therefore, in next experiment is used the network trained on
real SAR data to despeckle the simulated data. Since the ground truth is now
available, the full-reference performance measures can be evaluated. Synthetic
results are reported in Tab.5.4 in terms of PSNR and SSIM (in parentheses).
When plain optical images are used for the simulation, the network trained on
the same data (bold) achieves a PSNR of 26.23 dB, 6 dB better than the net-
work trained on SAR data. Part of this loss is certainly due to the dynamics
mismatch. However, even when equalized optical data are used for simula-
tion the network trained on SAR data keeps showing a loss of 4.5 dB. Similar
results are observed for SSIM. In Fig.5.5, are shown also some visual results
to gain a better insight on the problem. Note that, both with the original and
equalized ground truth, the aligned network provides a despeckled image of
very good quality. On the contrary, the network trained on SAR data does a
very poor job in both cases.

5.3.4 Conclusions

In this Section an experimental study on the main approaches used to gener-
ate datasets for SAR image despeckling has been described. Temporal multi-
looked reference work quite well. In addition, even a few co-registered dates
allow training the network satisfactorily, much reducing the problems related
with data collection and pre-processing and temporal changes. On the con-
trary, the approach based on simulation is quite risky if the simulated data are
not really aligned with the test data. This is certainly the case when optical
images with injected white speckle are used: the mismatch in statistics, both
of the first and higher orders, eventually leads to poor results. New archi-
tectures for SAR despeckling should be tested in the appropriate conditions
before drawing conclusions on their effectiveness.





Conclusions

I
n this thesis, it has been explored the contribution of Deep Learning tech-
niques, and in particular of Convolutional Neural Networks in different

data-fusion tasks. It appears clear that Deep Learning can be used effectively
for several tasks of data-fusion, showing a relevant impact on performances
with respect to State-of-the-Art. In particular, with the use of CNNs, the fu-
sion of the data is learnt automatically during the training process and do not
require a human interaction as well as a burdensome preprocessing of the data.
This lighten-up the coupling procedure of different data such as optical and
SAR images.

Indeed, for the NDVI regression presented in Chapter 2 it appears clear that
the CNN allows to benefit of the rich information about vegetation provided
by SAR images to estimate a rough NDVI, despite its optical origin. More-
over, the use of CNN helps to fuse multitemporal optical images performing a
complex interpolation. Therefore, the missing NDVI is retrieved from a joint
cross-sensor/multitemporal fusion, using a single learning machinery that al-
lows to achieve a very good accuracy.

Furthermore, in the forest classification task, by means of TanDEM-X SAR
data described in Chapter 3, the CNN-based approach helps to fuse the SAR
backscatter with uneven features such as volume correlation coherence and
incidence angle that helps to further boost the performances. This is probably
due to the ability of CNNs to account for the textural content conveyed by the
additional features provided to the net.

In Chapter 4, for the super-resolution problem, the training process and
the definition of an appropriate loss function have allowed, with a relatively
small network, to obtain a boost of the performance with a smaller spectral
distortion of the super-resolved images compared to other proposed solutions.
Moreover, an ad hoc training procedure allowed to have a faster training with a
relatively small architecture and a reduced size dataset with a negligible impact
on quality.
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In Section 5.1 a more general fusion process has been described. First of
all, a CNN architecture is used to perform a fusion of Sentinel-2 optical bands,
in order to obtain a cloud mapping, despite the available reference was not
reliable. To overcome this issue, by training the same CNN architecture, it
has been proposed a domain adaptation strategy which takes advantage of a
Landsat-8 dataset with a reliable reference obtaining very promising results.

Finally, in Section 5.3 an experimental study on the main approaches used
to generate SAR image despeckling dataset has been described. The fusion
of multitemporal acquisition of coregistered SAR images works quite well,
differently from the simulation-based approach that provides poor results when
the resulting trained networks are used on real SAR images, because of the
training-test data misalignment.

In conclusion, in this thesis work, by exploring diverse remote sensing
data fusion problems, the CNN-based approach have shown a great potential,
balancing the simplicity of the problem modeling with the capability to learn
complex relationships from labeled datasets. These properties have allowed
the spreading of the CNN-based solutions over a large number of data-fusion
tasks, opening to new perspective and providing superior performances com-
pared to most of the model-based approaches. However, the training process
of a Convolutional Neural Network needs important requirements in terms of
abundance of training examples and/or computational resources. More pre-
cisely, the more complex is the task to be solved, the deeper or the larger
should be the network, therefore, the larger must be the training dataset. For-
tunately, an increasing number of remote sensing sensors are providing their
data for free, hence limiting the data problem to the labeling aspects.
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and G. Camps-Valls. Multitemporal cloud masking in the google earth
engine. Remote Sensing, 10(7):1079, 2018.

[174] A. Hollstein, K. Segl, L. Guanter, M. Brell, and M. Enesco. Ready-
to-use methods for the detection of clouds, cirrus, snow, shadow, water
and clear sky pixels in sentinel-2 msi images. Remote Sensing, 8(8):666,
2016.

[175] Z. Zhu, S. Wang, and C. E. Woodcock. Improvement and expansion
of the fmask algorithm: Cloud, cloud shadow, and snow detection for
landsats 4–7, 8, and sentinel 2 images. Remote Sensing of Environment,
159:269–277, 2015.



128 BIBLIOGRAPHY

[176] S. Mohajerani and P. Saeedi. Cloud-net+: A cloud segmentation cnn
for landsat 8 remote sensing imagery optimized with filtered jaccard
loss function. arXiv preprint arXiv:2001.08768, 2020.
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