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Abstract 
 

Estimation of subsurface temperature distributions is an important parameter for geothermal 

exploration. The thermal structure can be approximated by assuming either steady state or transient 

state solution of heat conduction equation. The solution requires boundary values to calculate the 

temperature distribution within the crust and the lithospheric mantle. Such calculations are 

constrained primarily by surface heat flow and/or temperature measurements and the associated 

distribution of thermal parameters (thermal conductivity and heat production) within the crust and 

the lithospheric mantle. Data on near-surface heat flow and temperature are based on 

measurements in boreholes. Although heat flow and temperature data are considered most reliable 

for estimating temperature distributions, their limited depth and scarcity may not be enough in 

inferring deep thermal gradients. In this study, instead, results of Curie isotherm model estimated 

from magnetic data used as a constraint to map the subsurface temperature distributions. In 

particular, the temperature at the Curie depth points (580oC) and surface temperature were imposed 

as Dirichlet boundary conditions for the bottom and top of the model, whereas the sides of the 

model were marked by a zero-heat flux (Neumann) boundary condition. Other essential 

information comes from the crustal structure model (crystalline basement and Moho depth), 

surface heat flow, controlled-source seismic profiles, magnetotellurics, and measurements of 

crustal radiogenic heat production and thermal conductivity within the subsurface layers. The 

integrated modeling approach and interpretation of the thermal model and estimated Curie 

temperature isotherm model, together with gravity, heat flow, geological model, and well log data 

may allow identifying areas of higher temperature and heat flow, identify potential interest for 

geothermal exploration, locate aquifers, and outline a production field.  
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Chapter 1 
 

Introduction and Statement of the Problem 
 

 Geothermal resources 
 

The global demand for renewable resources is increasing and will be a major energy contributor 

in the future. Geothermal energy is among those renewable resources and now becomes the 

attention of the globe due to its being environmentally friendly. Geothermal resources consist of 

thermal energy from the Earth’s interior stored in both rocks and trapped steam or liquid water 

(e.g., Muffler and Cataldi, 1978). The heat is moved to the surface by conduction and/or 

convection. Geothermal energy can be used to generate electricity or directly for processes that 

need thermal energy. An ideal geothermal system is generally made up of heat source, reservoir, 

fluid (the carrier that transfers the heat), recharge area, and caprock as shown in Figure 1 (e.g., 

Dickson and Fanelli, 2004; Gehringer and Loksha, 2012). The heat source can be either a very 

high-temperature magmatic intrusion intruded to shallow depths or radioactive elements within 

the crust.  

The mechanism underlying geothermal systems is largely governed by fluid 

convection. Geothermal resources are classified in various ways based on heat source, type of heat 

transfer, reservoir temperature, physical state, utilization, and geological settings (e.g., Dickson 

and Fanelli, 2004; Gehringer and Loksha, 2012; Hiriart et al., 2013). Generally, volcano-tectonic 

regions are promising zones for geothermal energy prospecting. Based on temperature/enthalpy, 

geothermal resources can be classified into high (>180 oC), medium (100 – 180 oC) and low (<100 

oC) temperature resources (e.g., Dickson and Fanelli, 2004; Gehringer and Loksha, 2012; Hiriart 
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et al., 2013). The high-temperature resources are generally associated with boundaries of tectonic 

plates, recent volcanic activity, and hot spots. The medium and low temperature resources are 

common in sedimentary basins, continental settings, or adjacent to high temperature resources 

(e.g., Gehringer and Loksha, 2012; Hiriart et al., 2013).  

 

Figure 1. 1 Schematic representation of an ideal geothermal system (after Dickson and Fanelli, 

2004) 

 

Within this framework, Italy is one of these regions which possesses a remarkable geothermal 

potential (e.g., Minissale, 1991; Montanari et al., 2015; Minissale et al., 2019). For example, the 

Larderello Travale geothermal field, which is generating electricity is characterized by high-

enthalpy geothermal system. The presence of many active faults, highly fractured Mesozoic 

carbonate rocks, and high geothermal flow makes Italy one of the best candidates for geothermal 

resource exploration and exploitation. It is evident to see heat sources in the form of volcanic 

activities and hot springs escape to the surface (e.g., Minissale, 1991; Montanari et al., 2015). 

Several high enthalpy areas coincident with the Roman magmatic province, active volcanoes 
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around Naples (Ischia and the Phlegrean Fields), and the Sicilian volcanic islands have been 

identified (e.g., Minissale et al., 2019). Accordingly, different studies have been conducted to 

characterize and assess the geothermal potential of the Italian peninsula (e.g., Minissale, 1991; 

Cataldi et al., 1995; Della Vedova et al., 2001; Montanari et al., 2015; Trumpy et al., 2016; 

Montanari et al., 2017; Minissale et al., 2019; Castaldo et al., 2017). Despite the huge geothermal 

potential, however, low-to-medium temperature systems are underdeveloped, (e.g., Trumpy et al., 

2016; Montanari et al., 2017).  

Geothermal exploration requires an integrated modeling of geological, geochemical, 

geophysical, and hydrogeological investigations. Geological and hydrogeological studies are the 

starting point of any exploration, which provides an overview regarding the location and extension 

of areas worth investigating in greater detail and of recommending the most suitable exploration 

methods for these areas. They are also useful in modeling the final geothermal system. 

Geochemical methods are extensively used and play a major role in preliminary prospecting of 

geothermal resources and they ae useful in identifying and characterizing temperature and water 

or vapor-dominated system. Chemical data of hot water and steam discharges are also useful 

indicators of the possibility of further exploration including drilling. Geophysical methods are used 

to explore the subsurface based on the characterization of the subsurface physical properties of 

rocks. Geophysical methods may provide valuable information where subsurface structures vary 

significantly from what surface characteristics indicate. All these methods are useful in selecting 

promising sites for further exploration, including selection of drilling site and minimize the risk of 

dry hole and unnecessary cost.  
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 Constraining geotherms from geophysical data 

 

The knowledge of subsurface temperature distribution is very important to identify potential 

geothermal regions and understand a variety of geologic processes, though it is one of the most 

poorly known geophysical parameters. This could be inferred through thermal modeling which 

requires the measurement of heat flow from boreholes (e.g., Cermak and Bodri, 1986; Chen et al., 

2014; Berntsson et al., 2017). In order to be able to extrapolate the temperature field to a greater 

depth, we need a crustal structure model. This model is necessary for the assessment of the vertical 

distribution of the thermal conductivity and heat production. However, geotherms need to be 

constrained at great depth by additional data. In this regard, independent constraints of deep 

temperatures using data from xenolith minerals or geophysical methods can play a key role in 

inferring and constraining deep thermal distributions (e.g., Cloetingh et al., 2010). 

Geophysical methods are based on the characterization of the subsurface physical properties of 

rocks. These physical properties include temperature, electrical conductivity, electrical resistivity, 

magnetization, density, seismic velocity, and thermal conductivity.  Most of the geophysical 

techniques are non-invasive, which requires only minimal disturbance of surface cover. Depending 

on the measured physical parameters, geophysical methods can be broadly classified into thermal 

methods, electrical and electromagnetic methods, potential field methods, seismic methods, 

radiometric, and well-logging methods. Thermal methods are based on the direct measurement of 

temperature, thermal gradient, and heat flow in boreholes, thus considered to be the best for 

geothermal resource exploration. Electrical and electromagnetic methods can be used to infer the 

presence of heat sources and geothermal reservoirs. Seismic methods give information on the 

density of the formations, the porosity, boundaries and discontinuities, and fluid-filled zones, and 
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thus even temperature. The micro-seismic activity could be used to delineate active faults or to 

locate the boundary between brittle and ductile crust, which can be indicative of depth to heat 

source.  

The gravity method is used to map depth to subsurface interfaces and structures, whereas the 

magnetic method is useful to map depth to subsurface structures and Curie depth point (580 oC) 

(e.g., Milano et al., 2020). In fact, when rocks are subjected to a temperature above the Curie point, 

they lose their magnetization and become non-magnetic. So, estimating the depth to the Curie 

isotherm/point provides a direct constraint on the deep thermal structure of the crust.  

 

 Statement of the problem 

Estimation of subsurface temperature distributions is an important parameter to define for 

geothermal exploration. The thermal structure can be approximated by assuming either steady state 

or transient state solution of heat conduction equation. The solution requires boundary values to 

calculate temperature distributions within the crust and lithospheric mantle. Such calculations are 

constrained primarily by surface heat flow and/or temperature measurements and the associated 

distribution of thermal parameters (thermal conductivity and heat production) within the crust and 

the lithospheric mantle (e.g., Cermak and Bodri, 1986; Artemieva and Mooney, 2001). Data from 

near-surface heat flow and temperature are based on measurements in boreholes. Although heat 

flow and temperature data are considered most reliable for estimating temperature distributions, 

their limited depth and scarcity may not be enough in inferring deep thermal gradients. Neither the 

temperature nor the heat flow is known at the base of the model, and this presents a certain 

difficulty. Either the conditions at depth must be estimated from other data or the problem is ill-
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posed and requires first the solution of the inverse problem (e.g., Cermak and Bodri, 1986; Cermak 

et al., 1991; Chen et al., 2014). Moreover, shallow temperature and heat flow data can be affected 

by rapid sedimentation and groundwater recharge, which may not represent the steady-state nature 

and deep temperature of the region.   

In this study, we used results of Curie isotherm model estimated from magnetic data as a 

constraint to map the subsurface temperature distributions. In particular, the temperature at the 

Curie depth points (580oC) and surface temperature were imposed as Dirichlet boundary 

conditions for the bottom and top of the model, whereas the sides of the model were marked by a 

zero-heat flux (Neumann) boundary condition.  

Several methods have been proposed to map Curie isotherm from spectral analysis of magnetic 

anomaly. The analysis is not standard, as it refers to different theoretical frameworks, such as 

statistical ensembles of homogeneous sources (Spector and Grant, 1970; Fedi et al., 1997) and 

random and uncorrelated sources (e.g., Blakely, 1955; Tanaka et al., 1999) or fractal random 

distribution of sources (Pilkington and Todoeschuck, 1993; Maus et al., 1997; Bouligand et al., 

2009; Bansal et al., 2011; Salem et al., 2014). Thus, we first discuss the applications and limitations 

of the different spectral techniques. Other essential information comes from the crustal structure 

model (crystalline basement and Moho depth), surface heat flow, controlled-source seismic 

profiles, magnetotellurics, and measurements of crustal radiogenic heat production and thermal 

conductivity within the subsurface layers. Then heat conduction model adopted to approximate the 

crustal temperature distributions, where the 1-D thermal modeling allow us to define the 

temperature gradient at each Curie depth point and the 2-D modeling allow us estimating 

temperature distributions where strong contrasts in crustal thermal parameters over a short distance 

is expected.  
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 Objective 

The purpose of this study is to develop an innovative combination of numerical and analytical 

modeling techniques of potential field and thermal data to thoroughly understand spatial variations 

in crustal temperature and provide a comprehensive geothermal model of Southern Italy. The 

integrated modeling approach and interpretation of the thermal model and estimated Curie 

temperature isotherm model, together with gravity, heat flow, geological model, and well log data 

may allow identifying areas of higher temperature and heat flow, identify potential interest for 

geothermal exploration, locate aquifers, and outline a production field.  

 

 Thesis organization   

The thesis is presented in 6 chapters. Chapter 1 introduces the concept of geothermal system, 

defines the problem statement and the purpose of the study. 

Chapter 2 deals with the spectral analysis of potential field data. In particular, we review 

spectral methods for depth estimation owing to different source models (i.e., statistical ensemble 

sources, random and uncorrelated sources, and fractal/scaling sources) and discuss inherent 

assumptions/limitations of the different approaches, by reformulating all the common spectral 

expressions in the form of a product between a depth-dependent exponential factor and a factor 

that incorporates all the a priori assumptions for each method. We also addressed the statistical 

uncertainty of depth estimates computing the error propagation on the spectral slope. 

Chapter 3 focuses on modeling the crystalline basement and Curie isotherm from spectral 

analysis of magnetic data and modeling the depth to the crystalline basement and depth to the 
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Moho boundary from the spectral analysis of the vertical gradient of gravity data. The results are 

discussed in the context of the heat flow, seismic sections, and geological models of the region. 

Chapter 4 is dedicated to modeling the main crustal and thermal interfaces of Sicily, a key 

area for understanding the geological complexity at the collisional boundary between the African 

and European plates. To this end, we analyze the gravity and magnetic fields, integrated with 

information from borehole data, geology, heat flow, and seismic data. The crystalline top, the 

Curie, and the Moho are estimated by spectral analysis of both gravity and magnetic data.  

Chapter 5 focuses on thermal modeling. Both the 1D and 2D heat conduction models will be 

considered to study the thermal state of Southern Italy. Results of the crustal structure and Curie 

isotherm model will be used as a constraint.  

In the final chapter, we provided concluding remarks of the study and future 

perspectives/developments.  
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Chapter 2 
 

Spectral Analysis  

 

2.1  Fundamentals of spectral analysis 

 

A periodic function 𝑓(𝑥) of the independent variable x , the dimension of which is length, can 

be expressed in in the Fourier series as follows.  

𝑓(𝑥) =
𝑎0

2
+ ∑ (𝑎𝑛 𝑐𝑜𝑠 𝑘𝑛 𝑥 + 𝑏𝑛 𝑠𝑖𝑛 𝑘𝑛 𝑥)∞

𝑛=1                                                                          (2.1) 

where 𝑘𝑛 is the fundamental angular frequency given by 𝑘𝑛 =
2𝜋𝑛

𝑋
, 𝑋 being the total length of the 

x over which 𝑓(𝑥) has been measured. The coefficient 𝑎𝑛 and 𝑏𝑛 are given by: 

𝑎𝑛 =
2

𝑋
∫ 𝑓(𝑥)

𝑋/2

−𝑋/2

𝑐𝑜𝑠 𝑘𝑛 𝑥𝑑𝑥 

𝑏𝑛 =
2

𝑋
∫ 𝑓(𝑥)

𝑋/2

−𝑋/2

𝑠𝑖𝑛 𝑘𝑛 𝑥𝑑𝑥 

In the exponential form, equation (2.1) may be written as (Bhattacharyya, 1966 and references 

therein) 

𝑓(𝑥) = ∑ 𝐹(𝑛)∞
𝑛=−∞ 𝑒𝑖𝑘𝑛𝑥                                                                                                        (2.2) 

𝐹(𝑘) =
1

𝑋
∫ 𝑓(𝑥)

𝑋/2

−𝑋/2
𝑒−𝑖𝑘𝑛𝑥𝑑𝑥                                                                                                 (2.3) 
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where 𝐹(𝑘) is the complex line spectrum of 𝑓(𝑥). When the period 𝑋 is allowed to tend to infinity, 

the function 𝑓(𝑥) begins to approach an aperiodic function or a transient function which contains 

all possible frequencies.  

Then equation 2.3 becomes  

𝐹(𝑘) = ∫ 𝑓(𝑥)
∞

−∞
𝑒−𝑖𝑘𝑥𝑑𝑥                                                                                                        (2.4) 

And the function 𝑓(𝑥) is given by  

𝑓(𝑥) =
1

2𝜋
∫ 𝐹(𝑘)

∞

−∞
𝑒𝑖𝑘𝑥𝑑𝑘                                                                                                      (2.5) 

The variable k in equations 2.4 and 2.5 is called wavenumber and has units of inverse distance; it 

is analogous to angular frequency in time-domain Fourier transforms, which has units of inverse 

time. Wavenumber is inversely related to wavelength 𝜆, that is: 𝑘 =
2𝜋

𝜆
.  

From equation (2.5), it is clear that the aperiodic function 𝑓(𝑥) may be thought of as a synthesis 

of an infinite aggregate of sinusoids and cosinusoids 𝑒𝑖𝑘𝑥 of all wavenumbers 𝑘 in the continuous 

infinite range (−∞, ∞) having a complex amplitude 𝐹(𝑘). The function 𝐹(𝑘) is the continuous 

complex spectrum of the aperiodic function 𝑓(𝑥). The relation given in equation 2.4 describes the 

so-called direct Fourier transform and equation 2.5 the inverse Fourier transform. 

The Fourier transform 𝐹(𝑘), is in general, a complex function with real and imaginary parts, 

represented by  

𝐹(𝑘) = 𝑅𝑒 𝐹 (𝑘) + 𝑖 𝐼𝑚 𝐹 (𝑘)                                                                                                   (2.6) 

The amplitude density spectrum, or just the amplitude spectrum of 𝐹(𝑘) is given by 
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𝐴(𝑘) = |𝐹(𝑘)| = |(𝑅𝑒 𝐹 (𝑘))2 + (𝐼𝑚 𝐹 (𝑘))2|1/2                                                                   (2.7) 

And its phase density spectrum, or simply phase spectrum is given by 

𝛩(𝑘) = 𝑎𝑟𝑐 𝑡𝑎𝑛
𝐼𝑚 𝐹(𝑘)

𝑅𝑒 𝐹(𝑘)
                                                                                                              (2.8) 

The total energy of the function (𝑥) is given by 

𝐸 = ∫ |𝐹(𝑘)|2∞

−∞
𝑑𝑥                                                                                                                  (2.9) 

and |𝐹(𝑘)|2 is called the energy-density spectrum. 

When the theory of Fourier transform is extended to the two-dimensional case, equations (2.4 and 

2.5) may be written as  

𝐹(𝑘𝑥, 𝑘𝑦) = ∫ ∫ 𝑓(𝑥, 𝑦)
∞

−∞

∞

−∞
𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)𝑑𝑥𝑑𝑦                                                                    (2.10) 

𝑓(𝑥, 𝑦) = ∫ ∫ 𝐹(𝑘𝑥, 𝑘𝑦)
∞

−∞

∞

−∞
𝑒𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)𝑑𝑘𝑥𝑑𝑘𝑦                                                                  (2.11) 

where 𝑘𝑥 and 𝑘𝑦 are inversely related to wavelengths in the x and y directions, respectively: 𝑘𝑥 =

2𝜋

𝜆𝑥
 and 𝑘𝑦 =

2𝜋

𝜆𝑦
. It is important to note that  𝑓(𝑥) and 𝐹(𝑘) are simply different ways of looking at 

the same phenomenon. The Fourier transform maps a function from one domain (space or time) 

into another domain (wavenumber or frequency) (e.g., Blakely, 1995). Consequently, in this work 

the discussion will refer to the space domain and the Fourier domain as two different frameworks 

to view the same phenomenon of the total magnetic field or vertical gradient of gravity field. 
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2.2  Spectral analysis of potential field data for depth estimation 

 

This chapter has been submitted for publication to the journal GEOPHYSICS: “Kelemework, Y., 

Fedi, M., and M. Milano, A review on spectral analysis of magnetic data for depth estimation” 

(revised manuscript in review).  

2.2.1 Introduction 

 

There are a large number of methods to get depth-to-source estimation from potential fields 

(Nabighian et al., 2005), the earliest of them being simple graphical tools related to specific simple 

sources of anomalies, i.e., spheres or dykes. Later, automated methods such as statistical methods 

(e.g., Spector and Grant, 1970), Euler Deconvolution (e.g., Reid et al., 1990) or source parameter 

imaging (e.g., Thurston and Smith, 1997) have been widely employed for the processing and 

interpretation of potential field data. All the depth estimation methods are based on different 

procedures of data elaboration and assumptions on the sources. This led Flanagan and Bain (2013) 

to point out that the estimation of the depth to top of finite-extent magnetic sources could be 

affected by a considerable error (up to 40%) if appropriate corrections are not applied to methods, 

such as the tilt-depth method, which are based on relatively simple body geometries (i.e., infinite 

dykes). The authors showed that, using constraints about the depth to the bottom of the magnetic 

crust, the estimation of the magnetic basement top could be rightly inferred by using the correct 

thickness to depth (T/D) ratio which should be guessed from the generation of appropriate tilt-

depth nomographs.  

This paper focuses on the specific class of statistical methods. Spectral analysis has been widely 

used in potential field data processing and interpretation since the 1970s (e.g., Naidu, 1968; 

Spector and Grant, 1970; Bhattacharyya and Leu, 1975; Okubo et al., 1985; Blakely, 1988; 
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Pilkington and Todoeschuck, 1993; Maus et al., 1997; Fedi et al., 1997; Tanaka et al., 1999; Quarta 

et al., 2000; Ravat et al., 2007; Ross et al., 2006; Rajaram et al., 2009; Bouligand et al., 2009; 

Bansal et al., 2011, 2013, 2016; Li et al., 2013, 2016; Salem et al., 2014). Most spectral techniques 

used to estimate the depth to sources can be classified in two categories: those examining isolated 

magnetic anomalies (e.g., Bhattacharyya and Leu, 1975), and those assessing the statistical 

properties of patterns of magnetic anomalies (e.g., Naidu, 1968; Spector and Grant, 1970; Blakely, 

1995).  The latter is believed to be more appropriate for regional compilations of magnetic 

anomalies, as discussed in many published works (e.g., Shuey et al., 1977; Blakely, 1995; Tanaka 

et al., 1999).  

The mathematical formulation of these last methods is based on three main types of 

assumptions:  

a) statistical block ensembles (e.g., Spector and Grant, 1970; Fedi et al., 1997; Quarta 

et al., 2000; Fedi, 2003), 

b)  flat layers with random and uncorrelated magnetization (Naidu, 1968; Blakely, 

1988; Tanaka et al., 1999; Ross et al., 2006; Ravat et al., 2007), 

c) 3D fractal/scaling source distribution (Pilkington and Todoeschuck, 1993; Maus 

and Dimri, 1994, 1995; Maus et al., 1997; Bouligand et al., 2009; Bansal et al., 2011, 2013, 

2016; Li et al., 2013, 2016; Salem et al., 2014; Andrés et al., 2018). 

Therefore, even though the interpreter may not know whether deterministic, random 

uncorrelated, fractal or mixed models has to be used for its interpretation (Quarta et al., 2000), his 

choice should be focused to the method which better fit with the available geological information. 

Within this framework, spectral methods can be used to estimate both short and long wavelength 
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anomalies originate from shallow and deep-seated sources, respectively. Spectral analysis of short 

wavelength anomalies is paramount for the estimation of depth to top of shallow sources, such as 

mapping the top of the crystalline basement (e.g., Spector and Grant, 1970), determination of 

thickness of volcanic thickness (Curtis and Jain, 1975), mapping bodies of mining interest as well 

as estimation of the depth to the top of shallow magnetic bodies (e.g., Spector and Grant, 1970). 

On the other hand, spectral analysis of long wavelength of magnetic anomalies is useful for the 

estimation of deep magnetic sources, such as the estimation of depth to bottom/Curie depth points 

(e.g., Blakely, 1988; Tanaka et al., 1999; Ravat et al., 2007; Bouligand et al., 2009; Bansal et al., 

2011). Moreover, interpretation of the power spectrum of magnetic anomalies can help defining 

cutoff wavelengths to separate residual and regional fields (e.g., Cowan and Cowan, 1993). 

In fact, the depth to the top of source bodies can be computed from the slope of the radially 

averaged power spectrum, assuming all the above methods. The radial power spectrum can be 

computed from either magnetic or gravity data. In most studies the power spectra are computed as 

the square of the Fourier transform modulus of the measured data. However, other methods like 

the maximum entropy (e.g., Blakely and Hassanzadeh, 1981) and multitaper spectral analysis 

(Bansal et al., 2006) may also be used.  

The radial power spectrum can be computed from either magnetic or gravity data, involving the 

following steps:  

1. The magnetic field grid in each window is first transformed to the wavenumber domain 

using the 2D Fourier transform 

2. The 2D power spectrum is then calculated for each window from the Fourier transform 
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3. The radial spectrum is computed by averaging power values within concentric rings about 

the origin, of inner radium k - ∆k/2 and outer radium k + ∆k/2, where k is increasing wavenumber 

and ∆k is the wavenumber step. The first ring reduces to a circle containing only the zero-

wavenumber.  

4. Finally, the average depth of magnetic sources is estimated from the logarithm of the radial 

power spectrum vs. radial wavenumber. 

It should be noted that if the data are in map form, the power spectrum is a function of both 

radial wavenumber and radial azimuth direction, and the quantity to analyze is the radial power 

spectrum, that is the azimuthal average of the square of the Fourier amplitude spectrum in several 

radial directions. Spectral analysis on profiles of 2D data sets should be justified as for any 2D 

modelling. 

As an example, here we compare the radial power spectra obtained by FFT and multitaper 

method, claimed as superior of the Maximum Entropy and the FFT methods for both synthetic and 

real data (e.g., Bansal et al., 2006). We assume the simple case of the magnetic field from a single 

prism, with 5 km depth to the top and 15 km depth to the bottom (Figure 2.1a). The magnetization 

intensity was 1 A/m. We assume a purely induced case, noting that it is also equivalent to assume 

the case that remanent magnetization and inducing field have the same direction. The radially 

averaged power spectra and the linear fit used to estimate the depth to the top using the FFT and 

the multitaper are shown in Figure 2.1b and 2.1c, respectively. The range of wavenumber should 

be chosen as that where the logarithm of the power spectrum approximates a straight line, as 

described in the main paper on spectral analysis of potential fields (Spector and Grant, 1970). Even 

for a blind experiment, the appropriate range of wavenumber should be selected based on this 
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approximation. Note that some care must be done only at very low wavenumbers, depending on 

the thickness (see also Demarco et al., 2020), and when sharp linear-slope changes occur, because 

of possible effects of complex source distributions (such as the effects from more statistical 

ensembles). In this example the logarithm of the power spectrum decays linearly, and hence the 

depth to the top can be estimated for k > 0.4 rad/km. 

 

Figure 2. 1 (a) Magnetic anomaly produced by a prism of 5 km depth to the top and 15 km depth to the bottom. (b) 

and (c) are the logarithm of its radially averaged power spectra using the FFT and the multitaper methods, respectively. 

The slopes (-2ℎ𝑡) of the radially averaged spectra used to estimate the depth to the top of the source ℎ𝑡 (see equation 

8), are shown in each figure. Error bars indicate the 95% confidence intervals for the radial average power spectrum 

computed within each ring using equation 23. 

 

In the case of the multitaper spectral analysis we tried with different values of the tapering 

parameter, each one yielding a different kind of smoothing for the spectrum. Figure 2.1c represents 

the case for which we obtained the best result. Our estimates of the depth to the top using the FFT 

method and the multitaper method are 5.03 km and 5.16 km, respectively, showing a more accurate 

estimation by the algorithm of the Fourier transform. In this example, the error of the estimated 

depth to the top using the FFT method is 1.9%, while that of multitaper method is 15%. In other 

cases, we obtained a good approximation even by multitaper method. However, we decided to use 

in this paper the FFT method, even because of its simplicity, being the estimates by the multitaper 
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method of spectral analysis depending on the tapering parameter, which is not easy to define for 

real data. 

In comparison to the depth to the top estimation, the centroid and bottom depth to the sources, 

including the magnetic bottom surface, are more difficult tasks. Nevertheless, different techniques 

have been developed, again assuming statistical ensembles of sources and random/uncorrelated or 

fractal distributions of magnetization.  Methods assuming statistical ensembles of sources are the 

spectral peak method (e.g., Shuey et al., 1977; Connard et al., 1983) and the forward modeling of 

the spectral peak method (Ross et al., 2006; Ravat et al., 2007). The centroid method (e.g., 

Battacharyya and Leu, 1977; Okubo et al., 1985; Tanaka et al., 1999) was instead developed to 

estimate the depth to the bottom assuming a random source distribution. Other methods have 

assumed instead a fractal model: nonlinear inversion (Maus et al., 1997; Bouligand et al., 2009; 

Ravat et al., 2011; Chopping and Kennett, 2015), the modified centroid method (Bansal et al., 

2011, 2013; Li et al., 2013, 2017; Andrés et al., 2018), and the de-fractal method (Salem et al., 

2014; Ravat et al., 2016).  

Data may be analyzed in the form of maps (e.g., Tanaka et al., 1999; Ross et al., 2006; 

Bouligand et al., 2009; Bansal et al., 2011) or of profiles (Green, 1975; Curtis and Jain, 1975; 

Bansal et al., 2006). However, most of the published works are performed by analyzing the map 

into various overlapping windows, whose size depends on the map dimension and the target of the 

study. The window size and its position are important parameters to obtain geologically 

meaningful results from the spectral analysis of potential field data. Accordingly, several authors 

have tried to suggest the optimal size of the window (e.g., Blakely, 1995; Maus et al., 1997; Ravat 

et al., 2007; Bouligand et al., 2009; Bansal et al., 2011; Li et al., 2013; Nwankwo, 2014; Abraham 
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et al., 2014b; Andrés et al., 2018), but there is still no agreement on the minimum extent required 

to get reliable estimates of the depth to the top and to the bottom (Rajarm et al., 2009).   

In this paper, we review spectral methods for depth estimation owing to different source models 

(i.e., statistical ensemble sources, random and uncorrelated sources, and fractal/scaling sources) 

and discuss inherent assumptions/limitations of the different approaches, by reformulating all the 

common spectral expressions in the form of a product between a depth-dependent exponential 

factor and a factor that incorporates all the a priori assumptions for each method.  

For the sake of usefulness, this review is organized in relation to the main different tasks shared 

by all the methods. So, the main sections regard: a) depth to the top estimation; b) depth to the 

bottom and Curie depth estimation; c) selection of window size.  

2.2.2 Estimating the source depth to the top 

 

The most important application regarding the estimation of the depth to the source top is 

mapping the top of the crystalline basement and of bodies of mining interest as well as estimation 

of the depth to the top of shallow magnetic bodies. 

2.2.2.1  Statistical source ensembles: the Spector and Grant method 

 

Spectral analysis of aeromagnetic data has been widely expanded since the mid-60s (e.g., 

Bhattacharyya, 1966; Gudmundsson, 1967; Spector, 1968, Naidu, 1968). In particular, 

Bhattacharyya (1966) derived the analytical expression for the power spectrum of the magnetic 

field of a single rectangular block and then, Spector and Grant (1970) considered statistical 

ensembles of rectangular, vertical-sided parallelepipeds, characterized by a joint uniform 
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frequency distribution for the depth (h), width (a), length (b), thickness (t), magnetic moment 

intensity (J), and inclination (I) and declination (D) of J.  

More specifically, Spector and Grant (1970) used the statistical mechanics postulate that the 

mathematical expectation of an ensemble power density function is equal to the ensemble average. 

They assumed that all ensemble parameters were uniformly and independently distributed: a in (0, 

2𝑎
_
), t in (0, 2𝑡

_

), h in (ℎ
_

 ± Δh), J in (𝐽
    _

± 𝛥J), I in  (𝐼
    _

± 𝛥I) and D in (𝐷
    _

±  𝛥D). So, considering the 

spectrum in polar wavenumber coordinates: 𝑘 = (𝑘𝑥
2 + 𝑘𝑦

2)
1 2⁄

;  θ = tan-1( 𝑘𝑥 𝑘𝑦⁄ )  we have in 

the 𝑘𝑥, 𝑘𝑦 wavenumber plane:  

⟨𝐸(𝑘, 𝜃)⟩ = 4𝜋2𝐽
2

⟨𝑒−2ℎ𝑘⟩⟨𝑇2(𝑘)⟩⟨𝑆2(𝑘, 𝜃)⟩𝑅𝑇
2(𝜃)⟨𝑅𝑀

2 (𝜃)⟩                                                  (2.12)                                                

where:  𝑅𝑇
2(𝜃) = [𝑛2 + (𝑙cos𝜃 + 𝑚sin𝜃)2]; 𝑅𝑀

2 (𝜃) = [𝑁2 + (𝐿cos𝜃 + 𝑀sin𝜃)2].   L, M, N are 

the direction cosines of the magnetization and (l, m, n) those of the geomagnetic field vector. 

Taking the radial average of ⟨𝐸(𝑘, 𝜃)⟩, they finally obtained a meaningful expression for the 

radial spectrum:  

⟨𝐸(𝑘)⟩ = 4𝜋2𝐽
2

⟨𝑒−2ℎ𝑘⟩⟨𝑇2(𝑘)⟩⟨𝑆2(𝑘)⟩⟨𝑅𝑇
2⟩⟨𝑅𝑀

2 ⟩                        (2.13)                                                                               

where:  

〈𝑆2(𝑘)〉 =
1

𝜋
∫ 〈𝑆2(𝑘, 𝜃)〉

𝜋

0
𝑑𝜃                                                                                (2.14)                                                                                                                                                  

⟨𝑇2(𝑘)⟩ = ⟨(1 − 𝑒−𝑡𝑘)2⟩                                                                                                           (2.15) 

Equation 2.13 shows that only the factors ⟨𝑒−2ℎ𝑘⟩⟨𝑇2(𝑘)⟩⟨𝑆2(𝑘)⟩ affect the shape of the logarithm 

of the radial spectrum.  
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The decay of the spectral energy vs. wavenumbers is dominated by the depth factor; with the 

assumption that the depth to the top does not vary more than half the average depth for the 

ensemble, i.e., 0.75ℎ
_

 < h <1.25ℎ
_

, it may be expressed as 

 〈𝑒−2ℎ𝑘〉 ≈ 𝑒−2ℎ
−

𝑘                                                                                                                        (2.16) 

The logarithm of this factor approximates a straight line whose slope is -2ℎ
_

. We could estimate 

ℎ
_

 by fitting a straight line to the high-wavenumber part of the radially averaged spectrum. The 

power spectral decay of the field as a function of wavenumber is largely dependent on the average 

depth of the sources.  

Another factor that controls the shape of the power spectrum is that related to the mean 

thickness of the source: 

⟨𝑇2(𝑘)⟩ = ⟨(1 − 𝑒−𝑡𝑘)2⟩ = 1 −
[(3−𝑒−2 𝑡

−
𝑘)(1−𝑒−2 𝑡

−
𝑘)]

4𝑡
−

𝑘
                                                                  (2.17)                                 

The parameter 𝑡
−

 plays an important role in shaping the power spectrum. For not too large values 

of k, the effect of ⟨𝑇2(𝑘)⟩, together with the depth factor 〈𝑒−2ℎ𝑘〉 is to introduce a peak into the 

spectrum, whose position shifts toward lower wavenumbers as 𝑡
−

 increases (Spector and Grant, 

1970). In addition, it was later shown that the thickness factor affects the spectral decay only for 

small values of 𝑡
−

 at low wavenumbers (Fedi et al., 1997; Quarta et al., 2000) (Figure 1a and b). 

So, we can write: 

𝑙𝑛( ⟨𝐸(𝑘)⟩) ≈ 𝑙𝑛( 4𝜋2𝐽2̅⟨𝑅𝑇
2⟩⟨𝑅𝑀

2 ⟩) + 𝑙𝑛( ⟨𝑆2( 𝑘)⟩) − 2𝑘ℎ
−

                                                       (2.18)                                                                          
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The size factor 〈𝑆2(𝑘)〉 is generally significant if the average horizontal dimensions of sources 

in an ensemble are equal or greater than the average depth (Spector and Grant, 1970). Spector and 

Grant (1970) noted that the factor 〈𝑆2(𝑘)〉 (equation 2.14) increases the spectrum decay rate and 

inferred qualitatively for it an exponential form. However, Fedi et al. (1997) have later shown that 

this factor has instead a power-law form 𝑘−𝛽 and that for intermediate to large blocks, 𝛽  is about 

2.9. Therefore, for 𝑎, 𝑏  not too small, they gave an easy way to correct the power spectrum for 

overestimation, by first dividing the spectrum by 𝑘−2.9 and then applying the Spector and Grant 

rule for depth estimation. With this correction, equation 2.18 becomes                    

𝑙𝑛( ⟨𝐸(𝑘)⟩) ≈ 𝑙𝑛( 𝐴) − 2𝑘ℎ
−

                                                                                                    (2.19)               

where: 

A=4𝜋2𝐽2̅⟨𝑅𝑇
2⟩ ⟨𝑅𝑀

2 ⟩𝑘−2.9                                (2.20a) 

It is important to stress that with the Spector and Grant model, the magnetization distribution 

of the ensemble source is characterized by 𝐽
−

 and by the spectral factors related to the average block 

dimensions (𝑎
−

, 𝑏
−

, 𝑡
−

), so that the resulting magnetization spectrum is: 

 4𝜋2𝐽
2

⟨𝑇2(𝑘)⟩⟨𝑆2(𝑘)⟩          (2.20b) 

Equation 2.20b denotes a correlated source distribution producing a red spectrum even at h=0 

(Fedi, 2016). For this reason, we warn against incorrect statements considering only the factor  

4𝜋2𝐽
2
 for the magnetization distribution and so erroneously referring to the Spector and Grant 

model as a random uniform and uncorrelated magnetization distribution, producing a white 
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spectrum at h=0 (e.g., Todeschuk and Pilkington, 1993; Maus and Dimri, 1996; Ravat et al., 2007; 

Bansal et al., 2011).  

2.2.2.2  Random and uncorrelated source distributions 

 

We illustrate here a different approach, with the potential fields assumed to be a random field, 

originated by a random distribution of sources. Hence, the statistical properties of the random field 

are naturally related to those of the random source distributions (e.g., Naidu, 1968; Blakely, 1995). 

If the magnetization 𝑀(𝑘𝑥, 𝑘𝑦) within a subregion is confined between top depth ℎ𝑡 and bottom 

depth ℎ𝑏 and the layer extends infinitely far in all horizontal directions, then the power density 

spectra of the total field anomaly 𝐸(𝑘𝑥, 𝑘𝑦) may be written as (e.g., Blakely, 1995): 

𝐸(𝑘𝑥, 𝑘𝑦) = 4𝜋2𝐶𝑚
2 𝐸𝑀(𝑘𝑥, 𝑘𝑦)𝑅𝑇

2(𝜃)𝑅𝑀
2 (𝜃)𝑒−2|𝑘|ℎ𝑡(1 − 𝑒−|𝑘|(ℎ𝑏−ℎ𝑡))2                                 (2.21)                                                           

where 𝐶𝑚 is a constant, 𝑅𝑇
2(𝜃) and 𝑅𝑀

2 (𝜃) are factors related to the geomagnetic field direction 

and magnetization direction respectively, ℎ𝑡 and ℎ𝑏 are the depth to the top and bottom of the 

magnetic layer, respectively, and 𝐸𝑀(𝑘𝑥, 𝑘𝑦) is the power density spectrum of the magnetization.  

In equation 2.21, all factors excepted 𝑅𝑇
2(𝜃) and 𝑅𝑀

2 (𝜃) are radially symmetric. Therefore, the 

radial spectrum 𝐸(𝑘) will be given by 

𝐸(𝑘) =  4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩〈𝐸𝑀(𝑘)〉𝑒−2𝑘ℎ𝑡(1 − 𝑒−𝑘(ℎ𝑏−ℎ𝑡))2                                                  (2.22) 

In general, the spectral factor related to the magnetization distribution is unknown; it could be 

adopted as being white (e.g., Blakely, 1988; Tanaka et al., 1999; Trifonova et al., 2009; Chiozzi et 

al., 2005; Li et al., 2005; Li et al., 2010; Li, 2011; Nwankwo and Shehu, 2015; Speranza et al., 

2016; Salazar et al., 2017) or red, in the fractal range (Pilkington and Todoeschuck, 1993; Maus 
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and Dimri, 1994, 1995; Bansal et al., 2011; Li et al., 2013; Abraham et al., 2015; Wang and Li, 

2015; Li and wang, 2016; Wang and Li, 2018; Andrés et al., 2018). 

If 𝐸(𝑘) is assumed to be completely random and uncorrelated, then 𝐸𝑀(𝑘) is a constant, say 

𝜀2, and equation 2.22 can be written as  

𝐸(𝑘)  = 𝐵𝑒−2𝑘ℎ𝑡(1 − 𝑒−𝑘(ℎ𝑏−ℎ𝑡))2                                                                                           (2.23) 

where 𝐵 is a constant:  

𝐵 = 4𝜋2𝐶𝑚
2 𝜀2⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩                                      (2.24) 

Taking the natural logarithm of both sides of equation 2.23 we obtain 

𝑙𝑛( 𝐸(𝑘)) = 𝑙𝑛 𝐵 − 2𝑘ℎ𝑡 + 2 𝑙𝑛( 1 − 𝑒−𝑘(ℎ𝑏−ℎ𝑡))2                                                                  (2.25)                     

For wavelengths less than about twice the thickness of the magnetic layer (medium to high 

wavenumbers), the thickness factor does not affect the slope of the spectrum (Fedi et al., 1997, 

Figure 3) and 𝑙𝑛( 𝐸(𝑘)) approximately becomes a straight line with slope equal to −2ℎ𝑡. 

Obviously, this and other similar criteria must be taken with a "grain of salt", as numerical power 

spectra are never perfectly linear and can somewhat oscillate. So, in practical estimations one must 

always limit to the wavenumber interval yielding the best fit. Thus, equation 2.25 can be 

conveniently written as (e.g., Blakely, 1995; Tanaka et al., 1999):  

𝑙𝑛( 𝐸(𝑘)) ≈ ln(𝐵) − 2𝑘ℎ𝑡                                                                                                        (2.26)                                                                                                 

Equation 2.26 is analogous to equation 2.19 for the Spector and Grant model even though the 

factors A and B are well different, indeed reflecting different theoretical models. In particular, B 
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does not contain the power law 𝑘−2.9, which helped to correct the overestimation of the depth for 

the Spector and Grant model. 

2.2.2.3  Fractal source distributions 

 

Studies on susceptibility logs and aeromagnetic data (e.g., Todoeschuck, 1991; Pilkington and 

Todoeschuck, 1993; Maus and Dimri, 1994, 1995; Maus et al., 1997; Fedi, 2003; Bouligand et al., 

2009; Bansal and Dimri, 2014) showed that the idea of random and uncorrelated magnetization 

distribution leads to an oversimplified model. These authors stated that many geophysical variables 

exhibit fractal behavior, in which the power spectrum of magnetization is assumed to be 

proportional to a negative power of wavenumbers, being red in the fractal range (e.g., Pilkington 

and Todoeschuck, 1993; Maus and Dimri, 1995; Maus et al., 1997). According to susceptibility 

logs analysis, Pilkington and Todoeschuck (1993) tried to predict how the fractal model can be 

applied to the Earth by studying the behavior of field spectra due to correlated 3D distributions of 

magnetization in the continental crust. These authors observed that a correlated magnetization 

distribution can produce realistic anomalies, so validating a fractal model of the crust.  

Thus, if 𝐸𝑀(𝑘𝑥, 𝑘𝑦) in equation 2.22 is assumed to be correlated, such as for a scaling noise 

(Mandelbrot, 1983; Huang and Turcotte, 1989), the radial average power spectrum of the 

magnetization 𝐸𝑀(𝑘𝑥, 𝑘𝑦) will be proportional to a negative power of wavenumber and can be 

conveniently expressed as  

𝐸𝑀(𝑘𝑥, 𝑘𝑦) ∝ 𝑘−𝛽𝑠𝑢𝑠𝑐                                                                                                                 (2.27) 

where 𝛽𝑠𝑢𝑠𝑐 is the fractal exponent of the magnetization distribution, which is related to the fractal 

dimension of the scaling noise. In fact, 𝛽 is observed to vary with geology (e.g., Pilkington and 
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Todoeschuck, 1993; Maus and Dimri, 1995; Bouligand et al., 2009; Bansal et al., 2011, 2013). For 

example, Pilkington and Todoeschuck (1993) studied the susceptibility distributions, and their 

power spectral curves, from boreholes through sedimentary and igneous rocks in Canada. Power 

spectral analysis of both lithologies shows a fractal distribution with a scaling exponent ranging 

from 1.32 to 1.96 for sedimentary rocks and from 2.08 to 2.72 for igneous rocks. Taking this into 

account, Pilkington and Todoeschuck (1993) showed that a 3D fractal magnetization with a scaling 

exponent of 4 implies a magnetic field with a scaling exponent of 3. This agrees with Maus and 

Dimri (1994), who demonstrated a general expression relating the scaling properties of potential 

fields to the scaling properties of their sources. In particular, they established that for an isotropic 

magnetization distribution with minimal effect of remnant magnetization: 

𝛽 = 𝛽3𝐷
𝑠𝑢𝑠𝑐

− 1                                               (2.28)                                                                                                                 

where 𝛽 refers to map data and similar other relationships for profile data and for gravity field data 

and densities. Thus, assuming an isotropic 3D fractal magnetization distribution, equations 2.23, 

2.27, and 2.28 may be combined so to have  

𝐸(𝑘)  = 𝐶𝑒−2𝑘ℎ𝑡(1 − 𝑒−𝑘(ℎ𝑏−ℎ𝑡))2                                                                                           (2.29) 

where:  

𝐶 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘−𝛽           (2 ≤ 𝛽 ≤ 4)                                                  (2.30) 

Similar to the case of random uncorrelated sources, we may take the logarithms of the members 

of equation 2.29, and so approximately obtain, at wavelengths less than about twice the thickness 

of the magnetic layer (medium to high wavenumbers), a linear equation with slope equal to -2ℎ𝑡: 

𝑙𝑛 (𝐸(𝑘)) ≈ 𝑙𝑛(𝐶) − 2𝑘ℎ𝑡            (2.31)     
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Equation 2.31 is once again similar to equation 2.19, relative to the Spector and Grant model, 

and to equation 2.26, relative to a random uncorrelated magnetization distribution. The difference 

is in the factor C, which involves different theoretical assumptions with respect to the analogous 

A (equation 2.20) and B (equation 2.24) spectral factors. In particular, C and A are similar, because 

both contain a power law of the wavenumber, with the main difference that the exponent in A is 

fixed to 2.9 and the exponent in C is in the fractal range: 2 ≤ 𝛽 ≤ 4. We remember that 𝑘−2.9 

helped to correct the overestimation of the depth in the case of the Spector and Grant model. So, 

if we have the case of block-type sources, we expect that the power-law included in C could 

produce either overestimation or underestimation, depending on being 𝛽 lower or greater than 2.9.  

Conversely, the same is expected for an isotropic fractal source distribution, when we use the 

power-law included in A instead of that in C. 

However, if one chooses to use a fractal model, we will still have to select the right proper 

scaling exponent in the allowed fractal range. To this end, nonlinear inversion has been applied to 

simultaneously estimate the depth factor and the fractal exponent (e.g., Maus and Dimri, 1995; 

Kumar et al., 2017), but the depth factor and the scaling exponents are correlated one each other, 

which makes it difficult to accurately estimate both the parameters (e.g., Bouligand et al., 2009; 

Tenik and Ghods, 2017). Obviously, if the scaling exponent is fixed, the depth to the top is easily 

computed, no matter whether the fractal or the Spector and Grant model is considered. Such 

procedure was applied in large areas, such as Germany (Bansal et al., 2011), central India (Bansal 

et al., 2013), northeastern Nigeria (Abraham et al., 2015) and in the North Atlantic region (Li et 

al., 2013). It was also successfully applied in eastern and southeastern Asia (Li and Wang, 2016) 

and western North America (Wang and Li, 2015). However, we note that the wavenumber range 

and fractal exponent selected by Bansal et al. (2011, 2013, 2016) were different from those used 
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by Li et al. (2013) and Li and Wang. (2016). For example, Bansal et al. (2011, 2013) used a fractal 

exponent of 1 for 2D cases and suggested that a fractal exponent greater than 1.5 may overcorrect 

the spectrum and lead to too shallow estimations.  

An evident limitation of this approach is that the fractal behavior of magnetization is assumed 

as isotropic in the source. To this end, Pilkington and Todoeschuck (1993) argued that the fractal 

behavior in the horizontal directions may not be the same as the fractal dimension in the vertical 

direction, because more heterogeneity is expected along with the horizontal directions. This 

limitation adds to the obvious ambiguity in choosing the correct value of the isotropic exponent 𝛽. 

In summary, equations 2.19, 2.26, and 2.31 show that independently on the considered method, 

each of them assuming a suitable statistical model for the magnetization distribution, the depth to 

the top estimation consists of a simple linear regression of the logarithm of the power spectrum vs. 

wavenumbers. The choice among the several models reduces to select the appropriate correcting 

factor among ln(A), ln(C) or ln(B), according to the expected or known nature of the source 

distribution. We report in Table 2.1 the correcting factors and the theoretical assumptions inherent 

to all the statistical models.  
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Table 2. 1 Depth to the top estimation. We provide the mathematical formulations, the correcting factors, and the 

guidelines to their most suitable applications. 

Method Source Model Equation Correcting factor Guidelines 

 

 

 

Spector 

& Grant 

method 

 

 

 

Statistical 

block-ensemble 

sources 

 

 

 

𝑙𝑛( ⟨𝐸(𝑘)⟩) ≈ 𝑙𝑛( 𝐴) − 2𝑘ℎ
−

 

          (Equation 2.19) 

 

 

A = 4𝜋2𝐽2̅⟨𝑅𝑇
2⟩ ⟨𝑅𝑀

2 ⟩𝑘−2.9 

         (Equation 2.20a) 

Suitable for statistical ensembles of homogeneous 

blocks of different sizes and magnetization (i.e., 

gross homogeneous bodies) (Spector and Grant, 

1970; Fedi et al., 1997; Quarta et al., 2000; Fedi, 

2016). After correction, linear regression of 

𝑙𝑛( 𝐸(𝑘)) yields the depth to the top, ht, as the half 

of the slope. Note that the red spectrum (𝑘−2.9) is 

not given by any fractal source distribution, but by 

the spectral product of the thickness, size, and 

susceptibility factors (equation 2.20b).  

 

Blakely’s 

method 

 

White noise  

 

𝑙𝑛( 𝐸(𝑘)) ≈  𝑙𝑛(𝐵) − 2𝑘ℎ𝑡   

         (Equation 2.26) 

 

𝐵 = 4𝜋2𝐶𝑚
2 𝜀2⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩ 

         (Equation 2.24) 

Suitable for uncorrelated, highly variable 

magnetization/ density distributions (e.g., Blakely, 

1995; Tanaka et al., 1999). After correction, linear 

regression of 𝑙𝑛( 𝐸(𝑘)) yields the depth to the top, 

ht, as the half of the slope. 

 

Bansal & 

Dimri 

method 

 

Scaling 

processes, 

Random Fractal 

noise 

 

𝑙𝑛( 𝐸(𝑘)) ≈  𝑙𝑛(𝐶) − 2𝑘ℎ𝑡   

          (Equation 2.31) 

𝐶 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘−𝛽   

For Random Fractal noise: 

   2 ≤ 𝛽 ≤ 4  

       (Equation 2.30)  

Suitable for describing distributions of correlated 

magnetization/ density (e.g., Bansal and Dimri, 

2013). After correction, linear regression of 

𝑙𝑛( 𝐸(𝑘)) yields the depth to the top, ht, as the half 

of the slope. 

 

2.2.2.4  Uncertainty analysis 

 

Careful assessment of the uncertainty introduced by computational and theoretical assumptions 

of spectral methods is required to assess the accuracy of results in spectral analysis.  In fact, errors 

can be introduced from noisy data and from the inherent procedure of computing discrete Fourier 

Transform (due to truncation, resolution and aliasing) and radial spectra themselves, this including 

the average values computations. For each spectral method (see Table 2.1 and Table 2.2) we expect 

a theoretical error. For instance, the Spector and Grant method implies that the power spectrum is 

possibly contaminated by the superposition of two or more statistical ensembles; for the fractal 

model the fractal behavior of magnetization distribution may not be homogenous and isotropic. 

Despite this complex framework, we may nevertheless try to estimate uncertainty bounds from a 

statistical point of view on the depth to the source.  
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Since the power spectrum is radially averaged within rings concentric about the origin, for each 

ring the root mean square deviation σ is:  

𝜎 = √
∑ (𝐸𝑖(k)−�̅�(k) )2𝑛

𝑖=1

𝑛−1
                                                                                                                 (2.32) 

where �̅�(k) is the ring average, k = √𝑘𝑥
2 + 𝑘𝑦

2  is the radial wavenumber, 𝑛 is the number of 

spectral values in the ring and 𝐸𝑖(k) is the power spectrum logarithm at each radial wavenumber 

within the ring. So, the standard error 𝜀 of each ring average will be: 

𝜀 =
𝜎

√𝑛
                                                                                                                                          (2.33) 

Error bars are also computed, as the 95% confidence intervals calculated from the spectral 

values within each ring used in the calculation of the radial average power spectrum: 

𝐶𝐼 = �̅�(k) ± 𝑡 × 𝜀                       (2.34) 

where t is the Student’s distribution. 

We are now ready to estimate the depth error, which according to equations 2.19, 2.26, and 2.31 

and equations 2.39, 2.43, and 2.48 is estimated by the slope of the least-square linear fit  𝐸𝑟(𝑘) =

𝑎 + 𝑏𝑘 of the logarithm of the radially averaged power spectrum vs. wavenumbers. The standard 

deviation of least-square linear fit of the spectrum has been used to define the accuracy of depth 

estimates. In this regard, Okubo and Matsunaga (1994) and Chiozzi et al. (2005) normalized the 

standard deviation by the range of the radial wavenumbers related to the fit.  

We prefer here assessing the depth error in our fitting process by following the ordinary error 

propagation on the spectral slope (𝜎𝑏
2) as: 

𝜎𝑏
2 = 𝜎𝐸𝑟

2 𝑁

𝑁 ∑ 𝑘𝑖
2𝑁

𝑖=1 −(∑ 𝑘𝑖
𝑁
𝑖=1 )

2                                                                                                         (2.35) 
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where 𝜎𝐸𝑟

2  = 𝜀2 and N is the number of considered spectral values (e.g., Bevington and Robinson, 

2003).  

By another approach, remembering that the error of the radial power spectrum is related not 

only to the radial averaging process but to a number of other uncertainties, we may alternatively 

assume that the best estimate of the error is that based on the variance related to the linear fit itself: 

𝜎𝐸𝑟
2 =

∑ (𝛿𝐸𝑖(𝑘))2𝑛
𝑖=1

𝑛−2
                                                                                                                       (2.36) 

where 𝛿𝐸𝑖(k) is the sum of the squares of the linear fit residuals. Note that this definition is 

equivalent to that used by Kumar et al. (2020). 

After all, the statistical error of the average source depth to the top (equations 2.19, 2.26, and 

2.31 (Table 2.1) is 𝜎𝑏
2/4.  As an example, let us consider the magnetic field from a single prism 

with 5 km depth to the top and 15 km depth to the bottom (Figure 2.1a). The total magnetic field 

intensity was 1 A/m. Both the magnetization and geomagnetic field directions are vertical. The 

radially averaged power spectrum with error bars is shown in Figure 2.1b. The depth error using 

equations (2.35) and (2.36) were, respectively 0.019 km and 0.034 km. 

Different techniques have been proposed in order to minimize the effect of spectral leakage 

from the Fourier transform by smoothing the grid along the edges using different data tapering 

(e.g., Quarta et al., 2000; Bansal and Dimri, 2014) or data extension methods (e.g., Quintero et al., 

2019). The difference between the two techniques is that tapering affects the data in the original 

window toward its edges, whereas data extension adds data outside the original window. The most 

common tapering techniques include the Hamming, Hanning, and Blackman windows, all giving 

good results. Extension was made to the next power two. Then we used Hanning window for 

tapering; the percentage may vary from 5% (light tapering) to 100% (strong tapering) which 
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determines the steepness of the filter. In our case, we used Hanning window over 10 to 20% of the 

data extension. 

 

2.2.2.5  Examples of depth to the top estimation 

 

Here, we will show with some examples how the accuracy of the results depends on the 

appropriate method for each case discussed above. A single magnetic source is the simplest model 

to consider and show the application of the spectral method to synthetic data as shown in Figure 

2.1a. Additionally, we consider a short wavelength single source with 20 m depth to the top and 

40 m depth to the bottom (Figure 2.2a). The magnetization intensity was 1 A/m. The computed 

power spectrum is shown in Figure 2.2b. The radially averaged power spectrum and the linear fit 

used to estimate the depth to the top applying equation 2.19 are shown in Figure 2.2b.  

  

Figure 2. 2 (a) Magnetic anomaly produced by a prism of 20 m depth to the top and 40 m depth to the bottom and (b) 

the logarithm of its radially averaged power spectrum. The slope (-2ℎ𝑡) of the radially averaged spectrum used to 

estimate the depth to the top of the source ℎ𝑡 (see equation 2.19) is shown in b. Error bars indicate the 95% confidence 

intervals for the radial average power spectrum computed within each ring using equation 2.34.  
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Considering the complexity of the Earth, the assumption of a single magnetic source is rare. It 

is, therefore, more useful to assume a synthetic case built with a relatively complex source 

ensemble. For example, let us consider an ensemble of 22 prisms with varying size and depth to 

the top (Figures 2.3a and 2.3b). The magnetic anomaly field is generated using different 

magnetization values, ranging from 0.1 to 3.5 A/m (Figure 2.3a). Both the magnetization and 

geomagnetic field directions are vertical. The magnetization intensity, the depth to the top (Figure 

2.3b) and the depth to the bottom (Figure 2.5b) all vary over the set of prisms. The length and 

width of the prisms varies from 20 to 70 km. The aspect ratios range from 20/70 to 50/70. The 

magnetic data grid is sized 230 km by 230 km. We subdivided the gridded map (Figure 2.3a) into 

a total of 256 windows using a window size of 80 km with 10 km shift (see section “Estimating 

the source depth to the bottom” and Table 2.3). We computed the radial spectra in the Fourier 

domain for each subregion (see introduction section) and estimated the average depth to the top of 

magnetic sources.  

The range of wavenumbers for estimating the depth to the top can be defined depending on the 

pattern of the slope of the radially averaged spectrum (e.g., Bansal et al., 20111, 2013; Ravat et 

al., 2016; Kumar et al., 2020) or one may use a fixed wavenumber range irrespective of checking 

the slope in the spectra (e.g., Li et al., 2013, 2017). However, the range should be chosen as that 

where the logarithm of the power spectrum approximates a straight line, as described in the 

landmark paper on spectral analysis of potential fields (Spector and Grant, 1970), based on the fact 

that the dominant spectral factor is the depth factor which has an exponential dependence on the 

ensemble average source depth ℎ
−

 (equation 2.13). See for instance Figures 4b and 5b in Spector 

and Grant (1970). We think that this guideline is fundamental to assume the correct wavenumber 

range for estimating the depth to the top and we do not recommend automating the depth estimation 
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itself over the different windows. Examples of the obtained radial spectra using different values of 

β (correction factor A in Table 2.1) are shown in Figures 2.2c - 2.2f. In most cases, the linear parts 

of the spectrum used to estimate the depth to the top were in the range 0.1 – 0.8 rad/km. True depth 

to the top of each prism, average depth to the top for each of the windows centered along three 

profiles, estimated depth to top for each choice of 𝛽 are also shown in Figure 2.3. The estimated 

depths to the top of ensemble sources for different values of β are shown in figures 2.3g, 2.3h, 2.3i, 

and 2.3j. The L2 misfit error between true and recovered model of the magnetic top is 3.6 km for 

β=0, 2.2 km for β =2, 1.12 km for β =2.9, and 1.8 km for β =3.5. It is clear from the figures that 

choosing a wrong value of β may systematically lead to either overestimation (Figures 2.3g and 

2.3h) or underestimation (Figure 2.3j) of the depth to the top of the ensemble sources. We show 

the estimated depth to the top using the right value of β =2.9 (Figure 2.3i) for the whole map. 
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Figure 2. 3 (a) Synthetic magnetic anomaly produced by a complex source ensemble, computed at 5 km height. (b) 

true depths to the top and bottom of the ensemble sources. The numbers in (b) indicate the magnetization, true depth 

to the top and bottom of each source, respectively. Examples of radially averaged power spectra and the range of 

wavenumbers used to estimate the depth to the top of the source ensemble using different values of β (correction factor 

A in Table 2.1) (β=0, β=2, β=2.9 and β=3.5, respectively) are shown in c, d, e, and f, for the window indicated by 

rectangle. We show in (g), (h), (i), and (j) the estimated depth to the top of ensemble sources using different fractal 

exponents (β=0, β=2, β=2.9 and β= 3.5, respectively). A wrong value of β systematically leads to either overestimation 

(g and h) or underestimation (j) of the depth to the top of the ensemble sources. The estimated depth to the top using 

the right value of β is shown in (i). Error bars indicate the 95% confidence intervals for the radial average power 

spectrum computed within each ring. The prism outlines are indicated with broken lines.  
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We must however note that when anomalies are poorly sampled, anomalies tend to be less well 

defined, and the overall field tends to be more erratic. For example, a homogeneous source will be 

detected only if the sampling interval is appropriate with respect to the horizontal dimension of 

the field anomaly. Within this framework, the ratio of the horizontal extent of the source to the 

sampling interval becomes a relevant parameter in linking the spectral properties of the field 

measurements to those of the sources. When the ratio of the horizontal extent of the source to the 

sampling interval is small, there is no way to recover any correlation in the signal related to that 

source so that the most appropriate model is a random uncorrelated source distribution; conversely, 

for a sufficiently large value of the ratio of the horizontal extent of the source to the sampling 

interval it corresponds to a Spector and Grant source distribution. Quarta et al. (2000) illustrated 

how this ratio affects the spectrum slope (their Figure 1). 

Another example is that of multiple source ensembles at different depths. The most common 

case is that of two sets of source ensembles with different average depths (Spector and Grant, 

1970). As noted by these authors, the case of three or more ensemble sources at different depths 

could not be identified and interpreted with any degree of confidence using spectral techniques, 

due to the strong overlapping of the related spectral components. Cowan and Cowan (1993) also 

observed that the case of three ensemble sources is difficult to interpret unless there is a clear 

change in the slope of the spectrum. Recently, Demarco et al. (2020) also suggested that the case 

of multi-layer interpretations should be avoided unless there is a strong practical evidence, as the 

methods are based on statistical averages, this leading not to separate the effects of multiple 

sources. Another problem is that a strongly magnetized ensemble source over a weakly magnetized 

ensemble source may lead to shallower than the true depth to the bottom.   
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In our second example, we consider a fractional Gaussian noise to generate a 3D homogeneous 

fractal distribution (β = 3.5) of magnetization, according to the method by Turcotte (2011) (Figure 

2.4a). Both the magnetization and geomagnetic field directions are vertical. The model extends 

from the surface (z = 0) down to 16 km. The corresponding magnetic field (β = 2.5) is computed 

at 3 km above the source model, and it is shown in Figure 2.4b. Examples of radially averaged 

power spectra using different values of β (correction factor C in Table 2.1) are shown in Figures 

2.4c - 2.4e. The range of wavenumbers (0.4< k <1.5 rad/km) is selected as that where the logarithm 

of the power spectrum approximates a straight line, based on the fact that the dominant spectral 

factor is the depth factor which has an exponential dependence on the average source depth.  

For the sake of simplicity, being the model a homogeneous random fractal, it is not necessary 

to process the data with a windowing approach.  Obviously, this approach would be necessary for 

a lateral inhomogeneous fractal model. 
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Figure 2. 4 (a) Synthetic example of 3D fractal magnetization distribution (β=3.5), and (b) its generated magnetic field 

(β = 2.5) at 3 km above the source. Red lines indicate the slope of the true depth to the top. Radially averaged power 

spectra for different values of β (c, d, and e). The slope used to estimate the depth to the top of the source and its 

estimated value are shown in each figure. Error bars indicate the 95% confidence intervals for the radial average power 

spectrum computed within each ring. 

 

All the correcting factors have a wavenumber dependence (𝑘−𝛽) which is related to the 

underlying magnetization distribution. Note that, in the case of Spector and Grant model, the size 

factor is in turn part of the magnetization distribution of the statistical ensembles (equation 2.20).  

It is unlikely that we would know the magnetization distribution in detail, but we may have some 

idea about how magnetization behaves statistically. So, we need a suitable statistical model for the 
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magnetization distribution. For example, if the magnetization distribution is completely random 

and uncorrelated, the depth can be estimated assuming a spatially uncorrelated source (𝛽 = 0). 

On the other hand, the magnetization distribution can be described in terms of scaling noise. 

Such random processes have the power spectrum proportional to some power of wavenumber 

(𝑘−𝛽). If 𝛽=0, the process is uncorrelated. On the other hand, if 𝛽>0, the process is correlated, and 

the degree of correlation is indicated by 𝛽. For 2 ≤ 𝛽 ≤ 4 the process is fractal. It was argued that 

some rocks may be characterized in terms of the fractal exponent (e.g., Pilkington and 

Todoeschuck, 1993). Thus, the knowledge of geology and other a priori information can be used 

to constrain and select the appropriate model and correcting factors as indicated in the third column 

in the Table 2.1. 

2.2.3 Estimating the source depth to the bottom 

 

 The most common spectral methods to estimate the depth to the bottom of sources are based 

on estimating the depth to the top and centroid separately: ℎ𝑏 = 2ℎ𝑜 − ℎ𝑡 (equation 2.41). This is 

because there is no wavelength range in which the power spectrum related to the bottom depths 

dominates. There are also other techniques which can be used to simultaneously retrieve the depth 

to the top and thickness of the magnetic sources, based on nonlinear curve fitting (e.g., Maus et 

al., 1997; Bouligand et al., 2009). Even by this method, the depth to the bottom ℎ𝑏  is obtained 

after having estimated the depth to the top ℎ𝑡 and the thickness 𝛥ℎ of the magnetic sources: ℎ𝑏 =

ℎ𝑡 + 𝛥ℎ (equation 2.54). For the spectral peak method (equation 2.47), one may also apply a one 

step process by fitting the theoretical power spectrum to the observed spectrum through trial and 

error, varying ht and hb to determine the best fit to the spectral peak (e.g., Ross et al. 2006).  
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The most important application of this kind of estimation regards the possibility to map the 

isothermal surface of the Curie points, which is indeed very useful to establish the main thermal 

behavior of a region, estimation of the thickness of shallow magnetic sources/layers, and 

estimation of the thickness of volcanic sheets. In this section, we will describe how to estimate the 

depth to the bottom under different methods and theoretical approaches. We first will consider 

statistical source ensembles and random uncorrelated distribution sources (spectral peak method, 

forward modeling of the spectral peak method and centroid method) and then fractal distribution 

sources (nonlinear curve fitting technique/optimization, modified centroid method, and de-fractal 

spectral technique).  

 

2.2.3.1  The centroid methods 

 

Bhattacharya and Leu (1975) introduced the important issue of estimating the depth to the 

centroid, ho, for a dataset of aeromagnetic anomalies and applied a method based on the spectra of 

the 1st order moments of the magnetic anomaly field to estimate the Curie depth isothermal surface 

beneath the Yellowstone caldera. Later, Okubo et al. (1985) extended the approach and estimated 

the Curie point depths of the island of Kyushu and the surrounding areas in Japan. They assumed 

that at small spatial wavenumbers the magnetic field is approximately that of a random distribution 

of point dipoles.  

However, the most widely used methods are again those based on Blakely’s formula relative to 

a flat layer, with a random and uncorrelated or correlated fractal source distribution. As the Spector 

and Grant statistical source ensemble has not yet been fully utilized for the centroid estimation, we 

will formally define its mathematical approach in the next section.  
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2.2.3.1.1 Centroid depth estimation for statistically independent source ensembles 

 

We introduce here the theory of the centroid estimation by the statistically independent source 

ensembles. From Spector and Grant model, we have already seen that the thickness does not affect 

the slope of the power spectrum, except for small thickness at small wavenumbers. Using 

equations 2.16, 2.17 and 2.20, equation 2.13 can be rewritten as 

⟨𝐸(𝑘)⟩ = 𝐴𝑒−2𝑘ℎ
−

0  𝑒2𝑘𝑑
−

 [1 −
[3−𝑒
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−
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]                           (2.37)                                                                                                                               

where ℎ
−

0 is the average depth to the centroid of the source ensembles and 𝑑
−

 is half of the average 

thickness of the source ensembles. Taking a Taylor series expansion of the factor: 
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−
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] and neglecting terms with order higher 

than 2, we easily find that at low wavenumbers, equation 2.37 becomes approximately                            

⟨𝐸(𝑘)⟩ ≈
16

3
𝐴𝑒−2𝑘ℎ

−

0(𝑑
−

𝑘)2                                                                                                   (2.38)                                                                  

Taking the logarithm on both sides of equation 2.38, we see that the slope of ⟨𝐸(𝑘)⟩ at very low 

wavenumbers is related to the centroid depth (ℎ
−

0) of the ensemble average and the depth could be 

obtained by 

𝑙𝑛( ⟨𝐸(𝑘)⟩) ≈ 𝑙𝑛( 𝑃) − 2𝑘ℎ
−

0                                                                             (2.39)       

where P = 
64

3
𝜋2𝐽

2
⟨𝑅𝑇

2⟩⟨𝑅𝑀
2 ⟩𝑑

−
2 𝑘−0.9                                                                                    (2.40) 

So, the depth to the bottom of the ensemble average can be computed in three steps:  
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a) estimating the depth to the top according to equation 2.19 (i.e., with the Spector and Grant's 

formula corrected by Fedi et al. (1997)), 

b) estimating the depth to the centroid using equation 2.39, 

c) estimating the depth to the bottom as: 

ℎ𝑏 = 2ℎ𝑜 − ℎ𝑡                                                                                                                          (2.41) 

2.2.3.1.2 Centroid depth estimation for a random uncorrelated source distribution 

 

Tanaka et al. (1999) proposed estimating the depth to the source centroid assuming random and 

uncorrelated sources within a flat layer, i.e., using the formula by Blakely (1995) (equations 2.21, 

2.22, and 2.23). In practice, equation 2.23 can be rearranged with little algebra and written as  

𝐸(𝑘) = 𝐵𝑒−2𝑘ℎ𝑜(𝑒−𝑘(ℎ𝑡−ℎ𝑜) − 𝑒−𝑘(ℎ𝑏−ℎ𝑜))
2
                                                                            (2.42)                                                   

where 𝐵 is given by equation 2.24. 

At low wavenumbers, equation 2.42 becomes 

𝐸(𝑘) = 𝐵𝑒−2𝑘ℎ𝑜(𝑒−𝑘(−𝛥ℎ/2) − 𝑒−𝑘(𝛥ℎ/2))2 ≈ 𝐵𝑒−2𝑘ℎ𝑜(𝑘𝛥ℎ)2                                               (2.43)                                                      

where 𝛥ℎ is the thickness of the magnetic layer. So, taking the logarithm on first and third members 

of equation 2.43 we find 

 𝑙𝑛( 𝐸(𝑘)) ≈ 𝑙𝑛(𝑄) − 2𝑘ℎ𝑜                                                                                                        (2.44) 

where Q is the factor: 

 𝑄 = 4𝜋2𝐶𝑚
2 𝜀2⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘2𝛥ℎ2                                                                                                (2.45) 
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Again, one could estimate the depth to the centroid of the magnetic layer from the slope at the 

lowest wavenumbers part and calculate from this the depth to the bottom of the magnetic source. 

As we already observed before, the idea of random and uncorrelated magnetization distribution 

may lead to an oversimplified model. Nevertheless, due to its mathematical simplicity about the 

source distributions, this method has often been used in estimating the depth to the bottom of the 

sources (e.g., Blakely, 1988; Okubo et al., 1985; Tanaka et al., 1999; Trifonova et al., 2009; 

Chiozzi et al., 2005; Li et al., 2005, 2009, 2010; Hussein et al., 2013; Abraham et al., 2014; Hsieh 

et al., 2014; Nwankwo and Shehu, 2015; Speranza et al., 2016; Salazar et al., 2017; Idarraga-

García and Vargas, 2018). 

2.2.3.1.3 Centroid depth estimation for a random fractal source distribution (Modified centroid 

method) 

 

Bansal et al. (2011) proposed a technique, called the modified centroid method, to estimate the 

depth to the bottom of magnetic sources in a fashion similar to the method by Tanaka et al. (1999), 

but assuming a fractal source distribution. The modified centroid method has been applied to 

estimate the depth to the bottom of the magnetic source in Germany (Bansal et al., 2011), central 

India (Bansal et al., 2013, 2016) and in northeastern Nigeria (Abraham et al., 2015). Similarly, this 

technique has been applied in an automatic moving window approach to estimating the Curie point 

depths of the North Atlantic region (Li et al., 2013), eastern and southeastern Asia (Li and Wang, 

2016), western North America (Wang and Li, 2015), Iberian Peninsula (Andrés et al., 2018).  

However, we note that the wavenumber range and fractal exponent selected by Andrés et al. (2018) 

were different from those used by Li et al. (2013) and Wang and Li (2015).  For example, Li et al. 

(2013) used a fractal exponent of 3, assuming a 3D magnetization distribution to estimate the depth 

surface of the Curie point in the North Atlantic, while Wang and Li (2015) used a fractal exponent 
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of 2.5 for estimating the Curie depth points beneath western North America. Andreas et al. (2018) 

applied a variable fractal exponent (2.5 - 4) to estimate the Curie point depth of Iberian Peninsula 

and surrounding margins. More recently, this method has been used to compute the global 

reference model of Curie point depths based on EMAG2 (Li et al., 2017). 

Equation 2.29, related to correlated source distribution, is first rewritten as 

𝐸(𝑘) = 𝐶𝑒−2𝑘ℎ𝑜(𝑒−𝑘(ℎ𝑡−ℎ𝑜) − 𝑒−𝑘(ℎ𝑏−ℎ𝑜))
2
                                                                            (2.46)                                                   

where 𝐶 is given by equation 2.30. Then, at low wavenumbers, equation 2.46 is approximated as 

𝐸(𝑘) = 𝐶𝑒−2𝑘ℎ𝑜(𝑒−𝑘(−𝛥ℎ/2) − 𝑒−𝑘(𝛥ℎ/2))2 ≈ 𝐶𝑒−2𝑘ℎ𝑜(𝑘𝛥ℎ)2                                               (2.47)                                                        

where 𝛥ℎ is the thickness of the magnetic layer. So, taking the logarithm on first and third members 

of equation 2.47, we finally find 

 𝑙𝑛(𝐸(𝑘)) ≈ 𝑙𝑛(𝑅) − 2𝑘ℎ𝑜                                                                                                   (2.48) 

where R is the factor: 

𝑅 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘2−𝛽𝛥ℎ2         2 ≤ 𝛽 ≤ 4             (2.49) 

Even in this case, one could estimate the depth to the centroid of the magnetic layer from the slope 

of the low wavenumber part of the spectrum. Finally, the depth to the bottom of the magnetic 

source can be computed using equation 2.41.  

As already we noted in the sections for the estimation of the depth to the top, equations for the 

estimation for the depth to the centroid (2.39, 2.44, and 2.48) are very similar, the only difference 

being the spectral correcting factors ln(P), ln(Q) and ln(R) which, in turn, are strictly related to the 

theoretical descriptions which we described in the above sections for each method.  
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So, like for the depth to the top estimation (Table 2.1), the choice among the several models 

reduces to select the appropriate correcting factor, which should reflect our a priori information 

about the nature of the source distribution. We report in Table 2.2 the correcting factors and the 

theoretical assumptions inherent to all the models and will then show with some examples how 

the accuracy of the results depends on the appropriate method for each case. In fact, P and R are 

similar, because both contain a power law of the wavenumber, with the main difference that the 

exponent in P is 0.9 and the exponent in R is 2-𝛽. Therefore, for a given a priori information, the 

depth to the centroid can be determined using one of the models given in Table 2.2. The issue is 

that the interpreter may not know which model best represents the geology. In that case, there may 

be multiple alternative scenarios (that is, models) that all fit the data which can be carried along as 

alternative interpretations. 

The statistical error of the average source depth to the centroid (equations 2.39, 2.44, and 2.48, 

Table 2.2) is computed using equation 2.35. The statistical error of the depth to the bottom (𝜎𝜀
2) 

will be then computed as: 

𝜎𝜀
2 = 2𝜎𝑏𝑜

2 + 𝜎𝑏𝑡
2                                                                                                                          (2.50) 

where 𝜎𝑏𝑜
2  is the variance of the depth to the centroid and 𝜎𝑏𝑡

2  is the variance of the depth to the 

top. 

2.2.3.1.4 Examples of depth to the bottom estimation using the centroid method  

 

In this section, we present examples of depth to bottom estimations assuming different 

statistical models. To show the suitability of the statistically independent source ensembles 

method, let us consider the same synthetic magnetic anomaly described in Figure 2.3a, due to an 
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ensemble of 22 prisms (Figure 2.5a) with varying size depth to the bottom (Figure 2.5b). The 

magnetic anomaly field is generated from magnetization ranging from 0.1 to 3.5 A/m (Figure 

2.5a). Both the magnetization and geomagnetic field directions are vertical. The magnetization 

intensity and the depth to the bottom all vary over the set of prisms (Figure 2.5b). The length and 

width of the prisms varies from 20 to 70 km. The aspect ratios range from 20/70 to 50/70. 

The magnetic data grid is sized 230 km by 230 km. We subdivided the gridded map (Figure 

2.5a) into a total of 256 windows using a window size of 80 km with 10 km shift.  This size was 

chosen assuming a mean of 20 km depth to the bottom, according to the results shown later, in the 

section “selecting the right window size” and Table 2.3, which indicate that a window size large 

from 3 to 4 times the depth to the bottom yields good results. We computed the radial spectra in 

the Fourier domain for each subregion (see introduction section) and estimate the average depth 

to the centroid of magnetic sources using equation 28 from the low wavenumber part of the radially 

averaged power spectrum assuming different values of β (correcting factor P, Table 2.2). The 

range of wavenumbers were selected based on visual inspection of the linear segment. Examples 

of the obtained radial spectra are shown in Figures 2.5c – 2.5f. In most cases, linear parts of the 

spectrum used to estimate the depth to the centroid were in the range ~ 0 – 0.3 rad/km. Depth to 

the bottom of the sources can then be estimated using equation 2.41. True depth to the bottom of 

each prism, average depth to the bottom for each of the windows centered along three profiles, 

estimated depth to the bottom for each choice of 𝛽 are also shown in Figure 2.5. The estimated 

depths to the bottom of ensemble sources for different values of β (correcting factor P, Table 2.2) 

are shown in Figures 2.5g – 2.5j. It is clear from the figures that, choosing a wrong value of β 

systematically, leads to either overestimation (Figures 2.5g and 2.5h) or underestimation (Figure 

2.5j) of the depth to the top of the ensemble sources. The L2 misfit error between true and 



49 

 

recovered model of the magnetic bottom is estimated to be 5 km for β=0, 3.2 km for β=2, 1.4 km 

for β=2.9, and 2.3 km for β=3.5. The result obtained using the right value of β is consistent with 

the true depths (Figure 2.5i).  
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Figure 2. 5 (a) Synthetic magnetic anomaly produced by a complex source ensemble, computed at 5 km height above 

the sources: (b) true depths to the top of the ensemble sources. The numbers in (b) indicate the magnetization, true 

depth to the top and bottom of each source, respectively. Examples of radially averaged power spectra and the range 

of wavenumbers used to estimate the depth to the top of the source ensemble using different values of β (correction 

factor P in Table 2.2) (β=0, β=2, β=2.9 and β=3.5, respectively) are shown in c, d, e, and f for the window A. We 

show in (g), (h), (i), and (j) the estimated depth to the top of ensemble sources using different fractal exponents (β=0, 

β=2, β=2.9 and β= 3.5, respectively). A wrong value of β systematically leads to either overestimation (g and h) or 

underestimation (j) of the depth to the top of the ensemble sources. The estimated depth to the top using the right value 

of β is shown in (i). Error bars indicate the 95% confidence intervals for the radial average power spectrum computed 

within each ring. The prism outlines are indicated with black broken lines. 

 

In our second example, we consider a 3D uncorrelated random noise produced using the method 

by Turcotte (2011), with variable magnetization contrast. Both the magnetization and geomagnetic 

field directions are vertical. The model extends from the surface (z = 0) down to 20 km. The 

corresponding magnetic field computed at 2 km above the source model is shown in Figure 6b. 

Examples of radially averaged power spectra are shown in Figures 2.6c – 2.6d.  
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Figure 2. 6 (a) An example of 3D random uncorrelated magnetization distribution, its generated magnetic field (b) 

computed at 2 km above the source and radially averaged power spectra computed from the magnetic field to estimate 

the depth to the top and depth to the centroid using a window size of 80 km x 80 km (c, d) and using 100 km x 100 

km (e, f). Error bars indicate the 95% confidence intervals for the radial average power spectrum computed within 

each ring. The depth to the bottom is given relative to the field altitude. 
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The depth to the top (Figures 2.6c and 2.6e) is estimated from the slope of the linear part of the 

spectrum occurring at the mid-range wavenumbers using equation 2.26, while the depth to the 

centroid (Figures 2.6d and 2.6f) is estimated from the lower wavenumber part of the radially 

averaged spectrum using equation 2.43. In this case we adopted the rules introduced by Tanaka et 

al. (1999) for a single layered model. Accordingly, for estimating the depth to the top of the source, 

the linearized equation for the depth to the top is valid for mid to high wavenumber part of the 

spectrum. Whereas the estimate of the depth to the centroid is obtained from the slope of a radially 

averaged wavenumber-scaled Fourier spectra, in the low wavenumber region (Okubo et al., 1985; 

Tanaka et al., 1999). Finally, the depth to the bottom is obtained using equation 2.41. The estimated 

values are shown in each figure. 

In the third example, we consider a fractional Gaussian noise to generate a 3D homogeneous 

fractal distribution (β =4) of magnetization, according to the method by Turcotte (2011) (Figure 

2.7a). Both the magnetization and geomagnetic field directions are vertical. The model extends 

from the surface (z = 0) down to 30 km. The corresponding magnetic field (β =3) is computed at 

1 km above the source model, and it is shown in Figure 2.7b. Examples of radially averaged power 

spectra for estimating the depth to the top and centroid using a window size of 140 km x 140 km 

are shown in Figures 2.7c and 2.7d, respectively. The depth to the bottom of the magnetic source 

can then be computed using equation 2.41.   
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Figure 2. 7 (a) Synthetic example of 3D fractal magnetization distribution (𝛽 =4) with 30 km depth to the bottom (a) 

and its generated magnetic field (𝛽 =3), computed at 1 km above the surface (b). Figures c and d respectively are 

examples of radially averaged power spectra used to estimate the depth to the top and centroid of the magnetic sources 

using a window size of 140 km x 140 km (indicated with square). Error bars indicate the 95% confidence intervals for 

the radial average power spectrum computed within each ring. 
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Table 2. 2 Depth to the bottom estimation. We provide the mathematical formulations, the correcting factors, and the 

guidelines to their most suitable applications. 

Method Source 
Model 

Equation Correcting factor Depth to bottom Guidelines 

 

 
 

 

 
 

 

 
 

Centroid/

Modified 
centroid 

 

 
Statistical 

block-

ensemble 
sources 

 

 

𝑙𝑛(𝐸(𝑘)) ≈ 𝑙𝑛( 𝑃) − 2𝑘ℎ
−

0 

 

      (Equation 2.39) 

 

 

P = 
64

3
𝜋2𝐽

2
⟨𝑅𝑇

2⟩⟨𝑅𝑀
2 ⟩𝑑

−
2𝑘−0.9 

 

       (Equation 2.40) 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

ℎ𝑏 = 2ℎ𝑜 − ℎ𝑡 

 
   (Equation 2.41) 

Suitable for a statistical 

ensemble of blocks of 
different sizes and 

magnetization (i.e., gross 

homogeneous bodies). 
Formula is demonstrated 

in this paper (Section 

3.1.1). After correction, 
linear regression of 

𝑙𝑛( 𝐸(𝑘)) yields the depth 

to the centroid, ho, as half 

of the slope.  

 
 

White 

Noise  

 

𝑙𝑛(𝐸(𝑘)) ≈ 𝑙𝑛(𝑄) − 2𝑘ℎ𝑜   

 
      (Equation 2.44) 

 

𝑄 = 4𝜋2𝐶𝑚
2 𝜀2⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘2𝛥ℎ2 

 
(Equation 2.45) 

Suitable for highly 
variable magnetization 

(uncorrelated) (e.g., 

Blakely, 1995; Tanaka et 
al., 1999). After 

correction, linear 

regression of 

𝑙𝑛( 𝐸(𝑘)) yields the depth 

to the centroid, ho, as half 

of the slope. 

 

Random 
Fractal 

Noise 

 

𝑙𝑛(𝐸(𝑘)) ≈ 𝑙𝑛(𝑅) − 2𝑘ℎ𝑜    

 

      (Equation 2.48) 

𝑅 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘2−𝛽𝛥ℎ2 

2 ≤ 𝛽 ≤ 4 

           (Equation 2.49) 

Suitable for fractal 

magnetization distribution 
(e.g., Bansal et al., 2011; 

Li et al., 2013; Andrès et 

al., 2018). After 
correction, linear 

regression of 

𝑙𝑛( 𝐸(𝑘)) yields the depth 

to the centroid, ho, as half 

of the slope. 

 

 

Spectral 
peak 

 

 

All the 
models 

  𝑘𝑝𝑒𝑎𝑘

=
𝑙𝑛(ℎ𝑏) − 𝑙𝑛(ℎ𝑡)

ℎ𝑏 − ℎ𝑡

 

   (Equation 51) 

The depth to the top must 

be estimated first, by other 

methods (see Table 2.1). 

 

 
Forward 

modelling 

of spectral 
peak 

 

 
White 

noise/ 

Random 
Fractal 

Noise 

 

 

𝑙𝑛 (𝐸(𝑘))
= 𝑙𝑛 (𝐻(𝑒−𝑘ℎ𝑡 − 𝑒−𝑘ℎ𝑏)2) 

          

       (Equation 2.52) 

 

𝐻 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩ 

for White Noise  

𝐻 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘−𝛽 

         2 ≤ 𝛽 ≤ 4  

For Random Fractal Noise  

 

 
 

Uncorrelated or scaling 

source distribution may be 
assumed. After correction, 

it is suitable for estimating 

a) both the top and bottom 
depths; b) the bottom 

depth only (assuming the 

depth to the top) by best 
fitting of equation (2.52) 

(Ravat et al., 2007; Kumar 

et al., 2020)  

 

 

 
 

De-fractal 

 

 

 
 

Random 

Fractal 
Noise 

 

 

 

𝑙𝑛 (𝐸(𝑘))
= 𝑙𝑛 (𝐻(𝑒−𝑘ℎ𝑡 − 𝑒−𝑘ℎ𝑏)2) 

          

    (Equation 2.52) 

 

 

𝐻 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩𝑘−𝛽 

2 ≤ 𝛽 ≤ 4 

     For Random Fractal Noise  

 Fractal source distribution 

is assumed. By the de-

fractal method, we first 

estimate ℎ𝑡 (see Table 

2.1), then ℎ0 and ℎ𝑏 

(equations 2.48, 2.41) for 

different  𝛽. The best 

combination of 𝛽, ℎ𝑡 and 

ℎ𝑏   is selected on the basis 

of the forward modelling 

of the spectral peak 
methods (equation 2.52) 

(Salem et al., 2014; Ravat 
et al., 2016) 
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Nonlinear 

parameter 

estimation 

 

 

 

 
Random 

and 

correlated 
sources/fr

actal 

 

𝑙𝑛(𝐸(𝑘)) = 𝐺 − 2𝑘ℎ𝑡 − (𝛽 − 1) 𝑙𝑛( 𝑘)+ 

+ [−𝑘𝛥ℎ + 𝑙𝑛 (
√𝜋

𝛤(1 +
𝛽
2

)
(

𝑐𝑜𝑠ℎ(𝑘𝛥ℎ)

2
𝛤 (

1 + 𝛽

2
)

− 𝐾1+𝛽
2

(𝑘𝛥ℎ) (
(𝑘𝛥ℎ)

2
)

1+𝛽
2

))] 

                                (Equation 2.53) 

 

                  2 ≤ 𝛽 ≤ 4, for Random Fractal Noise  

 

 

 

 

ℎ𝑏 = ℎ𝑡 + 𝛥ℎ  

 
   (Equation 43)      

Suitable for fractal 

magnetization distribution 

(Maus et al., 1997 ; 

Bouligand et al., 2009). 
Although it is found to be 

unstable, this method can 

be used to simultaneously 
estimate the depth and 

fractal exponent 

parameters using 
nonlinear fitting.  

 

2.2.3.2  The spectral peak method 

 

The spectral peak method was originally proposed by Spector and Grant (1970). The idea is 

that if the area under investigation is large enough, the thickness factor ⟨𝑇2(𝑘)⟩ (equation 4) in 

combination with the depth factor, 𝑒−2ℎ
−

𝑘 (equation 2.16) may show a peak in the lower 

wavenumber part of the spectrum, which is related to the bottom of the magnetic sources. 

Accordingly, Smith et al. (1974), Boler (1978), Connard et al. (1983), and Salem et al. (2000) used 

this feature to estimate the depth to the bottom of the statistical source ensembles.  Thus, when a 

spectral maximum does occur at low wavenumbers, say at 𝑘𝑚𝑎𝑥 , the mean depth to the top sources  

ℎ̅𝑡 and the mean depth to the bottom of sources ℎ̅𝑏  could be estimated by 

𝑘𝑚𝑎𝑥 =
𝑙𝑛(ℎ̅𝑏)−𝑙𝑛(ℎ̅𝑡)

ℎ̅𝑏−ℎ̅𝑡
                                                                                                                 (2.51) 

However, if most of the magnetic source bodies extend to a too great depth, compared to the 

measurement area, the spectral peak could not be detected (Spector and Grant, 1970; Ravat at al., 

2007).  

As an example, we consider the power spectrum computed from the 3D random uncorrelated 

sources of magnetization shown in Figure 2.6a. The model extends from the surface (z = 0) down 
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to 20 km (Figure 2.6a). The corresponding magnetic field computed at 2 km above the source 

model is shown in Figure 2.6b. In this case, the depth to the top of the magnetic source is estimated 

from the mid to high wavenumber part of the spectrum using equation 2.26. Then, we estimate the 

depth to the bottom using the spectral peak method, equation 2.51 (Figure 2.8a) using a window 

size of 120 km x 120 km. The maximum peak position and the estimated values are shown in 

Figure 2.8a. Basically, this method is developed considering a random magnetization distribution. 

Thus, it may lead to overestimation, as discussed previously in the case of fractal magnetization 

distribution or in case of source ensembles. The spectral peak method also requires an independent 

estimation of the depth to the top using other techniques. 

 

Figure 2. 8 (a) Radial average power spectra computed from the map of the magnetic anomaly shown in Figure 2.6a, 

used for estimating the depth to the bottom by the spectral peak method (equation 2.51); (b) forward modeling of the 

spectral peak method (equation 2.52) using a window size of 120 km x 120 km. The maximum peak position and the 

estimated values are shown in each figure. Error bars indicate the 95% confidence intervals for the radial average 

power spectrum computed within each ring. 
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2.2.3.3  Forward modeling of the spectral peak  

 

Ross et al. (2004) proposed the forward modeling of the spectral peak, considering explicitly 

the spectral factor related to the top and bottom depths of equation 2.23 (Ross et al., 2006; Ravat 

et al., 2007). 

ln (𝐸(𝑘)) = ln (𝐻(𝑒−𝑘ℎ𝑡 − 𝑒−𝑘ℎ𝑏)2)                                                                                       (2.52)                                                                 

where 𝐻 = 4𝜋2𝐶𝑚
2 ⟨𝑅𝑇

2⟩ ⟨𝑅𝑀
2 ⟩. This constant can be used to adjust up or down the fit to the 

observed peak. The depth to the bottom controls the spectral peak position, at the low 

wavenumbers, while the depth to the top controls the slope at high wavenumbers. This method 

could be useful in the sense that one could fit iteratively the position and the width of the peak and 

match the adjacent part of the slope more precisely (Ravat et al., 2007). 

Like the spectral peak method, we estimate the depth to the bottom using the forward modeling 

of the spectral peak method, equation 2.52 for the model shown in Figure 2.6a using a window 

size of 120 km x 120 km. With the forward modeling of the spectral peak method, if there is a 

clear spectral peak, both the depth to the top and bottom of the magnetic sources can be estimated 

simultaneously (Ross et al., 2006; Ravat et al., 2007). Both ht and hb controls the position of the 

spectral peak. ht controls the shape of the curve, especially for large wavenumbers and hb controls 

the shape of the curve at low wavenumbers (Ravat et al., 2007; Demarco et al., 2020). The spectral 

peak becomes narrower as ht increases. For shallow magnetic sources variations in ht and hb shows 

a clear variation in the position of the spectral peak. As hb becomes larger, variations in spectral 

peak position due to changes in ht become smaller and as ht gets larger, differences in peak position 

become smaller (indistinguishable), which makes it difficult to get reliable depth estimates. As a 
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result, it could be problematic to differentiate the best match between the theoretical and modeled 

curves from different depths, which is challenging to get reliable depth values (Figure 2.8b).  

2.2.3.4  The de-fractal method 

 

Assuming a magnetic layer with a random fractal source distribution, Salem et al. (2014) 

proposed the de-fractal method. To compute the depth to the bottom of the magnetic layer, this 

method utilizes the spectral peak (equations 2.51 and 2.52) and the centroid methods (equations 

2.26, 2.31, 2.44, and 2.48) in an interactive forward modeling approach. The idea is first to make 

a de-fractal of the power spectrum by a range of 𝛽 parameters. The next step is to estimate the 

depth to the top and to the bottom by the modified centroid method. The correct 𝛽 could be selected 

based on visual inspection of the fit between the de-fractal power spectrum and the modeled power 

spectrum. Later, Ravat et al. (2016) modified the procedure by first fitting the power spectrum in 

a least-square sense and then readjusting the fit by fitting the logarithm of power over a selected 

range of wavenumbers.  

The method by Salem et al. (2014) gives more emphasis to the spectral peak region, while the 

method by Ravat et al. (2016) focuses on the overall curve of the power spectra over the selected 

wavenumbers. Moreover, Ravat et al. (2016) observed that the method gives accurate results for 

large window sizes, but not for small window sizes. Also, they tried to compare their method with 

that of Li et al. (2013), who used relatively small window sizes with automatically preselected 

wavenumber ranges. However, Ravat et al. (2016) observed that neither preselected wavenumber 

ranges nor small window sizes may give consistent results. 

Andrés et al. (2018) considered this method while computing the Curie point depth of the 

Iberian Peninsula and surrounding margins. They compared the results with different fractal 
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exponents (β = 2, 2.5, 3, 3.5, and 4) by visual inspection of the amplitude spectrum. However, 

instead of using the spectral peak and centroid methods in a trial-and-error forward modeling 

approach, they choose the best fractal exponent as the one causing a peak at small wavenumbers 

with at least two points at its left-hand side. Andrés et al. (2018) also observed that in case a too 

high fractal exponent is used, this may lead to overcorrection of the spectrum and the displacement 

of the peak to higher wavenumbers. 

To demonstrate the application of this method, let us consider the magnetic field due to a 

fractally magnetized layer with 30 km depth to the bottom (β = 3) (Figure 2.7b). De-fractal power 

spectra computed using  𝛽 = 3 and modeled curve produced using the best fit estimated parameters 

are shown in Figure 2.9 using a window size of 100 km x 100 km (Figure 2.9a) and 180 km x 180 

km (Figure 2.9b). The advantages of the de-fractal method with respect to the other centroid 

methods are that the range of feasible de-fractal parameters can be estimated and the depth to the 

bottom of magnetic sources is obtained based on simultaneously estimating depth values from the 

centroid method and visual inspection of the forward modeling of the spectral peak, as stated by 

Salem et al. 2014. In our example the estimated values are shown in Figure 2.9a and 2.9b. The 

effect of window size can easily be noted from the figures. The de-fractal power spectrum 

computed using a window size of 100 km x 100 km does not show clear peak. On the other hand, 

the de-fractal power spectrum computed using a window size of 180 km x 180 km shows a clear 

peak. This agrees with the idea that the window size for the de-fractal method should be at least 

five times the expected depth (Salem et al., 2014). 

In fact, the spectral peak, forward modeling, and de-fractal methods are inter-related and can 

be appropriate if used together. However, these methods depend on the presence of the spectral 
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peak. In Table 2.2 we report all methods for depth to the bottom estimation including their 

mathematical formulations, correcting factors, and guidelines to their most suitable applications. 

 

Figure 2. 9 Comparison of de-fractal power spectrum and modeled curve using a window size of 100 km x 100 km 

(b) and 180 km x 180 km (c).  Error bars indicate the 95% confidence intervals for the radial average power spectrum 

computed within each ring. 

 

2.2.3.5  Nonlinear parameter estimation method 

 

To estimate the depth to the top and bottom of a magnetic layer with a fractal magnetization 

distribution, Maus and Dimri (1995) and Maus et al. (1997) proposed computing the radial average 

of the logarithm of the power spectrum of magnetic anomalies, instead of the logarithm of the 

radial spectrum described in the previous chapters. In this framework, Bouligand et al. (2009) 

obtained an analytical solution given by 

𝑙𝑛(𝐸(𝑘)) = 𝐺 − 2𝑘ℎ𝑡 − (𝛽 − 1) 𝑙𝑛( 𝑘) + [−𝑘𝛥ℎ + 𝑙𝑛 (
√𝜋

𝛤(1+
𝛽

2
)

(
𝑐𝑜𝑠ℎ(𝑘𝛥ℎ)

2
𝛤 (

1+𝛽

2
) − 𝐾1+𝛽

2

(𝑘𝛥ℎ) (
(𝑘𝛥ℎ)

2
)

1+𝛽

2
))]             (2.53)                                                                                                                                          

where 𝐺 is a constant related to the magnetization and geomagnetic field directions, 𝛤(𝑢) is the 

gamma function and 𝐾𝛼(𝑢) is the modified Bessel function of the second kind. Hence, the shape 
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of the radial power spectrum is independent on the direction of the geomagnetic field. The 

unknown parameters ℎ𝑡, 𝛥ℎ and 𝛽 then can be obtained by searching for values minimizing the 

misfit between the theoretical curve and the radial power spectrum computed from the data 

(Bouligand et al., 2009). Finally, the depth to the bottom of magnetic sources ℎ𝑏 can be obtained 

as 

ℎ𝑏 = ℎ𝑡 + 𝛥ℎ                                                                                                                              (2.54) 

This method uses standard nonlinear least-squares curve fitting techniques (Bouligand et al., 

2009; Ravat et al., 2011; Tenik and Ghods, 2017) or grid search method (Chopping and Kennett, 

2015).  However, ℎ𝑡, 𝛥ℎ, and 𝛽 are highly correlated, which makes a simultaneous estimation of 

the three parameters difficult (Bouligand et al., 2009; Tenik and Ghods, 2017). Thus, one should 

fix one parameter (commonly 𝛽) to estimate the other parameters. However, Ravat et al. (2011) 

realized that, instead of fixing 𝛽, it would be easier to fix ℎ𝑡 from other spectral analysis estimates 

(e.g., Spector and Grant, 1970; Blakely, 1988; Fedi et al., 1997; Tanaka et al., 1999) or other 

independent geophysical studies (i.e., well logs, geological sections, seismic sections). More 

recently, Chopping and Kennett (2015) applied a nonlinear direct sampling inverse technique to 

estimate the maximum depth of magnetization of Australia.  

To demonstrate the application of this method, let us consider the magnetic field due to a fractally 

magnetized layer with 30 km depth to the bottom (β = 3) (Figure 2.7b). The magnetic field is 

computed at 1 km above the surface. Then, we use the nonlinear curve fitting technique (equation 

2.53) to estimate the depth to the top and the thickness of the source using a window size of 150 

km x 150 km and 180 km x 180 km (Figure 2.10).  Even though this method has the advantage of 

simultaneously estimating both the source parameters, it may sometimes lead to unrealistic results. 
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For this reason, one should check the validity of the results for each window. The estimated 

parameters are also shown in each figure. In Table 2.2 we report all methods for depth to the 

bottom estimation including their mathematical formulations, correcting factors, and guidelines to 

their most suitable applications. 

Finally, we note that Li et al. (2013) found that the logarithm of the radial average of the power 

spectrum is nearly equivalent to the radial average of the logarithm of the power spectrum of 

magnetic anomalies, so leading this method and the modified centroid method to give very close 

estimations.  

 

Figure 2. 10 Example of calculated (red dots) and theoretical (smooth line) radially averaged power spectra computed 

from the map of magnetic anomaly shown in Figure 7b using nonlinear curve fitting using a window size of 150 km 

x 150 km (a) and 180 km x 180 km (b). Error bars indicate the 95% confidence intervals for the radial average power 

spectrum computed within each ring. 
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2.2.4 Selecting the right window size 

 

All the above methods are based on dividing the map into overlapping windows. This implies 

that no matter the used method, the window size is a parameter of main importance to obtain 

geologically meaningful results from the spectral analysis of potential field data  (e.g., Spector and 

Grant, 1970; Pilkington and Todeschuk, 1993; Maus et al., 1997; Fedi et al., 1997; Quarta et al., 

2000, Blakely, 1995; Maus et al., 1997; Ravat et al., 2007; Bouligand et al., 2009; Bansal et al., 

2011;  Li et al., 2013; Nwankwo, 2014; Abraham et al., 2014b; Andrés et al., 2018).  

In general, the estimated depth changes systematically with the window size (Fairhead, 2016) 

being shallower for smaller windows. In order to understand the feasibility of the results, it is 

commonly accepted that large window sizes have the advantage to capture the longest wavelength; 

however, a large window size may lead to mix the content of different geological provinces and to 

give a general low resolution to the map of the estimated depths. This makes it difficult to assume 

an optimum window size for depth estimation. Even the amount of overlap used in different studies 

varies from less than 25% to more than 75%. Large amount of overlap (≥ 50 %) provides 

continuous mapping of the study area with good resolution. 

For instance, regarding the Curie isotherm depth, Blakely (1988) obtained the Curie depth map 

of Nevada state using a window sized 120 km x 120 km and suggested that the window size should 

be five times larger than the expected Curie depth. Tanaka et al. (1999) divided the eastern and 

south-eastern Asia into different subregions sized 222 km x 222 km and estimated the Curie depths 

from less than 10 km to 46 km in different geological provinces, this implying window sizes 

greater from 5 to 10 times than the estimated depth. Synthetic data of large layered and random 

magnetization models allowed Ravat et al. (2007) to indicate a large window size to estimate the 
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Curie depth surface, say 7-10 times the depth. Bouligand et al. (2009) used different window sizes 

ranging from 100 km to 300 km to estimate the Curie depth point of the Western United States 

and suggested window sizes large as 10 times the depth. Rajarm et al. (2009) used the spectral 

peak method with very large windows (4o x 4o and more) to compute the Curie isotherm map of 

the Indian subcontinent from satellite and aeromagnetic data. He obtained values ranging from 

about 20 km to more than 50 km, that is with window sizes ranging from 9 to more than 15 times 

the depth. Assuming a random and uncorrelated magnetization distribution, Abraham et al. (2014a) 

studied the geothermal energy potential of Ikogosi Warm Spring, Nigeria, using a 55 km x 55 km 

window size and mapped the Curie depths from 10 to 24 km, that is with window sizes about 2-5 

times the depth.   To compute the depth to the bottom of the North Atlantic region, Li et al. (2013) 

made a spectral analysis with the centroid method assuming a fractal source distribution. They 

used moving windows sized 104.4 km, 156.6 km and 208.8 km and obtained depths ranging from 

5 km to about 45 km, without noting major differences by using different window sizes. A similar 

result was obtained by Andrés et al. (2018), who estimated the Curie depth of the Iberian region 

using square moving windows with three sides: 150 km, 200 km, and 300 km:  the depth 

differences by the smallest and the largest windows were about 10%. 

Some authors proposed a “energy spectral analysis Multi-window test” to detect subsurface 

density or magnetic susceptibility contrasts (e.g., Kivior et al., 2018).  They computed, at each 

station, multiple radially averaged spectra over incrementally increasing window sizes; the depth 

is estimated from the slope of the logarithm of the power spectrum vs. wavenumbers for each 

window. Such depths are then plotted against the window size. These authors argued that the 

interpreted depth stabilizes over a range of increasing window sizes, forming a so-called depth-

plateau. By increasing the window size, more depth-plateaus can be detected, related to deeper 
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sources. However, to our knowledge, the whole reasoning lacks demonstrations, either theoretical 

or based on synthetic cases simulating a multilayer model. Moreover, even based on our own tests 

we may observe that: a) it is generally difficult to isolate a specific anomaly in a single window, 

as indicated by Kivior et al. (2012), Figure 9; b) increasing the window size could also be 

problematic because it introduces anomalies from other sources; c) the step of the window size vs. 

depths used by Kivior et al. (2012), Figure 7 and Kivior et al., 2018) is not uniform and it is not 

clear how to fix it; d) there is not analysis  of uncertainty and the final depth model is heavily 

dependent on known seismic models, different from the other spectral techniques. 

An important issue related to the window is how much large must be its size with respect to the 

anomaly extent. Here, we conducted a simple test. Kivior et al. (2012) and Kivior et al. (2018) 

considered windows large at least 60% of the anomaly. A simple test can show that this percentage 

could be even less. Moreover, we can also examine how the depth to the top varies above two 

sources located at different depths, for different window sizes. The first source (A) extends from 

5 km down to 15 km with 1 A/m magnetization, whereas the second one (source B) extends from 

10 km down to 20 km with 3 A/m (Figure 2.11). We consider window sizes appropriate for 

estimating the depth to top, say 20, 30, 40 km, moving along a W-E profile moving all along a W-

E profile, with a 2 km step. The estimated depths to the top are shown in Figure 2.11b. As expected, 

the estimated depth increases as we go from the shallow source to the deeper one, no matter the 

window size. However, the smallest window size, 20 km x 20 km gives more accurate results of 

the shallow source, but slightly shallower for the deeper source. On the other hand, both the 30 km 

x 30 km and 40 km x 40 km windows give slightly deeper depths of the shallow source but provides 

more accurate results for the deep source. 
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Figure 2. 11 (a) Magnetic anomaly produced by two sources located at different depths. The first (source A) extends 

from 5 km down to 15 km with 1 A/m magnetization, whereas the second (source B) extends from 10 km down to 20 

km with 3 A/m. (b) Depth estimates from window sizes (20, 30, 40 km) moving all along a W-E profile, with a 2 km 

step.  

 

To further understand the effect of window size we analyzed synthetic models from statistical 

source ensembles and fractal source distributions. The results are reported in Table 2.3. In the first 

example, we refer to the synthetic magnetic anomaly produced by a source ensemble with varying 

top and bottom depths (Figure 2.5a). The depth to the top is estimated using the Spector and Grant 

method (equation 2.19) and the new centroid formula for statistically independent source 

ensembles (equation 2.39). We subdivided the map into overlapping windows using different 

window sizes to see how the depth varies as a function of the window size and used Hanning 
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tapering to reduce the effects of spectral leakage. Our analysis shows that a window size with three 

times the expected depth is enough to give a reasonable depth estimate.  

In the second example, we refer to the 3D fractal source distribution (β = 3) (Figure 2.7a) whose 

magnetic field is computed at 1 km above the source-surface (Figure 2.7b). Now we estimate the 

depth to the top and bottom sources through different methods (modified centroid, nonlinear 

fitting, and de-fractal) and different window sizes (Table 2.3). In general, if we select the 

appropriate wavenumber for fitting the slope and the fractal exponent, the modified centroid 

method gives consistent and reliable results. The appropriate range of wavenumbers were selected 

based on visual inspection of the linear segment. Then, a straight line is fitted in the least square 

sense to these nearly linear features and slopes are interpreted as depths to the top and centroid 

separately. For the nonlinear curve fitting, our analysis shows that only a window size greater than 

160 km gives a reasonable depth estimate, whereas the results obtained using window sizes less 

than 160 km were wrong and unstable. The de-fractal method, while being a subjective process, 

provided reliable results and helped to fix the most suitable fractal exponent, which is a challenging 

task in other methods. 

In summary, this example shows that the window size depends not only on the complexity of 

geology but also on the type of method utilized. In general, for the centroid method, windows 

could be small or large depending on the complexity of geology, while the spectral peak method, 

nonlinear curve fitting method, and the de-fractal spectral technique require a much larger window 

size (greater than 5 times the expected depth).  
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Table 2. 3 Estimated depth to the top and bottom from the statistical ensemble sources (Figure 2.5) and from the 3D 

homogeneous fractal magnetization distribution (Figure 2.7) using different window sizes. 

Method Source model Window size 

(km2) 

ht 

(km) 

Standard 

error 

hb (km) Standard 

error 

RMSE 

Centroid Statistical 

block-

ensemble 

sources 

80 x 80 5.4 0.4 17.8 2.24  

100 x 100 4.8 0.62 18.5 2.4  

120 x 120 7.8 0.5 19.46 1.6  

Modified 

centroid 

 

Random 

Fractal Noise 

100 x 100 1.2 0.06 28.3 2.9 - 

140 x 140 1.13 0.03 28.4 2.62 - 

180 x 180 1.3 0.012 29.5 3.1 - 

Nonlinear 

curve fitting 

Random 

Fractal Noise 

150 x 150 1.46  25.5  0.35 

180 x 180 1.45  28.75  0.32 

De-fractal Random 

Fractal Noise 

140 x 140 1.2  25   

180 x 180 1  28   

 

2.2.5 Application to real data: the case of Adriatic Sea (eastern Italy) 

 

The Adriatic region (Italy) is surrounded by active orogenic belts of the Apennines to the west, 

the Dinarides to the east, the Alps to the north and the Mediterranean Sea to the south. It is an area 

of research interest due to its complexity in the framework of the Alpine-Mediterranean plate 

boundary zone (e.g., Anderson and Jackson, 1987; Bosellini, 2002; Juracic et al., 2004; Billi et al., 

2007; D’Agostino et al., 2008; Di Bucci et al., 2011) (Figure 12a). Whether the Adriatic region is 

considered as an independent microplate or a promontory of the African plate (e.g., Anderson and 

Jackson, 1987; Bosellini et al., 2002), middle Triassic extensional movements and the consequent 

crustal thinning led to a significant thermal cooling and generation of horsts and grabens, as well 

as the formation of gabbroid intrusions (e.g., Juracic et al., 2004). In this domain, the Adriatic Sea 

represents a Plio-Quaternary foreland basin of the Apennines and Dinarides–Hellenides 
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mountains, which are sub-parallel orogenic belts with opposite vergence (e.g., Pamic and Balen, 

2005; Juracic et al., 2004; Finetti and Del Ben, 2005). 

The Adriatic magnetic anomaly field is the main contribution to the anomaly field in Southern 

Europe, both at low and high altitudes (Milano and Fedi, 2016). Despite many geological and 

geophysical studies, the origin and characteristics of this magnetic anomaly are still poorly known. 

Thus, here we estimate the depth to the top and bottom of magnetic sources beneath the Adriatic 

Sea using spectral analysis in the Fourier domain. The depth estimates in combination with 

previous geological and geophysical data may provide additional constraints to better characterize 

the deep crustal geometries of the region.  

     

Figure 2. 12 (a) Digital elevation model (b) aeromagnetic anomaly map and (c) heat flow map (modified after Della 

Vedova et al., 2001) of the Adriatic Sea and surrounding regions, with the superimposed front of the Maghrebides, 

Apennines, Southern Alps, and Dinarides thrust belts. Black triangles indicate the location of windows center. 

Windows A and B are selected to show radially averaged power spectra for the purpose of estimating the depth at the 

top and bottom of the magnetic sources, as shown in Figure 2.13. 

 

We utilized the aeromagnetic data of the Adriatic Sea and surrounding environs (Figure 2.12b), 

compiled from different aeromagnetic surveys conducted at different times, flight elevations, and 

line spacings (Fletcher et al., 2011). Then, all the data were gridded to a common projection, at 1 

km sampling interval and 3 km above mean sea level.  
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Considering the features and limitations of the various spectral techniques discussed in the 

previous sections, we first tried to understand the effect of window size over different geological 

provinces. So, we estimated the depth to the top and bottom of the magnetic sources using different 

windows (80, 100 and 120 km) centered over different geological provinces. Specifically, we used: 

a) the centroid method assuming statistical block-ensembles and b) the de-fractal technique. These 

windows were selected based on our synthetic data analysis that a window size of 3 times the 

expected depth can provide reliable depths for the centroid method. The Moho reaches a maximum 

35 km depth, heat flow is in general low and we can assume the Moho as a maximum depth for 

the depth to the magnetic bottom, so giving a window of not less than about 100 km. Based on 

these criteria, we noticed that in most of the region there is no significant difference between the 

results obtained using 100 km or 120 km window sizes. So, being results stable in the 100 - 120 

km range, we opted for a 100 km window size with 50% overlapping. 

The depth estimates from the two techniques are similar. However, we had to use a slightly 

larger window size (120 km) in some regions for the de-fractal method, in order to detect a spectral 

peak. In some regions we ended up with poor fitting using the de-fractal technique and tried to fix 

the issue by enlarging the window size, but with no significant improvements. Even though we 

find some differences due to the variability of the fractal exponents with the de-fractal method, the 

general similarity of the two results indicate that a large fractal exponent (β =3) is appropriate for 

the Adriatic Sea. Examples of radially averaged power spectra for estimating the depth to the top 

and bottom by different spectral techniques and for two different windows (A and B) indicated in 

Figure 2.12b are shown in Figure 2.13. These spectra show a linear slope at somewhat lower 

wavenumbers, evidencing a relatively deep origin for the sources.  
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Figure 2. 13 Examples of radially averaged power spectra for estimating the depth to the top and bottom by different 

spectral techniques for two different windows (A and B) indicated in Figure 2.12b. We show in figures (a1), (a2) and 

(b1), (b2) the depths to the top and the bottom for a window size of 100 km x 100 km, using the centroid method for 

statistical source ensembles. We show in figures (c) and (d) the estimates of depth to the top and bottom using the de-

fractal method for a window size of 100 km x 100 km. Error bars indicate the 95% confidence intervals for the radial 

average power spectrum computed within each ring. 

 

The range of wavenumbers is selected through visual inspection of the linear segment that occur 

by the marked change that takes place in the spectral decay rate for each window (Figure 2.13). 
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The wavenumber range used to estimate the depth to the top is 0.1< k <0.35 rad/km and 0.01< k 

<0.25 rad/km for estimating the depth to the centroid. 

 

Finally, we show in Figures 2.14a and 2.15a the depths to the top and the bottom of the magnetic 

sources beneath the Adriatic Sea, using the centroid method for statistically block-source 

ensembles.  The estimated depths are relative to the mean sea level.  

The depth to the top of the crystalline basement shows a variable morphology that ranges from 

6 to 8 km northward. The depth increases to about 14 km in the western coast of the central Adriatic 

Sea and about 12 km beneath its southern region. The calculated error of the depths to the top 

varies from 0.1 to 2 km. The Adriatic region has been extensively investigated by geophysical 

studies spanning from seismic to borehole and potential field investigations (e.g., Cassano et al., 

2001; Finetti et al., 2005a; Mancinelli et al., 2015). Among them, the Mediterranean Sea Seismic 

Exploration Programme (Finetti et al., 2005b) and the more recent CROP seismic project (Finetti 

et al., 2005a), carried out important interpretation of the main geological-structural features of the 

shallow and deep Adriatic crust. Other authors (Fantoni and Franciosi, 2010; Bertello et al., 2010; 

Kastelic et al., 2013) published geological cross-sections of the Adriatic crust mostly based on 

seismic and borehole data interpretation. We used the geological section of Figure 6b of Bertello 

et al. (2010) to compare our estimated crystalline basement top along the same profile A-A’ (Figure 

2.14). There is a general agreement, especially westward where the Variscan crystalline basement 

is estimated at around 12 km depth. Both the models show a SW-NE trend of the basement uplift, 

with the magnetic model somewhat deeper eastward. 
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Figure 2. 14 (a) Depth to the top of the crystalline basement (0.5 km contour interval) computed using the centroid 

method assuming statistically independent source ensembles and (c) geological section of the northern Adriatic Sea 

(after Bertello et al., 2010) (location is indicated in b). Our estimated depth to the top is shown in (c) by a red line. 

 

The error of the depth to the bottom of magnetic sources varies from 1.5 to 3.6 km. The depth 

to the bottom of magnetic sources can be compared with the Moho depth map of the Adriatic Sea 

(Figure 2.15b) estimated by Grad et al. (2009), which was created mainly from seismic and partly 

from gravity data interpretations. Accordingly, we noted that the two depth maps fairly agree each 

other. However, the estimated depth to the bottom of magnetic sources beneath the northern 

Adriatic Sea and eastern and western coastlines are shallower than the Moho depth, as observed 

from the profile section in Figure 2.15e. The depth to the magnetic bottom beneath the Dinarides 

varies between 30 and 34 km, which suggests the presence of a depressed Curie temperature 

isotherm along the margins.  However, the Moho depth estimated from seismic data in this region 
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is rather deep (38 to 44 km) (Grad et al., 2009; Artemieva and Thybo, 2013), while that estimated 

from gravity data varied from 36 to 40 km (Tassis et al., 2015). The basal depth beneath the 

Adriatic Sea varies from about 26 km northward to 30 km in the central Adriatic region and to 

about 27 km southward (Figure 2.15a).  This comparison is also valid with regard to the Moho 

depth of the Adriatic Sea predicted using a new Bouguer anomaly database (Tassis et al., 2015). 

The map of the difference between Moho (Figure 2.15b) and the depth to the bottom of magnetic 

sources (Figure 2.15a) is shown in Figure 2.15c. Positive numbers imply that the Moho is deeper 

than depth to the bottom of magnetic sources and vice versa. We note, however, that the seismic 

Moho provided by Artemieva and Thybo (2013) refers to a deeper Moho, which is about 36 km in 

the central Adriatic Region and 34 km in the Adriatic northern and southern parts. The depth to 

the bottom of magnetic sources beneath the Dinarides varies between 30 and 34 km, which 

suggests the presence of a depressed Curie temperature isotherm along the margins.  However, the 

Moho depth estimated from seismic data in this region is rather deep (38 to 44 km) (Grad et al., 

2009; Artemieva and Thybo, 2013), while that estimated from gravity data varied from 36 to 40 

km (Tassis et al., 2015). 

In order to assess the quality of the results of the depth to the bottom of magnetic source 

estimates, we note that they are consistent with the existing heat flow values (Figure 2.12c).  

Despite few local discrepancies, our estimated Curie depth satisfies the expected behavior, in 

which shallow depths correspond to high heat flow and shallow Moho depth, while deep depths 

correspond to low heat flow values and a deep Moho depth.  
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Figure 2. 15 (a) Estimated depth to the bottom of magnetic sources (0.5 km contour interval) computed using the 

centroid method assuming statistically independent source ensembles. (b) Moho depth map of the Adriatic Sea and 

surrounding regions (data from Grad et al., 2009) and in (c) the difference between the Moho depth and the depth to 

the bottom of magnetic sources. Positive numbers imply that the Moho is deeper than depth to the bottom of magnetic 

sources and vice versa. (e) Profile section of both depth to the bottom of magnetic sources and Moho depth along B – 

B’.  
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2.2.6 Discussion 

 

Careful consideration of the applications and caveats of the different spectral techniques may 

provide invaluable information regarding the depth to the top and bottom of magnetic sources. 

Estimation of the depth to the top of the magnetic source might help to know the depth of basement 

rocks and help the basin analysis in general. The depth extent of the magnetic sources might be 

controlled by the geothermal gradient of the region and/or by the lithological composition. If the 

Curie temperature of crustal rocks in the study region is known from geologic or other geophysical 

studies, then an estimate of the depth to the Curie temperature isotherm based on magnetic 

anomalies can help to understand the general geothermal setting of a region (e.g., Bhattacharyya 

and Leu, 1975b; Okubo et al., 1985; Shuey et al., 1977; Blakely, 1995; Tanaka et al., 1999). 

However, the state at which rocks lose their ferromagnetic properties can be attributed to changes 

in composition and/or temperature (e.g., Blakely, 1988; Rajaram et al., 2009). Hence, the depth to 

the bottom of magnetic sources may not necessarily represent the Curie temperature isotherm.  In 

very low heat-flow regions, the hb may correspond to the Moho rather than the actual Curie 

isotherm (e.g., Wasilewski and Mayhew, 1992). Note, however, that recent studies show that there 

could be scenarios in which the upper mantle could be magnetic (e.g., Ferré et al., 2014). 

Moreover, the Curie temperature depends on the magnetic mineralogy so that a Curie temperature 

surface may not be an isothermal surface. For example, titanomagnetite is the most important iron 

oxide in crustal magnetic sources. It has a Curie temperature that is strongly influenced by the 

amount of titanium. The Curie temperature of magnetite is 580°C when it is pure, but it can drop 

down to 300 °C for titanium magnetite or rise up to 620 or 1100 °C for Fe-Co-Ni alloys (Demarco 

et al., 2020 and references therein). In most cases, magnetite is assumed to be the dominant 

magnetic mineral contributing to long-wavelength magnetic anomalies in continental crust; hence, 
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580°C is a reasonable Curie temperature for deep crustal rocks (e.g., Ross et al., 2006 and 

references there in). Therefore, even if the technique provides an accurate hb, there is no guarantee 

that hb represents the Curie temperature depth (e.g., Blakely, 1988; Ross et al., 2006; Abraham et 

al., 2014). 

One main feature of the depth estimation is related to the appropriate selection of the 

wavenumber range for estimating the depth itself. As a matter of fact, whether the data are in map 

or profile form, the average source depth is obtained from the slope of the nearly linear portion of: 

a) the radially averaged power spectrum decay curve for the top depth; b) the scaled radially 

averaged power spectrum decay curve for the centroid depth. Appreciable changes in the gradient 

should indicate the presence of sources at more than one characteristic depth, in which each nearly 

linear interval should be analyzed separately (Spector and Grant, 1970). This could be considered 

as a guideline to assume the correct wavenumber range for estimating the depth to the top and 

centroid.  

However, deconvolution of correcting factors must be considered before assessing the depth. 

In fact, such factors have a wavenumber dependence (𝑘−𝛽) which is related to the size factor in 

the case of Spector and Grant model and to the fractal magnetization distribution in the other 

models (Table 2.1 and Table 2.2). If the decay curve is completely nonlinear, perhaps due to 

uncertainties and/or on too complex source distributions with respect the above mentioned 

theoretical spectral models, it could be problematic to pick the appropriate slope for both cases. 

The strength of spectral methods is their efficiency and low computational cost. This allows 

often obtaining surprising results: for instance, Langel & Estes (1982) showed a simple way to 

infer the depth of the core-mantle boundary from the power spectrum of the radial component of 
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the magnetic field: it corresponds to the depth at which the downward continued core-field 

contributions become a white spectrum. The weakness of spectral methods is that common to all 

the automatic depth-estimation methods: the source depth is estimated under powerful but 

simplified models, so that there is no easy or direct control on the complete set of source 

distribution able to reproduce the measured field. This marks a sharp difference with inverse 

modelling. Assessing the uncertainty of the depth estimation is however possible (uncertainty 

analysis, section 2.2.2.4) and helps to understand the quality of the estimation.  

In any case, our study shows that, despite the many available methods and theoretical 

assumptions, we are led to formally similar equations, which substantially contain: a) an 

exponential-law depth factor, equations (2.13, 2.23, 2.29, and 2.53); b) a power-law correction 

factor (Tables 2.1 and 2.2).  Even though we generally agree with Quarta et al. (2000), about the 

uncertainty on the method to use among deterministic, random, fractal or mixed approaches, the 

main information content on the source depth is fortunately solid. This is the main reason for which 

the spectral analysis has become so popular in the potential field community. However, our 

reformulation of the depth estimation process (illustrated in Tables 2.1 and 2.2) points out the 

importance of the power-law correction factor, which has not been thoroughly considered. The 

major problem is indeed that the power-law correction factor is dependent on the assumed 

theoretical framework.  In fact, (I) for the Spector and Grant model it has a fixed exponent (β = 

2.9) while (II) it is in the fractal range for random fractal homogeneous sources: 2≤ β ≤4 and it is 

β=0 for uncorrelated random source models. Moreover, we note that Quarta et al. (2000) evidenced 

spectral slopes in the fractal range even for non-fractal sources, such as salt domes and sedimentary 

basins, and also for not adequately sampled fields.  
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There are, obviously, also issues that cannot be safely assessed by spectral analysis. One 

example is the spectral peak. While the depth to the bottom of the ensemble sources can be 

estimated using the maximum value of the spectral peak, which is a function of both the depth to 

the top and bottom, the spectral peak cannot be observed if most of the sources extend to a too 

large depth (Spector and Grant, 1970; Ravat et al., 2007). 

Another debated issue is the estimation of the depths owning to many layers. While such a 

model can be surely of interest, there is no demonstration that the slope of many straight-line 

segments along the spectrum can yield the depth of many ensembles at different distinct depths. 

This is true even for a simple double ensemble case: unless the thickness and magnetization 

contrast of the second ensemble is greater than those of the first ensemble, we could not get correct 

depth information. To overcome this kind of problem, Fedi and Mastro (2018) proposed using the 

continuous wavelet transform of the fields for depth estimation of potential field data, giving 

information about both the wavenumber content of the signal and its location in the space domain. 

In fact, differently from all the existing techniques, the spectral analysis provides a high-resolution 

analysis in the wavenumber domain with limited resolution in the space domain, while the 

continuous wavelet transform individuate contributions well localized in both the wavenumber 

and space domains.  

Finally, we note that future research should be addressed toward anisotropic models of 

magnetization as suggested by Pilkington and Todoeschuck (1993). The assumed isotropy of the 

theoretical fractal models could yield oversimplified descriptions of the source distributions. In 

fact, even if available data from density and magnetic susceptibility borehole logs show power 

spectra compatible with fractal shallow sources, the magnetization can vary vertically in a complex 
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way and/or the fractal behavior in the horizontal directions may not be the same as in the vertical 

direction.  

2.2.7 Conclusions 

 

In this paper we reviewed the theoretical models, practical applications, and limitations of the 

different spectral techniques applied in estimating depth to magnetic sources. We also introduced 

new formulas for computing the centroid adopting statistical ensembles and pointed out the main 

role of uncertainty analysis in order to get the accuracy of the depth estimates.  

We deliberately distinguished between methods to estimate the depth to the top or to the 

centroid and analyzed the different techniques within these two categories. This because plenty of 

available methods make the matter rather complex and only few papers (e.g., Ravat, 2007) have 

tried to give a comprehensive view of what must be expected by spectral analysis of potential 

fields. We discussed only the magnetic case, but the same approach can be applied also to the 

gradient of the gravity field, which can be obtained by multiplying the spectrum of the gravity 

field by k.  

Since all the power spectrum theoretical models are characterized by a power-law decay related 

to the depth to the source, we should interpret this decay by assuming each time the most 

appropriate model, based on the known geology and other information on the area. In this regard, 

Table 2.1, and Table 2.2 are useful summaries to select the appropriate method for a given area of 

study. For example, if we argue from geological or seismic information that the underground 

structure could be reasonably characterized by rather homogeneous structures, i.e., corresponding 

to extended blocks, the Spector and Grant model and the correction with β=2.9 should be preferred. 

When the ratio of the horizontal extent of the source to the sampling interval is small, there is no 
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way to recover any correlation in the signal related to that source so that the most appropriate 

model is a random uncorrelated source distribution or a lower value for the exponent could be 

used. On the other hand, the fractal model should be the most useful model when evidence from 

susceptibility and density logs may suggest a rather homogeneous value for the fractal exponent. 

Even in this case, a lower fractal power-law exponent could be considered if the ratio of the 

horizontal extent of the source to the sampling interval is small. Finally, β = 0 should be used when 

the source distribution is thought to be highly heterogeneous and/or when the ratio of the horizontal 

extent of the source to the sampling interval is small, being these two conditions often 

indistinguishable from just mapping the data.  

We noted that there were different ideas regarding the optimum window size for depth 

estimation. After reviewing the literature and based on our analysis, we concluded that the window 

size depends not only on the complexity of the sources but also on the utilized method. For the 

centroid method, we found that assuming either statistical ensemble sources or 

uncorrelated/correlated sources, window size as small as three times the expected depth to the 

sources may provide acceptable results.  

For the de-fractal method and nonlinear fitting technique, the window size should be instead 

more than five times the depth. A final compromise should be that the window size could be small 

over heterogeneous regions to map individual anomalies or could be large enough over 

geologically homogeneous regions to detect the longest possible wavelength.  

The centroid/modified centroid method is found to be suited for depth estimates where there 

are significant geological variations over short distance, as it allows to use small window size. 

Even comparing to other methods, the centroid method is found to be the most appropriate and 
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stable method for estimating both the depths to the top and bottom of sources, although the range 

of wavenumbers to be considered for fitting process is subjective. The spectral peak, forward 

modeling, and de-fractal methods are inter-related and can be appropriate if used together. 

However, these methods depend on the presence of the spectral peak. 

We applied the centroid and de-fractal methods to model the crystalline top and magnetic 

bottom of the Adriatic region. The depth to the top of the crystalline basement shows a variable 

morphology with about 14 km in the western coast of the central Adriatic Sea, about 7 km in 

northern Adriatic Sea and 12 km beneath the southern Adriatic Sea region. We found our model 

in good agreement with seismic-based geological sections where both models show a SW-NE 

trend of the basement uplift. The estimated depth to the bottom of the magnetic sources is 

shallower than the Moho depth map in the central and northern part of the parts of the Adriatic 

region, whereas in the southern part it agrees with the Moho depth map. Our estimated depth to 

the bottom shows the expected behavior, in which shallow depths correspond to high heat flow 

and shallow Moho depth, while deep depths correspond to low heat flow values and a deep Moho 

depth. 
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Chapter 3 

Crustal Structure of Southern Italy 

 
This chapter has been submitted to SCIENTIFIC REPORTS for publication: “Kelemework, Y., 

Milano, M., Manna, M. La., Alteriis G. de., Iorio, M., and Fedi M: Potential field modeling of the 

crustal structure in the Campanian region (Southern Apennines, Italy)” (under review).  

3.1 Introduction  

The Apennine chain, linking the western Alps to the Maghrebian orogen, is one of the main 

orogenic belts of the central Mediterranean, resulting from the collisional events between the 

African and the European plates, which took place since the late Mesozoic-Cenozoic Alpine 

orogeny (e.g., Cavazza et al., 2004; Patacca and Scandone, 2007; Vezzani et al., 2010). Geological 

and geophysical studies have been deeply addressed in this region aiming at interpreting the 

features of the upper and lower crust and unveiling the intricated framework of this fold and thrust 

belt system (e.g., Scarascia et al., 1994; Mele et al., 1997; Improtal et al., 2000; Mazzotti et al., 

2000; Scrocca et al., 2005, among others). Special interest was reserved in last decades to the 

southern Apennines, where intensive hydrocarbon exploration and geothermal potential 

exploitation made available numerous geophysical data spanning from well logs to seismic and 

potential fields (e.g., Scrocca et al., 2005; Mostardini and Merlini, 1986; Roure et al., 1991; Lentini 

et al., 1996; Monaco et al., 1998; Patacca and Scandone, 2007; Trumpy et al., 2016). Among 

different geophysical methods, seismic surveys have been extensively conducted since the second 

half of the last century (e.g., Morelli and Nicolich, 1990; Finetti et al., 2005) in the Southern 

Apennines and, in general, in the Mediterranean region. As a result, geological models of the 

shallow and deep crustal architecture have been proposed by integrating seismic data with 

structural, stratigraphic and borehole data. However, these models relate to significantly different 
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interpretations and further studies are necessary to unveil the complex geological scenario. Seismic 

data modeling, in fact, is not far to be affected by errors and uncertainties, arising for instance from 

locally inaccurate velocity models. Most importantly, regional depth maps derived from seismic 

data, such as those of the Moho boundary depth, are inevitably affected by interpolation of 2D 

models. This implies a not-easy evaluation of the subsurface structures, especially in complex 

geological environments (e.g., Torvela and Bond, 2011; Balestra et al., 2019).  

On the other hand, especially where other geophysical investigations are missing or not easy to 

conduct, potential field data may be fundamental to infer the buried geological features at either 

small or large scales, (e.g., Cassano et al., 2001; Speranza and Chiappini, 2002; Fedi et al., 2005b; 

Tiberti et al., 2005; Florio et al., 2009; Cella et al., 2009; Milano et al., 2020). Airborne potential 

field datasets, indeed, can ensure a wide areal coverage and a high resolution, implying continuous 

and detailed modeling of the subsurface (e.g., Milano et al., 2020). Moreover, it is common to find 

Bouguer gravity studies alongside seismic profiles, to improve the interpretation of deep structures 

imaged in seismic sections, such as the crystalline basement and Moho surface (e.g., Catalano et 

al., 2013; Finetti et al., 2005).  

In this chapter, we study the gravity and magnetic anomalies to investigate the morphology of 

the main crustal boundaries beneath the southern Apennines orogen and the surrounding regions. 

To reconstruct the complex morphology of the Mesozoic carbonate platform one may apply 

inverse methods to the vertical gradient of the Bouguer and Free-Air gravity fields and used local 

constraints from well data (e.g., Milano et al., 2020). Here, the deeper structures are inferred by 

means of spectral analysis of both gravity and magnetic data. This represents an important 

geological target since, despite the shallow seabed architecture is quite well known, there are still 

significant open questions regarding the features of deep crust such as the top of crystalline 
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basement and the Moho boundary. Thus, to investigate the structure of the area at large depths, 

where borehole information is lacking, we decided to use spectral methods, which can indeed yield 

unconstrained depth estimates at such depths (e.g., Milano et al., 2020).   

3.2 Geological setting 

 

The Apennine mountain chains (Figure 3.1), which is characterized by different tectonic styles 

includes the northern-central Apennines and the southern Apennines (e.g., Critelli and Le Pera, 

1995; Patacca et al., 1999; Cello and Mazzoli, 1999; Scrocca, 2010; Vezzani et al., 2010; 

Cosentino et al., 2010), is thought to be formed during Burdigalian to Messinian compressional 

events that developed during the Africa-Europe collision (e.g., Critelli and Le Pera, 1995; Cello 

and Mazzoli, 1999). The plenty of good quality geological data in combination with the intensive 

hydrocarbon exploration that have been conducted for many years provides valuable information 

regarding the architectural and tectonic evolution of the Apennines (e.g., Cello and Mazzoli, 1999; 

Patacca and Scandone, 2007; Scrocca, 2010; Vezzani et al., 2010). The northern Apennines is 

characterized by a regular, in-sequence system of N and NE-verging thrust imbricates (e.g., 

Vezzani et al., 2010), while the southern Apennines is characterized by ENE and E-verging which 

possesses duplex geometries and out-of-sequence trusting (e.g., Cavazza et al., 2004; Vezzani et 

al., 2010). The central Apennines display N-verging (Gran Sasso, Meta, Matese), and NE to ENE-

verging (Maiella, Mount Morrone, Mount Sirente, Mount Genzana) thrust faults that dissect the 

tectonic edifice into several, small-scale tectonic slices (Ghisetti and Vezzani, 1997; Vezzani et 

al., 2010). The Tyrrhenian Sea-Apennines system is a well-paired tectonic belt with shortening on 

the foreland side of the orogen and extension in the hinterland (e.g., Patacca et al., 1990; Mazzoli 

et al., 2008). 
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The extensional Tyrrhenian basin located between Sardinia, Sicily and Peninsular Italy is 

characterized by partly oceanic and thinned continental crust with an irregular seafloor (e.g., Cello 

and Mazzoli, 1999; Sartori, 2005; Patacca and Scandone, 2007; Mazzoli et al., 2008; Scrocca, 

2010; Vezzani et al., 2010). It represents a back arc extensional feature developed at the rear of 

the Apennine system in late- and post-Tortonian times. The peri-Tyrrhenian margin hosts several 

Pliocene-Pleistocene active volcanic edifices, strongly dissected by normal faults (Patacca and 

Scandone, 2007; Vezzani et al., 2010).  

The southern Apennines fold-and-thrust belt developed during Neogene and Quaternary times 

represent a NW-SE directed segment. The major units cropping out in the southern Apennines 

(Figure 3.1), from bottom to top and east to west consists of (e.g., Scrocca, 2010): the Apulian 

carbonate platform, the Lagonegro-Molise basins; the Apennine carbonate platform and the 

internal oceanic to transitional Liguride-Sicilide basinal domains (internal nappes). 

 

Figure 3. 1 Elevation/bathymetry map (a) and Geological and tectonic map (b) of Southern Italy (modified after 

Minissale et al., 2019). 
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The Adriatic-Apulia foreland carbonate platform represents the pre-orogenic cover of the 

foreland area, composed of Mesozoic-Tertiary carbonates and Triassic evaporites overlying a 

thick pile of mixed carbonate-siliciclastic Paleozoic deposits (Patacca and Scandone, 2007; 

Vezzani et al., 2010; Scrocca, 2010). This domain is exposed in Apulia region (Gargano, 

Murge, and Salento). The Apulian carbonates overlies the Permian volcanoclastic deposits, or 

on Ladinian-Carnian carbonate/terrigenous deposits (Scrocca, 2010). 

The Lagonegro-Molise basin consists of Meso-Cenozoic shallow-water to pelagic 

sediments. Stratigraphic succession of this domain is represented by the fluvial conglomerates 

and shallow water siliciclastic deposits (Monte Facito Formation), followed upward by pelagic 

cherty limestones (Calcari con Selce Formation), cherts and radiolarites (Scisti Silicei 

Formation) and finally by silicified marls and clays (e.g., Bentivenga et al., 2015; Scrocca, 2010 

and references there in) 

The Apennine carbonate platform, also known as the Campano-Lucana platform consists of 

shallow water and subordinate deeper-water Mesozoic-Tertiary carbonates formed in peritidal 

and lagoonal environments (Alburno–Cervati–Pollino Unit), platform-edge (M. Marzano) and 

slope facies (Monti della Maddalena) (e.g., Bentivenga et al., 2015; Scrocca, 2010). The 

carbonate platform is overlain by a thick pile of NE-verging rootless nappes derived from basin 

and platform domains (Pliocene terrigenous deposits) (Patacca and Scandone, 2007; Vezzani 

et al., 2010). 

The internal nappes comprise of sediments derived from internal domains scraped off from 

the subducted crust of the Ligurian-Piedmont Neotethyan Ocean and includes the Liguride units 

and Sicilide units (e.g., Bentivenga et al., 2015; Scrocca, 2010 and references there in). The 
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Liguride units comprises of both the metamorphic Frido Unit and the unmetamorphosed Cilento 

Unit which belongs to early Cretaceous to early Miocene sequences with ophiolitic suites. The 

Frido Unit is composed of slightly metamorphosed sedimentary rocks, which has been interpreted 

as a part of an accretionary prism built up on during the Cretaceous subduction of the Tethys 

oceanic lithosphere (Knot 1994; Scrocca, 2010; Bentivenga et al., 2015). The Sicilide Units which 

are identified as early Cretaceous – Miocene includes varicolored clay and marly limestone. 

3.3 Previous geophysical studies  

 

In the last few decades, several geophysical studies have been conducted to understand the 

subsurface crustal structure and geometry of the Italian Peninsula. Based on the huge CROP 

PROJECT: Deep Seismic Exploration of the Mediterranean and Italy, a detailed and updated 

interpretation of the Crustal structure of the Italian Peninsula has been compiled and presented 

(Finetti et al. 2005). 

Overall, the Apennines is characterized by a deep seismic Moho depth that varies from more 

than 40 km in the northern Apennines to about 35 km in the central and southern Apennines (e.g., 

Nicolich, 2001; Grad et al., 2009: Artemieva and Thybo, 2013). The Tyrrhenian Sea is 

characterized by a relatively thin 20 -25 km in west Tuscany and Latium, 10 km in the southeast 

Tyrrhenian Sea, beneath the Vavilov and Marsili basin separated by the Issel bridge (15 km) 

(Nicolich, 2001; Scrocca et al., 2003; Grad et al., 2009: Artemieva and Thybo, 2013), while the 

stable regions (Sardinia, Adriatic Sea and Puglia) underlie with a Moho depth at about 30 km. 

The Bouguer gravity anomaly map of the Italian peninsula is characterized by positive anomaly 

in Piemonte along the Ivrea-Verbano zone, high positive anomaly over the Tyrrhenian Sea and the 

alignment of negative Bouguer gravity anomalies all along the Apennines (e.g., Fedi and Rapolla, 
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1988; Scrocca et al., 2003; Tiberti et al., 2005; Cella et al., 2008; Mancinelli et al., 2019). Similarly, 

the magnetic anomalies of the Italian peninsula are characterized by different intensity of 

anomalies and amplitudes which reflect the geometry and location of magnetic discontinuities, 

volcanic centers, and structural trends (e.g., Cassano et al., 2001; Speranza and Chiappini, 2002; 

Cella et al., 2008). Cassano et al. (2001) estimated the depth to the top of the magnetic basement 

from magnetic studies. Accordingly, the top of the magnetic basement predicted to be about 10 - 

12 km in the southern Apennines and Ionian Sea, 10 – 14 km in the southern Adriatic Sea and 12-

15 km in the central Adriatic Sea. 

In the last few decades, several measurements of temperature and heat flow have been collected, 

compiled, and presented in the form of anomaly maps and profiles for the Italian peninsula and 

surrounding regions (e.g., Della Vedova et al., 2001). Heat-flow values are generally low (40 - 60 

mW/m2) throughout the Mesozoic–Cenozoic carbonate units of the southern Apennine fold and 

thrust belt and decrease to 20 - 40 mW/m2 in the central Apennines. Heat flow values are very high 

(up to 200 mW/m2 or more) in the Tyrrhenian Sea and Western Apennines, particularly in Tuscany, 

while values decrease to 30 - 40 mW/m2 in the foreland areas (Adriatic coast and Ionian Sea) 

(Della Vedova et al., 2001). 

 

3.4 Data and methods  

 

To infer the crustal structure and thermal structure of Southern Apennines we used high-

resolution gravity and magnetic field datasets. Different studies have been carried out to 

understand and characterize the possible sources of magnetic and gravity anomalies (e.g., Cassano 

et al., 2001; Speranza and Chiappini, 2002; Cella et al., 2008) 
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The aeromagnetic dataset (Figure 3.2a) was compiled from different ground, onshore and 

offshore aeromagnetic surveys conducted during the 1970s and 1980s (AGIP, 1981; Chiappini et 

al., 2000). They were merged and gridded with a sampling interval of 1 km to a common projection 

at 4 km above mean sea level. The total magnetic anomaly map (Figure 3.2a), its reduction to the 

north pole (Figure 3.2b) and its analytic signal map (Figure 3.2c) of the Southern Apennines shows 

two main domains reflecting the different magnetic nature of western and eastern Italy. In the 

Tyrrhenian region, indeed, they consist of short-wavelength anomalies, clearly associated to the 

diffuse presence of highly magnetized volcanic and magmatic rocks along the coast and in the 

Tyrrhenian Sea. However, these small and intense anomalies are surrounded by a weak magnetic 

field, probably as the result of the high heat flow, which can substantially reduce the intensity of 

magnetization (e.g., Speranza and Chiappini, 2002 and references therein; Cella et al., 2008). On 

the other hand, the Apulian and Adriatic foreland are characterized by low amplitude anomaly 

along the external Apennine thrust and fold belt and the southern Adriatic Sea, that could be 

associated to the uplift of the magnetic basement and to crustal stretching and thinning events (e.g., 

Speranza and Chiappini, 2002 and references therein).  
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Figure 3. 2 Total magnetic anomaly (a), its reduced to north pole (b) and analytic signal (c) map of Southern Italy. 

Rectangles indicate location of windows. 

 

The gravity data of the southern Apennines and surrounding regions has been extracted from 

the Bouguer gravity anomaly map of the Italian peninsula (Carrozzo et al., 1986), which was 

produced by merging the offshore gravity measurements with the onshore dataset (Figure 3.3a). A 

density of 2.67 g/cm3 has been used for the Bouguer and terrain corrections and IGSN71 reference 
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system. Then, like the magnetic data, all the gravity data were gridded to a common projection and 

sampling interval of 1 km.  

The Bouguer gravity field (Figure 3.3a ) of the southern Apennines shows two regions of 

positive anomalies in correspondence with the Tyrrhenian area and the Adriatic coast and a NW-

SE verging trend of negative anomalies along the thrust front of the Apennine chain (see Cella et 

al., 2008 for detail). It can be observed indeed a direct relationship between the main structural 

features and the large-scale Bouguer anomalies of the gravity field, especially above the thick 

deposit units of the foredeep. Figure 3.3b is the first vertical derivative of the Bouguer gravity 

field. 

 

Figure 3. 3 Bouguer gravity anomaly (a) and its first vertical  derivative at 2.5 km altitude (b) maps of Southern Italy 

 

The depth to the Mesozoic carbonates may be inferred using a non-linear inverse method 

proposed by Fedi (1997), which consists of assuming an interface separating two media of different 

density, discretized into a set of homogeneous and adjacent prisms with variable depth to the top 
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and thickness. In this chapter, we will present the deepest crustal structure models using the power 

spectra of the gravity and magnetic fields. In chapter 2, we have reviewed the different spectral 

techniques for depth estimation assuming a statistical ensemble of blocks and/or random fractal 

magnetization including their applications and limitations. In fact, despite the several different 

approaches all the methods give consistent and often similar estimates of the source depths. 

However, due to ambiguities on the correction spectral factor and optimal window size, the best 

estimates are obtained if this factor is constrained by a priori information. We also stressed that 

the window size and window location should be chosen considering the geological complexity of 

the region. To this end, we estimate depth to the top and bottom of magnetic sources using the 

centroid method assuming a statistical ensemble of blocks using different window sizes. The 

application of different window sizes is necessary because the thermal properties and lateral 

dimensions of the geologic settings of the Tyrrhenian Sea and the southern Apennines vary 

significantly. For example, the Tyrrhenian Sea is characterized by very high heat flow (> 200 

mW/m2) (e.g., Della Vedova et al., 2001) and about 10 to 15 km Moho depth. Hence, if we use a 

large window size greater than 80 km will incorporate anomalies from the neighboring regions 

(i.e., Apennines, Sicily, and Calabria), which may affect the depth estimates in both regions. On 

the other hand, the Apennines is associated with low heat flow (30 - 60 mW/m2) and deep Moho 

depth of about 35 km (e.g., Grad et al., 2009) and gravity low, which possibly indicates that the 

depth to the bottom of magnetic sources for this region will be possibly deep. Thus, the window 

size should be large (≥ 100 km). For this reason, we avoided using a uniform window of 

overlapping regions which is commonly adopted in most of the published works. With all the 

previous cautions in mind and to partially improve the problem of mixing different geologic 

provinces, we used a window size of 80 km x 80 km over the Tyrrhenian Sea with 40 km shift and 
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100 km x 100 km with a 30 km shift in the Apennines, Adriatic Sea, and Ionian Sea. The analysis 

was performed within the so sized running windows, shifted by 40 km in the Tyrrhenian Sea and 

by 30 km elsewhere. The depths to the source top and centroid were estimated from the slope of 

the radially averaged power spectra and the slope of the radially averaged wavenumber-scaled 

power spectrum in each window, respectively (see chapter 2, equations 2.41 and 2.33). The 

wavenumber range was chosen as that where the logarithm of the power spectrum is well 

approximating a straight line (Figure 3.4). The uncertainty of the power spectrum can be used to 

assess the accuracy of depth estimates (see chapter 2): the statistical error of the depth to the top 

of magnetic and gravity sources varies from 0.3 to 2 km, while the statistical error of the depth to 

the bottom varies from 1.3 to 4 km. Examples of power spectra used to estimate the depth to the 

top and bottom using the centroid method for different windows are shown in Figure 3.4. The error 

bars indicate the 95% confidence intervals for the radial average power spectrum computed within 

each ring (Figure 3.4). 

 



104 

 

 

 

 

Figure 3. 4 Examples of radially averaged power spectra of the magnetic field for estimating the depth to the top (a1, 

b1, c1 and d1) after correcting the power spectra by k-2.9 and the radially averaged wavenumber-scaled power spectra 

for estimating the depth to the centroid (a2, b2, c2 and d2) after correcting the power spectra by k-2.9. Locations of the 

windows are indicated in Figure 3.2a. ht is the depth to the top, ho the depth to the centroid and hb the depth to the 

bottom, with their respective uncertainty.   
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Figure 3. 5 Examples of radially averaged power spectra of the gradient of gravity field for estimating the depth to the 

top (a1, b1, c1 and d1) after correcting the power spectra by k-2.9 and the radially averaged wavenumber-scaled power 

spectra for estimating the depth to the centroid (a2, b2, c2 and d2) after correcting the power spectra by k-2.9. Locations 

of the windows are indicated in Figure 3.2a. ht is the depth to the top, ho the depth to the centroid and hb the depth to 

the bottom, with their respective uncertainty.   
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3.5 Results 

 

3.5.1 Depth to crystalline basement 

 

The map of the magnetic basement top is shown in Figure 3.6a. The depth estimates are 

corrected for the reference altitude of the datasets; hence, the estimated depths are relative to mean 

sea level. The average depth of the magnetic basement top varies from less than 2 km in the 

Tyrrhenian region down to 14 km beneath the fold-and thrust-belt, the Calabrian arc, while it is 

around 12 km below the Apulian foreland. A shallow depth to the top of the magnetic sources is 

also observed beneath and around the mount Vulture and along the gulf of Naples. These shallow 

depths are most probably attributed to the volcanic rocks exposed to the surface or the existence 

of shallow magnetic sources. Magnetic basement depth values are estimated to be 10–13 km 

beneath the southern Adriatic Sea, which is slightly deeper than the basement values inferred 

beneath the Apulian platform. In fact, this Mesozoic-Cenozoic basin represents the foreland of the 

Apennine orogenic system to the west, the Dinaric to the east and the Alps to the north (e.g., Finetti 

Del Ben, 2005), and shows a smooth basement morphology variation than the surrounding regions. 

A very deep (14 km) basement is predicted beneath the southern end of Apennines and the 

Calabrian arc, then gradually decreasing to less than 8 km toward the Ionian Sea and toward SE. 

Note that the maximum depth of the magnetic sources might not be detected where there are 

extensive volcanic rocks on the surface or at shallow depths (i.e., Campania Volcanic Province, 

Roman Magmatic Province, and the Vulture mountain). This limitation can be however well 

complemented by gravity data, which we find to be more suitable to model the crystalline basement 

top in regions affected by volcanism and intrusive bodies/dikes (Milano et al., 2020).  
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Figure 3. 6 Depth to the top of magnetic sources computed from magnetic anomalies (a) and depth to the top of 

crystalline basement computed from vertical gradient of gravity data (b).  

 

The computed depth to the crystalline basement using gravity data is shown in Figure 3.6b. The 

inferred spectral depth estimates vary from about 4 to 6 km beneath the back-arc Tyrrhenian basin 

to 12 to 15 km beneath the southern Apennines thrust and fold belts. A depth of about 15 km is 

found beneath central Apennines, progressively decreasing to about 11 km beneath Mount Vulture, 

and again increasing to about 14 km beneath the Calabrian accretionary prism.  

The depth estimates for the regions underlying the Apulian foreland varies from 8 to 9 km. The 

depth decreases from about 10 km beneath the Gargano area to about 8 km in the southern end of 

the Apulian Platform. The depth to the crystalline basement morphology over the southern Adriatic 

Sea is predicted to be more variable. It is estimated to be about 13 km along the Apulian coastline 

and 10 km beneath the offshore.   
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3.5.2 Depth to the bottom of magnetic sources and the Moho boundary 

 

The depth to the bottom of the magnetic sources estimated from magnetic data and the Moho 

boundary topography estimated from gravity data are shown in Figures 3.7a and 3.7b, respectively. 

The model of the depth to the magnetic bottom marks the major thermal structures of the southern 

Apennines and of the surrounding environs. We also show the map of the crustal heat flow (Figure 

3.7c), which has been compiled from the data collected by different scholars (Cataldi et al., 1995; 

Della Vedova et al., 2001) and from the ‘Banca Dati Nazionale Geotermica del Consiglio 

Nazionale delle Ricerche’. A large-scale comparison between the magnetic bottom depth estimates 

and the heat flow map suggests that high heat-flow values are generally associated with shallow 

Curie depths and vice versa.  

The depth to the magnetic bottom/isothermal surface varies between 12 km of depth beneath 

the Tyrrhenian crust to more than 34 km of depth beneath southern Apennines. Specifically, the 

shallow depths to the magnetic bottom beneath the Tyrrhenian Sea and the northern coast of 

Campania corresponds to a very high heat flow, greater than 200 mW/m2 (e.g., Della Vedova et 

al., 2001). The magnetic basal depth beneath the hanging wall of the Apennine varies from about 

28 km in the southern Calabrian arc, deepening to 33 km southward and northward well 

corresponding with low heat flow ranging between 30 to 50 mw/m2. The Curie depth is relatively 

shallow in the Mt. Vulture area, with a N-S direction, where high heat flow values occur (Figure 

3.7c, 80-90 mW/m2). Our basal depth estimates vary between 26 to 32 km for the southern Adriatic 

Sea basin and, toward the Ionian Sea basin, from 34 km (frontal wedge of the Calabrian arc) to 20 

km (Calabrian accretionary wedge, where very low heat flow values (Figure 3.7c, 30–40 mW/m2) 

have been attributed to an old oceanic crust (e.g., Finetti, 1982).  
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Figure 3. 7 Depth to the bottom of magnetic sources (a) and Moho depth computed from vertical gradient of gravity 

data (b) and heat flow map of Southern Italy (after Della Vedova et al., 2001). 

 

The Moho-depth model computed from the vertical gradient of gravity data is shown in Figure 

3.6b and validated against other independent geological and geophysical models. Similar to the 

Curie model, the Moho boundary varies from about 11 km beneath the back-arc Tyrrhenian basin 

to more than 34 km the Apennines orogen. Despite of local discrepancies, it is worth noting that 
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the computed Moho depths seem to be correlated with the observed Bouguer gravity anomaly, 

where the deepest depths are associated with the long-wavelength Bouguer anomaly and vice 

versa.  

We found out a Moho depth that ranges from about 13 km in the offshore of western Italy 

progressively increasing toward the coast, to attain a depth of about 28 km. A maximum crustal 

thickness is inferred in the Apennines fold and thrust belt, with a maximum Moho depth beneath 

central Apennines, slightly deepening to about 32 km in the region around Mt. Vulture and to 

about 34 km below the Calabrian accretionary prism.  

In the Apulian foreland region, the Moho depth is predicted to be ranging from 25 km to 28 km 

in accordance with a shallow Moho depth (27 km) estimated from seismic data (e.g., Finetti, 2005; 

Grad et al., 2009; Artemieva and Thybo, 2013), which is believed to be caused by crustal uplift 

and magmatic intrusion. A Moho boundary gradually rising to about 30 – 32 km is observed in the 

Calabrian arc. 

 

3.6 Discussion 

 

3.6.1 Crystalline basement models 

 

For the magnetic basement map, we found that the depth estimates are locally influenced by the 

extensive volcanic and magmatic rocks that characterize the Tyrrhenian region and the crust 

beneath the Mt. Vulture area. For this reason, the basement model deduced from the magnetic data 

analysis should not be considered as the surface of the crystalline crust but, instead, as the top of 

the magnetic sources. Comparing our results with the results carried out by Cassano et al. (2001), 

we observe a general agreement in the Adriatic region where the basement is found to range 
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between 10 and 14 km depth and beneath the Calabrian arc, where an abrupt deepening of the 

magnetic crust is observed down to 15 km. We found however significant differences in the central 

portion of southern Apennines, where our map shows a sharp uplift of the magnetic sources, 

reasonably associated to the strongly magnetized volcanic rocks of the Mt. Vulture. A similar 

interpretation can be assumed for the discrepancies observed along the Tyrrhenian coast of the 

Campania region, where the crust is deeply affected by the magmatism and volcanism of Mt. 

Vesuvius, Phlegrean fields and Roccamonfina. Instead, our results are in fair agreement with the 

2D forward modelling proposed by Speranza and Chiappini (2002). along a profile crossing the 

southern Apennines. Here the authors suggest a complex architecture of the lower crust made up 

of crustal wedges involving the magnetic basement, whose depths range between 10 km and 15 

km. 

The crystalline basement model inferred from gravity data analysis is almost in accordance with 

the average depths obtained from the magnetic anomalies, despite some discrepancies due to the 

presence of highly magnetized rocks. A shallow crystalline depth is found beneath the Apulian 

foreland, as the result of the flexural tectonics of the crust, which rapidly deepens toward SW 

beneath the thrust front. The geological cross sections constructed along and across the southern 

Apennines in the frame of the CROP project, identified indeed a depth to basement at about 12 km 

beneath the Apennines fold and thrust belt fault, gradually decreasing to about 7 km beneath the 

Apulian foreland (e.g., Vezzani et al., 2010; Scrocca et al., 2005; Scrocca, 2010; Bentivenga et al., 

2017; Butler et al., 2004). This prominent depression is also evident in several gravity modeling 

constructed across the Tyrrhenian and Apennines and strongly reflects the shape of the gravity low 

observed in the Bouguer field map (e.g., Tiberti et al., 2005; Cella et al., 2008). Shallow depth 

obtained beneath the Tyrrhenian sea are reasonably motivated by the general thin Quaternary and 



112 

 

Plio-Quaternary sequences as confirmed by seismic data interpretation (e.g., Finetti et al., 2005). 

In fact, the basement is known to be covered by Quaternary-Pliocene basaltic rocks, which is less 

than 5 km in depth and indicates the opening time of this back-arc basin sector (Finetti et al., 2005; 

Milia et al., 2018). Moreover, this region is long known to be affected by significant tectonic 

stretching, which is manifested by several normal faults.  

3.6.2 Constraints on the lower crust through Moho boundary and Curie isothermal surface 

estimates 

 

The obtained maps of the Moho boundary and the Curie isothermal surface give useful 

constraints to interpret the overall limits of the lower crust and its main thermal features. The 

estimated crustal magnetic bottom reveals a variable thermal setting, strongly correlated to the 

structural and volcano-magmatic features and also with the trend of the heat flow values. As 

regards the Moho boundary, we observe, in general, a similar behavior to other models produced 

mainly from seismic studies (e.g., Finetti, 2005; Nicolich, 2001; Grad et al., 2009; Artemieva and 

Thybo, 2013) and gravity (e.g., Tiberti et al., 2005; Tassis et al., 2015). Differences are found in 

some regions, such as beneath the Tyrrhenian crust. In this region, our estimated depths are around 

11-12 km, while the Moho depth inferred from seismic data (e.g., Figure 5.1 in Nicolich, 2001; 

Figure 10 in Artemieva and Thybo, 2013) and previous studies based on gravity field inversion 

(Figure 3 in Tassis et al., 2015) indicate a depth of about 10 km. The overall regional morphology 

is mostly consistent with other wide-angle seismic refraction/reflection data and with gravity 

modeling, where the Moho depth has been predicted to be deep throughout the southern Apennines 

(30 - 40 km) (e.g., Tiberti et al., 2005; Grad et al., 2009; Nicolich, 2001; Artemieva and Thybo, 

2013; Scrocca et al., 2003). Comparing our results with the Moho map proposed by Cassinis et al. 

(2005) we find a general accordance in the Adriatic region, where the Moho is estimated at around 
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26 km depth. Instead, below the accretionary prism, we estimated a sharp flexure of the Moho, 

similarly to the trend of the crystalline surface, which contrasts to the more gently dipping Moho 

boundary inferred by Cassinis et al. (2005). 

3.6.3 Matching models with 2D cross sections 

 

In southern Italy, the interpretation of the lower crust is still matter of several debates, which 

mostly refer to two types of geological scenarios: thick- or thin-skinned tectonic models (e.g., 

Scrocca et al., 2005). In other words, there is no specific evidence on how much the Apulian 

crystalline crust would have been affected by the geodynamical evolution of southern Apennines 

and, therefore, on its involvement in the orogenic accretionary prism (e.g., Scrocca et al., 2000; 

Mazzotti et al., 2000; Mostardini and Merlini, 1986; Casero et al., 1988; Roure et al., 1991; 

Mazzoli et al., 2013; Patacca and Scandone, 2001; Speranza and Chiappini, 2002; Doglioni et al., 

1996; Scrocca, 2010; Marsella et al., 1995; Improta and Corciulo, 2006). The current knowledge 

of the crystalline basement belongs mostly to available seismic data (e.g., Scrocca et al., 2005; 

Finetti et al., 2005; Scrocca, 2010), whose interpretation, however, have not been decisive to 

answer these unsolved questions.  

We further investigate the validity of our inferred depth models of the carbonate platform, 

crystalline basement, Moho and Curie isothermal surfaces comparing them to two geological 

sections, mainly based on interpretation of seismic data (Figure 3.8). We here compare our results 

with the geological sections by Mazzoli et al. (2013), relative to the southern part of the Apennine 

orogen, starting from the Cilento-Tyrrhenian region toward the Adriatic foreland. In particular, the 

cross-section A-A’ shown in Figure 3.8a is drawn along the trace of the CROP-04 seismic 

reflection profile, based on the reprocessing by Mazzotti et al. (2000). Both geological sections 
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support a thick-skinned nature of the thrust-belt and associated crustal shortening, which implies 

the involvement of the deep crystalline basement into the crustal deformation and thrusting along 

a deep shear plane.  

Along the A-A’ profile (Figure 3.8a), the crystalline basement deduced from gravity data 

deepens smoothly from ~ 6 km beneath the Cilento to (~ 12 km) toward the foredeep area and then 

gently rises at around 10 km depth beneath the Apulian foreland. Therefore, even though the 

gravity basement resolution is not high (due to the large window size of the spectral analysis) the 

average trend of the obtained crystalline surface could confirm a thick-skinned scenario of the 

crust below southern Apennines. On the other hand, the depth to the top of the magnetic crust 

along the same profile is significantly different from that inferred from the gravity field, especially 

beneath the Bradanic foredeep. This is not surprising, since the profile crosses the volcanic region 

of the Mt. Vulture which, as explained above, inevitably affects the estimation of the top to the 

magnetic sources. Conversely, the comparison along the second profile B-B’ (Figure 3.8b) shows 

a good agreement of both the depth to the magnetic top and the gravity crystalline basement with 

the geological model. We can indeed observe a very good match between the average depth of the 

top crystalline nappes below the Cilento area, the Val d’Agri and the Apulian foreland.  

Regarding the Moho and Curie isotherm we find that, apart local discrepancies, the estimated 

depth has similar trend. In both cross-sections the depth to the bottom of magnetic sources is 

shallower than the depth to the Moho. The Moho boundary varies smoothly from around 27 km to 

the West to 33-34 km beneath the accretionary wedge of the orogen and progressively raises to 25 

km beneath the Apulian foreland. The Curie isothermal surface is mostly consistent with the Moho 

depth, except below the Bradanic foredeep along the profile A-A’ (Figure 3.8a), where we found 

a rapid thinning of the magnetized crust reasonably associated to the presence of the volcanic 
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structure of Mt. Vulture volcano and/or to magmatic intrusions which relates to higher heat flow 

values.  

 

 

Figure 3. 8 Crustal sections across the southern Apennines (modified after Mazzoli et al., 2013). Section A-A’ is along 

the trace of the CROP 04 deep seismic reflection profile. Spectral depth estimates are superimposed for comparison.  

 

The mostly accepted scenario of the deep crust consists of a doubling of the Moho below the 

Apennine orogen and of the existence of a hot mantle wedge underlying the shallow Tyrrhenian 
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Moho (e.g., Scrocca et al., 2005; Tiberti et al., 2005; Doglioni et al., 1996; Locardi and Nicolich, 

1988; Di Luzio et al., 2009; Finetti et al., 2001; Savastano and Agostinetti, 2019). 

Although the inferred depth values are almost in agreement with the average shape of the 

seismic-interpreted Moho, our model does not clearly describe a mantle wedge in the lower crust, 

while suggesting a lateral continuity of the crustal-mantle boundary from the Tyrrhenian crust to 

the Apulian foreland. However, we must consider that the inferred models provide a regional-scale 

interpretation of the deep structures, which may certainly differ locally from other complex 

reconstruction based on higher resolution data. Conversely, regional models based on seismic and 

borehole data may suffer from a lack of spatial coverage due to poorly distributed data. In this 

sense, our potential field analysis for the interpretation of deep crustal structures may represents 

an insightful opportunity toward a more complete crustal modelling where other geophysical data 

are missing or poor in-depth resolution. 

 

3.7 Conclusions 

 

Modelling of large-scale crustal structures is somewhat challenging along complex geological 

scenarios, which require broad integration of different geological and geophysical data. In this 

chapter we have shown that potential fields methods may represent an insightful and necessary 

tool to image of the subsurface geology, especially where direct information or other geophysical 

information is lacking. By these methods, we have modelled the crust of the southern Italy, a region 

where knowledge of the deep geological and geothermal setting has still open questions.  

The crustal structure has been modeled by means of spectral analysis of both gravity and 

magnetic data. In fact, the depth to the crystalline basement beneath the Apennines belt is poorly 
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known, as compared to other parts of the Italian Peninsula, due to lack of deep borehole data, poor 

seismic penetration, and geological complexity. Thus, the spectral depth estimates allowed to 

contribute to the knowledge of the regional-scale depth trend, which may constraints other 

interpretations to better understand the crustal setting below the shallower carbonate units. Overall, 

depth models of the crystalline surface inferred from gravity and magnetic spectral analysis show 

a variable morphology characterized by a shallow depth beneath the Tyrrhenian bac-arc basin, 

progressively increasing southward and toward the Apennines thrust and fold belt with more or 

less similar trend. Despite of local differences from the two estimated depth-models we showed 

that the gravity-based model of the base of the carbonate layer is continuous and smoother than 

the magnetic basement, especially where there are extensive volcanic rocks on the surface or at 

shallow depth.  

Spectral analysis of potential fields maps has been also important to reconstruct the bottom of 

the crust and to produce the first map of the Curie isothermal surface in southern Italy. The inferred 

surfaces of the crustal bottom revealed a high correlation between the Moho depths and the Curie 

isotherm, except below the volcanic areas, where the high heat flow implies a significant 

shallowing of the Curie temperature.  

The obtained models of the main crustal boundaries are in generally agreement with other 

interpretations, mainly based on seismic and wells data, or 2D forward modeling of potential fields, 

showing a complex architecture of the shallow crust and a progressive deepening below the thick 

accretionary prism of southern Apennines.  
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Chapter 4 

Crustal Structure of Sicily 
 

This chapter is published. “Milano, M., Kelemework, Y., La Manna, M., Fedi, M., Montanari, D., 

& Iorio, M. (2020). Crustal structure of Sicily from modelling of gravity and magnetic anomalies. 

Scientific reports, 10(1), 1-18. https://www.nature.com/articles/s41598-020-72849-z.”  

4.1  Introduction  
 

Sicily is a key-area for the interpretation of the Apennines-Tyrrhenian System. It is located in 

the center of the Mediterranean region, linking the Southern Apennines and the Calabrian Arc to 

the Tellian and Atlas systems of the Northeastern Africa plate (Bello et al., 2000; Catalano et al., 

2000a; Finetti et al., 2005). This region is important for geothermal exploration, due to the 

widespread thermal manifestations at the surface, the medium-to-high heat flow and the thick 

Mesozoic carbonate basement, which may host an effective, low-to-medium temperature 

geothermal reservoir at a regional scale (Della Vedova et al., 2001; Gola et al., 2013; Catalano et 

al., 2013; Montanari et al., 2015; Montanari et al., 2017). Accordingly, several geological, 

geochemical, seismic, GPS, heat flow surveys were performed in the attempt to understand the 

tectono-volcanic and dynamic evolution and for assessing the geothermal potential of the region 

(e.g., Catalano et al., 2000a; Della Vedova et al., 2001; Gola et al., 2013; Montanari et al., 2017 

and references therein). While the surface geology is fairly well known, the features of the deep 

crust are still debated (Catalano et al., 2000a; Finetti et al., 2005; Lentini et al., 1994; Catalano et 

al., 1994; Lickorish et al., 1999; Bonardi et al., 2001; Basilone, 2018). A problem is that most 

previous studies inferring the deep crustal structure are related to sparse or spatial-limited data, 

https://www.nature.com/articles/s41598-020-72849-z


124 

 

such as seismic profiles and earthquake data sets. Potential fields are, instead, particularly suited 

to interpret complex geological scenarios, because of their full coverage of large regions.  

In this study, we aim at providing a new comprehensive image of the main shallow and deep 

crustal boundaries of Sicily using potential field data: the carbonate basement is obtained by 

inversion of the vertical gravity gradient constrained with information from wells, geological 

models, and seismic profiles; the other crustal boundaries (crystalline basement, Moho boundary 

and Curie isotherm surface) are inferred from unconstrained spectral analysis of either gravity or 

magnetic field. 

By carbonate basement top we mean the interface that separates Mesozoic carbonate rocks 

from synorogenic clastic deposits, allochthonous Sicilide nappes, and shallow sediments of 

alluvial or volcanic origin (Catalano & D’Argenio, 1982). The crystalline basement broadly refers 

to the buried ‘subsurface’ of the covering sedimentary rocks. It is characterized by an increase in 

both density and magnetic susceptibility characterizing the transition from sedimentary to 

igneous/metamorphic rocks.  

The Curie-Point Temperature (CPT) surface is defined as the magnetic-bottom crustal surface, 

depending on both the composition and the thermal features of the crust. Such a thermal boundary 

is usually associated with the magnetic properties of the magnetite, the most common magnetic 

mineral, which beyond ~ 580°C has a ferromagnetic-to-paramagnetic transition (e.g., Afshar et al., 

2017). We point out that, as far as we know, a Curie depth model has not been yet published for 

Sicily.  

The Moho, the boundary separating the Earth's crust from the mantle, is defined from seismic 

methods, which detect a rapid increase in seismic velocity at the crust-mantle interface. One of the 

main issues for seismic modelling the Moho is that seismic surveys have a limited areal extent. 
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However, the Moho is also a density boundary. So, the gravity method represents a valid 

alternative to complete its modelling.  

 

4.2  Geological setting 

 

Sicily belongs to the central-western part of the Mediterranean region, connecting the African 

Maghrebides with the southern Apennines, through the accretion wedge of Calabria (e.g., Catalano 

et al., 1996; Bonardi et al., 2001; Basilone, 2018; catalano et al., 2002; Chiarabba et al., 2008). 

The geological and structural setting of Sicily is mostly associated with the convergence of the 

African and European lithospheres, with the counterclockwise rotation of the Sardinian-Corso 

block with the roll-back of the subduction margin of the Adriatic-Ionian-African plates and with 

the contemporary opening of the Tyrrhenian Sea (e.g., Catalano et al., 2002).  

The collisional complex of Sicily consists of three main regions (Figure 4.1): 

i) a foreland area cropping out in the Hyblean Plateau and representing the onshore 

portion of the relative undeformed North Africa-Pelagian basement bounded to the east by 

the Ionian plate; 

ii) a tight Pliocene–Pleistocene NW-dipping foredeep, prolonging from SE to the Gela 

Basin; 

iii) the orogenic wedge made up of an E-SE trending fold and thrust complex (Catalano 

et al., 2013; Catalano et al., 1996; catalano et al., 1989; Henriquet et al., 2020) made up of 

a European portion (Peloritani Units), a Tethyan element (Sicilide Units) and an African 

component (Maghrebian Sicilian Units) (Catalano et al., 2002a; Finetti et al., 2005; Lentini 

et al., 1994; Catalano et al., 1989; Roure et al., 1990).  
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The orogeny of Sicily mainly includes four geological units stacked above the original 

Hyblean-Pelagian platform (Bello et al., 2000; Catalano et al., 2000a; Finetti et al., 2005). The 

main bulk of the chain consists of a thick Meso-Cenozoic carbonate platform, with the overlying 

Imerese and Sicanian units, representing a wedge of deformed Meso-Cenozoic deep-water 

carbonate thrust sheets and over-thrusting the carbonate platform and the Hyblean foreland. Above 

the carbonate-level lays, the wedge of Sicilian nappes stacked over warped Oligo-Miocene 

Numidian flysch units (e.g., Bianchi et al., 1989). The fourth and higher level contains the 

Calabrian ‘backstop’ units consisting of uppermost Miocene–lower Pleistocene clastics. 
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Figure 4. 1 a) Structural-geological map of Sicily (redrawn after Catalano et al., 2013; Catalano et al., 1996; Catalano 

et al., 2002; Catalano, 2013; Valenti, 2011), b) Heat flow map of Sicily (redrawn from Della Vedova et al., 2001; 

Montanari et al., 2017). 1, Pleistocene; 2, deformed foreland basin (Lower Pleistocene–Upper Pliocene); 3, Lower 

Pliocene–Upper Tortonian wedge top basin deposits (deformed foreland basin); 4, deformed foreland shelf margin 

(Middle to Lower Miocene); 5, Oligo-Miocene deformed foreland basin flysch units; 6, deformed foreland basin shelf 

margin (Lower Miocene–Upper Oligocene); A, Calabrian tectonic units (Oligocene–Paleozoic); B, Sicilide units 

(Oligocene–Upper Mesozoic); C, Panormide carbonate platform-derived tectonic units (Oligocene–Trias); D, pre-

Panormide carbonate platform to basin-derived tectonic units (Oligocene–Trias); E, Imerese basin-derived tectonic 
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units (Oligocene–Upper Mesozoic); F, Sicanian basin-derived tectonic units (Oligocene–Upper Mesozoic); G, 

Trapanese carbonate platform-derived units (Oligocene–Trias); H, Saccense carbonate platform-derived units 

(Oligocene–Trias); I, Lower Permian–Middle Triassic Lercara allochthons; L, Hyblean Pelagian platform units 

(Lower Pleistocene–Trias); V, volcanic rocks – (a) Pliocene, (b) Pleistocene. The maps have been produced using the 

software Oasis Montaj Geosoft (ver. 9.7.1; https://www.seequent.com/products-solutions/geosoft-oasis-montaj/).   

 

In central Sicily, the most important structure is the Caltanissetta basin, a structural depression 

originated in the middle-late Miocene and filled by Pliocene-Pleistocene marine deposits and 

nappes, which progressively over-thrust each other and finally slide into the basin (Scandone et 

al., 1977). The Northern Chain extends along the Tyrrhenian boundary and consists of a stacking 

of south-verging thrusts. The Kumeta-Alcantara fault zone separates the Northern Chain from the 

Caltanissetta basin, while the Etna volcano is situated south of the intersection of the Kumeta-

Alcantara and Tindary-Letojanni lines. The Hyblean Plateau is a dome-shaped promontory 

resulting from the flexural mechanisms of the Pelagian platform during the southeastward 

migration of the Sicilian orogenic wedge (e.g., Patacca et al., 1977; Robertson & Grasso, 1995). 

This region is controlled by a system of major extensional faults on its margins, with considerable 

vertical offset (e.g., Yellin-Dror et al., 1997). It is mainly made up of thick carbonate successions 

of deep-water Mesozoic-Cenozoic rocks (Bianchi et al., 1989), overlaid by Late Cretaceous‐Late 

Miocene outcrop sedimentary units (Patacca et al., 1979).  Magmatic volcanism also deeply 

affected the Hyblean area, as a result of crustal extension (Barberi et al., 1973; Longaretti & 

Rocchi, 1990). Several eruptive centers associated with late Cretaceous, late Miocene and Plio-

Pleistocene cycles (e.g., Patacca et al., 1979) gave rise to extended volcanic products intercalated 

with the carbonate sedimentary units, as revealed by the deep borehole surveys. Moreover, vertical 

motions and progressive uplift of the Hyblean Plateau have been directly associated with upper 

crust magmatic and diapiric intrusion kinematics (Barreca et al., 2014; Henriquet et al., 2019).  
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4.3  Geophysical background 

 

While the surface geology is fairly well known, the features of the deep crust are still debated 

(e.g., Catalano et al., 200a; Finetti et al., 2005; Lentini et al., 1994; Catalano et al., 1996; Lickorish 

et al., 1999; Bonardi et al., 2001; Basilone, 2018; Doglioni et al., 2012). Many geophysical studies 

have been conducted to interpret the deep subsurface structure and the volcano-tectonic evolution 

of the region, focusing on the interpretation of seismic data (e.g., Cassinis et al., 1969; Nicolich et 

al., 2000; Cassinis et al., 2003; Accaino et al., 2011; Giustiniani et al., 2018), gravity data (e.g., 

Catalano et al., 2013; Henriquet et al., 2019; Accaino et al., 2011; ferri et al., 2008) and magnetic 

data (e.g., Bello et al., 2000; Cassano et al., 2001).  

In particular, deep seismic investigations led to construct geological cross-sections extending 

from western to eastern Sicily (e.g., Bello et al., 2000; Catalano et al., 2000a; Finetti et al., 2005; 

Catalano et al., 2013; Catalano et al., 2002; Henriquet et al., 2020; Bianchi et al., 1989; Catalano, 

2013; Catalano et al., 2000b; Granath & Casero, 2004). Deep seismic soundings (DSS) and wide-

angle reflection/refraction profiling (WARRP) sections (Cassinis et al., 1969; Cassinis et al., 2003; 

Cassinis et al., 2005; Scarascia et al., 1994; Chironi et al., 2000) were performed since the 70s, 

providing information on the main crustal units and discontinuities beneath the northern border of 

the continental Sicily. The SI.RI.PRO project (e.g., Accaino et al., 2011) aimed at investigating 

the crust of the Sicilian orogen from the Tyrrhenian margin to the Sicily Channel with a 

multidisciplinary approach involving seismic reflection and gravity methods (Catalano et al., 

2013). The resulting geological cross-section confirmed the crustal structures already outlined in 

previous studies.  

As regarding the deep structures, geophysical studies (e.g., Catalano et al., 2013; Accaino et 

al., 2011; Cassano et al., 2001; Valenti et al., 2015), based on seismic and potential field data, 
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provided several information on the Crystalline Basement Top (CBT) and the Moho depth beneath 

Sicily. These studies however suffer from insufficient seismic coverage of the region, or for low 

detail. Further studies of the deep crustal structures have been achieved again from seismological 

data analysis in Sicily (e.g., Chironi et al., 2000; Lavecchia et al., 2007; Sgroi et al., 2012). These 

authors carried out crustal velocity models by using depth distribution and kinematic info from 

hundreds of seismological focal mechanisms. These models show the main interfaces of the crust 

and identify the thickness of the main crustal units.  

Preliminary interpretation based on the SI.RI.PRO seismic transect across central Sicily has 

associated the crystalline basement top to a reflector at 7 s TWT, corresponding to a 14-16 km 

depth below the surface (Accaino et al., 2011). Later, a new interpretation pointed out the 

crystalline layer having variable thickness (Catalano et al., 2013), with a progressive deepening 

from South (~10 km) to North (~20 km). In particular, the authors recognized a considerable 

depression of the CBT in correspondence with the Caltanissetta basin (~25 km). However, further 

studies proposed a slightly different crystalline top surface after performing a re-processing and 

signal-to-noise ratio improvement of the seismic reflection stack (Valenti et al., 2015). Their CBT 

depth is relatively shallow at the south-easternmost area (~12/14 km) and increases rapidly below 

the Caltanissetta depression (~24 km), while rises again in the northern sector (~19.5 km). More 

recently, the seismic data have been re-processed using a wave equation datuming technique and 

provided a new image of the CBT along the SI.RI.PRO transect, reaching the maximum depth 

beneath the Caltanissetta basin, at around 21–22 km (Giustiniani et al., 2018).  

In addition, seismological studies (e.g., Sgroi et al., 2012) have shown that the shallowest 

portion of the crystalline crust consists of a metamorphic Permo-Trias basement, with the top 

around 12 km depth underlying the stack of sedimentary and Mesozoic carbonate rocks. Such 
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interpretation demands to a crystalline basement considerably shallower than that found from 

seismic data analysis. 

The Moho boundary in Sicily has been investigated in detail over the last decades, by 

integrating information from seismic surveys, gravity and seismological data and structural 

geology (e.g., Finetti et al., 2005; Catalano et al., 2013; Accaino et al., 2011; Giustiniani et al., 

2018; Catalano et al., 2000b; Cassinis et al., 2005; Valenti et al., 2015; Sgroi et al., 2012). Wide-

angle reflection/refraction seismic data were carried out from surveys in 1971 (Colombi et al., 

1973), 1973 (Morelli et al., 1975) and 1985 (Cosentino et al., 1987), indicating a Moho around 20 

km deep in the offshore regions, deepening down to 25 km depth at the South-Western coast 

(Catalano et al., 2000b) and reaching 40 km depth in the central part of the Caltanissetta trough. 

Moreover, it was suggested a direct correlation between the Moho deepening toward central Sicily 

and the strong gravity low anomaly (Cassinis et al., 2005). Also, in northern Sicily the Moho was 

estimated deep, at about 37-38 km (Cassinis et al., 1969; Colombi et al., 1973), progressively rising 

to 10 km depth in southern Tyrrhenian. In the south-eastern region, beneath the Hyblean platform, 

seismic data were interpreted with a very thick crust down to 35-40 km depth, showing a rapid 

uplift of the Moho along the Ionian margin, around 16 km depth, and deepening down to 20 km 

depth at a greater distance from the coast (e.g., Nicolich et al., 2000; Catalano et al., 2000b; Giese 

& Morelli, 1975; Makris et al., 1986). Additional results have been achieved by the processing of 

the SI.RI.PRO data. Earliest studies (e.g., Catalano et al., 2013; Accaino et al., 2011) identified 

the Moho at about 14 s TWT in northern Sicily, say ~38 km, with a progressively rise toward the 

Hyblean foreland at 12 s and 9 s TWT, say around 25 km. The results of the data re-processing 

show a Moho located at ~32 km below the Hyblean foreland, relatively flat in the central part (~35 

km), and rapidly increasing in depth to the North (>40 km) (Valenti et al., 2015). Finally, the Moho 
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was interpreted as slightly dipping from the foreland (~30 km) to the Tyrrhenian coast (~38 km) 

(Giustiniani et al., 2018). Deep values of the Moho in central Sicily have also been achieved by 

seismological data analysis (Sgroi et al., 2012) where 1-D velocities models suggest this boundary 

at around 37 km depth. Using gravity modeling constrained by seismic and petrophysical data, the 

Moho depth was found varying from 16 – 17 km beneath the Tyrrhenian Coastline of Sicily, 30 

km beneath the Peloritani Mountains, and about 20 km beneath the Etna volcano (Cella et al., 

2004).  

Heat flow (Della Vedova et al., 2001) shows a variable distribution, which reflects the 

geological complexity of the region (Figure 4.1b). To the North, the heat flow reaches high values 

around 120 mW/m2 above the Tyrrhenian area and considerably decreases toward central Sicily 

(40 - 60 mW/m2), where a thick crust has been observed from seismic data. High heat flow values 

have been measured at depth in oil and gas wells at the southwestern coast (60 - 100 mW / m2) 

(Cataldi et al., 1995). Moreover, further authors mention the occurrence of moderately high heat 

flow areas in the same region (Della Vedova et al., 2001; Montanari et al., 2017). On the other 

hand, higher values associated with the recent magmatic and volcanic activity are observed in the 

eastern regions of Sicily, as well as in the thin Tyrrhenian oceanic crust.  

4.4  Data and methods 

 

Previous studies of potential fields were carried out (Cassano et al., 2001) to build 2D forward 

models from gravity and magnetic data, integrating the available information from structural 

geology. These studies suggested a complex map of the crystalline basement ranging from about 

4 to 10 km SE to about 8-10 km in the western sector of Sicily and deepening down to 17 km 

beneath the Caltanissetta trough (Bello et al., 2000; Cassano et al., 2001). 



133 

 

Our crustal modeling of the Sicily regards interpretation of the whole maps of gravity 

(Carrozzo et al., 1981) and magnetic (AGIP, 1981) data. We obtained the gravity map of Sicily by 

merging the offshore gravity measurements (Morelli et al., 1975) with the onshore dataset 

(Carrozzo et al., 1981), so obtaining a 222 x 430 grid with a 2 km step-size. In detail (Servizio 

Geologico d'Italia, 2005), the complete Bouguer gravity dataset was obtained adopting the 

following parameters: i) a constant density of 2.67 g/cm3 for the Bouguer slab reduction; ii) the 

international formula 1980 (IAG80) for the theoretical gravity; iii) a 2nd order free air reduction; 

iv) a terrain correction extended to a radius of 166.736 km at each measurement station using a 

digital elevation model.  

As regards the magnetic field, we used aeromagnetic data of Italy acquired between 1971-

1980 by AGIP (1981). The dataset was compiled by a total of 265,305 km of survey lines with a 

2 km step size. The magnetic anomaly field map was obtained after the subtraction of the regional 

field (AGIP Reference Geomagnetic Field) (Cassano et al., 1986). Unfortunately, the data relative 

to the Etna region are not reliable because of the measurement altitude (2130 m), lower than most 

of Mount Etna's relief. Therefore, the field analyzed here is the residual obtained after subtraction 

of the Etna anomaly, which has been removed locally with a special technique based on the discrete 

wavelet transform (Fedi & Quarta, 1998). The maps of the gravity and magnetic data used in this 

study are shown, respectively in Figure 4.2a and Figure 4.2b.  

A qualitative comparison between the two maps shows a substantially different behavior of 

the anomaly fields. This difference can be attributed to the fact that Sicily is a region affected by 

diffuse volcanism and magmatic intrusive bodies which strongly contribute to the magnetic 

anomaly field (e.g., Henriquet et al., 2019). In fact, the magnetic field is highly sensitive to 
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volcanic and igneous rocks, whose susceptibility contrast with surrounding carbonates is very 

high. Conversely, the corresponding density contrast is not relevant.  

This can be observed, for instance, in the offshore region of the Ionian Sea, along the south-

western coast of Sicily, and above the Hyblean foreland, where areas of intrusive and volcanic 

activity are known (e.g., Patacca et al., 1979; Barberi et al., 1973; Longaretti & Rocchi, 1990). On 

the other hand, the Bouguer gravity field map (Figure 4.2a) demands to a strong correlation with 

large-scale and deep structures and less to local density contrast. The gravity field is indeed mostly 

characterized by long-wavelength anomalies and the main contribution is certainly a strong and 

extended low related to the Caltanissetta Basin, in central Sicily, which can be probably associated 

to a prominent depression involving the lower portion of the crust, as a consequence of the 

northerly dipping Hyblean-Pelagian platform and the SE-verging thrust system (e.g., Catalano, 

2013).  



135 

 

 

Figure 4. 2 Bouguer gravity field (a) and aeromagnetic field map (b) above Sicily.  

 

Modeling of the Mesozoic carbonate basement may be achieved by using a nonlinear inverse 

approach (Fedi, 1997), which consists of evaluating a surface representing the top of a 

homogenous layer (e.g., the carbonate basement) formed by a set of adjacent homogenous 
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prismatic sources (see Fedi, 1997 for detail). The method does not require any a priori knowledge 

of density (magnetization) contrast, while information about the maximum and minimum depth of 

the basement morphology is needed.  Obviously, the method is well suited to explore the carbonate 

basement, because the above two constraints may often be reasonably assumed, for instance by 

wells information and seismic data.  

At larger depths, we used spectral methods. We computed the spectra from the total magnetic 

field at 2130 m altitude and from the vertical derivative of the gravity field. This last was upward 

continued to 3.2 km above the mean sea level and low-pass filtered for wavelength less than 14 

km to remove residual high-wavenumber noise due to vertical differentiation. Due to the large 

altitudes of the datasets and to the low-pass filtering, the analyzed fields present not reliable high-

wavenumber content. So, spectral methods will yield unconstrained depth estimates at large 

depths. In particular, we estimated: a) the morphology of the crystalline basement top from both 

gravity and magnetic data; b) the bottom of the magnetic crust, i.e., the Curie isotherm, from 

magnetic data; c) the Moho boundary from Bouguer gravity anomalies. Different spectral 

techniques may be used for depth estimation, assuming either a statistical ensemble of blocks 

(Spector & Grant, 1970; Fedi et al., 1997; Quarta et al., 2000), a random source distribution (e.g., 

Blakely, 1988; Tanaka et al., 1999; Trifonova et al., 2009; Chiozzi et al., 2005; Lin et al., 2005), 

or even a fractal source distribution (e.g., Pilkington and Todoeschuck, 1993; Maus & Dimri, 1994; 

Maus et al., 1997; Bouligand et al., 2009; Bansal et al., 2011; Li et al., 2013). Spectral methods 

provide valid results if the statistical source model is adequate for the studied region and optimal 

window size is chosen for the range of presumed depths (Fedi et al., 1997; Ravat et al., 2007). 

Though there is still no agreement on the minimum extent required to get a reliable depth to the 

bottom estimate, window size should be large enough to capture deep anomalies and small in high 
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heat flow and volcanic regions (e.g., Tanaka et al., 1999; Abraham et al., 2014). Depending on 

crustal structure and geological complexity of a region, a window size (3 to 5 times the expected 

depth) may provide reliable results, as already adopted in many studies (e.g., Li et al., 2013; 

Abraham et al., 2014; Okubo et al., 1985; Li et al., 2017; Dolmaz et al., 2005; Hussein et al., 2012) 

for the centroid and modified centroid methods. The nonlinear inversion method requires a 

relatively large window size (i.e., 10 times the expected depth or more) (Bouligand et al., 2009), 

while the de-fractal method a window size greater than 5 times the expected depth (Salem et al., 

2014). Different window sizes over different geological provinces have been adopted (Ross et al., 

2006) to improve the performance of the spectral peak method. 

Specifically, we used the statistical block-ensemble model (Spector and Grant, 1970; Fedi et 

al., 1997) (see chapter 2). We estimated the depth to the source by radial spectra computed within 

a running window. We choose windows with variable size, mainly because the geologic setting of 

Sicily varies significantly. For example, the southeastern part of the Tyrrhenian Sea is 

characterized by relatively elevated heat flow (> 100 mW/m2) (e.g., Della Vedova et al., 2001) and 

a Moho depth as shallow as 20 km. Therefore, by using a large window, i.e., greater than 80 km, 

we would incorporate anomalies from completely different neighboring regions (i.e., Sicily and 

Calabria), which could affect the estimate of the Curie depth in both regions. On the other hand, 

the central part of Sicily is associated with low heat flow (40 - 60 mW/m2) and the Moho depth is 

lying at depths greater than 30 km (e.g., Nicolich et al., 2000; Giustiniani et al., 2018), which 

seems to indicate a large depth for the Curie isotherm in this region. Thus, a window size of about 

90 km or more may provide reliable results with good resolution. Finally, the Sicily channel rift 

zone is characterized by relatively high heat flow (60 - 100 mW/m2) (e.g., Della Vedova et al., 

2001) and a Moho depth from 20 to 25 km (e.g., Scarascia et al., 2000; Civile et al., 2008), which 
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suggest a window size of about 80 km or more. For this heterogeneity, we avoided a uniform 

window-overlapping, differently from what is commonly adopted in most of the published works.  

With all the previous cautions in mind and to partially improve the problem of mixing different 

geologic provinces, we considered different window sizes in a reasonable way. Specifically, we 

applied an 80 km x 80 km with a 30 km overlap over the southern Tyrrhenian Sea and Sicily 

channel rift zone, Hyblean plateau and western Sicily, and 90 km x 90 km with 35 km overlap 

over the central Sicily. Examples of power spectra used to estimate the depth to the top and bottom 

are shown in Figure 4.3.  

 

 

 

Figure 4. 3 Examples of spectra for the estimation of the depth to the Crystalline top and Curie-isotherm (a1, and a2), 

and Crystalline top and Moho depth (b1 and b2) from offshore Sicily channel. 
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4.5  Results 

 

4.5.1 Crystalline basement modeling from gravity and magnetic data 
 

Different models have been proposed for defining the geological setting of the Sicilian Island 

and surrounding regions, based on structural and stratigraphic data collected throughout Sicily 

over many years integrated with geophysical and borehole data. Even though the overall 

stratigraphy and shallow crustal structure are fairly known, there is still a high degree of 

uncertainty regarding the depth and extent of the bottom of the carbonate basement/top of the 

crystalline basement of the region.  

Here, we present the maps of the crystalline basement of whole Sicily derived from the 

spectral analysis of both gravity (Figure 4.4a) and magnetic (Figure 4.4b) data. The depth estimates 

are obtained after correcting for the reference altitude of the datasets; hence, the estimated depths 

are relative to the mean sea level. These models show a variable morphology characterized by a 

shallow depth beneath the southwestern offshore of Sicily and a large depth in the central part, 

toward the Caltanissetta basin. In both maps, we found a similar trend in the mainland of Sicily 

but also some discordance on the offshore and external regions. A large basement depth (~16 km) 

is found beneath the Caltanissetta Basin, progressively decreasing to about 10-13 km towards the 

north coast. This prominent depression is found both in gravity and magnetic models and is in 

accordance with previous interpretations (e.g., Bello et al., 2000; Cassano, et al., 2001). The depth 

to the top of magnetic sources beneath the Sicily channel is ranging from 5 to 10 km with a NW-

SE trend. This rift zone is characterized by the occurrence of widespread Late Miocene to 

Quaternary volcanic activity, continuing up to historical times (e.g., Rotolo et al., 2006). Moreover, 

this region is known to be long affected by significant tectonic stretching, which is manifested by 
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several depressions (i.e., the Pantelleria, Malta, and the Linosa grabens) bounded by NE-SW 

trending normal faults (e.g., Civile et al., 2008; Corti et al., 2006 and references therein), as well 

as by diffused magmatic activity. The depth to the top of the basement estimated from gravity data 

ranges from 8 to 12 km, which is deeper than the range estimated from magnetic data, but in good 

agreement with the previous 2D deep crustal model of gravity data along with several CROP 

seismic profiles and across the Sicily channel (Civile et al., 2008).  

 

Figure 4. 4 Maps of the crystalline top obtained from the spectral analysis of gravity (a) and magnetic (b) data.  
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Besides the general agreement between the two maps in the average trend of the crystalline 

top, some discrepancies are also observed in areas where there are volcanic rocks and possible 

intra-sedimentary magmatic intrusions in the upper crust. As previously mentioned, these 

structures can produce a consistent contrast of magnetization with the surrounding rocks which 

could possibly affect the estimation of the magnetic basement top. This is particularly visible in 

the Sicily channel zone and Hyblean plateau, where, we see in both maps an uplift of the crystalline 

top, but with different depths values. Moreover, the different locations of the maximum uplift 

between the two maps can be reasonably associated with the presence of strongly magnetized intra-

sedimentary bodies within the Hyblean upper crust. This is also found by other authors (e.g., 

Giustiniani et al., 2018; Henriquet et al., 2019) who pointed out that the deep Hyblean crust may 

be constituted of different layers of re-crystallized magmatic rocks and that magnetic intrusion 

spreading and thermo-metamorphic processes may have occurred in the region. Such an 

explanation can be reasonably extended over other regions, such as in the Sicily Channel and Gela 

foredeep region, where several magmatic manifestations have occurred (e.g., Civile et al., 2018).  

On the other hand, at a regional scale, the local effect of intrusive bodies can be negligible for 

the gravity field, due to the generally low-density contrast between carbonate and igneous rocks. 

Therefore, we are more confident with the crystalline basement obtained by the gravity field 

analysis, which is less affected by local-scale effects, compared to the magnetic surface. 

Nevertheless, we remark that both contain interesting information for understanding the crust 

properties.  
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4.5.2 Depth estimation for Moho and Curie isothermal surface  

 

We show the estimated depths to the Moho from gravity data and the Curie isothermal surface 

from magnetic data in Figures 4.5a and 4.5b, respectively. The Moho ranges from 22 km depth 

beneath the Sicily channel and the Sicily-Southern Tyrrhenian boundary to 35 km depth beneath 

the Caltanissetta Basin, while the Curie isothermal surface ranges from 10 km to 34 km depth.  

Although the Curie isothermal surface described in Figure 4.5b have a smoother variability 

than heat flow measurements, the Curie isothermal surface and heat flow (e.g., Della Vedova et 

al., 2001; Figure 4.1b) show correlations that suggest that higher heat flow values are located in 

sectors with shallower Curie depths. Specifically, a NW-SE trending region of shallow Moho 

depth, 22 km is observed beneath the Sicily channel (i.e., the Pantelleria graben, Linosa graben, 

and Malta graben), which progressively decreases to about 28 km towards the coast (Figure 4.5a). 

This region is characterized by a shallow depth to the bottom of magnetic sources, ranging from 

14 km depth in the Pantelleria, Linosa, and Malta graben to about 26 km depth at the coast of 

Sicily. In this area, we have a relatively high heat flow, up to 100 mW/m2 (e.g., Della Vedova et 

al., 2001), which well correlates with the computed shallow Curie temperature isotherm. Other 

seismic and gravimetric studies of crustal structure also revealed a shallow thickness of about 20 

km beneath the Sicily channel, gradually thickening toward the Sicilian coast (e.g., Giustiniani et 

al., 2018; Scarascia et al., 2000; Civile et al., 2008).  

Shallow depths (~12 km) are observed beneath the southeastern part of the Tyrrhenian Sea, 

which indicates a rising of Curie temperature isotherm (Figure 4.5b). This shallow Curie 

temperature isotherm corresponds to high heat flow values, up to more than 100 mW/m2 (Della 

Vedova et al., 2001). The Moho depth is found to be slightly deeper (20 km) (e.g., Giustiniani et 
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al., 2018; Nicolich, 2001). Comparing to other geological and geophysical data, our estimated 

Curie depth points describe the expected model, where the shape of the isothermal surface is 

strictly related to the crustal heat flow.  

 

Figure 4. 5 Maps of the gravity-based Moho boundary (a) and the magnetic-based Curie Isotherm (b) beneath Sicily.  
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The gravity-based Moho boundary beneath the Hyblean Plateau is estimated at 27-30 km 

depth. This region is recognized as a relatively undeformed foreland of the collisional zone, which 

is acting as resisting block indenting the Maghrebian - Apenninic chain (e.g., Giustiniani et al., 

2018). The Moho uplift observed in the map is in accordance with (Henriquet et al., 2019), where 

the gravity positive anomaly of southeastern Sicily was interpreted as possibly associated with a 

Moho uprising as a consequence of a Mesozoic rifting. The Curie isotherm beneath this foreland 

is also found to be shallow, 16 - 20 km, and it is consistent with the relatively high heat flow value 

(e.g., Della Vedova et al., 2001).  

 

4.6  Discussion  

 

The obtained results are here discussed and compared with seismic sections along the 

mainland Sicily and offshore. As said above, we aim at providing a regional-scale interpretation 

of these structural boundaries, thanks to the good areal coverage given by potential field data. 

However, some differences could occur among them because: a) spectral analysis depth 

estimations have a resolution limited to the window size, while seismic reflectors may be locally 

having a higher resolution; b) gravity anomalies depend on density, while seismic reflection data 

on seismic velocities, thus the two kinds of data are relative to different physical parameters.  

- Mesozoic carbonate rocks are the main target for the exploration and exploitation of low-

to-medium enthalpy geothermal systems in Italy (e.g., Montanari et al., 2015; Montanari et al., 

2017; Minissale, 1991; Bertini et al., 2006; Romagnoli et al., 2010; Molli et al., 2015). A map of 

the carbonate top was published by Montanari et al. (2015), by integrating well-data (Geothopica 

2012; MISE, 2012), seismic sections (e.g., Catalano et al., 1995; Catalano et al., 1998; VIGOR, 

2013: http://www.videpi.com), and gravity-based depths of the basement.  
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- Regarding the crystalline top, we compared the surfaces obtained by gravity and magnetic 

data with an existing model from mainly magnetic data (Cassano et al., 2001) and with seismic 

sections. An overall correspondence is observed with our results, i.e., at the Caltanissetta basin and 

the Hyblean foreland, but we find also some differences. The previous crystalline basement map 

shows a prominent uplift in western Sicily and the southern shoreland (Cassano et al., 2001). We 

find similar features in our model inferred by magnetic data (Figure 4.4b), but the crystalline model 

obtained by gravity is instead rather different (Figure 4.4a), being considerably smoother and 

deeper. We explain this difference as due to shallow igneous rocks and intra-sedimentary 

magmatic intrusions which contribute strongly to the magnetic anomaly field (e.g., Lodolo et al., 

2012) and, therefore, affect the estimation of the crystalline basement top. Thus, we believe that 

the gravity model would be more reliable, being gravity data less affected by local such intra-

sedimentary features.  

A comparison with seismic data shows a general agreement in the southern offshore Sicily. 

Our results have been indeed compared with the CROP M-25 (Finetti, I.R., & Del Ben, 2005), the 

Ministerial seismic lines G82-150, G82-103, and G82-153 and with the gravity models (Civile et 

al., 2018) carried out along the same seismic profiles. The authors show a crystalline basement 

with a density of 2.83 g/cm3 at depths ranging between 10 and 12 km b.s.l., which is in good 

accordance with our model obtained by gravity data (Figure 4.6b).  

In western Sicily, our crystalline top model is found deeper than that interpreted by seismic 

data (e.g., Bello et al., 2000; Catalano et al., 2002; Granath & Casero, 2004; Catalano et al., 2000a). 

Our model, indeed, shows the crystalline surface progressively deepening in the central area (~12 

km), as being a westward prolongation of the Caltanissetta depression. The seismic section, 

instead, shows a shallow crystalline surface at around 6-7 km depth (Catalano et al., 2002; Granath 
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& Casero, 2004). However, the seismic profiles are mostly focused on the carbonate units and its 

complex thrust system, while the deep crystalline surface appears less well imaged.  

In central Sicily, our results have been compared with the geological interpretation of the 

SI.RI.PRO seismic transect (Catalano et al., 2013; Giustiniani et al., 2018; Valenti et al., 2015) 

(Figure 4.6b) and with interpretation carried out by seismological data (Sgroi et al., 2012). Our 

model shows a gently dipping basement surface below the Caltanissetta basin, reaching depths 

around 15 km, that is in rather good agreement with the results of the seismological data. The 

SI.RI.PRO models, instead, shows a deeper crystalline crust, also affected by an orogenic wedge 

which is overlying the autochthonous Hyblean units (e.g., Catalano et al., 2013). The complexity 

of the whole area will probably deserve further discussion and integrated analysis. 

- As regards the computed Moho boundary (Figure 4.5a), we firstly compared our results 

with the Moho depth (Giustiniani et al., 2018) drawn from seismic reflection interpretation 

(Nicolich, 2000) and earthquakes tomography analysis (Brancato et al., 2009; Barreca et al., 2016; 

Musumeci., et al., 2014). We found our model almost similar, consisting in three main domains: 

i) a relatively shallow Moho in the eastern region; ii) a deep Moho in the central region reaching 

depths > 35 km; iii) a progressively crustal thinning in the offshore area to the south-west. Both 

the gravity-based Moho depth and the maximum depth of the magnetic sources (Curie isotherm 

surface) are estimated at more than 35 km deep beneath the central Sicily and the depth gradually 

decreases to about 30 km below the coastline and in western Sicily, which denotes a lower thermal 

gradient of the crust beneath the Caltanissetta Basin. 
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Figure 4. 6 Comparisons of the estimated depth models with two seismic sections (a). The carbonate top, crystalline 

basement, Moho boundary and Curie isotherm surface are extrapolated along 2D profiles and plotted along the seismic 

interpretations of SI.RI.PRO (modified after Catalano et al., 2013) (b) and CROP M-25 seismic transects (modified 

after Civile et al., 2008) (c).  
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The SI.RI.PRO seismic transect in central Sicily revealed a complex Moho architecture 

consisting of a progressive dipping below the foredeep (Di Stefano et al., 2011) and a reverse fault 

offsetting of the Moho as consequence of the southern Tyrrhenian mantle wedge accretion (e.g., 

Catalano et al., 2013). By comparing this seismic model (Catalano et al., 2013) with our Moho 

estimates along the same profile (Figure 4.6b), we observe an overall agreement in the southern-

central part, where the depth to the Moho varies between 30 and 35 km. Our results show a smooth 

Moho boundary that reaches its maximum depth below the Caltanissetta basin. Our model is not 

well consistent northward, where an accretionary mantle wedge has been proposed (Catalano et 

al., 2013). It rather supports a continuous Moho interface not affected by a reverse fault offsetting, 

in agreement with other studies (Roure et al., 2012), which also discarded a vertical Moho 

offsetting and the assumption of the mantle wedge.  

Beneath the Sicily channel rift zone, depth estimates of the Moho and CPT surface are found 

to be shallow, with the Moho lying at less than 22 km and the CPT as shallow as 15 km (Figure 

4.6c), in agreement with previous studies (Civile et al., 2008). CROP seismic data confirmed that 

this zone is dominated by a NW-SE-trending system of right-shear faults and associated NNE-

SSW left-strike-slip faults (Finetti et al., 2005). The shallow spectral depth estimates together with 

the positive Bouguer anomalies and relatively elevated heat flow, further confirm the hypothesis 

that the crust is thinning in this region.  

There is a clear correlation between the crystalline top and the Moho boundary surfaces. To 

this regard we observe that both the crystalline basements from gravity and magnetic fields present 

independently similar trends (Figures 4.4a and 4.4b). On the other hand, the Moho and the Curie 

isotherm surface also show independently such crustal depression. We remember that the Curie 

isotherm surface in a low heat-flow region (the Caltanissetta basin) is expected to resemble the 



149 

 

Moho depth. Thus, taking into account that these results come from independent analyses of two 

very different geophysical quantities we are confident in being the Moho and crystalline basement 

rather correlated. 

Finally, we give some information about the uncertainty of the spectral depth estimates used 

to build the crystalline, Moho and CPT surfaces using the standard error estimation method 

adopted by Kumar et al. (2020). To this end, we found depth errors varying from 0.6 to 1.8 km for 

the crystalline top and ranging 2.3 - 4 km for the Curie isothermal surface and Moho boundary.  

 

4.7  Conclusions 

 

Potential fields are important to interpret shallow and deep crustal structures of a region, 

thanks to the unique information deriving from their complete coverage of measurements. This is 

particularly true where direct information or other geophysical information is lacking. By these 

methods, we have here studied the Sicily Island, which represents an exceptional laboratory, 

characterized by a complex geological and geothermal setting. 

We show that gravity data are particularly useful to successfully reconstruct the surface of the 

carbonate top. The resulting model was constrained by the available geological data of the 

outcropping carbonate, well-log and seismic data. Unfortunately, many well logs have not been 

utilized because not intercepting the carbonate surface; nevertheless, our model is consistent and 

indicates in these areas a deeper carbonate basement top. As expected, the main limitation is that 

gravity modeling is unable to identify the boundary between geological units having similar 

density values, as observed in the Hyblean region. 



150 

 

Regarding the deepest structures, the spectral analysis on both gravity and magnetic fields 

confirmed to be a powerful technique of depth estimation, which is independent on a-priori 

information from other data. We have shown that the crystalline top as well as the Moho and the 

Curie-isotherm surfaces may be successfully estimated using variable window sizes for different 

geological provinces. We also pointed out that gravity field data are more suitable to model the 

crystalline basement top in regions affected by volcanism and intrusive magmatism. The maps 

obtained from gravity and magnetic data show indeed some differences which have been addressed 

to the intense contribution of highly magnetized intra-sedimentary bodies within the upper crust, 

which may affect sensibly the estimation of the magnetic basement surface. The crystalline depth 

map obtained by gravity data is, instead, smoother and less sensitive to the effects of intra-

sedimentary intrusive bodies.  

Modeling of the Moho and Curie isotherms has been a difficult task, because of the complex 

geological scenario and the presence of extended volcanic and hot crustal provinces. The choice 

of appropriate windows size is crucial since, in regions of high heat flow and low crustal thickness, 

a large window extent could include anomalies from the neighboring regions and consequently 

affect the estimation of the Curie and Moho depth in both areas. On the other hand, a relatively 

large window size was adopted above cold areas, where sources are expected to be particularly 

deep. Our gravity-based Moho depth provides a new image of the gravity Moho over the whole 

Sicilian territory and a valid upgrade of previous models where seismic surveys are not available. 

The Curie-isotherm surface model of Sicily shows a variable thermal setting of Sicily, in good 

accordance with the estimated heat flow offshore and onshore.  

This study shows that both gravity and magnetic methods may be considered as efficient 

techniques for characterizing structural and lithologic changes resulting from significant 
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subsurface density and magnetization contrasts. Moreover, we believe that our modelled deep 

structures, such as the Curie isotherm surface, could represent a valid contribution to the 

understanding of the geothermal potential of Sicily, which is among the most geothermically 

promising regions in Italy. 
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Chapter 5 

Thermal Modeling 

5.1 Introduction 

 

The knowledge of subsurface temperature distribution is very important to identify potential 

geothermal regions and understand a variety of geologic processes, though it is one of the most 

poorly known geophysical parameters. All conduction, convection, and advection heat transfer 

mechanisms may affect the temperature distribution in the crust and mantle. The conductive heat 

transfer mechanism dominates in stable regions, whereas advective heat transfer system which is 

accompanied through moving solids or fluids is common in active deformation regions (e.g., Della 

Vedova., 2001). Analytical solutions that allow for the determination of exact subsurface 

temperature distribution are limited in application. Numerical computing techniques allow for 

complex heat transfer problems to be solved rapidly numerically. These numerical techniques 

include the finite difference method (FDM), finite element method (FEM), and the finite volume 

method (FVM). These numerical techniques yield an approximate temperature model at discrete 

points. Thus, depending on the geological complexity of the region, one may consider one of these 

heat transfer mechanisms to determine the distribution of subsurface temperature, given 

information about the temperatures or heat fluxes on the boundaries, thermal conductivities, and 

the sources of heat production.  

For example, to obtain temperature distribution information in the crust and mantle, the surface 

observations (e.g., surface heat flux) could be extrapolated to the lithosphere base using the heat 

conduction model (e.g., Cermak and Bodri, 1986; Chen et al., 2014; Berntsson et al., 2017). 

However, measurement of temperature and heat flow from boreholes are neither uniformly 

distributed nor consistently deep, and thus they are not enough in inferring deep thermal 
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distributions. Moreover, in young and active regions the temperature distribution could be 

significantly affected by near surface processes and may completely hinder the deep heat flow 

component. Considering the surface heat flow in such regions to be representative of the deep 

thermal state may lead to wrong geotherm and thermal models (Della Vedova., 2001). Also, we 

need to know the boundary conditions at the top, bottom, and vertical boundaries. Although, the 

surface and vertical boundaries can easily be assumed, the bottom boundary is usually unknown.  

To partially alleviate the above-mentioned problems, Curie temperature isotherm (580oC), 

estimated from magnetic data can be used as a constraint to map the subsurface temperature 

distribution, by assigning to a lower thermal boundary condition of a crustal model. Mather and 

Fullea (2019), for example, constrained the geotherm beneath the British Isles from Bayesian 

inversion of Curie depth. In addition to the boundary conditions, thermal conductivity, heat 

production, and density of the subsurface rocks is required to get the subsurface temperature 

distributions. In the subsequent sections we will discuss the thermal model of Southern Italy. We 

will assume a steady state heat conduction and use constraints by magnetic, gravity and heat flow 

data. We will also discuss the implications of the results for the geothermal potential in the region.  

5.2  Temperature and surface heat flow distributions 

 

Volcano-tectonic regions are promising zones for geothermal energy prospecting. Italy is one 

of these regions which possesses a remarkable geothermal potential (e.g., Minissale, 1991; 

Montanari et al., 2015; Minissale et al., 2019). The presence of many active faults, highly fractured 

Mesozoic carbonate rocks, and high geothermal flow makes Italy one of the best candidates for 

geothermal resource exploration and exploitation. The heat source is evident in the form of 

volcanic activities and hot springs escape to the surface (e.g., Minissale, 1991; Montanari et al., 



162 

 

2015). Several high enthalpy areas coincident with the Roman magmatic province, active 

volcanoes around Naples (Ischia and the Phlegrean Fields) and the Sicilian volcanic islands have 

been identified (e.g., Minissale et al., 2019).  

Based on several previous studies, a map of the distribution of the surface heat flow (e.g., Della 

Vedova et al., 2001) and temperature distribution to 3 km depth of the Italian peninsula was 

prepared (e.g., Cataldi et al., 1995; Trumpy and Manzella, 2017). Both the temperature and heat 

flow distribution maps were compiled from temperature and heat flow data collected from 

hydrocarbon wells, geothermal boreholes, geysers, and hot springs.  

To calculate the value of the heat flow, the temperature gradient measured in a borehole or in a 

deep hydrocarbon well should be multiplied by the mean thermal conductivity of rocks from the 

same location. The individual heat flow values together with the temperature gradient of the 

borehole and other geochemical data were then compiled and interpreted in terms of the heat flow 

distribution and thermal structure of the region (Figure 5.1).  

Very high heat flow values (>200 mW/m2) are recorded in the areas of Tuscany, Latium, and 

the central-southern Tyrrhenian Sea. The exceptional high heat flow values over the southeastern 

Tyrrhenian Sea are most likely due to the superimposition of the effects of lithospheric extension 

and local asthenospheric intrusions (Zito et al., 2003).  Both the Adriatic Sea and Ionian Sea are 

generally characterized by low heat flow anomalies (30 - 40 mW/m2) which is possibly due to the 

excessive recent sediment deposition and to the composition features of an old oceanic crust, 

respectively.  

Although the surface and shallow heat flow and temperature distributions are fairly known, 

there are limited works as far as thermal modeling of the deep crust is concerned. Map of 

http://geothopica.igg.cnr.it/
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temperature distribution of the Apennines at 1 km, 2 km and 3 km depths was elaborated (Cataldi 

et al., 1995; Trumpy and Manzella, 2017). Few geotherms of the upper crust for selected regions 

have also computed (e.g., Della Vedova et al., 2001). Zito et al. (2003) built a thermal model of 

the southeastern Tyrrhenian Sea. Solaro et al. (2007) built a single 2D thermal state model across 

the Southern Apennines, whereas Tumanian et al. (2012) studied the regional thermal structure of 

the Italian peninsula using 1D heat conduction model using heat flow. Recently, Castaldo et al. 

(2017) studied the role of thermo-rheological properties ground deformation pattern of the crust 

beneath Ischia island (Southern Italy).  All these studies have been constrained by surface heat 

flow data.  In this study, we build both 1D and 2D thermal models to study the thermal state of 

Southern Italy, constrained by Curie temperature. 

 

Figure 5. 1 Heat flow map of Italy (after Della Vedova et al., 2001) 

 

5.3 1D thermal modeling 

 

We will first assume a 1D heat conduction equation. In one dimension (1D), the heat conduction 

equation can be written as follows (e.g., Simpson, 2017):  

http://geothopica.igg.cnr.it/
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𝜌𝑐
𝜕𝑇

𝜕𝑡
= 𝑘

𝜕2𝑇

𝜕𝑧2
+ 𝐴𝑝                                                                                                                (5.1) 

where T is the temperature, z is depth, t is the time, 𝜌 is the rock density, c is the specific heat 

capacity, k is the thermal conductivity, and Ap is the rate of internal heat production.  

For steady state heat conduction model, equation (5.1) is simplified to: 

𝜕2𝑇

𝜕𝑧2 +
𝐴𝑝

𝑘
= 0                                                                                                                         (5.2) 

The finite difference approximation of equation (5.2) is given by: 

𝑇𝑖+1−2𝑇𝑖+𝑇𝑖−1

𝛥𝑧2 +
𝐴𝑝

𝑘
= 0                                                                                                           (5.3) 

Based on equation (5.3), we computed the temperature distribution of the southern Italy, using 

the Curie temperature as the lowest boundary of the model. In this model, the surface temperature 

and the temperature at the Curie temperature points (580 oC) were imposed as Dirichlet boundary 

conditions for the top and bottom of the model.  

We report in Table (5.1), the different thermal parameters used for our computation. These data 

are based on the information gathered by numerous institutions and authors.  

In addition, the heat production distribution within the individual crustal layers was also tested 

by considering different assumptions:  

(a) simple exponentially decreasing heat production in the whole crust,  

(b) constant heat production corresponding to the values above within each layer, and  

(c) exponentially decreasing heat production within each layer. 
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Table 5. 1 Thermal parameters used for thermal modeling. 

Rock types/layers k (W/moC) Ap (W/m3) 

Carbonates and volcanic rocks (based on the depth to the top of 

magnetic sources) 

2.5 1 

Lower crust (based on the depth to the bottom of magnetic 

sources) 

2.2 0.8 

Upper mantle 3.2 0.01 

 

Examples of geotherms for different geological provinces are shown in Figure 5.2. The 

behavior of geotherms is different for the different geological provinces (Tyrrhenian Sea, Ischia 

and Phlegraean Fields, Apennines, and Adriatic Sea). 

 

Figure 5. 2 Modelled geothermal gradients based on the assumption of steady state conduction for the Tyrrhenian Sea, 

Apennines, Ionian Sea, and Adriatic Sea. 

 

Alternatively, given surface heat flow and surface temperature, equation 5.1 can be solved 

analytically to derive 1D steady state geotherm, which also requires thermal conductivity (k), 
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surface temperature (T0), and heat production (Ap) as input. Thus, for steady state condition, 

integration of equation 5.1 gives (e.g., Turcotte & Shubert, 2014)  

𝜕𝑇

𝜕𝑧
= −

𝐴𝑝

𝑘
𝑧 + 𝐶1                                                                                                                         (5.4) 

where C1 is constant of integration. We can evaluate C1 if we specify the surface heat flow, 𝑄𝑜 =

𝑘
𝜕𝑇

𝜕𝑧
, as a boundary condition at z = 0: 𝑄𝑜 = 𝑘𝐶1   or     𝐶1 =

𝑄𝑜

𝑘
, then substituting this back into 

equation 5.4: 

𝜕𝑇

𝜕𝑧
= −

𝐴𝑝

𝑘
𝑧 +

𝑄𝑜

𝑘
                                                                                                                        (5.5) 

Again, integration of equation 5.5 yields: 

𝑇 = −
𝐴𝑝

2𝑘
𝑧2 +

𝑄𝑜

𝑘
𝑧 + 𝐶2                                                                                                            (5.6) 

where C2 is another constant of integration. Since T = T0 on z = 0, we find: 𝐶2 = 𝑇𝑜. The geotherm 

is then given by 

𝑇 = 𝑇𝑜 +
𝑄𝑜

𝑘
𝑧 −

𝐴𝑝

2𝑘
𝑧2                                                                                                               (5.7) 

If the layer has thickness 𝛥𝑧, then the temperature (𝑇𝑖 + 1), and heat flow (𝑄𝑖 + 1), at the bottom 

of each layer are determined from the temperature (Ti), and heat flow (𝑄𝑖), at the top of each layer 

by (e.g., Chapman, 1986; Hasterok and Chapman, 2011): 

𝑇𝑖+1 = 𝑇𝑖 +
𝑄𝑖

𝑘𝑖
𝛥𝑧𝑖 −

𝐴𝑝𝑖

2𝑘𝑖
𝛥𝑧𝑖

2                                                                                                     (5.8) 

And if the radioactive heat generation distribution within different crust layers is 

obtained, the heat flow contributions of different crustal layers can be calculated by equation (5.9) 
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𝑄𝑖+1 = 𝑄𝑖 − 𝐴𝑝𝑖𝛥𝑧𝑖                                                                                                                   (5.9) 

where Api and ki are the intra-layer heat production and conductivity, respectively. The layer 

thickness is given by 𝛥𝑧𝑖. In our case, the vertical column is divided into three layers based on the 

crustal structure model. 

We show 1D steady-state model geotherms using Curie temperature (equation 5.3) and surface 

heat flow (5.9) as constraints for the Tyrrhenian Sea, Apennines, and Ionian Sea (Figure 5.3).  

  

 

Figure 5. 3 An example of  geotherms constructed from Curie depth points and surface heat flow data.  
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The comparison is important to understand how the geotherm varies with depth using surface 

heat flow and Curie temperature as alternative constraints. There is a good match between the 

models obtained using Curie points as a constraint and surface heat flow in the Tyrrhenian Sea and 

Phlegrean fields (Figure 5.3a, d, e). However, the geothermal gardient calculated from heat flow 

is lower than the thermal gradient obtained using Curie temperature as a constraint in the 

Apennines chain and Ionian Sea.  

Finally, we show in Figure 5.4 the temperature distribution of Southern Italy at different depths, 

using the Curie temperature as a constraint. The model shows high temperature values beneath the 

Tyrrhenian Sea (Aeolian arcs, Marsili and Vavilov basins), Phlegrean Fields, and the Roman 

Magmatic Provinces. The temperature decreases rapidly toward the Apennines chain and 

Calabrian arcs, with a sharp transition at the Tyrrhenian Sea coast-Apennines chain. A similar 

pattern is observed in the Curie temperature isotherm map, Moho depth map, and heat flow data. 

All these observations are well in agreement with the volcano-tectonic activity of the area. Thus, 

the primary source of high heat flow and high thermal gradient in the Tyrrhenian Sea is likely to 

be crustal magmatism. 

Low temperature is estimated along the Apennines chain, Calabrian arc, and at the transition 

between the Adriatic Sea and Ionian Sea. This agrees with the low heat flow values (30 – 40 

mW/m2) of the area, which could be due to limited heat production within the crust due to the thick 

sedimentary cover, or due to shallow ground-water recharge. 
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Figure 5. 4 Temperature distribution maps of the study area at 1, 2, 3, 4, 5, and 6 km depth (a,b,c,d,e, and 

f,respectively), and 3D view of the model (g).  
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Figure 5.4 (continued) 

 

Due to their mathematical simplicity, solutions of 1D model have commonly been used to get 

general information about crustal temperature distributions (e.g., Chapman, 1986; Hasterok and 

Chapman, 2011). However, the idea of a horizontally homogeneous medium may be a great 

simplification of the reality in some cases, which may not be enough to infer the effect of lateral 

thermal variations (e.g., Cermak and Bodri, 1986). This kind of problem could be more significant 

in case of heterogenous geological settings. Thus, to better understand the lateral and vertical 

thermal changes, a two- or three-dimensional solution of the heat conduction equation is necessary 

(e.g., Cermak and Bodri, 1986; Chen et al., 2014; Berntsson et al., 2017).  
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5.4  2D thermal modeling 

 

In a similar fashion, FDM can be used to compute temperature distribution for the 2D heat 

conduction equation. The temperature can be represented by its values T (x, z) on an array of points 

labeled by (x, z), where x denotes the location of a point in the horizontal direction and z denotes 

the location of a point in the vertical direction. In two dimensions (2D), the heat conduction 

equation can be written as follows (e.g., Simpson, 2017): 

𝜌𝑐
𝜕𝑇

𝜕𝑡
= 𝑘(𝑥, 𝑧) (

𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑧2) + 𝐴𝑝(𝑥, 𝑧)                                                                                      (5.10) 

where T is the temperature, z is depth, t is the time, 𝜌 is the rock density, c is the specific heat 

capacity, k is the thermal conductivity, and Ap is the rate of internal heat production. For steady-

state heat conduction, equation 5.10 becomes (Cermak and Bodri, 1986; Li et al., 2014; Berntsson 

et al., 2017). 

𝑘(𝑥, 𝑧) (
𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑧2) + 𝐴𝑝(𝑥, 𝑧) = 0                                                                                         (5.11) 

The boundary conditions of the model consist of a constant surface temperature, the base where 

we specify the heat flux, and the sides where we assume a zero flux, as given as follows (Berntsson 

et al., 2017). 

𝑇(𝑥, 𝑧 = 0) = 𝑇0;         
𝜕𝑇(𝑥=0,𝑧)

𝜕𝑥
=

𝜕𝑇(𝑥=𝐿,𝑧)

𝜕𝑥
= 0;           𝑘(𝑥, 𝑧)

𝜕𝑇(𝑥,𝐿=𝑧)

𝜕𝑧
= 𝑄𝐶(𝑥) 

The above problem is considered as well-posed (Berntsson et al., 2017 and references therein) 

and provided that the heat-flow at the bottom of the model, 𝑄𝐶  and the surface temperature T0 are 

known. Then, one can compute the temperature distribution T (x, z) for the model. Here, we fixed 

the surface temperature T0 to a constant value. The knowledge of temperature or heat flow at the 
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bottom of the model is usually unknown. To fix this problem, we use the Curie temperature 

isotherm (580oC) estimated from magnetic data to calculate 𝑄𝐶  which is then used to map the 

subsurface temperature distribution. Thus, the surface temperature and the temperature at the Curie 

depth points (580oC) were imposed as a Dirichlet boundary conditions for the top and bottom of 

the model, whereas the sides of the model were marked by a zero-heat flux (Neumann) boundary 

condition. The model requires the knowledge of the thermal conductivity and heat production 

distribution within the crust and mantle. In fact, the behavior of the thermal conductivity in the 

crust and mantle is controlled by composition, temperature, and pressure effects (Li et al., 2014 

and references therein). However, without losing generality, approximate values of the different 

parameters can be used for each layer.  

The 2D numerical solution of the heat conduction equation was implemented to calculate the 

deep temperature distributions along several profiles running from the Tyrrhenian Sea to the 

Adriatic Sea and Ionian Sea. To define the crustal structure and the corresponding distribution of 

heat sources, the results of the crustal structure estimated from magnetic data were employed. 

Accordingly, the vertical geological sections were divided in to three major layers. The first layer 

extends from the surface to the top of magnetic sources, which mostly consists of the carbonate 

and near surface volcanic rocks. The thickness of the sedimentary and Quaternary products varies 

from 1 – 5 km in the Tyrrhenian Sea, and increases to 10 – 14 km in the Apennines thrust and fold 

belts and decreases to about 8 -12 km in the Ionian and Adriatic Seas. The second layer extends 

from the top of basement to the bottom of magnetic sources (Curie depth points), mostly consists 

of the lower crust. The bottom layer rises from a depth of 8-15 km in the Tyrrhenian Sea to 30 – 

34 km in the Apennines thrust and fold belts and decreases to 25 – 30 km in the Adriatic and Ionian 

Sea. It is noteworthy, the Curie depth points are the lower boundary of our model. However, in the 
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Tyrrhenian Sea, we extended our model even beneath the Curie depth points. Different values of 

thermal conductivity and heat production values were assigned for each layer according to 

petrological models. The physical parameters used in our model are shown in Table 5.1.  

The calculated temperature distributions of the crust, together with the observed surface heat 

flow in the Southern Italy seems intricately related to the volcano-tectonic history and the physical 

properties of the lithosphere. Examples of vertical section temperature distributions drawn from 

the Tyrrhenian Sea to the Ionian Sea are shown in Figure 5.5. 

 It is evident from all thermal sections the highest temperatures are characteristic of the 

southeastern Tyrrhenian Sea with a temperature of 580oC at about 8 - 10 km. This value is observed 

at about 32 km in the Calabrian arc and the Apennines thrust and fold belts with sharp thermal 

gradient along the Tyrrhenian coast lines. The temperature gradient decreases from about 70oC/km 

in the Tyrrhenian Sea (Marsili basin and Aeolian volcanic arcs) to about 23oC/km in the Adriatic 

Sea and Ionian Sea with significant lateral change. High thermal regimes are also characterized by 

an exceptionally high surface heat flow (surface heat flow Qo > 200 mW/m2). (Figure 5.5).  
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Figure 5. 5 Calculated 2D temperature distributions along profiles running from the Southern Tyrrhenian Sea to the 

Ionian Sea. The dashed green line is the depth to the top of magnetic sources and the dashed red line is the depth to 

the bottom (Curie temperature isotherm).  
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The temperature and heat flow distribution of the Southern Apennines is much more complex 

due to the existence of recent volcanic rocks and active sedimentation. Plenty of geological and 

geophysical studies have confirmed that the Apennines is dominated by thick Mesozoic carbonate 

rocks. The Curie temperature isotherm is estimated to be at 30 km, which is concordant with the 

low surface heat flow values (Figures 5.6). However, there are local relatively high temperature 

gradients in east of Naples, Gargano promontory, southern end of Apulian platform and on the 

Adriatic coast. These high thermal gradients are possibly due to the presence of basement rocks 

close to the surface and the effects of intense uplift and erosion (Della Vedova et al., 2001), or 

because of volcanic rocks and magmatism in and around the Mt. Vulture. A very high thermal 

gradient (580oC at 7 and 8 km) is obtained in the areas coincident with the Roman Magmatic 

Province, rapidly declining toward the Apennines (580oC at 32 km) (Figure 5.6). This rapid change 

is also observed on the surface heat flow. The thermal gradient in the Adriatic Sea shows a 

significant lateral change, which varies from 580oC at 25 km in the northern Adriatic Sea to 30 km 

close to the Dinarides. This change is also observed on the surface heat flow, which could be 

possibly attributed to the crustal uplift in the northern Adriatic Sea.  
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Figure 5. 6 Calculated 2D temperature distributions along frofiles running from the Tyrrhenian Sea to the Adriatic 

sea. The dashed green line is the depth to the top of magnetic sources and the dashed red line is the depth to the bottom 

(Curie temperature isotherm). RMP is Roman Magmatic Province. 

 

5.5  Discussion and its implication for geothermal potential 

 

To build thermal model and assess its implication for geothermal potential, it is important to 

include all available geological and geophysical information for its construction. It is paramount 

to assess the reliability and variability of surface heat flow, subsurface temperature distributions 
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and understand the effect of local disturbing processes. Moreover, although regions with recent 

tectonic activity commonly correlate with higher high heat flow than other stable regions, there 

may not be direct correlation between surface heat flow, the geotherm and deep temperature 

distributions. Some of the problems are due to the heat flow data uncertainty, heterogeneity of heat 

production of continental crust, and lack of clarity in the intensity and effect of local deformation 

activities. These problems might be even more critical in actively deforming areas, like the Italian 

peninsula where strong lateral and vertical variations in the subsurface temperature distributions 

are expected. Within this framework, the geothermal model of the southern Italy has been 

discussed in light of the crustal structure, thermal structure, geological, hydrogeological and 

geochemical context.  

5.5.1 Constraining crustal and thermal structures by potential field methods  

 

Near-surface heat flow and temperature measurements, along with geochemical and geological 

models, are often used to characterize shallow thermal gradient of the crust. However, deriving an 

accurate thermal model of the deep crust is more challenging and requires the knowledge of crustal 

thickness and related thermal and physical parameters. In this case, geophysical models can be 

used to infer deep thermal structures and may help to derive deep thermal constraints. For example, 

global geophysical methods, such as seismic tomography or magnetotellurics, or the seismic 

velocity-temperature conversion techniques are found to be useful to determine and understand 

fluid dominated and convective zones (e.g., Cloetingh et al., 2010; Tumanian et al., 2012). On the 

other hand, gravity data are useful to map the depth to the top of crystalline basement and Moho 

depth, whereas the magnetic data are useful to estimate the depth to the top and bottom of magnetic 

sources (e.g., Milano et al., 2020). Especially, the depth to the bottom of magnetic sources, which 

often is associated with the Curie temperature of magnetite, yields a temperature-depth constraint 
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in the crust (e.g., Mather and Fullea, 2019; Ravat et al., 2016). In this study we focused on the 

potential field data for subsurface imaging due to their regional coverage.  

Our depth models of the crystalline surface inferred from gravity and magnetic spectral analysis 

show a variable morphology characterized by a shallow depth beneath the Tyrrhenian bac-arc 

basin, progressively increasing southward and toward the Apennines thrust and fold belt. Despite 

of local differences from the two estimated depth-models we showed that the gravity-based model 

of the base of the carbonate layer is continuous and smoother than the magnetic basement, 

especially where there are extensive volcanic rocks on the surface or at shallow depth.  

The Moho depth model demarcates the major crustal structure of the region and reveals a 

shallow depth beneath the Tyrrhenian basin, progressively deepening toward the Apennine chain. 

The overall depth trend resembles the anomaly pattern of the region, where positive anomalies are 

associated with shallow Moho and vice versa. This observation agrees well with idea that 

temperature variations within the lithosphere and upper mantle produce density variations reflected 

in the observed gravity field of the region (e.g., Morelli, 1970; Cella et al., 2008) 

The estimated depth to the bottom of magnetic sources may not necessarily represent Curie 

isotherm, and hence it is important to validate against independent geophysical and heat flow data. 

In this study, the inferred depth to the magnetic bottom shows a similar trend as that of the gravity 

model, except below the volcanic areas, where the high heat flow implies a significant shallowing 

of the Curie temperature. Moreover, the estimated depth to the bottom of magnetic source shows 

a good correlation with the heat flow map (e.g., Della Vedova et al., 2001) of the region, where 

shallow depths are related to high heat flow and vice versa. However, there are local discrepancies 

as well.  
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Consequently, using crustal structure, Moho depth, Curie isotherm, surface heat flow, and 

geological models as constraints, we have presented the thermal structure of Southern Italy. Since 

the depth to the Curie depth points are obtained as a single value, we used both the one-dimensional 

(1-D) and two-dimensional (2-D) modeling. The 1-D is used to understand the general temperature 

distributions within the crust, whereas the 2-D modeling allow us estimating temperature 

distributions where strong contrasts in crustal thermal parameters over a short distance is expected. 

In fact, both the 1D geotherms and 2D thermal models delineate contrasting thermal regimes in 

the different volcano-tectonic provinces showing a general increase in thermal gradient from east 

(Adriatic and Ionian) to west (Tyrrhenian Sea) (Figure 5.7). The lateral and vertical variations of 

thermal model, Curie isotherm, and heat flow data is possibly due to variations in crustal heat 

generation, transport of heat by ground water flow and lateral heterogeneity in tectonic and 

magmatic processes. However, there are high local heat flow values within the Apennines. This 

pattern is also visible on the surface heat flow and Curie temperature isotherm maps. It is possible 

that all of the heat may not reach the surface by conduction in active regions, but the importance 

of deriving the depth to the Curie isotherm from magnetic data is that it gives a temperature 

estimate at depth even in non-steady state situations (e.g., Salem et al., 2014) and the linear 

geotherm could still provide reasonable temperature estimates. 
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Figure 5. 7 Calculated 2D temperature distributions along several profiles running from the Tyrrhenian Sea to the 

Ionian Sea.  

 

The high temperature gradient zones are related to the back-arc extension and asthenospheric 

rise in the Vavilov and Marsili basins, subduction related volcanism in the Aeolian volcanic arcs, 

and in the Roman Magmatic Provinces (Figure 5.7). The Southern Tyrrhenian Sea exhibits a 

subduction slab dipping northwest and corresponding to a zone of high seismic velocity, an active 

volcanic belt with a thinned crust, strong gravity and magnetic anomalies and high surface heat 

flow (e.g., Pasquale et al., 1999). Within the southeastern Tyrrhenian Sea, seismic, geological, and 

geochemical studies confirmed the existence of two zones floored with oceanic crust (Vavilov and 

Marsili basins) separated by the Issel bridge. The Moho depth is predicted to be about 10 km in 

both basins. However, our calculated Curie temperature isotherm shows a relatively shallow depth 

beneath the Marsili basin. Our findings may add more evidence to the hypothesis that the Vavilov 

basin is formed earlier than the Marsili basin and that the spreading site moved southeast towards 
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the subduction zone (e.g., Pasquale et al., 1999). Thus, the shallow Curie depth, exceptionally high 

heat flow, shallow Moho depth and the existence of many recent volcanic islands in the 

southeastern Tyrrhenian Sea confirms the migration of the asthenosphere beneath the basin 

southeast ward. For this reason, the Tyrrhenian Sea remains as one of the best places in the world 

for geothermal energy exploration and exploitation. 

Very low temperature gradient is estimated in all sections along the Apennines chain, which is 

possibly related to the subducting slab (Figure 5.8). The Apennine chain is characterized by deep 

Curie temperature isotherm and deep Moho depth and low surface heat flow. 

 

 

Figure 5. 8 Calculated 2D temperature distributions along several profiles running from the Tyrrhenian Sea to the 

Adriatic Sea.  
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5.5.2 Implications for geothermal potential 

 

Quantitative and qualitative assessment of geothermal potential of a region requires an 

integrated modeling of temperature distributions, geological and physical characteristics of the 

reservoir, structural features, hydrogeological conditions and geochemical characteristic of both 

gases and fluids. Within this framework different studies have been conducted aiming at 

geothermal exploration, selecting sites for drilling and resources evaluations (e.g., Minissale, 

1991; Cataldi et al., 1995; Della Vedova et al., 2001; Montanari et al., 2015; Minnisale et al., 2019; 

Trumpy and Manzella, 2017).  

Previous heat flow, temperature, and limited thermal gradient studies provided surface heat 

flow map and temperature gradient maps for up to 3 km depth (e.g., Cataldi et al., 1995). It was 

made by interpolating the temperature measured from shallow boreholes. In addition, abundant 

data collected from different hot springs have provided a detailed model of hydrothermal systems 

(e.g., Minnisale et al., 2019). One of the most important features of the previous studies is a sharp 

transition from the Tyrrhenian Sea to the Apennines, Ionian Sea, and Adriatic Sea. However, the 

results infer little about variation of temperature with depth.  The is true because the thermal 

gradients are governed by lateral and vertical tectonic changes, volcanic activities and associated 

heat sources, and groundwater recharge. Thus, to understand the variation of temperature with 

depth we need deep constraints. In this regard, the Curie isotherm offers a valuable constraint to 

map the temperature distribution of the entire crust.   

Our models reveal a variation of thermal gradient from values greater than 60 oC/km in the 

back-arc extension, Roman Magmatic Province, to values of about 20 oC/km in the Apennines 

chain, Adriatic and Ionian Sea. Moreover, there are relatively high local anomalies with values 

http://geothopica.igg.cnr.it/


183 

 

greater than 30 oC/km in west of Naples, Gargano, and coast of Adriatic Sea, which could be due 

to the presence of basement rocks close to the surface and the effects of uplift and erosion from 

Oligocene to Quaternary (Della Vedova et al., 2001). Some of the high anomaly values are 

associated with known volcanic activities of the area (e.g., Mt. Vulture). 

The estimation of the temperature distributions of the entire crust in this study provides 

additional constraints to the already identified regions for geothermal exploration and exploitation. 

Thus, the findings are essential to define the potential zones for geothermal exploration and 

extraction. The shallow Curie temperature (580oC) at a depth of 7 - 8 km, high surface heat flow 

(>200 mW/m2) in the Marsili basin, Aeolian volcanic arcs and Roman magmatic provinces and its 

recent volcano-tectonic activity can be considered as one of the most favorable conditions for 

geothermal exploration. The shallow Curie temperature, shallow Moho depth, and high heat flow 

are consistent with a crustal thinning regime. The high geotherms beneath the Aeolian volcanic 

arcs, Phlegrean Fields, Roman Magmatic Province are more likely the result of asthenospheric 

uplift and subduction related volcanism. These zones show the existence of high enthalpy 

geothermal systems. The localized intermediate thermal gradients observed in the Gargano 

promontory and Adriatic coast can also be considered as potential geothermal zones. The presence 

of many active faults, highly fractured Mesozoic carbonate rocks, and high geothermal flow makes 

Italy one of the best candidates for geothermal resource exploration and exploitation. 

 

5.6  Conclusions 

 

The agreements of the calculated temperature at the points of the different sections of the several 

profiles, is generally reasonable and satisfies the volcano tectonic history of the region. 1D 
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solutions of the equation of heat conduction provided basic ideas on temperature-depth 

distributions, whereas the 2D models are useful to model more complex geological structures. The 

2D models are especially useful for studying the temperature distributions in the contact zones of 

distinct geologic and tectonic provinces. Both models were constrained by the Curie temperature 

isotherm and crustal structure model obtained from potential field data.  

Both the 1D and 2D thermal models show a clear thermal gradient variation between the 

Tyrrhenian Sea which is characterized by high geotherms and the Apennines which show a low 

geothermal gradient. The hot thermal regimes beneath the Tyrrhenian Sea are related to the 

asthenospheric uplift and recent magmatic activities. On the contrary, the low geothermal gradients 

and related low heat flow values beneath the Apennines and Calabrian could be related to 

groundwater flow and subduction. However, there are local relatively higher thermal gradient and 

high heat flow values which are related to basement uplift or magmatic intrusions and associated 

volcanic activities. The Curie temperature isotherm provided a useful constraint to estimate the 

deep geothermal gradient, especially where there are limited heat flow data. Also, the difference 

between the some of the geothermal gradients predicted using heat flow and Curie isotherm may 

reflect how surface and near surface processes affect the model. Especially, the difference is more 

evident within the Apennines, where the near surface processed are more significant. The thermal 

gradients predicted beneath the Apennines are lower than the thermal gradients estimated using 

Curie temperature as a constraint. 

The thermal models, Curie temperature isotherm, and heat flow data have profound 

implications for geothermal exploration. From the models, areas that are characterized by high 

thermal gradients and high heat flow (Aeolian volcanic arcs, Phlegrean Fields, Roman Magmatic 

Province) can be considered for further detail exploration. Moreover, there is also considerable 
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geothermal potential beneath the eastern corridor of Apennines (east of Naples, Gargano, and 

Adriatic Sea coast). The models together with the presence of many active faults, highly fractured 

Mesozoic carbonate rocks, and high geothermal flow make promising zones for geothermal 

resource exploration and exploitation. 
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Chapter 6 

Conclusion and Future perspectives 

 

6.1  Conclusions 

 

Mapping the subsurface structure and estimation of subsurface temperature distributions are 

important parameters to understand a variety of geologic processes and assess the geothermal 

potential of a region. However, modelling large-scale crustal and thermal structures is somewhat 

challenging along complex geological scenarios, which requires broad integration of different 

geological and geophysical data.  

In this study we have shown that potential field methods may represent a necessary tool to 

image the subsurface geology, especially where direct information or other geophysical 

information is lacking. By these methods, we have modelled the crust of the southern Italy, a region 

where knowledge of the deep geological and geothermal setting has still open questions.  

Due to the very different kinds of spectral methods, we reviewed the theoretical models, 

practical applications, and limitations of the different spectral techniques applied in estimating 

depth to anomalous sources and presented in a simplified way. We analyzed and synthesized the 

different spectral techniques assuming a statistical ensemble of homogeneous sources, random 

uncorrelated distributions and fractal models. We unified the approaches by reformulating all the 

common spectral expressions in the form of a product between a depth-dependent exponential 

factor and a factor, which we call spectral correction factor, that incorporates all the a priori 

assumptions for each method. This kind of organization might be useful for practitioners to quickly 

select the most appropriate method for a given study area. Practical constraints on the depth 

estimation and intrinsic assumptions/limitations of the different approaches are examined by 
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generating synthetic data of homogenous ensemble sources, random and fractal models as well as 

real data. We addressed the statistical uncertainty of depth estimates using error propagation on 

the spectral slope. 

The spectral depth estimates allowed to contribute to the knowledge of the regional-scale depth 

crustal structure of Southern Italy. Overall, depth models of the crystalline surface inferred from 

gravity and magnetic spectral analysis show a variable morphology characterized by a shallow 

depth beneath the Tyrrhenian bac-arc basin, progressively increasing southward and toward the 

Apennines thrust and fold belt. Despite of local differences from the two estimated depth-models 

we showed that the gravity-based model of the base of the carbonate layer is continuous and 

smoother than the magnetic basement, especially where there are extensive volcanic rocks on the 

surface or at shallow depth. 

We have verified that the Curie temperature isotherm provided a valuable constraint for 

estimating the subsurface temperature distributions. We used results of spectral analysis of 

magnetic data to derive the depth to the bottom of a magnetic layer, which can be associated with 

the Curie temperature of magnetite and, hence, yields a temperature-depth constraint in the crust. 

Other essential information is derived from the crustal structure model (crystalline basement and 

Moho depth), surface heat flow, controlled-source seismic profiles, magnetotellurics, and 

measurements of crustal radiogenic heat production and thermal conductivity within the 

subsurface layers.  

Finally, we derived the crustal temperature distribution of Southern Italy which is characterized 

by a rapid change of temperature gradient decrease from the Tyrrhenian Sea to the Adriatic Sea. 

A low thermal gradient is observed in most parts of the Apennines. The thermal model together 



190 

 

with the computed Curie temperature isotherm, gravity, heat flow, geological model and well log 

data allowed us to provide a comprehensive geothermal model and allow identifying areas of 

higher temperature and heat flow and potential interest for geothermal exploration in Southern 

Italy. The knowledge of temperature distribution, together with the presence of many active faults, 

highly fractured Mesozoic carbonate rocks, and high geothermal flow makes the region favorable 

for geothermal resource exploration and exploitation. 

6.2  Future perspectives 

 

In this study we consider only 1D and 2D models to compute the crustal temperature 

distributions. For the sake of mathematical simplicity and the fact that it can be expressed in 

analytical form, the 1D may provide the general ideas of crustal temperature distribution. Where 

strong contrasts in crustal thermal parameters over a short distance is expected, 2D or 3D 

modelling is required to compute temperature distributions within the crust.  However, more 

geological and geophysical information regarding the structure and associated physical parameters 

will be needed. 

Moreover, in this study we showed the application of temperature-depth constraints for deriving 

geotherms assuming steady state heat conduction model. However, the same model can be used 

also to derive geotherms in transient temperature regimes, where steady-state assumptions may 

lead to an oversimplified.  

Although deriving the depth to the Curie isotherm from magnetic data provides a temperature 

estimate at depth, even in non-steady state situations, and the linear geotherm could still provide 

reasonable temperature estimates, a transient heat conduction needs to be further verified, 

especially where all of the heat sources may not reach the surface by conduction in active regions 
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like the Tyrrhenian Sea. In active oceanic regimes (e.g., Tyrrhenian Sea), moreover, results of a 

half-space cooling model for oceanic heat flow and temperature (e.g., Zito et al., 2003) needs to 

be compared with temperature-depth results derived from the spectral analysis of magnetic data.  

Finally, especially in areas where there is significant reservoir, we would need to evaluate the 

thermal effects of the interplay of free convection and topographically driven groundwater flow in 

the permeable reservoir domain (e.g., Montanari et al., 2017).  
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