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Chapter 0. Abstract

Abstract

The power network is a key critical infrastructure for our everyday life. While there
is a wide range of studies dealing with the modelling and control of power network
components and their coordination for power generation, the links among different
modelling approaches and control strategies are still not clear enough in the control
theoretic literature. For this reason, in the first part of this Thesis we provide a review
of the different dynamical models of the components of the power grid from a network
perspective, the control specifications needed for their functioning and the control layers
that fulfill them. As this detailed modelling of the power network can be cumbersome
to handle for control design, we review the Swing Equation as a simplification of the
frequency dynamics of the power network and provide a comprehensible framework to
map each of the components of the power network into a set of parameters of the Swing
Equation. This simpler model allows us to introduce additional control problems on
the power network such as the secondary frequency control problem and the set-point
scheduling problem and we frame these problems into a hierarchical description of the
power network control. As the control architecture of the power network cannot always
compensate the different disturbances it is subject to, we also discuss last resort strategies
to contain failures. Specifically, we introduce the power network islanding problem and
the Intentional Controlled Islanding (ICI) strategies found in literature. After this, we
provide a novel self-organizing solution to the islanding problem based on the migration
of nodes among islands defined by an initial partition of the network. This methods
uses a power balance estimator based on virtual consensus dynamics and a distributed
migration strategy that uses this estimate to decide the migration. Our method finds,
under some assumptions on the network structure and in a finite number of migration
steps, a partition of the power network such that the average absolute power imbalance
remains within a certain bound from the total power imbalance of the power network and
we give an analytical expression for this bound. Finally, we also present work carried
out on a different topic which we focused on because of the pandemic, related with the
network modelling of the spread of COVID-19 in Italy and the development of possible
decentralized containment strategies.
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Chapter 1. Introduction

1 Introduction

A ll of those who are privileged enough to have a steady flow of electrical power,
can barely think of life without it. This high dependency on electrical power

comes with a caveat as its demand grows with human development. In particular, there is
not enough power generation capacity to satisfy the increasing power demand, leading to
the need of constructing and increasing the capacity with new power plants of different
types, including fossil fuel based generation [2]. This threatens the current steps towards
an environmentally friendly power infrastructure as the expansion of renewable energy
usage is not fast enough to cope with the demand [2, 3]. All of this also poses additional
problems to the current infrastructure of the power network, as it has not been designed
neither to transmit higher amounts of power nor to guarantee compliance with renewable
generation.

In a nutshell, the power grid is mainly composed of power generators, power consuming
devices or loads and a set of conductors that connect them, known as transmission lines,
that allow the flow of electrical power. These components interact through three-phase
AC signals that must have the same frequency, being 50 Hz in Europe and 60 Hz in the
US, as keeping this frequency all over the network allows transmission of power [98].
Conventional power generation like hydroelectric and thermal plants are mainly interfaced
with the network through Synchronous Machines (SM), which are devices that convert
the mechanical power into AC electrical power [143]. Many modern power sources like
wind and solar plants are instead mainly interfaced with the network through Voltage
Source Converters (VSC), characterized by only using controlled electrical commutations
to modulate the inputs electrical signal and convert it in appropriate three-phase AC
signals [26, 178].

The functioning of the power network mainly depends on maintaining a balance
between the total amount of power generation and consumption, known as power balance.
The main consequence of the power imbalance is the loss of synchrony of generators that
is then reflected in frequency drift from its nominal value all over the network, causing
transmission problems, and frequency stability issues [58,128]. The network is subject to
a series of disturbances playing against it, that are originated, for example, from a change
in the power generation/demand on a specific geographical zone or even a change in the
infrastructure of the network due to equipment failures. For this reason, a hierarchical
control architecture ensures the network operation by computing a series of compensation
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actions that reject disturbances of different magnitudes and time-scales and keeps the
power balance and the nominal frequency over time. The compensation is then applied
directly to the SMs and VSCs, that can be considered as actuators of the power network.
The hierarchical control architecture is composed of three main layers. The Primary
Layer deals with the local control of SMs and VSCs such that they can provide the desired
power generation and that power can be transmitted with proper three-phase AC signals.
The Secondary Layer provides compensation actions that ensure zero frequency deviation
from its nominal value, guaranteeing frequency stability and power balance. Finally, the
tertiary layer provides power rescheduling after disturbances and provide technological
constraints satisfaction related with generation limits and costs.

This classical view of the power network faces new challenges because new phenomena,
devices and requirements, the network was not designed for, are coming into place. Among
these, we have [85]

• the presence in the grid of aging equipment that makes the power conversion and
transmission process inefficient.

• the increase of power demand as a consequence of the rampant power consumption
increase in our households and daily life.

• the insertion of new power generation technologies like solar, wind, etc.

Over the last two decades, we have witnessed the increased need of a change of
paradigm in the power generation, grounded on the need to cope with climate change
and increasing demand. A transition from a fossil fuels based power generation to more
ecological alternatives like solar and wind power based generation is happening, but
penetration of this renewable generation has been found to cause new control issues
throughout the hierarchical control architecture of the power network, e.g., [25,62,76,115],
leading to the more frequent occurrence of major power blackouts [38, 131, 134]. For
this reason, a change of paradigm in the power generation must be accompanied by more
sophisticated control strategies such that these new technologies can also work properly
when connected to the preexisting infrastructure [56, 121].

Therefore, there has been a shift of focus in power network research aimed at solving
the following open problems.

1. Design new primary control strategies for VSCs compatible with the power grid
and able to work under the presence of SM [16,140,158].

2. The traditional power network has relied on the high inertia of the turbines and
SMs as the first defence against large power imbalance disturbances [49]. Then the
increase of renewable power sources, that are characterized by their low or lack of
mechanical inertia, poses a threat to the power network’s stability and new control
tools must be developed [112,115,165].

3. Renewable power sources pose additional problems related to secondary frequency
control and the power generation scheduling because of their uncontrollable and
stochastic nature [22,101]. Although energy storage and load demand management
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Chapter 1. Introduction

[82, 92] technologies have been developed, a complete solution to this problem has
not been given yet.

Even though these control problems are mainly solved at one of the three control
layers, the links between these layers, the control problem they solve and the modelling
approach they use are fuzzy and not well defined in the literature. This, indeed, poses a
barrier for the proposal of new generation technologies and control strategies, as the power
network cannot be studied properly and the compliance with the current infrastructure of
the network becomes cumbersome. In this Thesis we provide a review of the different
components of the power grid from a network perspective, with the aim of understanding
the control specifications of the various layers and the role that each of them has in
satisfying them; also we want to characterise how the control layers interact among
themselves and the power network itself.

Addressing these questions is crucial for understanding the power network dynamics
and for the proper definition of the control tasks needed, so that control and equipment
designers account for the current infrastructure of the power network. To tacke these
questions we propose a review of the primary layer, where the physics and the dynamics
models of the main constituents of the power network is given. We also define the different
control problems faced by each of the generator types and review the different control
approaches that solve these problems (all of this from a micro-scale point of view). Then,
after this, we introduce the secondary and tertiary layers and the different modelling
approaches used. We explain the frequency control problem and the power scheduling
task from a macro-scale point of view. We also show the control strategies that have been
proposed to solve it.

As it is not always possible to guarantee that the power network hierarchical control
architecture will provide proper compensation after a major disturbance (like transmission
lines or generators tripping) last resort strategies have been devised to ensure frequency
stability and power dispatch across sections of the grid. Among these, we find the Inten-
tional Controlled Islanding (ICI) strategies in [?,1,70,130,155], i.e. algorithms to identify
sections of the grid that can isolate and operate independently from it, guaranteeing a
better degree of resilience to extreme events such as cascading failures by ensuring that
power can be dispatched at least in some portions of the faulty grid. Also, the presence
of storage devices in networks dominated by distributed energy generation makes it
possible to isolate the power network into multi-microgrids or networks of microgrids,
e.g., [13,80,172], allowing the mitigation of contingencies through ICI and giving further
independence to each island.

In spite of the fact that many ICI strategies have been proposed to solve the islanding
problem, all of them, to the best of our knowledge, depend on centralised computations,
that may become a problem for large scale power networks and power networks dominated
by distributed generation. For this reason, we propose a distributed power network
partitioning algorithm that solves the islanding problem in a distributed manner through
self-organized migration of nodes among islands of the power network such that the
average absolute power imbalance of the network remains bounded.

3



1.1. Thesis structure and outline

The distributed solution to the islanding problem that we present can be of great
interest for large-scale power grids management entities with many control areas and/ or
large amounts of distributed generation, as it allows to decide a suitable power network
partition in a distributed manner without sharing sensible information like generation
costs and without the need of centralised computations, that can become impractical in
the large scale setting.

As the pandemic struck during the course of this PhD, this Thesis also reports work
carried out to model the epidemic by considering a regional network of Italy, with the
aim of suggesting new possible mitigation strategies. The Appendix A contains a brief
summary of this work. For further details, see [52].

1.1 Thesis structure and outline

The outline of the Thesis can be given as follows:

Chapter 2 presents an overview of the main components of the power network at
a micro-scale, by explaining the physics behind their functioning and introducing a proper
modelling approach of their nonlinear dynamics. Being the SMs and the VSCs the main
actuation of the power network, we compare them from a control oriented perspective by
highlighting their main inputs and outputs, and the role they play in the energy conversion
process. We then introduce the electrical model of the power grid, which aims at modelling
the interaction between all power network components with the aid of graph theoretical
tools. After this modelling overview, we describe the primary control layer, in charge
of controlling the power network at the generators level. We present the main control
specifications that a generator must fulfill, its relation with the overall power network
operation, the main control approaches that have been proposed in literature and how they
fulfill these specifications.

Chapter 3 describes the power network as a complex system. First, we introduce the
Swing Equation as a simplified model of the power network and then, through singular
perturbation tools, we unveil the characteristic time-scale separation of the electrical
model of the power grid, allowing us to show how this highly complex model can be
simplified into the swing equation itself. We then explain how each of the components of
the power network can be modelled using the swing equation, highlighting its simpler
modelling capabilities.

Chapter 4 explains the control architecture of the power network as a whole, encompass-
ing the control task of the primary layer, explaining the role of the secondary and the
tertiary layer and the mechanisms that make them work together. Finally, a review of the
secondary and tertiary control design is given.
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Chapter 1. Introduction

Chapter 5 presents a novel distributed power network partitioning algorithm, for solving
the power network islanding problem. Our proposal gives the ability to the nodes in
the power network to migrate among the islands of a given initial partition of the power
network, where the migration is decided in a distributed manner such that the average
absolute power imbalance remains within a certain bound. In this manner, we formulate
the islanding problem from a graph theoretical point of view and use the modelling
approach of the Chapter 3 as a proxy for its formulation. Then, we give an overview
of the Intentional Controlled Islanding strategies that have been proposed to tackle the
islanding problem. Hereafter, we explain the rationale behind the distributed solution
of the islanding problem that we propose and introduce the distributed power imbalance
estimator, which plays an important role for the migration decision-making. Subsequently,
the distributed migration strategy is explained. We demonstrate analytically that our
method finds, under some assumption on the network structure and in a finite number of
migration steps, a partition of the power network such that the average absolute power
imbalance remains within a certain bound from the total power imbalance of the power
network, whose expression is given.

Finally, a summary of our results and discussion over their implications, complemented
with possible future research directions, are drawn in Chapter 6.

In the Appendix A of the Thesis, a summary is included of unrelated work carried out
during the PhD related with the modelling of the spread of COVID-19 in Italy and the
proposal of containment strategies.

1.2 List of Publications

The results in this Thesis produced the following publications

• Lo Iudice F.*, Cardona-Rivera R.*, Grotta A., Coraggio M., di Bernardo M. Utilizing
synchronization to partition power networks into microgrids, In preparation (Chapter
5).

• Della Rossa F.*, Salzano D.*, Di Meglio A.*, De Lellis F.*, Coraggio M., Calabrese
C., Guarino A., Cardona-Rivera R., De Lellis P., Liuzza D., Lo Iudice F., Russo G.,
di Bernardo M. (2020). A network model of Italy shows that intermittent regional
strategies can alleviate the COVID-19 epidemic. Nature communications, 11(1),
1-9 (Appendix A).
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Chapter 2. Compositional modelling and control

2 Compositional modelling of the
power grid and the
primary control layer.

A power grid is an ensemble of electric generators and loads interconnected by transmission
lines (See Figure 2.1). The dynamics of each of these three different elements can be
obtained from the physical laws describing their components. In this chapter, we derive
the different dynamical models used to describe them based on first principles and then,
we put these models together with the aid of graph theoretical tools to derive the Power
Grid Electrical Model, which is the most detailed representation of a power grid that
we can offer. After this, we introduce the primary control layer, which is in charge of
controlling the power grid at the micro-scale, using the generators as the actuation of the
network. We present an exhaustive review of the current modelling and control literature
with the aim of giving a unified description of the power grid from a control theoretical
point of view.

Generators
Loads

Transmission Lines

Figure 2.1: The power grid and its components
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2.1. Preliminaries

2.1 Preliminaries

In the following, we introduce a series of definitions and properties that are useful for the
results in the following Chapters.

We consider three phase-symmetric AC variables x(t) written in ABC-coordinates as

x(t) =

xa
xb
xc

 := x̄(t)

 cos(θ(t) + ϕ)
cos
(
θ(t) + ϕ− 2π

3

)
cos
(
θ(t) + ϕ+ 2π

3

)
 (2.1)

where x̄(t) is the amplitude of the signal at time t, θ(t) is a time varying phase and ϕ is a
constant phase lag. Note that xa + xb + xc = 0 ∀t.

We also define the four-dimensional variable

x :=


xa
xb
xc
xr

 =


x̄(t) cos(θ(t) + ϕ)

x̄(t) cos
(
θ(t) + ϕ− 2π

3

)
x̄(t) cos

(
θ(t) + ϕ+ 2π

3

)
xr

 (2.2)

that considers the so-called rotor coordinate and the the AC variable x(t) in (2.1).

2.1.1 Coordinate Transformations
A three-phase AC signal can also be represented in several transformed coordinates, i.e.,
the αβ-coordinates, the DQZ-coordinates and the Phasor representation [64,98]. The
αβ-coordinates can be defined as xαβ = Tαβx with

Tαβ :=

…
2

3

 1 − 1
2 − 1

2

0
√
3
2 −

√
3
2√

2
2

√
2
2

√
2
2

 . (2.3)

As the third component of the product Tαβx(t) is always zero for all possible values of
θ(t), the αβ-transformation projects the three-phase signal x onto R2. In what follows,
we use the rotation matrix:

Rot(η) :=
ï
cos(η) − sin(η)
sin(η) cos(η)

ò
(2.4)

whose derivative with respect to η can be written as

∂Rot(η)
∂η

= −JRot(η) (2.5)

with

J =

ï
0 1
−1 0

ò
. (2.6)
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Chapter 2. Compositional modelling and control

The following matrixes will become useful

J3 :=

 0 1 0
−1 0 0
0 0 0

 , (2.7)

J =

ï
J3 03
0T3 0

ò
, (2.8)

with 03 = [0, 0, 0]T.

Given the αβ-transformation matrix in (2.3) and the rotation matrix in (2.4), we introduce
the DQZ-transformation matrix as

Tdq(η) :=

ï
Rot(−η) 02×1

01×2 1

ò
Tαβ , (2.9)

where the product Tdq(η)x(t) also projects any three phase signal x onto R2. Notice that
Tdq(η) is an orthonormal transformation, so that Tdq(η)

−1 = Tdq(η)
T. Applying (2.9)

to x in (2.1), we obtain the DQZ-representation of the signal x as

xdq :=

 xd

xq

x0

 = Tdq(η)x =

…
3

2
x̄(t)

 cos(θ − η + ϕ)
sin(θ − η + ϕ)

0

 . (2.10)

The fact that the x0 coordinate in (2.10) is zero ∀t allows us to dismiss it when the
DQZ-transformation is applied to symmetric AC variables as in (2.1), leading to the
DQ-coordinates xdq = [xd, xq]

T.

From (2.10), a relationship between the time derivatives of variables expressed in ABC
and DQZ-coordinates can be established. Specifically, we have

ẋdq = Ṫdq(η)x+ Tdq(η)ẋ.

From (2.5) we can write
Ṫdq(η) = η̇J3Tdq(η)

and by using the inverse transform x = Tdq(η)
Txdq we get

ẋdq = η̇J3xdq + Tdq(η)ẋ. (2.11)

We also define the extended DQZ-transformationxdqr = Tdqr(η)x for the four-dimensional
variables in (2.2), with transformation matrix

Tdqr(η) =

ï
Tdq(η) 03
0T3 1

ò
, (2.12)

which yields the following expression for the time derivative of xdqr
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2.1. Preliminaries

ẋdqr = η̇Jxdqr + Tdqr(η)ẋ. (2.13)

Another representation of a three phase-symmetric AC signal can be obtained by using
the Phasor representation, written as

X⃗ := X(t)ejϕ = X(t) cos(ϕ) + jX(t) sin(ϕ), (2.14)

with X⃗ ∈ C and X(t) being the Root Mean Square (RMS) value of the signal in
ABC-coordinates, defined as

X(t) :=

 
1

T

∫ T

0

x(t)Tx(t)dt. (2.15)

Note that if x̄ is constant, we can write X(t) = x̄√
2
. The phasor in (2.14) can be written

in terms of the DQZ-coordinates for a three phase-symmetric AC variable x. This relation
is the Phasor to DQ-coordinates transformation, which reads

X⃗ =
x̄√
2
cos(ϕ) + j

x̄√
2
sin(ϕ) =

xd√
3
+ j

xq√
3
. (2.16)

2.1.2 Power Definition
In this Thesis, we use the following definition of instantaneous active and reactive
power [5, 133]

p(t) := vTi = vTdqidq, (2.17a)

q(t) := ||v × i|| = vTdqJ3idq, (2.17b)

with v ∈ R3 and i ∈ R3 being voltage and current signals in ABC-coordinates and vdq
and idq its DQZ-coordinates representation. If we assume v and i to posses the same
structure as (2.1) and to posses the same time varying phase θ, we can write

v = v̄

 cos (θ + ϕv)
cos
(
θ + ϕv − 2π

3

)
cos
(
θ + ϕv +

2π
3

)
 , (2.18a)

i = ī

 cos (θ + ϕi)
cos
(
θ + ϕi − 2π

3

)
cos
(
θ + ϕi +

2π
3

)
 , (2.18b)

with ϕv and ϕi as constant phase angles. Substituting (2.18) in (2.17) leads to

p =
3

2
v̄ī cos(ϕv − ϕi), (2.19a)

10
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q =
3

2
v̄ī sin(ϕv − ϕi). (2.19b)

The single-phase average active power is defined as the mean value of the instantaneous
quantity (2.17a) over a period T , defined as [160]:

P :=
1

3T

∫ T

0

p(t)dt. (2.20)

In general T = 2π
ωref

with ωref being a desired common angular frequency of the three-
phase AC signals on a power network.

Now, if we assume that v̄ and ī are constant we can write the voltage and current v and i
in phasor representation as

V⃗ = V
(
cos(ϕv) + j sin(ϕv)

)
, (2.21a)

I⃗ = I
(
cos(ϕi) + j sin(ϕi)

)
, (2.21b)

with RMS values V and I for the voltage v and current i as in (2.15). Given these
quantities, we can define the apparent power

S⃗ := V⃗ I⃗∗ = P + jQ (2.22)

with I∗ being the conjugate of I and Q being the reactive power per phase, written as:

Q =
√
S2 − P 2. (2.23)

With this, and considering voltage and current signals as in (2.18) we can write the active
and reactive power in (2.20) and (2.23) as

P =
1

2
v̄ī cos(ϕv − ϕi) = Re(V⃗ I⃗∗), (2.24a)

Q =
1

2
v̄ī sin(ϕv − ϕi) = Im(V⃗ I⃗∗). (2.24b)

Given the Phasor to DQ-coordinates transformation in (2.16) and the expressions in (2.18)
we define the active and reactive power in terms of the DQZ-coordinates as

P =
p

3
=

1

3
(vdid + vqiq), (2.25a)

Q =
q

3
=

1

3
(vdiq − vqid). (2.25b)

Note that both (2.24) and (2.25) assume that v̄ and ī are constant.

11



2.2. Generator models

2.1.3 Useful Identities
As it will become useful for some computations , we consider the harmonic addition
identity as [173]:

a cos(x) + b sin(x) = sgn(a)
√
a2 + b2 cos

Å
x+ arctan

Å
− b

a

ãã
. (2.26)

2.2 Generator models

2.2.1 The synchronous machine
Synchronous Machines (SM) are devices that transform mechanical energy into electrical
energy relying on Faraday’s law of electromagnetic induction. Inside a SM, a rotating
magnetic field induces a time varying voltage on static coils. These machines are generally
made of two main parts, a stator and a rotor [98]. The rotor is a mechanical device that
transmits the mechanical energy coming from a flywheel rotating at an angular frequency
ωm and is surrounded by a DC magnetic field with Np poles. These magnetic poles are
generated by a coil array called the field windings or by a set of permanent magnets.
The purpose of the rotor is to magnetically induce three-phase AC currents with angular
frequency ω on the stator, the latter being formed by a set of coils (one per phase). The
magnetic field coupling between the rotor and the stator allows the transformation of
mechanical energy into electrical energy. Both the electrical and mechanical angular
frequencies, ωm and ω, are related through the expression ωm =

Np
2 ω.

Considering a flywheel dynamics with mechanical damping [44, 142, 166], we can write
the rotor’s rotational motion dynamic, as

θ̇ = ωm, (2.27a)

Mω̇m = −Dωm − τe + τm, (2.27b)

where M is the inertia constant, D is a mechanical friction coefficient and θ is the angular
position of the rotor. In the following, we consider a two-pole SM for simplicity, implying
that ωm = ω. The mechanical torque τm is an input coming from an external power
source, a steam turbine for example, whose output is controllable. The electrical torque
τe is induced by the magnetic field inside the coils but, before giving its expression, the
magnetic field dynamics must be introduced.

We consider a SM with a single-field winding [31,71], which is a simplification of the
more general Three-Damper-Winding model in [142]. This simplification assumes that
the aggregated effect of the damper windings can be modelled by only one flux linkage λr

and is valid for cylindrical rotor SMs which are widely used in thermal, gas and nuclear
power generation [31], (See Figure (2.2)). The main variables of interest on the magnetic

12



Chapter 2. Compositional modelling and control

field dynamics are the flux linkages λ ∈ R4, representing the total magnetic field passing
through each of the coils of the stator (λa,λb and λc) and the rotor coil (λr) of the SM.
Assuming no subharmonics on the magnetic field, the flux linkages evolve according to
the dynamics [31, 71]

λ̇ = −RL−1(θ)λ+ v, (2.28)
with v ∈ R4 being the vector of the voltages on the stator (va,vb and vc) and rotor (vr)
coil terminals (see Figure (2.2)), R the electrical resistance of these coils and L(θ) the
inductance matrix, that describes a linear relation between the flux linkages and the
winding currents i ∈ R4 according to

λ = L(θ)i. (2.29)
Note that all of the three variables λ,v and i are four-dimensional variables as in (2.2).
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Figure 2.2: Representation of the synchronous machine model described by equations
(2.27) to (2.29)

Remark 2.1. Notice that model (2.28) is written in the so-called motor conven-
tion [44], which implies that currents i must change sign when considering the
generator model.

In what follows, we use the definition of inductance matrix given in [71, Appendix C]
for a three-phase SM without saliency terms and for the sake of simplicity, we apply the
extended DQZ-transformation (2.12). Multiplying both sides of (2.28) by Tdqr(θ) and
using (2.13) yields

λ̇dqr = −RL−1
dqrλdqr + ωJλdqr + vdqr, (2.30)
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2.2. Generator models

with J as in (2.8). The matrix Ldqr = Tdqr(θ)L(θ)Tdqr(θ)
T is the inductance matrix in

DQZ-coordinates [71] given by

Ldqr =


Ld 0 0 Le
0 Lq 0 0
0 0 Lsl 0
Le 0 0 Lr

 (2.31)

where Ld, Lq are the direct- and quadrature- synchronous inductances, that are equal in
the absence of saliency terms Ld = Lq = Ls, with Ls being the stator inductance. Lsl is
the armature windings leakage inductance Lr being the field winding self-inductance and
Le =

»
3
2Lsr with Lsr being the stator-to-rotor mutual inductance magnitude.

Remark 2.2. In a more general setting, the direct- and quadrature synchronous
inductances in (2.31) are Ld = Lsl +

3
2 (Ls0 + Lg) and Lq = Lsl +

3
2 (Ls0 − Lg)

with Ls0 accounting for the space-fundamental component of air-gap inductance,
and Lg a term accounting for the precence of salient poles [71].

The main connection between the mechanical and electrical models (2.27) and (2.28) is
the electrical torque τe, whose expression can be derived from the energy conservation
law in the SM coupling magnetic field [142], given by

Hg = He +Hm,

where Hg, He and Hm are the stored energy on the magnetic field, the electrical and the
electromechanical energy, respectively. Since the time derivative of the stored magnetic
energy can be written as [71, 142]

Ḣg = iTλ̇︸︷︷︸
Electrical power

+ τeω︸︷︷︸
Electro-Mechanical Power

(2.32)

and the total derivative of Hg(λ, θ) is

Ḣg(λ, θ) =
∂Hg(λ, θ)

∂λ
λ̇+

∂Hg(λ, θ)

∂θ
ω. (2.33)

By comparing (2.32) and (2.33), the electrical torque can be computed as

τe =
∂Hg (λ, θ)

∂θ
. (2.34)

Now, as the stored magnetic energy can be expressed as Hg(λ, θ) =
1
2 i

TL(θ)i [71], one
can write (2.34) as

τe =
1

2
iT
∂L(θ)

∂θ
i =

1

2
iTdqrJLdqridqr, (2.35)

with J as in (2.8). This allows us to write the electromechanical torque expression in
DQZ-coordinates as
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Chapter 2. Compositional modelling and control

τe = −Leiriq.

Although the SM model (2.30) comes from physical laws, it is not suitable for control
design because the flux linkage λdqr is difficult to measure directly. To avoid this, the
linear relation (2.29), written in DQZ coordinates as

λdqr = Ldqridqr, (2.36)

can be exploited to rewrite the flux linkage dynamics (2.30) as

Ldqr i̇dqr = −Ridqr + ωJLdqridqr + vdqr. (2.37)

Now, rewriting (2.37) in scalar form, we get

Ldi̇d + Lei̇r = −Rid + ωLqiq + vd (2.38a)

Lqi̇q = −Riq − ωLdid − ωLeir + vq (2.38b)

Lsli̇0 = −Ri0 + v0 (2.38c)

Lri̇r + Lei̇d = −Rir + vr (2.38d)

Notice that defining a field winding voltage control action as

vr = Lri̇r + Lei̇d + κ(ir − i∗r ) (2.39)

for some positive κ and given a suitable reference value i∗r , from (2.38d), we can guarantee
i̇r = 0 [31, 56]. Selecting vr as in (2.39) further simplifies the SM model (2.38). Also
notice that (i) equation (2.38c) represents a stable linear system whose input is v0 = 0 for
three-phase stator voltages va, vb and vc of the form in (2.1) and that (ii) the dynamics
of the other state variables in (2.38) are independent of i0 and v0. Then, we can safely
disregard (2.38c). Also consider that we can obtain the SM model in generator notation
by applying id = −id and iq = −iq [142]. With this in mind, we can then write the
following simplified model of the SM in DQ-coordinates:

θ̇ = ω (2.40a)

Mω̇ = −Dω − Leiriq + τm (2.40b)

Ldi̇d = −Rid + ωLqiq − vd (2.40c)

Lqi̇q = −Riq − ωLdid + ωLeir − vq. (2.40d)
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2.2. Generator models

2.2.2 The voltage source converter
Voltage Source Converters (VSC) are devices that serve as interface between a DC power
source, typically a renewable energy source [115,158] and the three-phase AC network.
In this Thesis, we choose the VSC architecture depicted in Figure 2.3 for explanatory
purposes [16, 158, 178]. It is composed of three main stages, the DC power stage,
the power electronics stage responsible of the DC/AC conversion and the AC power
stage. To obtain a model of the selected architecture of the VSC, we start by noting that
the three-phase AC output current i = [ia, ib, ic]

T of the AC power stage must fulfill
Kirchhoff’s Voltage Law (KVL), i.e. [26, 178],

Lfi̇ = −Ri+ vsw − v (2.41)

where Lf and R are the inductance and resistance of the output resistive-inductive filter of
the VSC and v = [va, vb, vc]

T is the three-phase output voltage.

=
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Figure 2.3: Representation of the voltage source converter model described by equations
(2.46)

The switching voltage vsw in (2.41) is a piece-wise smooth control signal depending on
the commutation patterns used to drive the power electronics stage and depends directly
on the DC voltage. It is normal practice to consider that the commutation patterns are
generated via a Pulse-Width-Modulation strategy with a high frequency carrier, whose
harmonics are discarded, allowing the use of an averaged version of vsw [178]. Considering
that the selected VSC architecture (see Figure 2.3) has 6 lossless switches with only two
logical values, we can write the average-switching voltage as [178]

vsw =
1

2
vDCm (2.42)

where vDC is the DC voltage from the power source of the VSC and m = [ma,mb,mc]
T

such that ||m|| ≤ 1 is the averaged amplitude of the modulating signal which allows to
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transform the DC signal from the power source into a three-phase AC signal.

The DC power stage dynamics, instead, are mainly dominated by the voltage of the DC
power source vDC ∈ R and can be obtained by using Kirchhoff’s Current Law (KCL), i.e.,

CDCv̇DC = −GDCvDC − isw + iDC (2.43)

where CDC and GDC are the capacitance and admittance at the input of the VSC, and
iDC ∈ R is the current drawn from the DC power source and isw ∈ R is the switching
input current to the power electronics. Using the expression for vsw given in (2.42), from
(2.45), the average-switching current becomes

isw =
1

2
mTi. (2.44)

Now, as we consider a lossless energy conversion process, the input and output power of
the power electronics stage must be the same, which implies

vDCisw = vTswi. (2.45)

Finally, substituting (2.44) in (2.43), and (2.42) in (2.41), the complete model of the VSC
in ABC-coordinates can be written as

CDCv̇DC = −GDCvDC −
1

2
mTi+ iDC (2.46a)

Lfi̇ = −Ri+
1

2
mvDC − v (2.46b)

The VSC model (2.46) can be expressed in DQZ-coordinates by applying the transforma-
tion in (2.9) as Tdq(θ), with θ being the phase angle of the voltage v, yielding

CDCv̇DC = −GDCvDC −
1

2
mT

dqidq + iDC (2.47a)

Lfi̇dq = −(RI3 − ωLfJ3)idq +
1

2
mdqvDC − vdq (2.47b)

with I3 ∈ R3×3 the identity matrix and J3 as in (2.7). In scalar form we obtain

CDCv̇DC = −GDCvDC −
1

2
mT

dqidq + iDC (2.48a)

Lfi̇d = −Rid + ωLfiq +
1

2
mdvDC − vd (2.48b)

Lfi̇q = −Riq − ωLfid +
1

2
mqvDC − vq (2.48c)

Lfi̇0 = −Ri0 − v0 (2.48d)
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As it has been done for the SM, notice that (i) equation (2.48d) represents a stable linear
system whose input is v0 = 0 for three-phase stator voltages va, vb and vc of the form in
(2.1) and that (ii) the dynamics of the other state variables in (2.48) are independent of i0
and v0. Then, we can safely disregard (2.48d), obtaining the following final model of the
VSC in DQ-coordinates:

CDCv̇DC = −GDCvDC −
1

2
mT

dqidq + iDC (2.49a)

Lfi̇d = −Rid + ωLfiq +
1

2
mdvDC − vd (2.49b)

Lfi̇q = −Riq − ωLfid +
1

2
mqvDC − vq (2.49c)

A summary of all the variables and parameters can be found in Table 2.1.

2.2.3 Comparing the generator models
The generator models (2.40) and (2.46) arise from quite different physical laws. However,
they share several relevant structural similarities as both systems are made of three
stages, power supply, energy storage, and power conversion, that share the same purposes.
[56, 129, 166]. Here we discuss both similarities and differences in these three stages.

• Power supply stage: regardless of the nature of the generator, external power must
be fed to it, whether it is the mechanical torque τm for a SM or the DC current iDC
for a VSC. These external inputs play the crucial role of ensuring power balance
as they are the power source of the network itself. These variables have different
limitations due to the availability of the power source, being, in the case of the DC
input of VSCs, the maximum current ratings defined by the design of the VSC
and the stochasticity of the power generation conditions like the weather define
the actual power limitations. On the other hand, the SMs case is slightly different
as their power supply is controllable within the range defined by technological
limitations.

• Energy storage stage: both SMs and VSCs are characterized by energy storage
devices guaranteeing robustness of the energy conversion. In SMs, the kinetic
energy is stored in the rotor thanks to its large inertia M , while in VSCs, the DC
electrical energy is stored on the capacitance CDC. As the inertia provided by the
flywheel is many orders of magnitude greater than the one provided by the DC
capacitors, SMs are more robust to disturbances compared to VSCs. This must be
compensated with appropriate control actions in the case of the VSCs.

• Power conversion stage: this stage is responsible for converting the external input
into AC power whose frequency must be compatible with that of the grid. SMs
convert mechanical energy into AC electrical energy through the magnetic coupling
between the rotor and the stator, while VSCs convert DC electrical energy into AC
electrical energy thanks to the modulation of the switching sequences of the power
electronics.
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Chapter 2. Compositional modelling and control

Remark 2.3. In some special cases, both systems become structurally equivalent
from a dynamical systems point of view. This happens when the modulating signal m
is designed to confer a virtual inertia to the frequency of the AC signals of the VSC,
emulating the mechanical coupling of a SM (2.27) [183].

Both in SMs and VSCs, the energy storage and the power conversion stages are
inherently linked and determine the performance of the power grid as a whole. To show
this in a quantitative fashion, we derive next the power balance equations for both types of
generators. We start by introducing the total energy in systems (2.30) and (2.46) [56, 71]
as:

HSM =
1

2
Mω2 +

1

2
λT
dqrL

−1
dqrλdqr (2.50a)

HVSC =
1

2
CDCv

2
DC +

1

2
Lfi

T
dqidq (2.50b)

with (2.50) being the Hamiltonian functions of both SM and VSC in DQZ-coordinates
and representing the total energy of both systems. The power balances of both devices
can be obtained by differentiating (2.50a) and (2.50b) with respect to time, which yields

ḢSM = ωMω̇ + λT
dqrL

−1
dqrλ̇dqr (2.51a)

ḢVSC = vDCCDCv̇DC + Lfi
T
dqi̇dq (2.51b)

Substituting the expressions of ω̇, λ̇dqr v̇DC and i̇dq from (2.30) and (2.47) in the power
balances (2.51), and using the flux linkage and current relation (2.36) to write the
expression in terms of the output current idqr, we obtain

ḢSM = −Dω2 + ωLeiriq + ωτm −RiTdqridqr + ωiTdqrJLdqridqr + iTdqrvdqr (2.52a)

ḢVSC = −GDCv
2
DC + vDCiDC − iTdq(RI2 − ωLfJ3)idq − iTdqvdq (2.52b)

As it can be shown that iTdqrJLdqridqr = −Leiriq, then the termsωLeiriq andωiTdqrJLdqridqr
in (2.52a) cancel each other out. Then, decomposing the dot product iTdqrvdqr as
iTdqvdq + irvr we can recast the expression of the power balances of the generators as

ḢSM = iTdqvdq︸ ︷︷ ︸
Power Output

+ irvr + ωτm︸ ︷︷ ︸
Power Input

− (Dω2 +RiTdqridqr)︸ ︷︷ ︸
Power Losses

(2.53a)

ḢVSC = vDCiDC︸ ︷︷ ︸
Power Input

− iTdqvdq︸ ︷︷ ︸
Power Output

− (GDCv
2
DC + iTdq(RI2 − ωLfJ3)idq)︸ ︷︷ ︸

Losses

. (2.53b)

Substituting the right-hand side of (2.51) as the left-hand side of (2.53), and (i) neglecting
the power losses terms in (2.53), (ii) considering that in (2.51) the dynamics of the flux
linkage λdq are faster than the frequency dynamics ω̇ (current dynamics idq faster than
voltage dynamics vDC in the VSC’s case), (iii) assuming that the power consumption of
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the field windings are small (irvr ≈ 0) and that the SM is in generator representation (idq
changes sign), we obtain the relations

ωMω̇︸ ︷︷ ︸
Kinetic energy
rate

≈ ωτm︸︷︷︸
Power Input

− iTdqvdq︸ ︷︷ ︸
Power Output

(2.54a)

vDCCDCv̇DC︸ ︷︷ ︸
DC energy
source rate

≈ vDCiDC︸ ︷︷ ︸
Power Input

− iTdqvdq︸ ︷︷ ︸
Power Output

(2.54b)

The approximations in (2.54) show that power imbalances generate a variation in the
energy stored in the flywheel of the SMs and in the DC condenser of the VSCs respectively.
In the case of SMs, an increase (decrease) of the power output will decelerate (accelerate)
the flywheel, generating a decrease (increase) of the SM electrical frequency. While
the large inertia M of SMs partly mitigates the frequency variations, the frequency
requirements are such that these variations can still jeopardize the correct functioning of
the grid thus eliciting the need of a frequency control feedback loop for the SM. Note also
that in (2.54) the power output depends on the power at the terminals of the generators
as we have p = iTdqvdq as defined in (2.17a). This fact will be of great usefulness when
deriving a simplified network model.

2.3 Load models

The transmitted power is delivered to power consuming devices known as loads. Their
modeling is dependent on the scale of the power network that is being evaluated. At
a small scale, loads can be modeled as the parallel aggregation of passive electrical
elements like resistors, inductors and capacitors, and time varying power demanding
devices [17, 63]. Using the KCL on the schematic proposed in Figure 2.4, a load model
can be written as

Clv̇a +
1

Rl
va +

1

Ll

∫ t

t0

va(τ)dτ + pla(t)v
−1
a = −ia, (2.55)

where the dynamics of the phases b and c are also ruled by the same expression. Here,
Rl,Cl and Ll are the resistance, capacitance and inductance of the passive elements,
pl(t) is the time dependant power demand, i = [ia, ib, ic]

T is the output current to the
aggregated loads and v = [va, vb, vc]

T is the bus voltage.

Although most of the loads are composed of these elements, their aggregate behav-
ior is not completely captured by the model (2.55) due to the presence of more complex
devices like heating and cooling machinery, synchronous motors, etc [136]. To overcome
this problem, loads can be modelled by giving expressions (static or dynamic) for the active
and reactive average load power consumption Pl and Ql in terms of the nodal voltage mag-
nitude v̄ and frequencyω at steady state. Examples of load models that follow this structure
are, among others, the ZIP model [17,136] and the Exponential Recovery Model [83,90].
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Figure 2.4: Load model with passive electrical elements and power source pl(t), described
by (2.55). Note that here we show only one of the three circuits of the three-phase AC
load as all of them are equal when assuming balanced circuits.

The main issue of these models is that the active and reactive power consumption Pl and
Ql must be translated in three-phase currents and voltages i and v at the input of the
aggregate loads, as in (2.55). A load current expression can be given in DQZ-coordinates.
From (2.25) we can write

idq =
3

||vdq||2

ï
vd −vq
vq vd

ò ï
Pl
Ql

ò
. (2.56)

For a more exhaustive review on load modelling, the reader is referred to [17, 136].

2.4 Transmission lines model

Transmission Lines (TL) are electrical conductors used to transmit electrical power from
the generators to the loads. Although transmission line characteristics vary depending on
the amount of power that they must transmit, the dynamic behavior of the lines is taken
into account through a series arrangement of inductive-resistive elements and parasitic
capacitances at its endpoints. In three-phase systems, two components of the system are
connected through three transmission lines, each of them carrying the signal of one phase.
This is known as the π-model of a transmission line [63, 98], given by

Lti̇t = −Rtit + v1 − v2 (2.57a)

C1v̇1 = −G1v1 − it + i1 (2.57b)

C2v̇2 = −G2v2 + it + i2, (2.57c)

where (2.57a) determines the dynamics of the TL conductor, and (2.57b)-(2.57c) the dy-
namics at its end-points, most commonly known as buses. The variable it = [it,a, it,b, it,c]

T

represent the currents flowing on each of the three conductors, parameters Lt and Rt
are the inductance and resistive losses of the TL, variable vk = [va,k, vb,k, vc,k]

T with
k ∈ {1, 2} represents the voltage at the buses of the TL and parameters Ck and Gk

are shunt capacitances and impedances representing parasitic losses. We consider a
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balanced system, so that the parameters are equal for all phases. The bus input current
ik = [ia,k, ib,k, ic,k]

T depends on the component attached to bus k, that is, they are
equal to the Stator Terminal currents on the SM, the Output filter’s current on the VSC
or the output load current. A graphical representation of the model is provided in Figure 2.5.

As stated before, models in DQZ-coordinates become useful for analysis and control
design. To write a DQZ-coordinates version of (2.57), we must apply the transformation
matrix (2.9) on a common reference frame (network reference frame) xdq = Tdq(ωreft)x
to all TL of the network [142], yielding

Lti̇t,DQ = −(RtI2 − ωrefLtJ)it,DQ + v1,dq − v2,dq (2.58a)

C1v̇1,dq = −(G1I2 − ωrefC1J)v1,dq − it,DQ + i1,dq (2.58b)

C2v̇2,dq = −(G2I2 − ωrefC2J)v2,dq + it,DQ + i2,dq, (2.58c)

with I2 ∈ R2×2 the identity matrix andJ as in (2.6). Note that in (2.58) we also can dismiss
the zero coordinate of each of the equations, allowing us to written it,DQ = [it,D, it,Q]

T,
vk,dq = [vk,d, vk,q]

T and ik,dq = [ik,d, ik,q]
T. Note also that the DQZ-transformation

used in (2.58) is different from the DQZ-transformation applied to the SM and VSC
models (2.40) and (2.49) and the load model (2.56). For this reason, when coupling
generators/loads to the TL model, we must apply the Bus-Network transformation (or
Machine-Network transformation) xdq = TBNxdq, which reads [142]:

TBN(δ) = Tdq(ωreft)Tdq(θ)
T =

 cos(δ) − sin(δ) 0
sin(δ) cos(δ) 0
0 0 1

 . (2.59)

with δ = θ − ωreft. This transformation is applied to the generator/ load output current
ik,dq to that we obtain the terms ik,dq in (2.58b) and (2.58c) and we apply its inverse
T−1

BN (δ) = TT
BN(δ) (to the bus voltages vk,dq, so to obtain vk,dq that links the transmission

line dynamics with the generator models (2.40) and (2.49). Note that the last row
and column of TBN(δ) in (2.59) are not considered when the zero coordinate of xdq is
dismissed.
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Figure 2.5: Transmission Line model

2.5 The electrical model of the power grid

The connection of a set of TLs, between geographically distant generators and loads can
be interpreted from a graph theoretical point of view. As a starting point we emphasise
that, in the power network literature, the terms nodes and edges are commonly replaced
with the terms Buses and Branches.

The electrical model of the power grid can then be defined as a connected graph G(V, E)
where generators and loads are considered as a set of N nodes (buses) V ≡ {1, ..., N} and
TLs are considered as a set of M edges (branches) E ≡ {{k1, h1}, ..., {kM , hM}} and a
mapping a→ {ka, ha} that assigns an index a ∈ {1, ...,M} to each edge {ka, ha} ∈ E
with ka, ha ∈ V . The node pairs {ka, ha} of the edge set have an associated positive
direction so that the current (and as a consequence the power) flow is positive from ka
to ha. With this in mind, and based on (2.58a), a model of the transmission network
conductors can be written in DQZ-coordinates as

Lt(k,h)i̇t,DQ(k,h) = −(Rt(k,h)I2 − ωrefLt(k,h)J)it,DQ(k,h) + vk,dq − vh,dq ∀{k, h} ∈ E
(2.60)

withLt(k,h) andRt(k,h) being the inductance and resistance parameters of the transmission
line {k, h} and it,DQ(k,h) is the current flowing from bus k to bus h, with it,DQ(k,h) =
−it,DQ(h,k). The variables vk,dq and vh,dq represent the voltage drops in each of its
endpoints whose dynamics are described by equations (2.58b) and (2.58c) and that can
be written for each node in V as

Ckv̇k,DQ = −(GkI2 − ωrefCkJ)vk,DQ −
M∑
a=1

ek,ait,DQ(k,ha) + ik,DQ ∀k ∈ V (2.61)

with Ck and Gk being the parasitic capacitance and admittance parameters of the k-th
bus, and ek,a the element (k, a) of the incidence matrix E ∈ RN×M defined as
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2.5. The electrical model of the power grid

ek,a =

 1 {k, ha} ∈ E
−1 {ha, k} ∈ E
0 otherwise

which also represents the graph G(V, E). Note that ek,a is positive if the current it,DQ(k,ha)

is assumed to flow from k to ha and negative otherwise. Finally it,DQ represents the
current injected (drawn) from the network by a generator (or load) connected to a bus k.
A graphical representation of this network model can be seen in Figure 2.6

The complete transmission network model (2.60) and (2.61) can be written in matrix
form by using the approach in [15, 63], leading to

Lti̇t,DQ = −Ztit,DQ + (E ⊗ I3)
Tvdq

Cv̇dq = −Y0vDQ − (E ⊗ I3)it,DQ + idq,
(2.62)

being ⊗ the Kronecker matrix product, with it,DQ = [iTt,DQ(k1,h1)
, ..., iTt,DQ(kM ,hM )]

T the
TL’s current vector, vdq = [vT1,dq, ..., v

T
N,dq]

T the bus voltage vector and the input current
vector idq = [i1,dq, ..., iN,dq]. Here we define diagonal matrices Lt, Rt, , G and C

(see Table 2.1 for more details) and matrices Zt = Rt ⊗ I2 − ωref(Lt ⊗ J) and Y0 =
G⊗I2−ωref(C⊗J). Note thatZt = diag(Zt,1, ..., Zt,M ) andY0 = diag(Y0,1, ..., Y0,N )
are block diagonal with blocks

Zt,a =

ï
Rt(ka,ha) −ωrefLt(ka,ha)

ωrefLt(ka,ha) Rt(ka,ha)

ò
(2.63)

Y0,k =

ï
Gk −ωrefCk

ωrefCk Gk

ò
(2.64)

All variables and parameters are summarized in Table 2.1. Until now, we have
discussed the modelling of the power network elements and how they interact with the
power network. To complete the model of a real power network, we have to consider next
the different schemes used to control the generators, which are the main drivers of the
network.
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Figure 2.6: Graphical representation of the transmission lines network model described
by equations (2.60) and (2.61). The nodal current inputs ik are highlighted in red

2.6 Generator’s control: a primary regulation layer

Until now, we have presented the open-loop dynamics of the generators but, to be placed
into the grid, they require a set of local controllers that constitute the so called Primary
Layer of the control architecture of the power network. Complementing the open-loop
generator dynamics given in Section (2.2) with the controllers introduced in this section
yields a closed-loop model of the power network. In what follows, we give the control
specifications for the SMs and the VSCs that can be classified as

2.6.1 Steady state specifications

• Compliant three-phase AC signals All nodal voltage and input current signals of
the network, i.e. i∗ and v∗, must be three-phase AC signals at steady state , that is

v = v̄(t)

 cos (θ(t) + ϕv)
cos
(
θ(t) + ϕv − 2π

3

(
t))

cos
(
θ(t) + ϕv +

2π
3

)
 (2.65a)
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2.6. Generator’s control: a primary regulation layer

Component Variable/Parameter Name

Synchronous
Machines

θ SM rotor angular position
ωm SM mechanical angular frequency
ω SM electrical angular frequency
τm Mechanical torque
τe Induced electrical torque
ir Rotor windings exitation current
L(θ) SM inductance matrix
v = [va, vb, vc]

T Stator terminal voltages
v = [vT, vr]

T SM windings terminal voltages
i = [ia, ib, ic]

T Stator terminal currents
i = [iT, ir]

T SM windings terminal current
λ = [λa, λb, λc, λr]

T SM windings flux linkages
M Inertia constant
D Damping constant
R Stator/output resistance (SM/VSC)
Ls Armature windings inductance
Lsl Armature windings leakage inductance
Lsr Stator-to-rotor inductance
Lr Field windings self-inductance

Voltage Source
Converters

vDC VSC source voltage
iDC VSC source current
vsw Power electronics output voltage
isw Power electronics output current
v = [va, vb, vc]

T Output filter’s terminal voltages
i = [ia, ib, ic]

T Output filter’s terminal currents
m = [ma,mb,mc]

T Power electronics modulation
R Output filter’s resistance
Lf Output filter’s inductance
CDC DC stage capacitor
GDC DC stage admittance

Loads

pl = [pla, plb, plc]
T Time dependant power demand

v = [va, vb, vc]
T Load’s terminal voltages

i = [ia, ib, ic]
T Load’s currents

Pl Average active power
Ql Average reactive power
Rl Load’s resistance
Ll Load’s impedance
Cl Load’s capacitance

Table 2.1: Summary of variables and parameters in Chapter 1

i = ī(t)

 cos (θ(t) + ϕi)
cos
(
θ(t) + ϕi − 2π

3

)
cos
(
θ(t) + ϕi +

2π
3

)
 , (2.65b)
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Component Variable/Parameter Name

Transmission
Lines

vk = [va,k, vb,k, vc,k]
T Buses voltages

ik = [ia,k, ib,k, ic,k]
T Bus input current

it(k,h) = [it,a(k,h), it,b(k,h), it,c(k,h)]
T Transmission line current

Rt(k,h) Transmission line’s resistance
Lt(k,h) Transmission line’s inductance
Ck Bus parasitic capacitance
Gk Bus parasitic admittance
ek,a Incidence matrix element

Network
elec-
tri-
cal
model

N Number of buses
M Number of transmission lines
V Power grid’s node set
E Power grid’s edge set
G(V, E) Power grid’s graph
it = [iTt(k1,h1)

, ..., iTt(kM ,hM )]
T TL currents stack vector

v = [vT1 , ..., v
T
N ]T Bus voltages stack vector

i = [iT1 , ..., i
T
N ] TL input currents stack vector

E Network incidence matrix
Rt = diag(Rt(k1,h1), ..., Rt(kM ,hM )) TL resistive terms matrix
Lt = diag(Lt(k1,h1), ..., Lt(kM ,hM )) TL inductive terms matrix
C = diag(C1, ..., CN ) Bus parasitic capacitance matrix
G = diag(G1, ..., GN ) Bus parasitic admittance matrix
Zt = Rt ⊗ I2 − ωref(Lt ⊗ J) TL impedance matrix
Y0 = G⊗ I2 − ωref(C⊗ J) TL nodal admittance matrix

Table 2.2: Summary of variables and parameters in Chapter 1

for constant phases ϕv and ϕi and time varying phase θ(t) and amplitudes ī(t) and
v̄(t).

• Power set-point following In nominal conditions, a generator must satisfy active
and reactive power demands

lim
t→∞

p = p∗ (2.66a)

lim
t→∞

q = q∗ (2.66b)

with p and q representing the instantaneous active and reactive power computed
with (2.17) and p∗ and q∗ being desired set-points.

• Common frequency and voltage set-point following to guarantee the power
set-point following specifications in (2.66), the whole power system must have the
same frequency ωref and each buses must follow a given voltage set-point v̄∗. This
translates in
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2.6. Generator’s control: a primary regulation layer

lim
t→∞

θ̇(t) = ωref (2.67a)

lim
t→∞

v̄(t) = v̄∗ (2.67b)

Note that we do not give any specification related with the current magnitude ī as
from (2.19) we can write at regime

p∗ =
3

2
v̄∗ī∗ cos(ϕv − ϕi) (2.68a)

q∗ =
3

2
v̄∗ī∗ sin(ϕv − ϕi) (2.68b)

which implies that ī∗ is guaranteed at regime as the values of p∗, q∗, v̄∗, ϕv and ϕi

are already guaranteed by fulfilling specifications (2.65),(2.66) and (2.67),

Remark 2.4. The reactive power specification in (2.66b) and the voltage magnitude
specification in (2.67b) cannot always be simultaneously fulfilled. For this reason,
these specifications are commonly fulfilled by capacitive-inductive banks and FACTS
(Flexible AC Transmission Systems) devices [156] in the case of a SM, which are
beyond the scope of this thesis. In the VSCs, a trade-off can be imposed to ensure
one of the specifications, and this is why VSCs operate in two different modes, being
voltage control or reactive power control [66].

2.6.2 Perturbed steady state specifications
Power imbalances coming from the power grid generate frequency (and voltage) drifts on
the generator terminals with respect to their nominal value ωref (v̄∗), which also propagate
to the power source, changing the turbine rotational speed in the case of the SM or the DC
voltage on the VSC. In some circumstances, these disturbances make the power systems
stabilize onto an equilibrium point with common frequency ω0 (bus voltages v̄0) different
from its nominal value.

When that occurs, it is desired that under a perturbed steady state ω0 (v̄0), the
closed-loop generator changes its active power (reactive power) by an amount inversely
proportional to the steady state frequency difference ∆ω = ω0 − ωref (nodal voltage
magnitude difference ∆v̄ = v̄0 − v̄∗), with change rates

∆p

∆ω
= −κp (2.69a)

∆q

∆v̄
= −κq (2.69b)

where κp ∈ R>0 and κq ∈ R>0 are known as the effective gains of the power source
and their inverse is known as the droop slopes [110]. These specifications apply when
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Chapter 2. Compositional modelling and control

the frequency (and voltage) deviations are inside a narrow operating interval close to its
nominal value |ω−ωref| ≤ |ωmax − ωmin| (|v̄ − v̄∗| ≤ |v̄max − v̄min|). Commonly we will
have [48, 49, 110]:

|ωmax − ωmin|
2π

≤ 2Hz (2.70a)

|v̄max − v̄min|
v̄∗

≤ 20%. (2.70b)

The intervals in (2.70) represent satefy operation ranges that, if violated, require co-
ordinated actions among the power network nodesnlike, load shedding or generator
tripping [110]. In general, a deadband is defined around the nominal frequency ωref

(nominal voltage v̄∗) for actuators protection, so that small power imbalances are adjusted
by the inertial response of the coupled SMs, without the need of any additional power
injection (see Figure (2.7)). It is recommended that the deadband must have a maximum
width of ±0.036 Hz [48].

/ref

+max

+min

+∗

+

/

Deadband

0p

/min /max

(a)

&̅∗

2max

2min

2∗

2

&̅

Deadband

0q

&̅min∗ &̅max∗

(b)

Figure 2.7: (a) Active power p vs frequency ω and (b) reactive power q vs voltage
magnitude v̄ relations that fulfill the small signal specifications in (2.69)
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2.6. Generator’s control: a primary regulation layer

2.6.3 Transient specifications
Reliability is indeed a crucial issue for power grids, and in this framework it translates into
transient specifications for the control system. The controllers must reject any kind of large
disturbances, like short circuits on transmission lines , load shedding, or non-forecasted
weather conditions, which give rise to nonlinear phenomena [37,132]. Although many
control strategies have been proposed to tackle these sources of instability [128, 169, 176]
the transient stabilization of the power system is still and open problem for both the SM
and VSC control [88, 180].

2.6.4 Transient specifications for low inertia power systems
The introduction of renewable energy sources like solar plants or wind turbines have led
to the decrease of the total mechanical inertia of the power systems. This is so, because,
most of these energy sources have low inertia as the wind turbines (compared with steam
turbines) or even do not rely on the electro-mechanical energy conversion provided by SM
like solar plants, and are instead interfaced with the network through VSCs. In addition
to this problem, note that nuclear and coal based power plants have been decommissioned
in the last years, lowering even more the overall inertia of the grid [115].

As inertia decreases, the inertial response of the SMs of the power network are not
enough to reject disturbances and primary controllers are activated more frequently. To
avoid the further worsening of these problems, generators connected to low inertia power
systems must fulfill the specifications [49, 115]:∣∣∣∣dωdt

∣∣∣∣ < α (2.71)

where α ∈ R>0 representing a maximum frequency rate of change. The specification
(2.71) is normally fulfilled by SM-based generation due to the flywheel’s mechanical
inertia.

Remark 2.5. The left hand side of (2.71) is estimated by the ROCOF (Rate-of-Change-
of-Frequency), defined as:

dω

dt
≈ ROCOF∆t =

1

2π

ω(t0 +∆t)− ω(t0)

∆t
(2.72)

where t0 determines the beginning of a failure producing high power imbalance and
∆t a desired prediction time interval (generally ∆t ∈ [0.1, 0.5] sec) [49]

In the following, the control actions deployed for the fulfillment of the previously
introduced specifications are explained. We provide Table 2.3 as a guide.
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Component Control Strategy Control Specification

Synchronous
Machines

Frequency Control

Frequency specification
(2.67a), active power spec-
ification (2.66a) and droop
specification (2.69a)

AVR and PSS Voltage specification
(2.67b)

FACTS Reactive power specifica-
tion (2.66b)

Voltage Source
Converters

DC voltage control Active power specification
(2.66a)

Power Electronics
Control

Voltage specification
(2.67b), Frequency speci-
fication (2.67a), Reactive
power specification
(2.66b), droop specifica-
tions (2.69) and transient
specification (2.71)

Table 2.3: Summary of the control strategies of the SMs and the VSCs and its relation
with the control specifications that they fulfill.

2.6.5 Primary control of synchronous machines

As shown in section 2.6.1, A generator must fulfill specifications (2.65) to (2.67), to be
able to transfer power to the network. In particular, the SM achieves this if the primary
controllers guarantee consistent steady state values for the input torque τm, and the rotor
winding excitation current ir, i.e.

lim
t→∞

ir = i∗r (2.73a)

lim
t→∞

τm = τ∗m (2.73b)

with τ∗m being the desired torque set-point and i∗r a steady state value of the rotor windings
current. In what follows, we define nominal operating condition values for the inputs i∗r
and τ∗m for the SM so that these specifications are satisfied. Consider the SM dynamics in
DQ-coordinates (2.40). At steady state, we will have that:

0 = v∗d +Ri∗d − ωrefLqi
∗
q (2.74a)

ωrefLei
∗
r = v∗q +Ri∗q + ωrefLdi

∗
d (2.74b)
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2.6. Generator’s control: a primary regulation layer

As the specification (2.65) must be fulfilled, we must provide terminal voltages v∗dq =»
3
2 v̄

∗[cos(ϕv), sin(ϕv)]
T and currents i∗dq =

»
3
2 ī

∗[cos(ϕi), sin(ϕi)]
T, which allow us

to write (2.74b) as

i∗r =

…
3

2

1

ωrefLe
(v̄∗ sin(ϕv) + ī∗ (R sin(ϕi) + ωrefLd cos(ϕi))) (2.75)

and by defining the complex impedance Zd = R + jωrefLd and using the harmonic
addition identity (2.26) we can write

i∗r =

…
3

2

1

ωrefLe
(v̄∗ sin(ϕv) + ī∗|Zd| sin(ϕi + ∠Zd)) (2.76)

With this in mind, we can also write (2.74a) as

v̄∗ cos(ϕv) + ī∗|Zq| cos(ϕi + ∠Zq) = 0 (2.77)

with the complex impedance Zq = R+ jωrefLq. As it is not always guaranteed that there
is a value ī∗ that fulfills (2.68), (2.76) and (2.77), the reactive power set-point specification
(2.66b) is often fulfilled by auxiliary devices, as noted earlier in Remark 2.4.

Finally, the steady state value τ∗m that guarantees the fulfillment of the frequency
specification (2.66), which can be computed through equations (2.40a) at steady state, is

τ∗m = Dωref +

…
3

2
Lei

∗
r ī

∗ sin(ϕi). (2.78)

By replacing i∗r from (2.76) and v̄∗ from (2.77) in (2.78) we obtain:

τ∗m = Dωref+
p∗

ωref
+
3

2
ī∗2 (|Zq| cos(ϕi) cos(ϕi + ∠Zq) + |Zd| sin(ϕi) sin(ϕi + ∠Zd)) .

(2.79)
with p∗ as in (2.68a). In the absence of saliency terms (Zd = Zq) and using the harmonic
addition identity in (2.26), (2.79) reduces to

τ∗m = Dωref +
p∗

ωref
+

3

2ωref
ī∗2R. (2.80)

The steady state torque τ∗m ensures constant rotor frequency (ω̇ = 0) and, as a consequence,
that the steady state solution of (2.40a) is θ(t)∗ = ωreft+ θ0. Note that by multiplying
(2.79) by ωref on both sides we obtain

p∗m = ωrefτ
∗
m = p∗ +Dω2

ref +
3

2
ī∗2R. (2.81)

which implies that the total mechanical power p∗m fed into the SM depends on the active
power set-point p∗ and on the internal electrical and mechanical losses.
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However, in real operating conditions, the actual power demand is seldom, if ever,
equal to its desired value p∗. The primary control layer of a SM, a typical architecture
of which is depicted in Figure 2.8, represents the grid’s first line of defense against
perturbations. Consider a SM connected to the power network. From the power network
voltage dynamics in (2.61), power imbalances due to changes in the current flows it(k,h)
propagate on a SM through a variation in the output current i which, according to (2.58),
causes a perturbation in the output voltage v (voltage drops are associated with load
increases, and viceversa). This perturbation propagates through the stator windings
of the SM according to (2.40c) and (2.40d), eventually varying the electrical torque τe
and thus generating a drift of the rotor frequencyω from its nominal valueωref (see (2.27)).

The role of the primary control layer is to adapt the mechanical power fed to the SM
through the torque τm and the field current ir so that the output active, p, satisfy the actual
power demand of the grid (encompassed on the power set-points p∗) while keeping the
rotor frequency ω and the output voltage magnitude v̄ at their nominal values specified by
(2.67a) and (2.67b). To do so, two different control loops are leveraged (see Fig. 2.8),
one denoted as the frequency control loop, and another one composed of the automatic
voltage regulator and the power system stabilizer. We will review the main approaches
to the design of these control loops in what follows.

Frequency Control

The frequency control loop is responsible of increasing the mechanical input power
pm = ωτm (see (2.53a)) fed to the SM to satisfy the power specification (2.66a) and
to restore the rotor frequency ωref , fulfilling specification (2.67a). The SM primary
frequency control can be written as

pm = p∗m + κp(ωref − ω) (2.82)

with p∗m as in (2.81). A proper choice of the gain κp allows for the fulfillment of droop
specification defined in (2.69a). Note that the controller in (2.82) is a simplification
of the SM frequency control architecture as it does not consider any Turbine-Governor
dynamics, i.e., dynamics on the power source of the SM and the actuators used to control
it [112, 135, 139].

Remark 2.6. The proportional controller (2.82) does not ensure perfect regulation of
the frequency. Proper integral control is needed for this task, as explained in Section
4.2.1.
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2.6. Generator’s control: a primary regulation layer

Automatic Voltage Regulator and Power System Stabilizer

The automatic voltage regulator is in charge of ensuring voltage set-point following
specification (2.67b) by ensuring a proper field winding voltage vr at steady state, which
provides the required steady state excitation current i∗r . Traditionally, this is accomplished
through the proportional controller [98]

vr = κe(v̄
∗ − v̄) + uPSS, (2.83)

where the gain κe is tuned based on a linearization of the SM model (2.38) about the equi-
librium corresponding to the nominal operating point defined in section 2.6.1. However,
the automatic voltage regulator alone induces undesired oscillations in the rotor frequency
ω due to the simultaneous action of the frequency control loop. The task of dampening
these oscillations is left to an auxiliary control loop, the power system stabilizer uPSS,
which is commonly in charge of fulfilling transient stability specifications and is designed
as a phase compensator in the traditional architecture portrayed in Figure 2.8.

These two control loops can be designed either sequentially or together, with the
PI control technique in [35], robust control techniques such as H∞ control [23], LQG
regulators [123,138], MPC [141], or self-tuning control [67,77,84] having been leveraged
in the past to account for the changes in the parameters of the linearized system due
to variations of the operating point of the SM. More recently this problem has been
tackled by translating it into an optimization problem [27] or through adaptive dynamic
programming [20].

Exciter
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−
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Figure 2.8: SM’s control architecture. From top to bottom: Automatic Voltage Regulator,
Power System Stabilizer and Frequency Controller.
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2.6.6 Primary control of voltage source converters
In the case of the VSC, the fulfillment of specifications (2.65) to (2.67) depends on
defining consistent steady state values for the DC input current iDC and the modulation
signal m such that

lim
t→∞

iDC = i∗DC (2.84a)

lim
t→∞

mdq = m∗
dq (2.84b)

(2.84c)

with i∗DC being an DC-input current set-point and m∗
dq = [m∗

d,m
∗
q]

T set-points for the
modulation signal m in DQ-coordinates. In what follows, we derive expressions for i∗DC,
m∗

dq.

Consider the output current dynamics of the VSC in (2.49b) and (2.49c). At steady
state, we have

m∗
d =

2

v∗DC

(
v∗d +Ri∗d − ωrefLfi

∗
q

)
, (2.85a)

m∗
q =

2

v∗DC

(
v∗q +Ri∗q + ωrefLfi

∗
d

)
. (2.85b)

By assuming the three-phase voltage and current signals v and i as specified by
(2.65) and (2.67), we can write v∗dq =

»
3
2 v̄

∗[cos(ϕv), sin(ϕv)]
T and currents i∗dq =»

3
2 ī

∗[cos(ϕi), sin(ϕi)]
T, and allow us to write (2.85) as

m∗
d =

2

v∗DC

…
3

2
(v̄∗ cos(ϕv) +Rī∗ cos(ϕi)− ωrefLfī

∗ sin(ϕi))

m∗
q =

2

v∗DC

…
3

2
(v̄∗ sin(ϕv) +Rī∗ sin(ϕi) + ωrefLfī

∗ cos(ϕi))

Defining the complex impedance Zf = R + jωrefLf and using the harmonic addition
identity in (2.26) we get

m∗
d =

2

v∗DC

…
3

2
(v̄∗ cos(ϕv) + ī∗|Zf| cos(ϕi + ∠Zf)) (2.86a)

m∗
q =

2

v∗DC

…
3

2
(v̄∗ sin(ϕv) + ī∗|Zf| sin(ϕi + ∠Zf)) (2.86b)

(2.86c)

Now, the DC stage model of the VSC in (2.49a) is, at steady state
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2.6. Generator’s control: a primary regulation layer

i∗DC = GDCv
∗
DC +

1

2

(
m∗

di
∗
d +m∗

qi
∗
q

)
Considering three-phase voltage and current signals v and i as specified in (2.65) in
DQ-coordinates and the steady state value of the modulation signal in (2.86), we can then
write

i∗DC = GDCv
∗
DC +

p∗

v∗DC
+

3

2v∗DC
ī∗2R

with p∗ as in (2.68a) and the steady state DC voltage v∗DC being a parameter dependent on
the power source design.

Until now, we have just considered the static behavior of the VSC. Similar to the mechanism
described in the case of the SM, power imbalances propagate inside the VSC through
changes on the terminal voltage v which then propagates to the Output filter’s current i
according to (2.46b) and to the DC source voltage vDC due to the dependence of (2.46a)
on i. To reject disturbances, the VSCs are controlled by a cascaded control architecture
that uses the modulation signal m and the DC-current iDC. This cascaded architecture is
described next.

Cascaded control of the VSC

The VSC’s control architecture is composed of two main stages being the DC voltage
control and the Cascaded AC voltage/current control. To compensate this DC voltage
drift from its nominal value, the DC voltage control generates DC current set-points iDC

that the power source must follow in order to generate more power and, at the same time,
satisfy (2.66a) (See Figure 2.9). An example of this controller is taken from [158]

i∗DC = kDC(v
∗
DC − vDC)︸ ︷︷ ︸

DC voltage
control

+
p∗

v∗DC︸︷︷︸
Power
Injection

+GDCvDC +
vDCisw − p

v∗DC︸ ︷︷ ︸
Losses

. (2.87)

The disturbances can also be compensated defining control strategies for the modulation
signal m, as it affects the Output-Filter’s current i according to (2.46b). The Cascaded
AC voltage/current control is a cascaded control architecture (See Figure 2.9) that
computes switching patterns m for the power electronics of the VSC, so that they fulfill
the steady state specifications (2.86) and it is composed of three main stages introduced as
follows. The AC Voltage Control Stage produces current set-points î(t) that compensate
disturbances coming from the terminal voltage v of the VSC. The current set-point
computation and is done through two main control paradigms, which will be explained
later in detail. The AC Current Control Stage computes switching voltage set-points
v̂sw(t) that compensate disturbances propagating on the output current i, by ensuring
that it follows the set-point î(t). This can be done by solving a tracking control problem
through the PI controller in DQ-coordinates [140]
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Chapter 2. Compositional modelling and control

v̂sw,dq = vdq + Zidq + κsw1

Ä̂
idq − idq

ä
+ κsw2

∫ t

0

Ä̂
idq(τ)− idq(τ)

ä
dτ, (2.88)

where Z = RI2 − ωrefLfJ , I2 ∈ R2×2 is the identity matrix , J is as in (2.6) and R and
Lf as in (2.46). Parameters κsw1 and κsw2 are the proportional and integral control gains
of the controller.Finally, The Modulation Stage computes the modulation signal m based
on (2.88), as

m =
2

v∗DC

Tdq(θ̂)
Tv̂sw,dq (2.89)

with the DQ-transformation matrix Tdq(θ̂) as defined in (2.9) (the last row of Tdq(θ̂) is
dismissed as v̂sw,dq is in DQ-coordinates) and θ̂ an estimate of the phase θ of the bus
voltage v. For the computation of θ̂ and the î, two main paradigms have been proposed,
the Grid-Following and the Grid-Forming control.

ModulationAC current 
control

AC voltage 
control

DC Voltage 
Control

VSC 
model in 

(1.44)

&DC

%DC∗

3% 4&SW *

+∗, &DC∗

&, %
+∗, 2∗,
&̅∗, ωref

67

DC Voltage Control

Power 
source

Cascaded AC voltage/current control

Figure 2.9: VSC’s control architecture. From Top to Bottom: DC Voltage Controller and
Cascaded AC voltage/current controller
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2.6. Generator’s control: a primary regulation layer

Grid-Following control

In this control architecture, it is assumed that the terminal voltage v is a three-phase AC
signal as in (2.1), with constant and known amplitude v̄ and phase θ = ω0t+ θ0, being ω0

a common frequency among the nodes of the network, close to the nominal one ωref. With
this assumption, the specifications (5.15) and (2.69a) are fulfilled by directly measuing
the phase θ of v. A general Grid-Following control architecture has three main stages [50]
(See Figure 2.10).

& Frequency 
Estimation8dq(37 )

&dq(37 ) 3̇7

Power 
control

1
(

37

+∗, 2∗,
&̅∗, ωref

3%

Figure 2.10: Grid-Following control

• Frequency estimation: this stage is in charge of obtaining a frequency estimate
˙̂
θ from the direct measurement of the output voltage v. This is commonly
accomplished through a PLL (Phase-locked loop) architecture [41, 140] that
estimates the bus frequency as

˙̂
θ = ωref + κθ1vq(θ̂) + κθ2

∫ t

0

vq(θ̂(τ))dτ (2.90)

with vq(θ̂) begin the Q-component of the bus voltage v, computed with Tdq(θ̂),
which can be written as

vq(θ̂) =

…
3

2
v̄ sin(θ(t)− θ̂(t) + ϕv)

with θ(t) begin the current time varying phase of the terminal voltage v and ϕv a
constant phase shift. Parameters κθ1 and κθ2 are proportional and integral gains of
the PLL (See Figure 2.9). Note that the estimate ˙̂

θ (2.90) allows the VSC to fulfill
specification (2.67a) when θ = θ∗ = ωreft.

• Power control: in order to fulfill specifications (2.66a) and (2.66b), Grid-Following
VSCs are controlled as current sources, by generating current set-point î to match the
required power injections p∗ and q∗. This set-point is computed in DQ-coordinates
as
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Chapter 2. Compositional modelling and control

îdq = Y vdq︸ ︷︷ ︸
Bus
Losses

+
1

vd
[up, uq]

T (2.91)

where vd =
»

3
2 v̄ cos(θ(t)− θ̂(t)+ϕv) is the D-coordinate of the terminal voltage

vdq computed with Tdq(θ̂), Y = GI2 − ωrefCJ is the admittance of the capacitive
and resistive parasitic terms in (2.58) representing the bus losses, with I2 ∈ R2×2

as the identity matrix and J as in (2.6). Finally, the variables up and uq represent
Droop Control inputs

up = p∗ + κp(ωref − ˙̂
θ)

uq = q∗ + κq(v̄
∗ − vd).

(2.92)

Notice that (2.66b) is fulfilled by using the Grid Following control, because the
steady state voltage specification in (2.67b) is approximately guaranteed by the
network. Also note that, under a proper choice of parameters κp and κq, the small
signal specifications in (2.69) can also be satisfied.

Grid-Forming control

This control architecture is born from the necessity of the VSCs to fulfill steady state
frequency and voltage specifications (2.67a) and (2.67b) in the cases when the network is
not robust enough to allow the fulfillment of them by direct measurement of the terminal
voltage v. In this control paradigm, VSCs are controlled to operate as ideal three-phase
AC voltage sources with amplitude v̄∗ and frequency ωref at regime [157]. In doing so,
two main control stages are used. The AC Voltage Set-Point Generation stage computes
the AC voltage set-point v̂ which is then fed into the AC Voltage Control stage, which
ensures that the VSC’s terminal voltage v follows the voltage reference v̂ (See Figure
2.11).

• AC Voltage Set-Point Generation As stated before, this stage computes terminal
voltage set-points v̂ that allow the VSC to fulfill specifications (2.67a) and (2.67b).
These set-points can be written in ABC-coordinates as as

v̂ = ¯̂v

 cos(θ̂)

cos(θ̂ − 2π
3 )

cos(θ̂ + 2π
3 )

 (2.93)

with ¯̂v and θ̂ being its amplitude and phase. Many approaches have been proposed
to compute v̂ [158] and we introduce here some of the most common.

– Droop control This control strategy is designed with the purpose to resemble
the droop characteristic of the SM frequency controller in (2.82), so that
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& AC Voltage 
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Generation
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Figure 2.11: Grid-Forming control

the small signal specification (2.69a) can also be fulfilled. In doing so, the
frequency is computed as:

˙̂
θ = ωref +

1

κp
(p− p∗). (2.94)

with p being the active power in (2.17a), the power set-point p∗is as in (2.68a)
and a proper choice of κp allows the VSC to fulfill the small signal specification
(2.69b). On this control strategy, a trade-off can be sought between the steady
state specifications (2.66b) and (2.67b) and , to do so, the voltage magnitude
reference ¯̂v is computed in two modes:

∗ Voltage magnitude regulation mode

¯̂v = kv1 (v̄
∗ − v̄) + kv2

∫ t

0

(v̄∗ − v̄(τ)) dτ (2.95)

with v̄ being the terminal voltage magnitude, v̄∗ is a desired steady state
voltage amplitude and kv1 and kv2 are proportional and integral gains
for the controller,

∗ Reactive power sharing mode:

¯̂v = v̄∗ +
1

κq
(q − q∗) (2.96)

with q∗ being the reactive power set-point in (2.66b) a proper choice of
κq allows the VSC to fulfill the small signal specification (2.69b).
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Chapter 2. Compositional modelling and control

– Virtual synchronous machine control: The VSC’s frequency is controlled
in order to replicate the phase and frequency dynamics of a SM, [65, 183]:

˙̂
θ = ω̂ (2.97a)

M̂ ˙̂ω =
1

ωref
(p∗ − p) + κp(ωref − ω̂) (2.97b)

where M̂ is a parameter determining the virtual inertia and the term 1/κp

defines a virtual damping constant. The voltage reference magnitude ¯̂v can be
computed through two alternative modes

∗ Voltage magnitude regulation mode

¯̂v = ω̂κv1 (v̄
∗ − v̄) + ω̂κv2

∫ t

0

(v̄∗ − v̄(τ)) dτ (2.98)

where kv1 and kv2 are proportional and integral gains for the controller
∗ Reactive power sharing Mode:

¯̂v = ω̂L̂îr (2.99a)

˙̂ir =
1

L̂

Å
q∗ − q +

1

κq
(v̄∗ − vd)

ã
(2.99b)

with îr as a virtual analogous of a rotor winding current and L̂ a virtual
inductance parameter.

– Matching Control: This control strategy replicates the power-frequency
relation of the SM, by exploiting structural similarities between both devices.
In doing so, it is assumed that the phase is proportional to the input DC voltage
vDC [16]:

˙̂
θ = κθvDC (2.100)

where κθ = ωref/v
∗
DC is the frequency-to-DC-voltage ratio at steady state

and vDC. This control strategy leaves the frequency regulation to the DC
voltage control in (2.87). In this strategy, the voltage magnitude reference ¯̂v
is computed as in (2.95) (or (2.96) for reactive power sharing). This is done
with the purpose to match the switching voltage vsw in (2.42) with the term
ωJLdqidq in (2.37).

Remark 2.7. The VSC control is still an open problem. Recently, new ap-
proaches for the control of the VSC have been proposed, like the Dispatchable
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virtual oscillator control in [146]

• AC voltage control loop: This control loop is in charge of generating current
set-points for i in DQZ-coordinates by using the voltage set-point vtrac. It is
computed as:

îdq = idq + Y vdq + κi1 (v̂dq − vdq) + κi2

∫ t

0

(v̂dq(τ)− vdq(τ)) dτ (2.101)

with Y = GI2 − ωrefCJ is the admittance of the capacitive and resistive parasitic
terms in (2.58) representing the bus losses, with I2 ∈ R2×2 as the identity matrix
and J as in (2.6). Here, idq and vdq are the output filter’s current and the terminal
voltage in DQ-coordinates, computed with Tdq(θ̂) and κi1 and κi2 are proportional
and integral gains of the controller in (2.101).

2.7 Summary

In this Chapter, we introduced an unified approach to completely describe the power grid
from a micro-scale and control theoretical point of view. We derived the dynamic models
for each of the power network components. We also described how these components
interact and introduced the electrical model of the power network with the aid of graph
theoretical tools. After this, we explained the control goals of of the primary control
layer and gave formal control specifications in terms of the electrical model of the power
network. This then allowed us to map each of the power network control specifications in
detailed control specifications for each of the SMs and the VSCs. Finally, we introduced
the most common control strategies used to satisfy these control specifications.

In what follows, we introduce a simpler power network model known as the Swing
Equation, that becomes instrumental in understanding of additional control problems of
the power network.
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Chapter 3. Secondary and Tertiary Layers

3 Network model of the power grid

So far, we focused on describing the constitutive components of the power network from
a micro-scale point of view. Studying the complex behavior of the power network is
of interest for modelling and control purposes as the availability and feasibility of the
production and transmission of the required power does not depend on each agent itself
(generator or load) but on the collective dynamics of the whole ensemble of generators and
loads. An example of this is that the emergent frequency synchronization phenomenon
on the power network is still used as a proxy for the coordination of power generation and
demand, with the caveat that synchrony is only preserved under small phase deviations
and absence of large disturbances [122,124]. Still, there is a need of new modeling and
control tools that consider the network complex dynamics and topology for the control
design.

In this Chapter, we introduce the modelling strategies of the power network modelled
as a complex multi-agent system [73]. To do so, we introduce the Swing Equation as a
simplified network model of the power grid, but that still preserves its complex dynamics.
We then present the main assumptions that allow the Power Grid Electrical Model
(introduced in Chapter 2) to be simplified into the Swing Equation. We show analytically
that this approach is valid for a network of synchronous machines by means of singular
perturbation tools. Also, we explain how this approach can be extended to encompass any
generator and load model. In so doing, we provide a novel framework that maps all the
components of the Power Grid Electrical Model into the Swing Equation by associating
each component with a set of parameters. Finally, we review additional simplified models
of the power grid, based on further simplifications of the Swing Equation.

3.1 The swing equation: a network model of the power grid

On the secondary layer, the main feature that must be captured by a model is the link
between frequency deviations and power imbalance. This can be done by modeling the
power grid as a network of coupled oscillators, each representing either a generator or
a load, interconnected by edges capturing the effect of transmission lines. The coupled
oscillators dynamics used to model the secondary layer are represented by the Swing
Equation [21, 125], that can be written by using the graph notation introduced in Section
2.5, as
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3.1. The swing equation: a network model of the power grid

M̃k δ̈k + D̃k δ̇k = P̃k −
N∑

h=1

σkh sin (δk − δh − γkh) + uk ∀k ∈ Vsec

M̃k δ̈k + D̃k δ̇k = P̃k −
N∑

h=1

σkh sin (δk − δh − γkh) ∀k ∈ V\Vsec

(3.1)

where δ̇k = ωk−ωref is the frequency deviation from the nominal frequency ωref at node
k and the parameters M̃k and D̃k represent the inertia and damping constant, similar
to the parameters defined for SMs in (2.27) (see Table 3.1). The normalized power
P̃k = Pk

Sbase
is produced by a generator if P̃k > 0, k ∈ Vg and is consumed by a load if

P̃k < 0, k ∈ Vl, with the active power Pk as in (2.24a) and Sbase known as the nominal
volt-amperes in each phase of the power network. The parameter σkh = ṼkṼh

∣∣∣Ỹkh

∣∣∣
represents a coupling gain between nodes k, h ∈ V , depending on the normalized bus
voltage magnitudes Ṽk = Vk

Vbase
, with Vk =

v̄∗
k√
2

being the RMS value of the voltage
magnitude v̄∗k at steady-state, that fulfills the specification (2.67b) and Vbase the nominal
voltage magnitude. The coupling gain σkh also depends on the normalized complex
admittance Ỹkh = Ykh

Vbase
Ibase

with Ykh = Gkh + jBkh with real and imaginary terms Gkh,
Bkh (the latter also known as susceptance), Ibase is the nominal current of the power
network and γkh = π

2 − arctan
Ä
Bkh

Gkh

ä
is a constant phase shift. Finally, uk is the

secondary control input and Vsec ⊂ V is the set of nodes that have secondary control
capabilities.

The right-hand side of the swing equation (3.1) represents the power flow on the
grid, where the sum of the sine functions represents the power that node k transmits or
receives through neighboring transmission lines. The effect of the latter is captured by
the coupling constants σkh, representing the maximum power that can be transmitted
through the line {k, h} ∈ E and by the phase angle γkh. At steady-state, equation (3.1)
must satisfy the AC Power Flow Equations:

P̃k −
N∑

h=1

σkh sin (δ
∗
k − δ∗h − γkh) = 0 (3.2a)

Q̃k +

N∑
h=1

σkh cos (δ
∗
k − δ∗h − γkh) = 0 (3.2b)

with δ∗k being a suitable phase angle at regime, Q̃k = Qk

Sbase
is a normalized reactive power

steady-state value, with Qk as in (2.24b). The importance and usefulness of the AC Power
Flow equations will be highlighted in Section 4.3.

Model (3.1) and the AC Power Flow Equations in (3.2) assume that (i) the primary
control layer is capable of ensuring a steady output voltage magnitude Vk = v̄∗

√
2
, with v̄∗

fulfilling the primary voltage specification in (2.67b), and (ii) that the active and reactive
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power are Pk =
p∗
k

3 and Qk =
q∗k
3 , with p∗k and q∗k satisfying specification in (2.66) in

each of the network buses. It also assumes time-scale separation between the frequency
and voltage magnitude dynamics.

In what follows, we will discuss the relation between the power network electrical
model introduced in Chapter 1 and the swing equation in (3.1).

3.1.1 From the electrical power network model to the swing equation
Model (3.1) has been derived under the main assumptions that the primary control layer (i)
guarantees small frequency deviations δ̇k := ωk − ωref and the fulfillment of voltage and
power specifications (2.66) and (2.67b) (ii) it keeps the power system in a stable regime
and (iii) the times-scale of the dynamics of the electrical components are faster than the
times-scale of the frequency dynamics. This set of assumptions are known as the Quasi
steady-state assumption. In what follows , we show a sketch proof of the derivation of the
Swing Equation, based on these assumptions and on the electrical model of the power grid.

We consider, for the sake of simplicity, a power network where there is a SM connected
to each of its buses. From the power balance in (2.53a) the Hamiltonian time derivative
for each of the SM in generator convention reads

ḢSMk = ωkτmk + irkvrk︸ ︷︷ ︸
Power Input

− iTdqkvdqk︸ ︷︷ ︸
Power Output

− (Dkω
2
k +Rki

T
dqkidqk)︸ ︷︷ ︸

Power Losses

∀k ∈ V (3.3)

Now, recalling the time derivative of the SM’s Hamiltonian in (2.51) and the linear flux
linkage-current relation in (2.29) we can write the left hand side of (3.3) as

ωkMkω̇k+iTdqrkLdqrk i̇dqrk = ωkτmk+irkvrk−pk−(Dkω
2
k+Rki

T
dqkidqk) ∀k ∈ V (3.4)

with pk = iTdqkvdqk being the instantaneous active power that the SM injects into the
network, as defined in (2.17). As the inertia constant Mk is much greater by several
orders of magnitude than the elements of the inductance matrix Ldqrk, we can consider
fast dynamics of the current idqrk, which implies we can approximate it by using its
steady-state value i∗dqrk [39, 95, 153]. With this in mind and rearanging terms in (3.4) in a
convenient manner we can write

ωkMkω̇k +Dkω
2
k ≈ ωkτmk + i∗rkv

∗
rk −Rki

∗T
dqrki

∗
dqrk − pk (3.5)

As the terminal currents i must fulfill specification (2.65), we can write, by using the
DQ-transformation matrix Tdq(θk), the current i∗dqk =

»
3
2 ī

∗
k[cos(ϕi,k), sin(ϕi,k)]

T. With
this, we can rewrite the term Ri∗Tdqrki

∗
dqrk in (3.5) as

Rki
∗T
dqri

∗
dqr = Rki

∗T
dq i

∗
dq +Rki

∗2
rk =

3

2
Rk ī

∗2
k +Rki

∗2
rk . (3.6)
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From (2.38d) we have that at equilibrium i∗rkv
∗
rk = Rki

∗2
rk , leading to

ωkMkω̇k +Dkω
2
k ≈ ωkτmk −

3

2
Rk ī

∗2
k − pk. (3.7)

Now, by multiplying both sides of equation (3.7) by ωref

ωk
, we obtain

ωrefMkω̇k + ωrefDkωk ≈ ωrefτmk −
ωref

ωk

Å
3

2
Rk ī

∗2
k + pk

ã
. (3.8)

By considering that the electrical frequency is close to its steady-state value ωk ≈ ωref ,
we can write

ωrefMkω̇k + ωrefDkωk ≈ pmk −
3

2
Rk ī

∗2
k − pk, (3.9)

with pmk ≈ ωrefτm,k. Replacing pmk by the primary frequency controllers (2.82) in each
SM, written as

pmk = p∗mk + κpk(ωref − ωk), (3.10)

and applying the change of variable δ̇k = ωk − ωref , we obtain

ωrefMk δ̈k + (κp + ωrefDk)δ̇k ≈ p∗mk −Dkω
2
ref −

3

2
Rk ī

∗2
k − pk (3.11)

Then, by replacing p∗mk from (2.81) we have

ωrefMk δ̈k + (κpk + ωrefDk)δ̇k ≈ p∗k − pk (3.12)

Our purpose now is to give an expression for pk that depends only on the phase differences
between nodes of the network and line parameters. To do so, consider the transmission
line network model (2.62).

Assuming fast dynamics on the bus voltages vDQ and line currents it,DQ, the following
linear steady-state map relation between the steady-state currents i∗DQ and voltages v∗DQ
can be derived as

i∗DQ = Yv∗DQ (3.13)

where Y = Y0 +YTL is known as the admittance matrix of the power network, which
is composed of the Shunt admittance matrix Y0 as defined in (2.64), and the TL
admittance matrix YTL := (E ⊗ I3)Yt(E ⊗ I3)

T with Yt := Z−1
t and Zt being as

defined in (2.63). We can write the block terms of the admittance matrix as

Y(k,h) =


−Yt(k,h) k ̸= h ∧ {k, h} ∈ E

Y0 +
∑N

h=1 Yt(k,h) k = h
03×3 otherwise

(3.14)

where Y(k,h) may also be written in the following compact form
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Y(k,h) =

ï
Gkh −Bkh

Bkh Gkh

ò
(3.15)

with Gkh, Bkh ∈ R. Expanding the scalar terms of expression in (3.13) we obtain

i∗DQk =

N∑
h=1

Y(k,h)v
∗
DQh. (3.16)

By considering the current-voltage relation (3.16) and the Bus-Network transformation
(2.59), the instantaneous active power at steady-state can be written as

pk = i∗Tdqkv
∗
dqk = i∗TDQkv

∗
DQk =

N∑
h=1

v∗TDQ,hY
T
(k,h)v

∗
DQ,k. (3.17)

As we are interested on the frequency deviation dynamics, we assume nodal steady-state
voltages

vk = v̄∗k

 cos (θk(t))
cos
(
θk(t)− 2π

3

)
cos
(
θk(t) +

2π
3

)
 (3.18)

which only satisfy (2.65a) and the voltage specification (2.67b) as required by the
Quasy-steady-state assumption and that can be written in the network reference frame
DQ-coordinates by using the transformation matrix Tdq(ωreft), leading to v∗DQk =
√
3Vk[cos(δk), sin(δk)]

T with Vk =
v̄∗
k√
2

being the RMS value of the amplitude v̄∗k at
steady-state and δk = θk − ωreft the phase deviation. Notice that we dismissed the zero
coordinate in vDQk.

Replacing the nodal voltages vDQk in (3.17) we obtain the expression

pk = 3

N∑
h=1

VkVh (Gkh cos(δk − δh) +Bkh sin(δk − δh))

which can be further simplified into

pk = 3

N∑
h=1

VkVh|Ykh| sin(δk − δh − γkh) (3.19)

with Ykh = Gkh+ jBkh ∈ C being a representation of the admittance matrix term Y(k,h)

in (3.15) and γkh = π
2 − arctan

Ä
Bkh

Gkh

ä
as a constant phase angle. Replacing (3.19) into

(3.12) yields

ωrefMk δ̈k + (κpk + ωrefDk)δ̇k ≈ p∗k − 3

N∑
h=1

VkVh|Ykh| sin(δk − δh − γkh) (3.20)

47



3.1. The swing equation: a network model of the power grid

Finally, by using the normalized inertia constant M̃k = ωrefMk

3Sbase
, the normalized damping

constant D̃k =
κpk+ωrefDk

3Sbase
, the normalized input power P̃k =

p∗
k

3Sbase
, the normalized

admittance Ỹ(k,h) = Y(k,h)
Ibase
Vbase

and the normalized voltage V̂k = Vk

Vbase
, and considering

secondary control inputs uk∀k ∈ Vsec we can write the power network model as

M̃k δ̈k + D̃k δ̇k = P̃k −
N∑

h=1

σkh sin (δk − δh − γkh) + uk ∀k ∈ Vsec

M̃k δ̈k + D̃k δ̇k = P̃k −
N∑

h=1

σkh sin (δk − δh − γkh) ∀k ∈ V\Vsec

(3.21)

with σkh = ṼkṼh

∣∣∣Ỹkh

∣∣∣. A notation and terminology summary can be found in Table 3.1
and in what follows, we drop the normalized parameters notation, yielding

M̃k δ̈k + D̃k δ̇k = Pk −
N∑

h=1

σkh sin (δk − δh − γkh) + uk ∀k ∈ Vsec

M̃k δ̈k + D̃k δ̇k = Pk −
N∑

h=1

σkh sin (δk − δh − γkh) ∀k ∈ V\Vsec

(3.22)

with Vk = Ṽk, Pk = P̃k, Gkk = G̃kk and Ykh = Ỹkh for the sake of simplicity.

Although this sketch proof is based on a network with SM dynamics, it has been
demonstrated that the dynamics of a wide variety of power network components can be
approximated to an oscillator like dynamics with a structure similar to that in (3.22). In
what follows, we provide a framework that maps each of these components into the Swing
Equation.

Remark 3.1. Note that in the power network literature, all normalized quantities in
(3.21) have units p.u. (Per Unit).

Remark 3.2. The simplification used in step (3.8), in which ωref

ω ≈ 1 has been
criticized as it can lead to misleading results in stability analysis [30, 119]

Remark 3.3. Exploiting the fact that the admittance terms Y(k,h) can be written as
a complex number Ykh ∈ C, these last complex admittances can also be written in
matrix form Y⃗ ∈ CM×M , known as the admittance matrix of the power network.
The linear relation between current and voltage in (3.13) in phasor representation
can be written as

I⃗ = Y⃗V⃗ (3.23)

48



Chapter 3. Secondary and Tertiary Layers

with phasor stack vectors I⃗ = [I⃗1, ..., I⃗k, ..., I⃗N ], V⃗ = [V⃗1, ..., V⃗k, ..., V⃗N ] and
elements I⃗k = iDk√

3
+ j iQk√

3
and V⃗k = vDk√

3
+ jvQk√

3

Quantity Name Value

M̃k Inertia constant ωrefMk

3Sbase

D̃k Damping constant κpk+ωrefDk

3Sbase

P̃k Bus active power p∗
k

3Sbase

Ỹkh TL admittance G̃kh + jB̃kh

Ṽk Bus voltage magnitude v̄∗
k√

2Vbase

σkh Maximum TL’s power exchange ṼkṼh

∣∣∣Ỹkh

∣∣∣
δk Phase deviation θk − ωreft

γkh Constant phase deviation π
2 − arctan

Ä
Bkh

Gkh

ä
Table 3.1: Parameters summary of the Swing Equation in (3.21) and their relation with
parameters of power grid’s electrical model

3.1.2 Modelling power network components with the swing equation

There is a wide range of power network components that can be modelled by using the
swing equation in (3.22) [21, 117, 125, 145]. This is mainly done by selecting proper
values of M̃k, D̃k and Pk. In what follows, it is shown how different types of generators
and loads can be modelled with the swing equation.

Generators

The generators are modelled by assuming positive nodal power values Pk > 0, ∀k ∈
Vg ⊂ V and, depending on the generator’s type, we may choose the Swing Equation’s
parameters as follows.

• Synchronous Machines: generator buses with SM dynamics ∀k ∈ VSM ⊂ V are
modelled with parameters M̃k = ωrefMk

3Sbase
and D̃k =

κpk+ωrefDk

3Sbase
.

• Voltage Source Converters: generator buses with VSC dynamics ∀k ∈ VVSC ⊂ V
are modelled depending on the primary controller structure.

– Virtual synchronous machine control: in the case of VSCs controlled as
Virtual SMs (∀k ∈ VVSC2 ⊂ VVSC), the parameter M̃k is proportional to the
virtual inertia M̂k in (2.97), that is M̃k = ωrefM̂k

3Sbase
and D̃k is proportional to

the droop slope of the primary control D̃k =
κpk
3Sbase

.
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3.1. The swing equation: a network model of the power grid

– Grid-Forming control: nodes with VSCs that are controlled with Grid-
Forming strategies that do not introduce virtual inertia (∀k ∈ VVSC1 ⊂ VVSC)
can be modelled with parameters M̃k = 0 and D̃k =

κpk
3Pbase

.
– Grid-Following control: nodes with VSCs that are controlled with Grid-

Following strategies (∀k ∈ VVSC0 ⊂ VVSC) can be modelled with parameters
M̃k = 0 and D̃k = 0.

Loads

Loads can be modelled by assuming negative nodal power values Pk ≤ 0, ∀k ∈ Vl ⊂ V
and, depending on the load’s type, we may choose the Swing Equation’s parameters as
follows.

• Synchronous Motors (∀k ∈ Vl2 ⊂ V): in this case, the parameter M̃k is
proportional to the inertia constant of the synchronous motors M̃k = ωrefMk

3Sbase
and

D̃k is proportional to the damping constant D̃k = ωrefDk

3Sbase
.

• Frequency-dependent loads (∀k ∈ Vl1 ⊂ V): as explained in Section 2.3,
aggregated loads can have frequency dependent dynamics [21] and can be modelled
by defining the parameters M̃k = 0 and D̃k = ωrefDlk

3Sbase
, beingDlk the load’s damping

coefficient.
• Resistive loads (∀k ∈ Vl0 ⊂ V): in the case of purely resistive loads, we have
M̃k = 0 and D̃k = 0.

In Table 3.2 we provide a summary of the parameter choices and associated components
modelled by (3.22). Different choices of these parameters lead to a DAE (Differential
Algebraic Equations) models of the form

M̃k δ̈k + D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V2 (3.24a)

D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V1 (3.24b)

0 = Pk − Pe,k + uk ∀k ∈ V0 (3.24c)

with Pe,k given by

Pe,k =

N∑
h=1

σkh sin (δk − δh − γkh) (3.25)

with nodes sets associated with second-order differential equations in set V2 ≡ VSM ∪
VVSC2 ∪ Vl2 , of first order differential equations in set V1 ≡ VVSC1 ∪ Vl1 and algebraic
equations in set V0 ≡ VVSC0 ∪ Vl0. Note that equation (3.24b) considers the presence
of secondary controllers also for controllable loads in the case of demand control for
frequency regulation, as it has been proposed in [61,111]. In the absence of secondary
controllers (k ∈ V\Vsec), we have uk = 0. An example of the modelling capabilities and
reduction of the Swing Equation is depicted in Figure 3.1.
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Figure 3.1: (a) A SM providing power P1 > 0 to a three phase load with power
consumption P2 < 0 (b) The equivalent model obtained by using the Swing equation
(3.22), with Y0,k, Yt(1,2) ∈ C being complex admittances representing Y0,k and Yt(1,2)
in (3.14).

Remark 3.4. In some modelling approaches, there is particular interest in considering
the frequency dynamics inside the stator windings [125, 142]. In doing so, it is
assumed that the generator can be modelled by two nodes, the internal node k′ ∈ V ′

SM,
which models the internal voltage of the SM as an AC voltage source with magnitude
Ek′ , and the terminal node k ∈ VSM, with terminal voltage magnitude Vk which is
connected to the network. These two nodes are connected with each other through
the transient reactance, defined as

Xsk = jωrefLsk (3.26)

which represents the internal impedance of the stator windings produced by the
inductance Ld = Lq = Ls. The frequency dynamics can be modelled using (3.22) as
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3.1. The swing equation: a network model of the power grid

M̃k′ δ̈k′ + D̃k′ δ̇k′ = Pk′ − Ek′VkYsk sin(δk′ − δk) + uk ∀k′ ∈ V
′

SM (3.27a)

D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V1 (3.27b)

0 = Pk − Pe,k + uk ∀k ∈ V0 ∪ VSM
(3.27c)

with admittance Ysk = Ibase
XskVbase

, Xsk as in (3.26) and Pe,k as in (3.25). A representa-
tion of this modelling approach is depicted in Figure (3.2)

:s)

;& > 0

?′ :t(k,h)? ℎ

Figure 3.2: Transient reactance Ysk and generator terminal node k′

3.1.3 Further simplifications

The power network model (3.24) can be difficult to use for analysis and control design
and thus several approaches have been presented in the literature to simplify it. Here, we
summarize the most relevant ones.

Effective Network model (EN)

The effective network model considers loads as purely resistive and performs a Shur
Complement based simplification of the admittance matrix Y⃗ in (3.23), known as the
Kron Reduction method [57,125]. To explain how this is achieved, let us particularize
(3.24) to the case of nodes with second order dynamics V2 ≡ VSM ∪ VVSC2 ∪ Vl2 and
static nodes V0 ≡ VVSC0 ∪ Vl0 , i.e. [125]

M̃k δ̈k + D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V2, (3.28a)

0 = Pk − Pe,k + uk ∀k ∈ V0. (3.28b)
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Component Type M̃k D̃k Nodes set

Generator
Pk > 0,
k ∈ Vg

SM ωref
3Pbase

Mk
ωrefDk+κp,k

3Pbase
VSM

VSC+VSM con-
trol

ωref
3Pbase

Mk
κp,k
3Pbase

VVSC2

VSC+Grid-
forming control 0

κp,k
3Pbase

VVSC1

VSC+Grid-
following control 0 0 VVSC0

Loads
Pk < 0,
k ∈ Vl

Synchronous mo-
tors

ωref
3Pbase

Mk
ωref

3Pbase
Dk Vl2

Linear power-
frequency
dependance

0 ωref
3Pbase

Dk Vl1 ∪ Vter1

Resistive loads 0 0 Vl0 ∪ Vter0

Table 3.2: Modelling power network elements with the Swing Equation (3.21)

Based on the model in (3.28), the Kron Reduction method is then used to eliminate the
rows and columns of the admittance matrix Y⃗ that represent the static nodes (3.28b), so
that the following model of the grid can be derived

M̃k δ̈k+D̃k δ̇k = Pk−GEN,kkV
2
k −

N∑
h=1,k ̸=h

σEN,kh sin (δk − δh − γEN,kh)+uk ∀k ∈ V2

(3.29)
with parameters

σEN,kh = VkVh |YEN,kh| , (3.30a)

γEN,kh =
π

2
− tan−1

Å
Im (YEN,kh)

Re (YEN,kh)

ã
, (3.30b)

that take into account the resistive effect of the nodes in VVSC0 ∪ Vl0 with the admittance
parameters YEN,kh, which are the elements of the Kron reduced matrix

Y⃗EN = Y⃗αα − Y⃗αβ(Y⃗ββ)−1Y⃗βα

for a suitable partitioning of the admittance matrix

Y⃗ =

ñ
Y⃗αα Y⃗αβ

Y⃗βα Y⃗ββ

ô
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3.1. The swing equation: a network model of the power grid

where Y⃗αα represents the admittance terms between second-order buses such that
Y αα
kh = Ykh with k, h ∈ V2, Y αβ

kh = Y βα
hk = Ykh such that k ∈ V2, h ∈ V0 and finally

Y ββ
kh = Ykh with k, h ∈ V0.

The use of the Kron reduction method leads to a smaller network representation, as
the nodes corresponding to loads are eliminated, and their admittance terms considered
through the parameters of the reduced network topology. Moreover, note that the resultant
network topology is not representative of the physical one. and it always becomes all-to-all
if transient reactances (3.26) are considered, something that is not convenient to carry out
for stability analysis based on network topological properties.

Structure preserving (SP)

The Structure Preserving model was first introduced in [21] and its main assumption is
that aggregated loads have frequency dependent dynamics. This leads to the simplified
model

M̃k δ̈k + D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V2 (3.31a)

D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ V1 (3.31b)

with V2 ≡ VSM ∪ VVSC2 ∪ Vl2 and V1 ≡ VVSC1 ∪ Vter1 ∪ Vl1. This model does not have
any algebraic equations, which avoids the use of the Kron reduction, so that the network
structure remains intact.

Lossless transmission line assumption

It is common to assume that the resistive terms of the transmission lines are smallGkh ≈ 0,
neglecting resistive power losses. This assumption is considered valid for high voltage
power networks, but has been extensively used for the analysis and control of power
networks as it simplifies their analytical treatment [60,62]. From (3.24), it leads to the
simplified model

M̃k δ̈k + D̃k δ̇k = Pk − P̃e,k + uk ∀k ∈ V2 (3.32a)

D̃k δ̇k = Pk − P̃e,k + uk ∀k ∈ V1 (3.32b)

0 = Pk − P̃e,k + uk ∀k ∈ V0 (3.32c)

with

P̃ e,k =

N∑
h=1,

σ̃kh sin (δk − δh) (3.33)

and σ̃kh = VkVhBkh and Bkh a susceptance term.
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Chapter 3. Secondary and Tertiary Layers

The Microgrid The introduction of power sources based on renewable energies has
served as a pivot to propose power network architectures that are more independent from
transmission network operators. This is so, because these energies can be exploited
in a distributed manner, with infrastructures in the order of KW or MW. One of the
main characteristics of this architecture, is its lack of inertia due to the small amount, or
even absence of flywheels for mechanical energy storage. In general a microgrid can
be modelled as a special case of model (3.24) which, in its most restrictive case, only
considers VSCs and resistive loads and can be given as:

D̃k δ̇k = Pk − Pe,k + uk ∀k ∈ VVSC1 (3.34a)

0 = Pk − Pe,k + uk ∀k ∈ VVSC0 ∪ Vl0 (3.34b)

3.2 Summary

In this chapter, we gave simplified models for the power grid as a complex multi-agent
system. First, we presented the Swing Equation as a simplified model of the power
network. We also showed how a series of simplifications of the electrical model of the
power network, mainly based on singular perturbation tools, lead us to the swing equation.
These simplification steps also provided us the blueprints to provide a mapping of the
electrical power network model into the swing equation, summarized in Table 3.2 and
being the main contribution of this Chapter. Finally, we gave further simplifications of
the swing equations found in the power network literature.

In the next Chapter, we will explain the hierarchical architecture of the power network
and the important role the Swing Equation has on its design.
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4 The control architecture of the
power network

Until now, we have shown different modelling approaches for the power grid varying
in terms of complexity and variables of interest. Among them, we introduced the
Swing Equation and the Power AC Flow Equations as simplified models of the power
grid. In this chapter, we use these models to present two main control tasks that are
critical for the coordination of the power grid; the secondary frequency control and
the set-point computation. These tasks, together with the respective models used for
its formulation and control design, constitute additional levels of abstraction of the
power grid, commonly known as the secondary and tertiary layers. This Chapter gives
a comprehensive description of such layers explaining how they are designed and their
relationship with the primary layer.

4.1 The hierarchical control architecture power grid

different modelling tools for the power network frequency dynamics. Now, we explain
the hierarchical control architecture used to provide frequency regulation and power flow.

The power network is subject to a wide range of disturbances that can trigger the
activation of protective equipment [47, 48]. The most common protective measure used
within the power network is the direct disconnection of transmission lines that transmit
more power than its nominal value and the disconnection of generators and loads whose
nodal frequency/voltage is beyond predefined ranges [48]. Unfortunately, these protective
measures can lead to power imbalance.

The power imbalance between generation and demand due to a disturbance produces
an increase of the frequency deviation and the computation of the control signals required
for this compensation is the joint task of the three control layers, being the Primary Control
layer described in Section 2.6 one of them. From a control perspective, additional control
layers working at different times-scales are designed with the purpose of coordinating
the power generation by providing appropriate set-points v̄∗k, p∗k and q∗k to the Primary
Controllers of generators k ∈ Vg, which are required to fulfill specifications (2.66) and
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4.1. The hierarchical control architecture power grid

(2.67b) after a disturbance. These set-points have the following structure

p∗k = 3(Pk + uk) k ∈ Vg (4.1a)

q∗k = 3Qk k ∈ Vg (4.1b)

v̄∗k =
√
2Vk k ∈ V (4.1c)

with Pk,Qk and Vk being the active and reactive power and the Root Mean Square
voltage as defined in (3.2) and uk the secondary control input in (3.22), also known as the
generation reserve. The computation of these set-points is distributed in two main control
layers. The Tertiary Layer computes power and voltage set-points for the generators
Pk,Qk ∀k ∈ Vg and Vk that minimize the generation costs, fulfill the power demand
Pk,Qk ∀k ∈ Vl and satisfy generation and transmission constraints. These set-points are
assumed to be valid for a minutes-to-hours times-scale (macro-scale). Note that Pk,Qk

∀k ∈ Vl are considered parameters of the network as they determine the current loads
power demand and can be measured or forecasted.

The Secondary Layer, instead, provides the frequency set-point following on a
faster times-scale (seconds to minutes times-scale), through an integral control action
uk which is, in most cases, based on measurements of the nodal frequency devia-
tions δ̇k = ωk − ωref . This integral controller must ensure satisfaction of the frequency
specification (2.67a) in all the network buses, while satifying power generation constraints.

We depict in Figure 4.1 the desired frequency response of the power network in which
the primary frequency control is in charge of ensuring the stability of power network
after the Arresting and Rebound Periods. After the power network has reached an
equilibrium, the secondary controller compensates the steady-state error and ensures that
the desired frequency value is reached at steady-state. After this, the tertiary control
updates the set-points to compensate any power demand perturbations.

Summing up, the tertiary layer assigns power set-points to the generators based on
some forecasted demand change while reliability of the power generation is ensured by
the secondary layer by adjust these set-points on a faster time-scale. The actuation task is
then performed by the primary layer, which thus ensures set-point following (See Figure
4.2). The main approaches for the control of the power network from a secondary and
tertiary layer point of view are explained in what follows.

Remark 4.1. Note that the tertiary layer also computes the voltage set-points
Vk ∀k ∈ Vl, as they can be modified by changing the turn ratios of the nodes
equipped with controllable transformers.
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Figure 4.1: Desired frequency response of a power network to power demand disturbances.
Adapted from [48]

.

4.2 The secondary control layer: frequency regulation

4.2.1 Secondary control specifications
From the network perspective, the satisfaction of the frequency specification (2.67a)
depends on achieving the right balance between power generation and demand, that is,
the power network must ensure that

lim
t→∞

∑
k∈V

pk(t) +
∑

{i,j}∈E

ploss,{i,j}(t) = 0 (4.2)

with pk(t) begin the instantaneous active power generated/consumed at node k ∈ V and
ploss,(i,j)(t) is the active power losses in the transmission line (i, j) ∈ E . The mechanism
that links the power balance (4.2) with the specification in (2.67a) will be made clearer
in what follows. For instance, assume that primary controllers are able to ensure a
synchronous steady-state frequency ω∗ different from the nominal one ωref , that is
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Figure 4.2: Control layers and their interaction with the power network

lim
t→∞

ωk = ω∗ ∀k ∈ V

At this synchronous regime, the dynamics in (3.24) become

D̃k δ̇
∗
= Pk − Pe,k

∗ + u∗
k ∀k ∈ V1 ∪ V2 (4.3a)

0 = Pk − Pe,k
∗ + u∗

k ∀k ∈ V0 (4.3b)

where δ̇∗ = ω∗ − ωref , is a state value of secondary control input ∀k ∈ Vsec and

P ∗
e,k =

N∑
h=1

σkh sin (δ
∗
k − δ∗h − γkh), (4.4)

accounts for the transmitted power and transmission losses with δ∗k = (ω∗−ωref)t+δk(0),
Adding all equations in (4.3) over all buses on the network k ∈ V and solving for δ̇

∗
we

obtain [59]

δ̇
∗
=

∑
k∈V(Pk − P ∗

e,k) +
∑

k∈Vsec
u∗
k∑

k∈V2∪V1
D̃k

(4.5)

The term
∑

k∈V(Pk−P ∗
e,k) accounts for the total power imbalance on the network. Under

the assumption that the power demand Pk < ∀k ∈ Vl is known with high accuracy and
that the power generation Pk > ∀k ∈ Vg is enough to satify this demand and the power
losses, the power network fulfills specification (4.2) as

∑
k∈V(Pk−P ∗

e,k) = 0 and implies
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at the same time that u∗
k = 0 ∀k ∈ Vsec, as no secondary control would be needed. Note

that the latter scenario is not always possible due to (i) disturbances coming from the
power demand Pk ∀k ∈ Vl, (ii) load model mismatch (iii) the primary control strategies
in Section 2.6.5 and 2.6.6 are mainly proportional control strategies, producing frequency
steady-state error by default. To ensure zero frequency deviation δ̇

∗
, proper secondary

control signals uk must be applied to the power network.

Remark 4.2. It is commonly assumed that transmission lines are lossless (Gkh ≈ 0)
which leads to

∑
k∈V P ∗

e,k ≈ 0 (see (3.33)) and the network frequency deviation can
then be computed as [61]

δ̇
∗
=

∑
k∈V Pk +

∑
k∈Vsec

u∗
k∑

k∈V2∪V1
D̃k

(4.6)
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4.2.2 Secondary control problem statement
The main purpose of the secondary frequency control is to complement the primary
controllers action by fulfilling the power balance specification (4.2). This becomes
instrumental when the set-points Pk ∀k ∈ Vg are no longer accurate due to disturbances
on the power demand Pk ∀k ∈ Vl. To do so, the reserve power set-points u∗

k (steady-state
secondary control values) must be computed so as to ensure that δ∗ = 0 in (4.6), while
minimizing the operational cost of the generators, which can be writen as an Optimal
Economic Dispatch (OED) problem [98, Chapter 11], [182]

min
uk,k∈Vsec

∑
k∈Vsec

fk(u
∗
k)

s.t.∑
k∈V Pk +

∑
k∈Vsec

u∗
k = 0

(4.7)

with fk(·) being a function representing the operational cost of generator k ∈ Vg as a
marginal cost of the power production. Note that the equality constraint of the optimization
problem in (4.7) is the numerator of the steady-state synchronous frequency expression
in (4.6). A suitable solution for the problem is to define an steady-state value of the
secondary control input of the form [61,118]:

u∗
k = − λ

ck
(4.8)

where ck is a marginal cost of the power production, λ is a Lagrange multiplier whose
optimal value is

λ∗ =

∑
k∈V

Pk∑
k∈Vsec

c−1
k

(4.9)

This is demonstrated in what follows. A solution to the OED problem in (4.7) can be given
through Lagrangian relaxation. We can define a Lagrangian function for the optimization
problem (4.7) as

l(u∗
k) =

∑
k∈Vsec

fk(u
∗
k) + λ

(∑
k∈V

Pk +
∑

k∈Vsec

u∗
k

)
(4.10)

with λ being a Lagrange multiplier. From the Dual feasibility condition we obtain:

∂l(u∗
k)

∂u∗
k

=
∂fk(u

∗
k)

∂u∗
k

+ λ = 0

which yields
∂fk(u

∗
k)

∂u∗
k

= −λ (4.11)

An interpretation of the result in (4.11) is that the marginal cost of the power generated
for the secondary frequency control must be the same for all generators so that problem
(4.7) becomes feasible. Assuming quadratic cost functions of the form
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fk(u
∗
k) =

1

2
cku

∗
k
2

with ck ∈ R, the steady-state value of u∗
k that satisfies (4.11) is

u∗
k = − λ

ck
(4.12)

Now, solving the dual optimization problem

max
λ

ϕ(λ), (4.13)

for the dual objective function

ϕ(λ) = l

Å
− λ

ck

ã
= −λ2

2

∑
k∈Vsec

c−1
k + λ

∑
k∈V

Pk,

we can derive an expression for the Lagrange multiplier by verifying the First Order
Stationarity Condition of the dual problem (4.13), which reads

∂ϕ(λ∗)

∂λ
= −λ∗

∑
k∈Vsec

c−1
k +

∑
k∈V

Pk = 0. (4.14)

Solving (4.14) for λ∗ lead to:

λ∗ =

∑
k∈V

Pk∑
k∈Vsec

c−1
k

(4.15)

Finally, from the optimal solution of the OED (4.12), we can write the optimal steady-state
secondary control value as

u∗
k = − 1

ck

∑
k∈V

Pk∑
k∈Vsec

c−1
k

(4.16)

The secondary control problem then reduces to find appropriate means of computing λ∗

in (4.15) based on the total power imbalance of the
∑
k∈V

Pk. In most of the cases, the latter

is difficult to measure and the frequency-power imbalance relation in (4.6) is exploited for
its estimation.

Remark 4.3. In most of the control approaches λ is considered as an auxiliary control
variable rather than a Lagrange multiplier, but its interpretation remains the same.
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Remark 4.4. The optimization problem in (4.7) assumes that the condition |δ∗k−δ∗h| ≤
π/2 holds for any optimal solution uk

4.2.3 Secondary control design
The secondary control problem then translates an integral control problem that aims
at compensating the power imbalance through frequency measurements on the power
network, while satisfying (4.2) and (4.15) at steady-state. It has been carried out through
three main approaches, being the centralized, the decentralized and the distributed,
where the main difference between them is the number of integrators used to compute the
control signal uk and the presence or absence of a communication network among these
controllers. A representation of these control paradigms is shown in Figure 4.3. In the
following, the most representative frequency control algorithms are presented.

Centralized secondary control

The main characteristic of these strategies is that the Lagrange multiplier computation is
done by a central controller. Some centralized approaches are explained in the following.

• Automatic generation control (AGC) the Automatic Generation Control has
been the industry standard for secondary control over the past decades [87]. The
main assumption done is that the power network is divided in clusters, known as
Control Areas (CA) or Balancing Authorities (BA) that manage the control tasks of
nodes inside it. These clusters are defined as subsets of the power network graph
Gc(Vc, Ec) ⊂ G(V, E) with c ∈ {1, ..., NCA} being the area index and NCA is the
number of clusters and are connected through an edge set

EEX = E\
⋃
∀c

Ec (4.17)

defining a cut-set, composed of the edges or transmission lines that remain outside
any defined cluster and are commonly known as Tie Lines. With this, the AGC
strategy computes the Area Control Error (ACE) [12]

uACE,c = bcδ̇c +

NCA∑
c′=1

βcc′ (P
∗
cc′ − Pcc′), ∀c ∈ {1, ..., NCA} (4.18)

where δc is defined as the center of inertia’s frequency of the CA c [97, 103, 142]

δ̇c =

∑
k∈Vc

M̃k δ̇k∑
k∈Vc

M̃k

(4.19)

and bc being the bias factor of the control area c. Set-points P ∗
cc′ are forecasted

power exchanges between areas and Pcc′ are the current values of these exchanges,
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Figure 4.3: Secondary control design approaches (a) Decentralized (b) Centralized, (c)
Distributed

which are actually the power flows on the tie lines and are defined as

Pcc′ =
∑

∀k ∈ Vc,
∀k′ ∈ V′

c,
(k, k′) ∈ EEX

σkk′ sin (δk − δ′k − γkk′) (4.20)
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4.2. The secondary control layer: frequency regulation

Finally, in (4.18), βcc′ is defined as

βcc′ =

ß
1 ∃{k, k′} ∈ EEX, k ∈ Vc, k′ ∈ Vc′ , c ̸= c′

0 Otherwise (4.21)

with EEX as in (4.17). The Area Control Error (ACE) is then used to compute the
auxiliary control variable of the area c as

λc = κI,c

∫ t

0

uACE,c(τ)dτ, ∀c ∈ {1, ..., NCA} (4.22)

with kI,c is the integral parameter. Finally, the value λc is broadcasted on the
control area’s generators, so that they are able to compute the AGC control signal

uk = −αc,kλc, k ∈ Vsec,c, ∀c ∈ {1, ..., NCA} (4.23)

whereαc,k is the participation factor of generator k ∈ Vsec,c that must satisfy [12,36]∑
k∈Vsec

αc,k = 1

In the AGC architecture, the integral variable (4.22) solves the power balance
specification (4.2) and an appropriate choice of the participation factors αk,c solves
the optimal Economic Dispatch Problem in (4.7). See Figure 4.4 for an AGC
architecture example. A proper review on the AGC can be found in [97].
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Figure 4.4: Automatic Generation Control architecture

• Centralized averaging PI control (CAPI)
Originally designed for the secondary frequency control VSCs dominated power
networks (or the microgrid power network paradigm) [104, 147], this controller
provides a stable synchronous solution on the model (3.34). It is defined as
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uk = −αkλ ∀k ∈ Vsec (4.24a)

λ̇ = κI
∑

k∈Vsec

ck δ̇k (4.24b)

with λ being an auxiliary control variable, δ̇k = ωk−ωref is the frequency deviation,
κI is an integral parameter, ck determines the response velocity of generator k ∈ Vg
to frequency fluctuations and αk determines its participation in secondary control.
It was proven in [10, 62] that the CAPI controller can only fulfill the power balance
requirements (4.2) provided that the parameters ck, αk and kI are carefully tuned.
These results were also extended in [28] for the case of lossy power network model
and partial allocation of CAPI controllers.

• Gather and broadcast frequency control
This strategy was introduced in [61] and is intended to satisfy equal marginal costs
specification (4.2) while achieving frequency regulation. This control strategy
measures nodal frequency deviations δk to compute the auxiliary control variable

λ̇ = −κI
∑

k∈Vsec

ck δ̇k, (4.25)

where kI is an integral control parameter, and ck determines the participation of
each generator in frequency control, satisfying:∑

k∈Vsec

ck = 1

The auxiliary control variable λ is then broadcasted to each generator participating
in secondary frequency control and the secondary control input itself is computed
locally by using the inverse of the marginal cost in (4.11) [61]

uk =
∂f−1

k (λ)

∂u∗
k

(4.26)

where ∂f−1
k (·)
∂u∗

k
is the inverse marginal cost function.

This control strategy is claimed to solve security issues of distributed control
strategies because the operation cost functions fk(·) of each generator are not
broadcasted, allowing for fair power generation pricing and participation factor
generation.
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4.2. The secondary control layer: frequency regulation

Decentralized secondary control

A generalized decentralized secondary frequency control requires that the integral control
action applied on each generator must be only dependent on the generators local frequency,
so that no communication protocols are needed. The simplest of its kind can be written as

uk = −λk k ∈ Vsec (4.27a)

λ̇k = κI,k δ̇k (4.27b)

where each generator participating in secondary control computes a local estimate λk

of the Lagrange multiplier (auxiliary control variable).

The fully decentralized secondary frequency control in (4.27) has been a topic of intense
debate [10, 162, 182] and main critic against it is that the power balance specification
(4.2) cannot be fulfilled while also ensuring zero frequency deviation. In [174, 182]
it has been demonstrated that in order to ensure the presence of a unique globally
asymptotically stable equilibrium on a power network with decentralized secondary

frequency control the conditions kI,k > 2
N∑

h=1

σ̃kh∀k must be satisfied (with σ̃kh as

in (3.33)), which leads to parameters kI,k that are too large and impractical and also
do not solve the Economic Dispatch Problem in (4.7). It was also proven in [61] that
decentralized frequency controllers are not robust to constant frequency measurement
bias, although can be avoided by using phasor measurement units (PMU) [10]. In [174],
a decentralized secondary frequency controller using a low pass filter (leaky integral
controller) is proposed. It can satisfy the economic dispatch criteria in (4.7) but cannot
achieve precise frequency control.

Distributed secondary control

The most representative distributed secondary frequency control is the Distributed
Averaging Proportional Integral control. This controller uses per-to-per communication
protocols between generators and a continuous time consensus averaging protocol is
introduced to estimate the Lagrange multiplier λ [8, 10, 148]. A generalized DAPI
architecture can be written as:

uk = −λk k ∈ Vsec (4.28a)

λ̇k = κI1,k δ̇k + κI2,k
∑

h∈Vsec

akh (Jk(uk)− Jh(uh)) (4.28b)

where Jk(uk) =
∂fk(uk)

∂u∗
k

is the marginal cost of power generation, κI1,k and κI2,k are
integral control parameters and akh = ahk > 0 the entries of the adjacency matrix A
describing the communication network topology [148,162]. It is claimed in [56,148] that
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the auxiliary variables λk satisfy both specifications (4.2) and (4.8).

Even though DAPI controllers ensure frequency restoration while achieving economic
dispatch, in was found in [11,72,159] that inappropriate tuning of the DAPI controller
can lead to frequency instability in presence of measurement errors and disturbances.
In [6] robustness under communication delays and bounded L2-gain performance is
assessed. In [106], a novel distributed congestion control was presented, in order to
eliminate overloading in TL in microgrids, while ensuring optimal dispatch and frequency
regulation. Optimal frequency controllers considering operational constraints have been
designed in [170,171]. In [53,91], a framework for the design of frequency controllers
under load participation is presented. The network topology design of the DAPI controller
has been studied in [177]. The effect of the controllers on the bus voltage dynamics and
reactive power sharing have been also considered in [51, 144, 149, 162].

Other approaches

• Sliding Mode Control approaches: Some approaches like [114, 167] have
considered the use of the sliding mode controller to ensure frequency restoration.
This approach has been extended by [163, 164] in the form of decentralized and
distributed sliding mode control strategies with turbine governor dynamics.

• Multiplex networks approach: in the series of works [9, 108, 109], Multiplex PI
and PID controllers where proposed to ensure frequency regulation

• Reinforcement learning techniques have been proposed in [4,78] for the secondary
control problem solution.

A summary of the issues and approaches for the application of secondary control strategies
on the microgrid can be found in [93].

4.3 The tertiary layer: set-point computation

The tertiary control layer is conceived to deploy planning and management task on the
network, which are mainly concerned with the minimization of operational costs and
fulfillment of safety requirements so that the operation of the network is reliable and
stable. Specifically, power set-points Pk, Qk ∀k ∈ Vg and voltage magnitude set-points
Vk ∀k ∈ V must be computed so that the power demand Pk, Qk ∀k ∈ Vl of the network is
satisfied at the minimum generation cost while the physical and technological constraints
like the transmission lines capacities, minimum and maximum power ratings in generators
are fulfilled at regime.
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4.3. The tertiary layer: set-point computation

4.3.1 Tertiary control specifications
Proper values of the set-points Pk, Qk ∀k ∈ Vg and Vk ∀k ∈ V must be computed such
that the power demand Pk, Qk ∀k ∈ Vl is satisfied. As these set-points represent a
desired operating point for each bus in the network, they must be computed such that the
transmission of power is possible under the physical constraints of the network. For this
reason, they must satisfy the AC Power Flow equations

Pk −
N∑

h=1

VkVh|Ykh| sin (δ∗k − δ∗h − γkh) = 0 k ∈ V (4.29a)

Qk +
N∑

h=1

VkVh|Ykh| cos (δ∗k − δ∗h − γkh) = 0 k ∈ V (4.29b)

assuming that the power demand values Pk, Qk ∀k ∈ Vl are known with accuracy. In
(4.29), Ykh and γkh are considered parameters of the network and δ∗k ∀k ∈ V phase
angle differences at regime. Note that (4.29) encode the physical constraints of the
transmission lines at regime and make evident the times-scale separation assumption of
the tertiary control layers compared to other layers and the network dynamics, as only the
algebraic expressions are used as the power network model. Note that if the set-points
Pk, Qk ∀k ∈ Vg and Vk ∀k ∈ V fulfill (4.29), they also satisfy the power imbalance
specification (4.2) as, by summing up all terms in (5.3a) we obtain∑

k∈V

(Pk − P ∗
e,k) = 0 (4.30)

with P ∗
e,k as in (4.4). Here, (4.30) implies that if the set-points Pk, Qk ∀k ∈ Vg and

Vk ∀k ∈ V are computed properly, the secondary control action can be shut down until
the power demand estimates Pk, Qk ∀k ∈ Vl are not longer valid.

Aside from fulfilling the power transmission requirements (4.29), the set-points must
also consider the technological limitations and stability of the power network, encoded in
the following inequalities

Pmin
k ≤ Pk ≤ Pmax

k k ∈ Vg (4.31a)

Qmin
k ≤ Qk ≤ Qmax

k k ∈ Vg (4.31b)

Vmin ≤ Vk ≤ Vmax k ∈ V (4.31c)

|δ∗k − δ∗h − γkh| ≤
π

2
∀{k, h} ∈ E (4.31d)

|Pkh| ≤ Pmax
kh ∀{k, h} ∈ E (4.31e)

where (4.31a) and (4.31b) keep the active and reactive set-points within the ranges
[Pmin

k , Pmax
k ] and [Qmin

k , Qmax
k ] of active and reactive power values that the generator k ∈
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Vg can provide, (4.31c) and (4.31d) keep the nodal voltage and phase deviation values inside
ranges that allow the power network to be stable at regime, and (4.31e) keeps the power
transmitted through the transmission lines Pkh = GkhV

2
k −VkVh|Ykh| sin(δk−δh−γkh)

below its maximum ratings Pmax
kh . In general, it is desired that the voltage remain close

to the base voltage of the power system, which is captured by defining voltage range
limits Vmin = Vbase−∆Vmax and Vmax = Vbase +∆Vmax with ∆Vmax being the maximum
allowed voltage deviation. Note that (4.31e) limits the maximum phase deviation so that
a stable phase-locked solution in the network dynamics in (3.24) can be obtained [58, 59].

4.3.2 Tertiary control problem statement
In its most general version, the tertiary control problem is defined as a Nonlinear Program
known as the AC Optimal Power Flow (OPF) problem, written as [7, 33, 120]

min
Pk, Qk ∀k ∈ Vg
Vk, δ

∗
k ∀k ∈ V

∑
k∈Vg

fk(Pk) (4.32a)

s.t. gk(P,Q,V, δ∗) = 0 ∀k ∈ V (4.32b)

hk(P,Q,V, δ∗) ≤ 0 ∀k ∈ V (4.32c)

Here, the cost function fk(·) represents the power generation cost of generator k ∈ Vg and
P,Q,V and δ∗ are stack vectors for the active and reactive power, voltage magnitude and
phase deviations, respectively. The equality constraints gk(·) in (4.32b) are the power flow
equations (4.29) and the inequality constraints hk(·) are the technological and stability
specifications in (4.31).

4.3.3 Tertiary control design
Solving the OPF problem can be cumbersome. Although the AC power flow is an accurate
model of the transmission lines in steady-state, it makes of (4.32) a non-convex optimiza-
tion problem and the computation of its feasible solutions is still an open problem [19].
This optimization problem has been solved with Nonlinear Programming [55,79,86,102],
Mixed Integer Linear Programming [32, 107] and Machine Learning techniques [18, 42].
With the purpose to avoid the complexity of the AC power flow equations, relaxations
and approximations of them have been proposed allowing Linear Programming based
relaxations [151,152,175] Reviews on this topic can be found in [74, 75, 117, 137].

All the previously proposed solutions are, at its core, based on centralized optimization
methods. In the recent years, distributed optimization techniques have found application
on the OPF problem due to the increase of distributed energy participation on the power
network. The OPF problem has been solved in a distributed manner by using Augmented
Lagrange Decomposition based methods as Analytical Target Cascading [113, 161],
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Alternating Direction Method of Multipliers (ADMM) [29,68, 154], Proximal Message
Passing (PMP) [34, 96] and Auxiliary Problem Principle [43]. Karush-Kuhn-Tucker
(KKT) conditions based distributed optimization methods have also been used to solve
OPF problem, like Optimal Condition Decomposition [45] and Consensus+Innovation
[54, 127]. See [89] and [117] for reviews on the topic.

4.4 Summary

In this chapter, we explained the hierarchical architecture of the power network. After
explaining the role of Primary Control layer, we then showed how this layer cooperates
with the Secondary and Tertiary layers to provide integral frequency control and set-point
scheduling in a coordinated manner, so that a desired frequency response after distur-
bances is obtained. We also showed the role each of the control layer has in maintaining
the network in a stable regime and how these layers exchange information to achieve
this. We then gave a formalization for each of the control specifications that each layer
has to fulfill. Finally, the most relevant control strategies for each of the layers are described.

In the next Chapter, we will focus on what happens to the power network when the
hierarchical control architecture fails to maintain a stable regime and propose an algorithm
that isolates portions of the power network in a distributed manner, so to contain failures
and allow frequency stability and power dispatch inside them.

72



Chapter 5. Self-organizing power network islanding

5 Self-organizing power network
islanding

5.1 The power network islanding problem

In the previous Chapters, we have given a description of the power network models and its
control architecture. Now, we consider the case in which the control architecture fails to
maintain a stable regime and last resort strategies have to be deployed to ensure frequency
stability and power dispatch across sections of the grid.

Among the different emergency containment strategies of the power network,
we are particularly interested in the Intentional Controlled Islanding (ICI) strate-
gies [1, 69, 70, 130, 155], i.e. algorithms to identify sections of the grid that can
isolate and operate independently from it, such that power can be dispatched at least in
some portions of the faulty grid.

In this Chapter, we give a formal description of the power network islanding specifi-
cations and introduce the islanding problem. After this, we propose a novel distributed
power network partitioning algorithm to solve the ICI problem, designed to allow the
network nodes to self-organize into islands. Specifically, the idea is for nodes of a power
grid initially partitioned into some set of islands to migrate among them so as to (i)
minimize the power imbalance of the islands and (ii) avoid large amounts of load shedding.

Our migration procedure modifies an initial partition of the grid, that can be computed
through an offline method such as the slow coherency-based islanding [69, 179, 181], and
updates it so to minimize the average absolute power imbalance of the grid. To do so,
our migration algorithm is compounded with a distributed dynamic estimator allowing
nodes to evaluate the power imbalance of an island (or microgrid) so to decide whether to
migrate to/from it. This estimator relies on the ability of the nodes in each island of the
grid to run in distributed fashion a virtual consensus dynamics parametrized so that the
time derivatives of the node states converge to a common value that is proportional to the
power imbalance of the island. Under suitable assumptions, we analytically show that
our migrations strategy generates a sequence of partitions that converges in finite time to
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a configuration whose average absolute power imbalance falls within a pre-computable
bound of the minimal one. Moreover, we further validate our strategy by applying it to
the IEEE 118 and IEEE 300 test systems, comparing the viable partitions we obtain to
others suggested in previous papers in the literature. We formalize the ICI problem in the
following.

5.2 Preliminaries

We define an island as a connected subgraphMl = (Vl, El) of the power network graph
G(V, E) where Vl ⊆ V is its node set and El = (Vl × Vl) ∩ E its edge set. Given
a set of nodes Vl, we denote by N (Vl) the set of neighbours of the nodes in Vl, i.e.
N (Vl) := {i ∈ V \ Vl | ∃j ∈ Vl : {i, j} ∈ E} and by Ni the set of all neighbours of
node i. We say that island m is a neighbor of island l if and only if N (Vm) ∩ Vl ̸= ∅.

A power network described by the graph G is partitioned into nµ islands, described
by the subgraphsMl, l = 1, . . . , nµ, if the node sets V1, . . . ,Vnµ

are such that

•
⋃nµ

l=1 Vl = V
• Vl ∩ Vm = ∅ ∀m ̸= l
•
⋃nµ

l=1 El = E \ {{i, j} ∈ E | i ∈ Vl, j ∈ Vm, l ̸= m}

We denote a partition of the set of nodes V by Π = {V1, . . . ,Vnµ
} and by GΠ = (VΠ, EΠ)

the graph, defined by the partition Π, whose i-th node is associated with the set Vl of
Π and whose edge set EΠ is such that {l,m} ∈ EΠ if and only if Vl ∩ N (Vm) ̸= ∅.
Given a partition Π, a node i is defined as a boundary node of an islandMl if i ∈ Vl and
Ni ∩ (V \ Vl) ̸= ∅. Finally, the power imbalance for each islandMl is defined as

P̄l =
∑
i∈Vl

Pi, (5.1)

whereas the overall grid’s power imbalance is defined as

Ptot =

n∑
i=1

Pi =

nµ∑
l=1

P̄l. (5.2)

with Pi being the nodal active power.

5.3 Islanding Specifications

Consider a power network subject to a major disturbance, product of line disconnection or
generation/load disconnection such that stability cannot be guaranteed by the hierarchical
control architecture. Suitable emergency islanding strategies must provide a partition Π
of the power network that allow the islandsMl to be stable and self-sufficient, so that
re-synchronization to a frequency limt→∞ ωi = ω∗

l ∀i ∈ Vl, different from the nominal
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frequency ωref , is possible. This translates, from the synchronous frequency expression
in (4.5), in finding the partition Π = {V1, . . . ,Vnµ} such that the post-fault equilibrium
δ∗i , δ̇

∗
i ∀i ∈ Vl satisfying

δ̇
∗
i = ω∗

l − ωref =
P̄l + Ploss,l∑

i∈Vl
D̃i

∀i ∈ Vl (5.3a)

Ploss,l = −
∑
k∈Vl

GiiV
2
i − 2

∑
∀{i,j}∈El

ViVjGij cos
(
δ∗i − δ∗j

)
(5.3b)

is locally asymptotically stable. In (5.3), the disconnection of transmission lines due
to a failure is considered by eliminating the disconnected line {i, j} from the edge
set E and modifying the admittance terms Yij accordingly, while the disconnection of
generators/loads is considered by eliminating its index from V and any line connecting it
to the network from E . Note that edges that do not belong to the partition {i, j} /∈

⋃
∀l El

are not considered in (5.3).

The partition Π must be computed before the clearance time tcl of the power network’s
fault is reached, which is the time it takes the faulty power network’s dynamics to reach
the boundary of the basin of attraction of the post-fault desired equilibrium point defined
in (5.3) [143].

5.4 Islanding Problem Formulation

Although the previous specifications represent the desired characteristic of an ICI strategy
in an ideal setting, note that the clearance time and the basin of attraction boundary of the
desired post-fault equilibrium point are not known a priori as they depend on the type and
location of the fault and on the choice of partition Π. As computing both the clearance
time and the basin of attraction for each possible failure and partition Π is computationally
intensive for large-scale power networks, most of the ICI strategies aim at finding a
partition Π = {V1, . . . ,Vnµ} that solves one of the following simpler problems [69, 100]:

• Average absolute power-imbalance minimization: this formulation aims at
finding a partitionΠwhose islandsMl have the minimum absolute power imbalance
|P̄l|, with P̄l as in (5.1) and is formulated as

min
{V1,...,Vnµ}

1

nµ

nµ∑
l=1

|P̄l|. (5.4)

The island’s power imbalance P̄l is associated with the synchronous frequency
deviation of the power network, as shown in (5.3a) from its nominal value, which
in turn is related to the power network’s frequency stability [56, 99]. Indeed, if the
power fed into the grid exceeds the load’s demand, then the frequency increases,
while if the load’s demand is higher than the power supply (lack of power), it
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decreases. Variations of the frequency can lead the grid to operate with a high
frequency deviation at regime causing potential faults and triggering the protection
devices of the network.

The cost function in (5.4) has been used in previous works on power network
partitioning, e.g. [69,80,105], as an indicator of the ability of a power system to
satisfy the load demand, which is also known as adequacy.

• Power-Flow disruption minimization: which aims at finding a partition Π whose
cut-set Ecut ≡ {E \

⋃
∀l El} has the minimum sum of transmitted power in the

pre-fault system. This problem can be formulated as:

min
{V1,...,Vnµ}

∑
{i,j}∈Ecut

Å |Pij |+ |Pji|
2

ã
, (5.5)

with Pij being the transmitted power from node i to node j through the line {i, j}.
This transmitted power can be defined using the notation in (3.22) as

Pij = GijV
2
i − ViVj |Yij | sin(δ∗i − δ∗j − γij), ∀{i, j} ∈ E (5.6a)

Pji = −GjiV
2
j + ViVj |Yij | sin(δ∗j − δ∗i − γij), ∀{i, j} ∈ E . (5.6b)

with δi ∀i ∈ V satisfying the power flow equations (4.29). Solving the problem in
(5.5) we attempt to achieve self sufficiency in the resultant islands, as the amount
of power they would require from generators outside themselves is minimized.

Remark 5.1. Note that the expressions in (5.6) assume that the line current,
and as a consequence the power, flows from node i to node j. Both Pij and
Pji are different and its difference is the power loss of the transmission line

Ploss,ij = Pij − Pji = Gij

(
V 2
i + V 2

j − 2ViVj cos(δ
∗
i − δ∗j )

)
. (5.7)

Note that fulfilling the requirement of computation time to be less than the clearance time
translates into the need of designing algorithms to solve problems (5.4) and (5.5) in a
milliseconds to seconds time-scale, as the direct computation of the clearance time can be
cumbersome and time consuming.

To ensure that the equilibrium point δ∗i , δ̇∗i ∀i ∈ Vl satisfying (5.3) is locally asymp-
totically stable, most of the approaches aggregate groups of generators in sets of coherent
generators having similar dynamic behavior. These generators are grouped based on the
fact that some of them "Swing together" after a disturbance, and thus will synchronize to a
common frequency when isolated from the rest of the network. In order to determine the
coherent generators sets, modal decomposition-based methods, like the slow coherency
aggregation method [40,179,181] are applied on a linearization of the swing equation
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model (3.22). Given a desired number of islands nµ and after applying modal decomposi-
tion, the slow coherency aggregation selects the eigenvalues describing the first nµ slowest
modes of the network and the coherent generators within each island are aggregated
based on the similarity between a the rows of the associated left eigenvector subspace
matrix. Keeping coherent generators within the same islands allows the fulfillment of the
specification (5.3).

Independently from the chosen formulation, the problem of partitioning a grid into
a set of microgrids or islands is usually modelled as a combinatorial problem, see
for example [14, 80, 81, 116] and sometimes is recast as a graph optimization prob-
lem [1, 70, 155]. Often, solving these problems numerically is cumbersome or inefficient
so that heuristic strategies are frequently used to seek a suboptimal solution, while
meeting the required computational times that allow the network to stabilize after a
contingency [69, 100, 105, 168].

In the following, we focus on proposing a distributed solution for the islanding problem.
Our distributed solution allows the nodes of the power network to self-organize so as to
enhance the suboptimal solution found by the islanding problem formulation in (5.5).

5.5 Towards a distributed solution for the islanding problem

Although the average absolute power imbalance in (5.4), defined for simplicity as

J :=
1

nµ

nµ∑
l=1

|P̄l|, (5.8)

is a good adequacy indicator, we must first define a procedure to minimize it in a distributed
manner, that is, without the need that each node knows the topology and the power
imbalance of the power network. In doing so, note that as

∑nµ

l=1 |P̄l| ≥
∣∣∑nµ

l=1 P̄l

∣∣ = |Ptot|,
then the average absolute power imbalance will reach a minimum at J ∗, defined as

J ∗ :=

∣∣∣∣Ptot

nµ

∣∣∣∣ . (5.9)

This implies that if we deploy a method that finds a partition Π such that its islandsMl

have a power imbalance P̄l equal to Ptot
nµ

, we can then minimize J . As the nodal power
values Pi in (5.1) are fixed, it is possible to have power imbalances P̄l close, but not equal,
to Ptot

nµ
.

To accomplish this, given an initial partition of the power grids into nµ islands, say Π(0),
we propose a heuristic distributed approach based on two fundamental ingredients:

1. a distributed dynamic estimator based on average consensus dynamics that nodes
can use to estimate the power imbalance in their own island and of their neighbors;
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2. a migration criterion according to which a boundary node can decide whether to
migrate from its island to a neighboring one.

As each migration changes the node set of two islands, and thus the network partition,
we will denote by Π(k) the partition after k migrations, withMl(k) = (Vl(k), El(k)),
l = 1, . . . , nµ, being the corresponding islands, P̄l(k), l = 1, . . . , nµ, their power imbal-
ances, and J (k) the corresponding value of the cost function in (5.8).

Our migration procedure requires that each boundary node is able to correctly
estimate the power imbalance of its neighboring islands and of the island it belongs to.
Hence, before formalizing our migration procedure, we will introduce a consensus based
estimation strategy that nodes can use to evaluate the power imbalances of the islands in a
distributed fashion.

5.6 Distributed power imbalance estimation

Each node, say i, can obtain an estimate of the power imbalance P̄l(k) of an island, say
Ml(k) = (Vl(k), El(k)) at a migration step k, by running a consensus based estimation
strategy. To explain such strategy let us define the auxiliary graphM̂l(k) := (V̂l(k),“El(k))
with

V̂l(k) :=
ß
Vl(k) \ i, if i ∈ Vl(k)
Vl(k) ∪ i, if i /∈ Vl(k)

, (5.10)

and “El(k) :=
Ä
V̂l(k)× V̂l(k)

ä
∩ E . To perform the estimation, node i must start the

distributed solution of the virtual consensus dynamics given by:

ẋh = Ph +
∑

j∈Vl(k)

(xj − xh), ∀h ∈ Vl(k) (5.11a)

˙̂xi
h = Ph +

∑
j∈“Vl(k)

(x̂i
j − x̂i

h), ∀h ∈ V̂l(k) (5.11b)

starting from null initial conditions. Here, xh and x̂i
h are the virtual states associated

with each node h ∈ Vl(k) and h ∈ V̂l(k), respectively. The superscript i denotes that the
virtual dynamics was triggered by node i.

Remark 5.2. To run the consensus dynamics (5.11) in a distributed manner, the
virtual states xh and x̂i

h are broadcast to all neighboring nodes Nh ⊆ Vl(k) and
N̂h ⊆ V̂l(k) respectively.

Now, dynamics (5.11a) can be recast in matrix form as

ẋxx = PPP − Lxxx, (5.12)

where xxx is the stack vector of the virtual states xh and PPP is the stack vector of the power
values Ph. To obtain the asymptotic behaviour, we premultiply (5.12) by the eigenvectors
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of L, thus diagonalizing (5.12). Recall that, as L is the Laplacian matrix associated
with a connected undirected graph, it is symmetric and all its eigenvalues are positive,
except for one, which is zero, with 1 as an eigenvector. From this, it is immediate to
obtain that, for all time t, 1Tẋxx(t) = 1TP, and that limt→∞ ẋxx(t) ∈ span(1). Hence,
limt→∞ ẋxx(t) = 1ωl, where

ωl =
P̄l(k)

|Vl(k)|
, (5.13)

with P̄l(k) =
∑

j∈Vl(k)
Pj . Applying the same rationale to (5.11b), we obtain that

t→∞
lim ˙̂xxx(t) = 1ω̂l, with

ω̂l =
1

|V̂l(k)|

∑
j∈“Vl(k)

Pj . (5.14)

From (5.10), (5.14) can be recast as

ω̂l =

®
1

|Vl(k)|−1

(
P̄l(k)− Pi

)
, if i ∈ Vl(k)

1
|Vl(k)|+1

(
P̄l(k) + Pi

)
, if i ̸∈ Vl(k)

. (5.15)

Then (5.13) and (5.15) can be solved for the unknowns P̄l(k) and |Vl(k)| obtaining

P̄l(k) = alωl
Pi − ω̂l

ω̂l − ωi
, (5.16a)

|Vl(k)| = al
Pi − ω̂l

ω̂l − ωi
, (5.16b)

with
al =

ß
−1, if i ∈ Vl(k)
1 if i ̸∈ Vl(k)

, (5.17)

From (5.16a), to estimate P̄l(k), node i needs to compute ωl and ω̂l. To do so in a
distributed fashion, node i starts the distributed computation of the consensus dynamics
(5.11a) and (5.11b) by broadcasting its virtual states xi and x̂i

i to the nodes inNi ∩Vl(k).
In turn, each node j ∈ Ni ⊆ Vl(k) starts sharing its virtual states xj and x̂i

j with a
subset of its neighbors, that is Nj ∩ Vl(k). This is repeated until all nodes in Vl(k) join
the distributed simulation. Note that the aforementioned procedure can be conducted
through one-hop communication if each network node h has knowledge of the island
index l ∈ {1, ..., nµ} to which it belongs and of its consumed or generated power ph.
If so, P̄l(k) can be computed locally and thus the proposed power imbalance estimator
is distributed.1 In what follows, we will show how the network nodes can exploit this
estimation process to self-organize into a partition of the power network whose power
imbalance approximates the minimum of (5.8).

1Note that in a practical implementation the grid nodes should be equipped with sufficient computational
and communication power to run the virtual consensus dynamics on a timescale that is compatible with the grid
requirements.
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Remark 5.3. Note that our estimation strategy can reveal if the migration of a node
out of an island would make it disconnected. Indeed, if there is a node i ∈ Vl(k)
such thatMl(k) \ i is not connected, the virtual state derivatives ˙̂xh of its neighbors
in M̂l will in general converge to different values ˙̂x∗

h.
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Figure 5.1: (a) Initial partition of the power network, with dashed lines representing the
communication links among nodes, whose topology is equal to that of the power network
itself (b) The boundary node 3 triggers the distributed simulation of the virtual consensus
dynamics in (5.11) for both islandsM1 andM2 and computes the steady state values
ω1, ω2, ω̂1, ω̂2. Given these values, (c) the boundary node 3 computes an estimate of the
power imbalances P̄1 ofM1 and P̄2 ofM2 using (5.16a) and determines the possibility
of migration from islandM1 toM2 by using (5.18). (d) Power network partition after
the migration step

In the following, we introduce an algorithm based on node migration, that allow us to
accomplish this.
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5.7 A distributed migration strategy

Exploiting our consensus based estimation strategy, a boundary node in islandMm(k),
say i, can decide whether to migrate to a neighboring islandMl(k) (see Figure 5.1) by
computing the power imbalances Pl(k) and Pm(k). Specifically, node i will migrate
fromMm(k) toMl(k) if and only if both the conditions hold that

min(P̄l(k), P̄m(k)) < min(P̄l(k + 1), P̄m(k + 1)), (5.18a)
Mm(k + 1) is connected. (5.18b)

where

P̄l(k + 1) = P̄l(k) + Pi, (5.19a)
P̄m(k + 1) = P̄m(k)− Pi, (5.19b)
Vl(k + 1) = Vl(k) ∪ i, (5.19c)
Vm(k + 1) = Vm(k) \ i. (5.19d)

Here, we assume that only one boundary node can migrate at a time and that we consider
each migration step by the index k ∈ 1, ...,K, with K being the last migration step. With
this, we can define power imbalances P̄l(k) and P̄m(k), and islandsMm(k) toMl(k)
for each k.

5.8 Proof of Convergence

In the following, we will show that, under some assumption on the network structure, the
migration process governed by rule (5.18) generates a finite sequence of K ∈ N partitions
Π(k) such that J (K) remains within a certain bound from J ∗ computed in (5.8). To
this aim, let us define the stack vector of the power imbalances of the nµ islands, i.e.,
P̄(k) := [P̄1(k), . . . , P̄nµ

(k)]T and the vector P̄∗ := p∗1T, with p∗ := Ptot/nµ and give
the following Lemma.

Lemma 5.4. Under the migration rule (5.18), if

|P̄l(k)− P̄m(k)| ≤ pmax ∀l,m : N (Vm(k)) ∩ Vl(k) ̸= ∅, (5.20)

where pmax := maxi∈V |Pi|, then

J (k)− J ∗ ≤ 2

nµ

(
nµ∑

l=l∗+1

p∗ + pmax
Å
l − nµ + 1

2

ã)
− (p∗ + |p∗|). (5.21)
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with
l∗ =

°
−p∗

p̄
+

nµ + 1

2

§
. (5.22)

Proof. Note that, from (5.8), we have that

J (k) = 1

nµ

Ñ ∑
l:P̄l(k)>0

P̄l(k)−
∑

l:P̄l(k)≤0

P̄l(k)

é
. (5.23)

Moreover, as ∑
l:P̄l(k)>0

P̄l(k) +
∑

l:P̄l(k)≤0

P̄l(k) = Ptot = nµp
∗,

we can recast (5.23) as

J (k) = 1

nµ

Ñ
2

∑
l:P̄l(k)>0

P̄l(k)− nµp
∗

é
. (5.24)

Hence, as J ∗ = |p∗| we obtain

J (k)− J ∗ =
2

nµ

∑
l:P̄l(k)>0

P̄l(k)− (p∗ + |p∗|). (5.25)

Without loss of generality, let us relabel the islands so that P̄1(k) ≤ P̄2(k) ≤, . . . ,≤
P̄nµ(k). Then, as the graph G is connected and so are all the islands for all k, then also
the graph GΠ(k) will be connected and thus (5.20) implies that

P̄l+1(k) ≤ P̄l(k) + pmax, ∀l ∈ {1, . . . , nµ − 1}. (5.26)

Recalling (5.2), we have
∑nµ

l=1 P̄l(k) = Ptot = nµp
∗, which leads us to write (5.26) as

P̄l(k) ≤ p∗ + pmax
Å
l − nµ + 1

2

ã
, ∀l ∈ {1, . . . , nµ}, (5.27)

Note that, from (5.25), J (k)−J ∗ is maximized when (5.27) is an equality. In such case,
to compute J (k)− J ∗ by leveraging (5.25), we must first find

l∗ : P̄l(k) ≥ 0, ∀l ∈ {l∗, . . . , nµ} (5.28)

Hence, to find l∗ we must find the smallest integer l such that

p∗ + pmax
Å
l − nµ + 1

2

ã
≥ 0. (5.29)

yielding (5.22). Then, from (5.28), (5.27), and (5.25), we obtain (5.21).

Now, let us show that the migration rule (5.18) triggers a finite sequence of K migrations
such that (5.20)—and thus (5.21)—holds for k = K.
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Theorem 5.5. Assume that at each step k- there exist a node i and islandsMl(k)
andMm(k) (that is a triplet (l,m, i)) such that i ∈ {Vm(k) ∩N (Vl(k))}

∧
Mm(k) \ i is connected

(5.30a)

and  P̄l(k) > P̄m(k) ∧ Pi < 0
∨

P̄l(k) < P̄m(k) ∧ Pi > 0.
(5.30b)

Then, the sequence Π(k) obtained under the migration rule (5.18) is finite and
converges to a partition Π(K) such that J (K) fulfills (5.21).

Proof. Let us start by showing that, given a triplet (l,m, i) fulfilling (5.30), a migration
will occur, i.e., that (5.18) holds if and only if (l,m, i) also fulfills

|P̄m(k)− P̄l(k)| > |Pi|. (5.31)

To prove sufficiency, note that when (5.18) holds and P̄l(k) > P̄m(k), we have P̄m(k) < P̄l(k + 1) = P̄l(k) + Pi

∧
P̄m(k) < P̄m(k + 1) = P̄m(k)− Pi

(5.32)

with Pi < 0. If instead P̄m(k) > P̄l(k), we have P̄l(k) < P̄l(k + 1) = P̄l(k) + Pi

∧
P̄l(k) < P̄m(k + 1) = P̄m(k)− Pi

(5.33)

with Pi > 0. From (5.32) and (5.33) we can say that if (5.18) and (5.30a) hold P̄m(k)− P̄l(k) < Pi < 0
∨

P̄m(k)− P̄l(k) > Pi > 0.
(5.34)

Note that both cases in (5.34) satisfy (5.31) and thus we have proved that (5.18) implies
(5.31)

Now, let us prove that (5.31) and (5.30) imply (5.18). To do so, note that (5.31) is
satisfied if there exists (l,m, i) such that P̄l(k) > P̄m(k) + |Pi|

∨
P̄m(k) > P̄l(k) + |Pi|.

(5.35)
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Moreover, from (5.30), (5.35) can be recast as P̄l(k) > P̄m(k)− Pi = P̄m(k + 1)
∨

P̄m(k) > P̄l(k) + Pi = P̄l(k + 1).
(5.36)

As both cases in (5.36) satisfy the migration rule we have proved that (5.31) and (5.30)
imply (5.18).

As (5.18) is equivalent to (5.31) and (5.30), then if at some step, say K, no triplet
(l,m, i) existed fulfilling (5.31), the migration process would stop and as the network G
is connected and so is the graph GΠ(K) at that step we would have

|P̄l(K)− P̄m(K)| ≤ max
i∈V
|Pi| ∀l,m : Vm(K) ∩N (Vl(K)) ̸= ∅. (5.37)

As from Lemma 5.4, (5.37) implies that the bound (5.21) holds, to prove our thesis we
are left with showing that K exists. Firstly, note that such a step K exists if (5.18) fulfills∥∥P̄(k + 1)− P̄∗∥∥

2
≤ α

∥∥P̄(k)− P̄∗∥∥
2

k ∈ {0, ...,K − 1} (5.38)

for some positive scalar α < 1 as if (5.38) were satisfied, then our migration rule would
be a contraction mapping. In such case, from the Banach-Caccioppoli theorem [94], there
would be no limit cycles in the sequence {P̄(k)} and thus also in {Π(k)}. Hence, as the
number of possible partitions is finite, so would be the sequence {P̄(k)} and thus, to
complete our proof, we need to show that (5.18) implies (5.38). As we have enforced that
only one migration occurs at each step k, then P̄(k + 1) only differs from P̄(k) for the
l-th and m-th entries. Hence, proving (5.38), only requires showing that

(P̄l(k + 1)− p∗)2+(P̄m(k + 1)− p∗)2

< (P̄l(k)− p∗)2 + (P̄m(k)− p∗)2
(5.39)

for ∀k ∈ {0, ...,K − 1}. From (5.18) and (5.19), condition (5.39) reduces to

Pi(P̄l(k)− P̄m(k) + Pi) < 0 k ∈ {0, ...,K − 1}, (5.40)

which is trivially fulfilled by any triplet (l,m, i) fulfilling (5.30) and (5.31), yielding that
(5.30) and (5.31) imply (5.38). In turn, as (5.30) and (5.31) implies (5.18), the existence
of K and thus our thesis remain proved.

5.9 Migration Algorithm

Having introduced the distributed power imbalance estimator and the migration rule, we
can now illustrate how the nodes can combine these tools and exploit one-hop communi-
cation with their neighbors so to reduce the overall grid’s power imbalance defined in
(5.2) in a distributed fashion. We will do so by taking the perspective of the generic node
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h ∈ Vm(k). For simplicity of notation, we will assume that all boundary nodes can be
neighbors to only one island, i.e., for all islandsMm, for all nodes h ∈Mm, there exist
at most one other islandMl such that Nh ∩ Vl ̸= ∅.

Note that as all boundary nodes trigger a different distributed simulation of virtual
consensus dynamics such as that in (5.11b), then each node can be part of a number of
these distributed simulations and in general be endowed of several virtual states. We will
denote by Xh the set encompassing all the virtual states of node h (each one relating to a
different distributed simulation), by Ah the set of states that node h is asked to add to Xh,
and byRh the set of states that node h is asked to remove from Xh.

As our strategy starts from an initial partition Π(0) of the grid, our Migration Al-
gorithm is initialized based on this initial partition. Then, to allow all boundary nodes
of its island to estimate P̄m(0) node h must participate to the distributed simulation of
(5.11a). To do so, it must create the virtual state variable xh. Note that as all boundary
nodes ofMm(0) can exploit the same distributed simulation of (5.11a) there will be
only one virtual dynamics (5.11a) for each island. Moreover, if h were a boundary
node (i.e., if there exists l such that Nh ∩ Vl(0) ̸= ∅), then node h must trigger two
distributed simulations of (5.11b), so as to estimate Pm(0) and Pl(0). As h /∈ V̂m(0)

while h ∈ V̂l(0), this implies that node h must (i) create x̂h
h and (ii) ask each of its

neighbors to create the virtual state variable x̂h
j . Our initialization procedure is outlined

in Algorithm 1.

After this initialization, node h will continuously update the sets Ah and Rh so to
fulfill the requests it receives from its neighbors of adding or removing virtual states from
Xh. Then, it will update the set Xh consistently with the current sets Ah andRh and it
will compute the current value of its virtual states sharing them with its neighbors. If
node h is a boundary node of islandMm(k), whenever a steady state in the simulations
of (5.11) is achieved it will update its estimates of P̄l(k) and P̄m(k) and, if necessary, it
will migrate to a neighboring islandMl(k + 1). Whenever this is the case, any neighbor
j ∈ Vl(k + 1) of node h that ceases being a boundary node because of the migration will
add x̂j

j to the set of statesRj it must remove. The pseudocode for our strategy is given
in Algorithm 2 in which, for notation purposes, we have omitted the dependence of the
quantities from the migration step k whenever the context allowed us to do so.

Algorithm 1: Initialization Algorithm
1 Xh = {xh} ;
2 Xhj = xh, ∀j ∈ (Nh ∩ Vm(0));
3 Ah = ∅;
4 Rh = ∅;
5 if Nh \ Vm(0) ̸= 0 then
6 Xh ← Xh ∪ x̂h

h;
7 Aj = x̂h

j , ∀j ∈ Nh;
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Algorithm 2: Migration Algorithm
1 for j ∈ Nh ∩ Vm do
2 Ah ← Ah ∪ {x̂i

h∀i, j : j ∈ Nh ∩ Vm, x̂i
j ∈ Aj};

Rh ← Rh ∪ {x̂i
h∀i, j : j ∈ Nh ∩ Vm, x̂i

j ∈ Rj};
3 Ah ← Ah \ Xh ;
4 Rh ← Rh ∩ Xh ;
5 Xh ← Xh ∪ Ah ;
6 Xh ← Xh \ Rh ;
7 solve

ẋh = ph +
∑

j∈Nh∩Vm
(xj − xh)

˙̂xi
h = ph +

∑
j∈Nh∩Vm

(x̂i
j − x̂i

h), ∀i ̸= h | x̂i
h ∈ X̂h ;

8 if ∃l ̸= m : Nh ∩ Vl(k) ̸= 0 then
9 solve ˙̂xh

h = ph +
∑

j∈Nh\Vm
(x̂i

j − x̂i
h), ∀i ̸= h | x̂i

h ∈ Xh ;
10 if possible, update the estimates Ph

l and Ph
m of Pl and Pm

11 if (∃l : Nh ∩ Vl ̸= ∅) ∧ {ph, Ph
l , P

h
m,Mm,Ml} fulfill (5.18) then

12 Vm(k + 1)← Vm(k) \ h;
13 Vl(k + 1)← Vl(k) ∪ h;
14 for j ∈ Vl ∩Nh : (x̂j

j ∈ Xj) ∧ (Nj ∩ Vm) = ∅ do
15 Rj = x̂j

j

5.10 Numerical Validation

To demonstrate the effectiveness of our algorithm, we apply it to the IEEE 118 and 300
test cases [126] for which we compute the nodal power values pi by solving an Optimal
Power Flow (OPF) problem leveraging MATPOWER 6.0 [184].

As the test cases include nodes with null nodal power Pi = 0, we allow for these nodes
to migrate from their island, sayMm(k), to a neighboring island, sayMl(k), as long as (i)
their migration does not disconnectMm(k) and (ii) P̄l(k) ̸= P̄l(h),∀h < k : i ∈ Vl(h).
Note that condition (ii) allows also null nodal power nodes to migrate without generating
limit cycles in the sequence Π(k).

We applied algorithm 1-2 to different initial partitions. First, we obtained an initial
partition for both the IEEE 118 and 300 test cases by using the Search Space Reduction
Procedure described in [100] which generates a spanning tree connecting groups of
coherent generators. Then the remaining nodes of the network are aggregated to the
tree using the Breadth-First Search algorithm [46]. We call this approach for generating
Π(0) as SSRP+BFS. For both test cases, we consider the coherent generators reported
in [100]. We also considered selected partitions from [24,69,100] as initial conditions for
our algorithm. Our algorithm was also able to reduce the difference among the power
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Chapter 5. Self-organizing power network islanding

imbalances of the islands for all initial conditions and in all cases. (See Table 5.1)

Remark 5.6. Throughout our numerical analyses, whenever a node, say i, can choose
to migrate to more than one island, it will select the one maximizing the difference

∆P̄l = min(P̄l(k) + Pi, P̄m(k)− Pi)−min(P̄l(k), P̄m(k)).

This choice ensures that the average absolute power imbalance is improved the most
after the migration.

5.10.1 IEEE 118 test system
We consider the problem of partitioning the IEEE 118 test system in nµ = 2 and nµ = 3
islands. We consider only a set of ng = 19 generators, namely, we do not consider the
reactive compensators.

Moreover, we assume that the migration process is triggered by a three phase solid
ground fault at bus 15 forcing line 14-15 to disconnect. We start the proposed algorithm
1-2 from two different initial partitions generated by the SSRP+BFS approach for the
nµ = 2 and nµ = 3 cases and we also consider as initial partition the final partitions
reported in [69] for nµ = 2 and in [100] for nµ = 3. The initial power imbalances P̄l(0),
the initial value of the cost function J (0) and the cut-set representing Π(0) are reported
in Table 5.1 for all cases.

Next, we run algorithm 1-2. The cut-set representing the resultant partition Π(K), its
final power imbalances P̄l(K) and the final value of the cost function J (K) are reported
also in Table 5.1. The proposed algorithm is able to find partitions that minimize J in a
small number of migration steps.

We depict in Figure 5.2 the scenario in which the IEEE 118 test system is partitioned
in nµ = 2 islands and the initial partition is generated with the SSPR+BFS approach.
After running Algorithms 1-2, we obtained a sequence of K = 10 migrations yielding
an average absolute power imbalance J (10) = 58.25 MW with P̄1(10) = 53.74 MW
and P̄2(10) = 62.75 MW. The islands defining Π(10) are depicted in Figure 5.2b and
the power imbalances of both islands at each migration step k is depicted in 5.2a. As
from the OPF results we have that maxi |Pi| = 542.78 MW and J ∗ = 58.25 MW which
implies that the bound (5.21) is satisfied as |J (10)− J ∗| = 0 (See Table 5.1).
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5.10. Numerical Validation

5.10.2 IEEE 300 test system
Next, we use algorithms 1-2 to partition the IEEE 300 test system in nµ = 3 and nµ = 4
islands assuming a failure affects line 194-195. Again, we use different initial partitions
Π(0) obtained by using the SSRP+BFS approach. We also consider the reported partition
in [100] for nµ = 4 and an arbitrary partition whose cut-set is reported in Table 5.1. Note
that the IEEE 300 test system is already defined as the interconnection of three independent
subsystems, each of them representing and island itself. The coherent generators in [100]
are grouped accordingly.

The initial partitions computed with the SSRP+BFS approach and the partition in [100]
are already optimal but our algorithm is able to further decrease the power imbalances
differences between islands (See Table 5.1).

We depict in Figure 5.3 the scenario in which the IEEE 300 test case is partitioned in
nµ = 3 islands defined by an arbitrary initial partition Π(0) whose cut-set is given in the
6th row of Table 5.1. As shown in Figure 5.3a, the initial average absolute power imbalance
is J (0) = 529.49 MW (black stars) and our migration algorithm allows J (k) to converge
to its optimal value J ∗ = 102.92 MW in K = 12 steps. The sequence of the power
imbalances J (k) is depicted in Figure 5.3a while the final partition Π(12) is depicted
in Figure 5.3b. Interestingly, across all our numerical experiments, not only does our
algorithm ensure fulfillment of the bound in (5.21), but it also always ensuresJ (K) = J ∗.

Note that, As shown in Table 5.1, there are multiple optimal solutions that have the same
minimum value of the average absolute power imbalance, for a given test case and a
desired number of islands nµ. This opens the possibility of developing a multi-objective
partitioning strategy.
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Figure 5.2: The algorithms 1-2 are applied to the IEEE 118 test system to partition it into
nµ = 2 islands. (a) Sequence of the island power imbalances (red squares for P̄1(k) and
green circles for P̄2(k)) and average absolute power imbalance (black star). The average
absolute power imbalance reaches it optimal value J ∗ = 58.25 MW (black segmented
line). (b) Final network partition Π(10). Red squares represent the nodes ofM1, green
circles those ofM2. Nodes 72, 24, 23, 22, 21, 39, 20, 19, 38 migrated fromM1 toM2

in the given order, while node 43 migrated fromM2 toM1 at k = 9. Note that the last
migration does not change the power imbalances as it involves node 38 with nodal power
is zero.
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Figure 5.3: The algorithms 1-2 applied to the IEEE 300 test system to partition it into
Nµ = 3 islands. (a) Island power imbalances (red squares for P1(k) and green circles
for P2(k) and blue triangles for P3(k)) and average absolute power imbalance (black
star) at each node migration. The average absolute power imbalance reaches it optimal
value J ∗ = 102.92 MW (black segmented line) in K = 12 iterations. (b) The Final
network partition after K = 12 iterations with red squares representing nodes ofM1,
green circles nodes ofM2 and blue triangles nodes ofM3. The nodes’ migration order
is 106, 122, 185, 187, 168, 188, 127, 66, 121, 158, 67 and 40.
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5.11. Summary

5.11 Summary

This Chapter discussed the power network islanding as an approach to operate the power
network in case of emergency due to major failures. First, we introduced the power
network islanding problem and provided the specifications that an ICI strategy must
fulfill. As the islanding problem itself is difficult to solve, we provided simpler versions
of the original islanding problem. We them gave a brief review of the current literature
on ICI strategies. Afterwards, we explained the rational behind the distributed solution
of the islanding problem that we proposed and explain the distributed power balance
estimator and the distributed migration strategy, which define the key elements of our
approach. Our strategy allows the network nodes to self-organize so as to minimize the
average absolute power imbalance among islands. We demonstrated analytically that our
algorithm converges in finite time to a partition whose average absolute power imbalance
is in a given neighborhood of the optimal one. We tested the strategy on two benchmark
power networks, the IEEE 118 and 300 bus systems, after the disconnection of one of their
transmission lines. We found that our migration algorithm always converges to optimal
partitions.
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Chapter 6. Conclusions

6 Conclusions

The power network is a critical infrastructure of high relevance for our welfare and
development. In this Thesis, the power network has been studied with a combination of
different modelling and control tools.

Specifically, After introducing the Thesis motivation, the key research questions and
challenges in Chapter 1, a literature review of the main models of the power network
components was given in Chapter 2 explaining the physics behind each of them and
deriving their models from first principles. Then, by analysing the energy flow inside of
the generators models through proper Hamiltonian functions, we unveiled the underlying
mechanism governing the power balance inside each of the devices and highlighted their
similarities. We also provided an electrical network model of the power grid, highlighting
the network characteristics of transmission lines through graph theoretical tools and
providing the mechanisms for generators and loads to interact with this network. Based
on this model, we introduced the main control specifications for each bus of the network
and, based on the generators models, we mapped them into specific control specifications
for each generator’s type.

In Chapter 3. we focused on introducing the swing equation as a simpler model of
the power network at a macro-scale and on the power flow equations as a steady state
model of the power network. We then provided a framework that maps each element
of the primary layer into a set of parameters for the swing equation itself. Given this
mapping, we then explained in Chapter 4 the role of each of the control layers of the
power network in the frequency control task and their respective time-scales. We found
that the coupling between control layers is provided by the power and voltage set-points
given to the primary layer, as they can be written as a function of the secondary and
tertiary control signals. We also found that the main requirement for the secondary and
tertiary layers to work properly is that the primary controllers are able to stabilize the
power network after a disturbance, as these layers provide additional adjustment to correct
any steady state error on the frequency and proper steady state power flow.

Based on the swing equation, we then gave the frequency control specifications of the
secondary layer and stated the secondary frequency control problem as an optimization
problem. We provided an overview of the different secondary control strategies classifying
them depending on the number of integrator used and the type of communication network
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among them. We also gave proper relevance to the AGC as the industry standard for
secondary frequency control.

After this, the tertiary control specifications were shown and the set-point computation
task of the tertiary layer was stated as an optimization problem. Finally, we provided
an overview of the tertiary control problem literature and the strategies that have been
proposed to solve it.

In Chapter 5 we analyzed the power network when the hierarchical control architecture
shown in the previous chapters is not able to provide proper compensation after major
disturbances. We showed that migrating nodes among the islands proposed by an initial
partition computed offline can provide a distributed solution of the Average absolute power-
imbalance minimization problem and, as a consequence, a distributed ICI strategy. The
main ingredients of the proposed ICI strategy are a Distributed power imbalance estimator
based on consensus dynamics and a distributed migration strategy that each boundary
node of the network uses to determine if its migration can be beneficial, such that the
power imbalance difference among the islands decreases. Given the main building blocks
of our method, we proved analytically that our method finds, under some assumptions on
the network structure and in a finite number of migration steps, a partition of the power
network such that the average absolute power imbalance remains within a certain bound
from the total power imbalance of the power network and we give an analytical expression
for this bound. After this, we provided an algorithm for the distributed deployment of
our ICI strategy, by classifying the different tasks that a node must compute when it is
a boundary node or not such that the migration desition-making is self-organized and
the minimization of the average absolute power-imbalance an emergent behavior of the
migration algorithm. Finally, we validated the migration algorithm for the IEEE- 118 and
300 test cases after the disconnection of one of their transmission lines and for different
initial partitions and showed that in all the cases we were able to find a partition on finite mi-
gration steps and that respected the given bound on the Average absolute power-imbalance.

Finally, in Appendix A we briefly describe the work done related with the modelling
of the COVID-19 epidemic in Italy and the proposal of intermittent regional strategies to
alleviate its spread.
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Chapter A. COVID-19 spread in Italy

A A network model of Italy shows
that intermittent regional strate-
gies can alleviate the COVID-19
epidemic

This chapter briefly describes the work done for a completely different topic, but one that is
of great relevance in these present-day times. The COVID-19 pandemic has considerably
changed our lifestyle and behavior since it began and has also posed a new challenge for
humankind. Although this is not the first pandemic we have faced, it has indeed been the
one that has generated one of the worst global crises of the modern era, forcing entire
countries to impose nationwide lockdown measures in order to mitigate its expansion,
resulting in worldwide economic and social decline. Understanding the underlying dynam-
ics of the COVID-19 outbreak is crucial for adequate decision making in terms of when,
where and for how long to impose lockdowns in the future, and can provide strategies for
the management of similar crises we may have yet to face. For these reasons, I decided to
participate in a joint modelling and control effort whose main product was the study in [52].

Among the countries that faced the first wave of COVID-19 cases right after China’s
first outbreak, Italy was hit particularly badly, and consequently suffered a saturated
national health service and high death toll. This forced the authorities to impose
strict national lockdown measures for mitigating the spread of the disease, despite the
pseudo-federal nature of the Italian constitution that allows each administrative region
to independently manage their own share of the national health service, so that they can
decide to strengthen or even weaken any disease spread mitigation strategy at regional level.

By the time our study was published, the absence of regional heterogeneity was
common in previous studies related with COVID-19 epidemic containment strategies
in Italy, where a classical aggregated SIR modelling approach was used. However, this
approach dismisses the spatial dynamics of the epidemic that we consider fundamental for
the proper decision making. Another essential missing element was the effect of regional
heterogeneity on the efficacy of the measures taken so far and the possibility of adopting
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differentiated and localized intervention strategies.

To fill these gaps, we propose in [52] a network model of the COVID-19 dynamics,
where each node represents the dynamics of the epidemic spread inside one of the 20
regions of Italy and the links represent fluxes of people among these regions, so that
we were able to account for new infections in a region originating from the flux of
infected commutes (See Figure A.1). The model was then parametrized based on real
data provided by Italy’s national health service, publicly available mobility data and on an
ad-hoc algorithm. All of this, with the purpose to (i) provide evidence of the effectiveness
of the nationwide lockdown at regional level, (ii) show that controlling the inter-regional
fluxes is key to avoid new epidemic waves and (iii) demonstrate that controlling social
distancing and the inflow/outflow of people in each region depending on the saturation
of the local hospital capacity, can be a more cost efficient solution for disease spread
mitigation, compared to a nationwide lockdown.

Index Region Index Region
1 Abruzzo 11 Lombardy
2 Aosta Valley 12 Marche
3 Apulia 13 Molise
4 Baslicata 14 Piedmont
5 Calabria 15 Sardinia
6 Campania 16 Sicily
7 Emilia 17 Tuscany
8 Friuli-Venezia Giulia 18 Trentino-Alto Adige
9 Lazio 19 Umbria
10 Liguria 20 Veneto

(a)

(b)

Figure A.1: (a) Schematic diagram of the network model structure proposed in [52].
Solid lines represent proximity links, dashed lines long distance transportation routes (air,
train, road), dotted lines show major ferry routes between insular regions and the Italian
mainland. (b) Table of the Italian region names and their positions in the graph.

.

Specifically, the COVID-19 epidemic spread dynamics was modelled, in each of
the 20 regions, by a compartmental model describing the dynamics of the amount of
susceptible, infected, quarantined, hospitalized, recovered and deceased people in an
specific region. The structure of the links among the compartments was constructed by
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Chapter A. COVID-19 spread in Italy

testing how different configurations affected the model ability to capture the available
data. Then, we extended the modelling approach in [150] in order to interconnect all
the regional compartmental models using links modelling commuter flows and major
transportation routes among regions. The parameters of this model were then identified
with an ad-hoc algorithm designed to automatically detect the time instants where notable
parameter changes occur, This was done with the purpose of accounting for the effects of
changes to the national lockdown measures. (see the manuscript [52] and Supplementary
Information for additional details).

Based on this model, we then formulated intermittent regional strategies to contain
the impact of the COVID-19 epidemic in Italy, ranging from regional lockdown measures
to inflow and outflow modulation, all of them as function of the ICU occupancy rate in
each region.

The results confirm the efficacy of national containment measures at a regional level
and our modelling approach unveils the regional effects of the national lockdown measures
put in place by the Italian government during the time span of the data. They also suggest
that intermittent regional strategies are as effective as a national lockdown in avoiding
future waves of the epidemic, while guaranteeing that no region exceeds its own ICU
occupancy rate, at substantially lower economic cost for the country. In fact, similar
containment strategies have been adopted by the Italian government during the subsequent
waves of COVID cases.
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