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This dissertation presents the up-scaled process of an innovative composite wing for
the Next Generation Civil Tiltrotor. Inspired from the Technological Demonstrator
wing, the purpose is to investigate the up-scaling process of its structural architec-
ture to realize a new high lift, low drag wing optimized to improve downwash im-
pingement in helicopter mode and increase the total fuel capacity.
About the wing primary structure, for the wingbox, a curvilinear rear spar is used
instead of the straight spars associated with the conventional transport wings. Ad-
ditionally, the composite structure is considered for the wing design because it has
larger ratios in the strength-to-weight and the stiffness-to-weight than those for the
metallic structure, which can further reduce the total tiltrotor structural weight and
fuel consumption.
High speed and maneuverability, and at the same time, low vibration and noise are
the most important features of the new generation rotorcrafts and tiltrotors. Tiltro-
tors manufacturers are trying to bring tiltrotor technology to the civil aviation mar-
ket by reducing the interior vibration and noise level so to make the competitive-
ness of tilt-rotor aircraft greatly improved for this purpose. For tilt-rotor aircraft, the
aeroacoustics has a great influence on the interior noise. The in-flight noise test cam-
paign carried out on board of the AW609 LHD tiltrotor is described in this thesis.
These tests were performed with the main goals to validate an experimental setup
in a fully new environment and the assessment of a data analysis procedure and to
better investigate the problem of noise and then obtain satisfactory levels of comfort
for passengers of the NGCTR.
The use of the lightweight composite could lead to enhanced flexibility of the wing,
which may cause many aeroelastic problems such as large deflections, the onset of
flutter and whirl flutter, loss of control, etc.
Whirl flutter clearance, crashability requirements and, wing box structural layout
design are all considered to address some of these problems through multidisci-
plinary design, analysis, and optimization studies in this work.
In this context, some laboratory activities on the sidelines of scalability were con-
ducted to become more confident with the aeroelastic phenomena treated. In partic-
ular, a series of activities in the vibrations test field modal testing and experimental
treatment of the whirl flutter phenomenon are presented.
Several numerical and structural dynamics tests were performed to confidently and
validate the Multi-Input Multi-Output methods.
A section of the thesis shows the design, development, and testing of a small-scale
unpowered experimental test rig with a multi-blade propeller to demonstrate the
aeroelastic phenomenon of Whirl Flutter investigated by means of Operational Modal
Analysis. The discussion experimentally and numerically introduces the sensitivity
analyses as the shaft inertia and stiffness parameters and, the air stream speeds vary
and the definition of the whirl flutter stability diagram, identifying for which speed
conditions the shaft-propeller system is free from flutter.
The best solution of the NGCTR wing while satisfying different design constraints is
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investigated employing a multi-objective optimization process implemented in the
Multicella tool. Research studies show the possible benefits of using Multicella for
wing preliminary design in terms of time-saving with respect to the Finite Element
Model approach. Several optimization studies are conducted to show the influence
of different composite materials to achieve the optimal stiffness distribution to reach
the total structural weight minimization and maximum margin of safety require-
ments.
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Chapter 1

Introductory remarks

1.1 Introduction

Tiltrotor is a hybrid aeronautical system due to its capability to take off and land like
a helicopter and, by means of configuration change in flight, it acts like a turboprop
aircraft with a much higher cruise speed than a helicopter.
One absolute requirement for defining an aircraft as a tiltrotor is that the vehicle’s ro-
tors must tilt through a range of approximately ninety degrees, from near-vertical ro-
tor rotational axes for hover and takeoff and landing to nearly horizontal for higher
speed cruise in forward-flight. Thus, the main difference between the two operating
configurations is essentially marked by the direction of the thrust generated by the
rotors.
When the rotors are in a vertical position tiltrotor operates like a helicopter and the
rotor serves both to generate the lift and to control the aircraft. When the rotors are
rotated downwards, the aircraft begins to accelerate and a part of the lift is generated
directly from the rotor while another part is provided from the wing. Finally, when
the rotors are in the horizontal position, the lift is generated by the wing alone and
the control delivered to the traditional control surfaces (stabilator, ailerons, and rud-
der), leaving all engine power to overcome aerodynamic drag in high-speed cruise.
In the last few years, for a fast and reliable point-to-point connection or intercity
flights and to solve the runway congestion problem, the Runway-Independent Air-
craft concept is increasingly becoming more prominent in civil aviation. Moreover,
the market prospects predict an increasing demand for Disc-Rotor technologies in
the Civil field [1]: business flights, air medical, search and rescue applications, and
others.
The helicopter is currently the best solution in all operative conditions where low-
speed capabilities are essential mainly thanks to the efficiency connected to the physics
of low disk loading, the high-payload carriers, due to efficiency and low empty
weight, and the high maneuverability and agility, using thrust for control power.
For instance, the military helicopter’s ability to take off and land vertically and the
low-speed maneuvering and agility are of great strategic and tactical value in mili-
tary missions. Nevertheless, the moderate speed and altitude at which the helicopter
usually flies make it more susceptible to enemy fire than aircraft.
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Another significant helicopters limit derives from their lack of ability to counteract
the roll at a higher speed that results from the rotor advancing into the airflow on
one side while retreating on the other.
On one hand, an important effort to neutralize the rolling tendency at higher speeds
was the compound helicopter that uses small wings to pick up the flight loads as for-
warding speed increases, by reducing the loading on the rotor. On the other hand, a
valid alternative solution was identified in the concept of Tilt Rotor aircraft.
The vertical lift efficiency of a Vertical Take-Off Landing (VTOL) vehicle is not the
only interesting capability of this aircraft. The challenge has been to extend the ca-
pabilities of the standard helicopter to those of a conventional aircraft, in terms es-
sentially of maximum cruising speed, range, and autonomy. Indeed, the intrinsic
characteristics of rotor aerodynamics limit both the maximum reachable speed from
the helicopter, about 350 km/h, and the maximum altitude and service ceiling of
around 3.000-6.000 m, as well as autonomy. It is usually less than fixed-wing, con-
ventional takeoff, and landing airplanes of similar weight.
The solution to the helicopter’s limitations has been to combine the speed, range, en-
durance, payload, maneuverability, and superior survivability of the airplane with
the vertical lift capabilities of a helicopter [2] and for this reason, much research
worldwide has yielded many tiltrotor concepts and even construction, but very few
have taken flight.
In NextGen, Tiltrotor is expected to have a wider range of capabilities than today and
support varying levels of total system performance. In terms of flight operational
performance, a wider range of capabilities regarding cruise speed, cruise altitudes,
climb and descent rates, noise, and emissions will exist. A key aspect of NextGen
Civil Tiltrotor is providing environmental protection that allows sustained aviation
growth.
With NextGen, significant community noise and local air quality impacts are re-
duced in absolute terms compared to today, even with the increase in growth. The
energy use and climate effects of aviation are addressed and mitigated. This is ac-
complished with advanced technologies and operational capabilities, environmental
improvements in airframe and engine technology resulting from a robust research
and development program, and appropriate policy approaches and financial sup-
port.
The T-WING project is placed in this challenging context. The main challenges of
the Horizon 2020 (H2020) Research and Innovation Framework Program are:

• Safe, Reliable and Competitive mobility of passengers, goods and public ser-
vices

• Eco-Design and Minimal impact of transportation on the environment

• Low Cost (Operational and Maintenance costs) and Risks Mitigation

• High Quality and Building industrial leadership in Europe
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• Low Weight

In particular, H2020 Clean Sky 2 FRC IADP NextGenCTR is dedicated to the design,
construction, and flying of an innovative Civil Tiltrotor technology demonstrator [3,
4], the configuration of which will go beyond current architectures for this type of
aircraft.
NextGenCTR’s demonstration activities, led by Leonardo Helicopters, will aim to

FIGURE 1.1: NGCTR-TD.

validate its architecture, technologies/systems, and operational concepts, with sig-
nificant improvement concerning the current state-of-the-art tiltrotors.
In addition to an advanced fly-by-wire system for the flight control and a cutting-
edge nacelle that will integrate both the engine and the tilting gearbox in a compact,
streamlined configuration, the NGCTR-TD is characterized by a different concept
for the tilting mechanism for the upcoming Leonardo civil tiltrotor platform: a fixed
engine installation with a split gearbox to provide the proprotor tilting mechanism,
based on new capabilities in aerodynamic and structural analysis, design, and next-
generation manufacturing and assembly principles.
As regards the propulsion system, the choice fell on a fixed engine that improves
maintainability and reduces the need for a complex certification program. This will
also allow important operational cost reduction to address the competitiveness of
the architecture and solutions adopted. The NGCTR-TD needs to be equipped with
a tilt-wing that does not lose too much performance in helicopter mode.
As for the wing design of the NGCTR, the above challenging objectives required:

• the development of a new high lift and low drag wing which is optimized
to improve downwash impingement in hovering. Downwash impingement is
improved by the introduction of two surfaces, an outboard flaperon and a large
morphing surface which rotates downwards in helicopter mode to reduce the
wing area beneath the rotors;
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• the development of a highly integrated composite wing structure with a com-
pact structural wing box, since almost half of the wing chord length is dedi-
cated to the moveable surfaces.

T-WING consortium is working on the composite wing of the NGCTR-TD planned
to be flying in 2023. The consortium, led by the Italian Aerospace Research Center
(CIRA), is composed by industrial partners Magnaghi Aeronautica and Salver (IT),
Step Sud Mare (IT), SMEs Officine Meccaniche Irpine (IT) IBK Innovation (DE) and
Università degli Studi di Napoli Federico II (IT).
The task undertaken by the consortium is aimed at designing, manufacturing, qual-
ification, and flight-testing of the wing and moveable surfaces of the NGCTR-TD.
The logic behind the development of wing and moveable surfaces, which is illus-
trated in Figure 1.2, foresees a design phase based on the requirements, driven by
airworthiness and defined in cooperation with the Work Area Leader.
Once the design phase was completed, the toolings to be used for the manufacturing
of the wing were designed and produced and the wing itself will be manufactured
and qualified. After successful qualification, the wing will be assembled to all the
other components of the NGCTR-TD. The last step of the development is the instru-
mentation of the wing, by the use of accelerometers and strain gauges, and the flight
test campaign which will lead, among others, to the validation of the flight loads
used for the preliminary design of the wing.
One of the bullets to be covered in the project is to perform Scalability assessments to
investigate the scalability potential of the NGCTR-TD proposed structural concept
and technologies up to on the larger NGCTR aircraft.

FIGURE 1.2: NGCTR-TD wing development logic.
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1.2 State-of-the-Art Assessment

Much research worldwide has yielded many tiltrotor concepts but very few have
taken flight, including some NASA prototypes, the pioneer XV- 3 and then the suc-
cessful XV-15 program, the Bell’s military tiltrotors V22 and V280 and, finally, the
AW609, currently subjected to the certification process for use in the civil sphere.
The Table1.1 summarizes some important performances in terms of GTOW (Gross
Take-Off Weight), disk loading, maximum and cruise speeds, service ceiling, and
range to provide an approximate comparison between the main design parameters
of the aforementioned tiltrotors .
Generally, the Preliminary Tailored Wing Design depends on the specific tiltrotor
flight mission, in terms of payload, range, and cruise speed, and consists of an it-
erative process during which a design concept is settled to match the potential cus-
tomer’s requirements. The design concept is then subjected to design analysis and
the results, in terms of a trade-off and optimization, output a reviewed design so-
lution. This process is repeated until a solution deemed to be the best is economi-
cally sustainable and meets the desired requirements. So, the final design proposal
only evolves after a systematic interaction between the requirements, detailed de-
sign tools and historical database of similar existing works produced and/or in op-
erating conditions.
The design of a composite wing for a tiltrotor aircraft is strongly connected to the
flight mission requirements so the fuel tanks, the rotor drive system and other com-
ponents must be included inside of the wing structure preliminary sizing.
Sometimes, because related to project requirements or manufacturing technologies,
it could be required that geometric configurations are kept fixed, such as the spar
location, when other components location or shape change.
For this reason, to find the best design solution that minimizes the structural weight
of the wing while satisfying a series of design constraints, an optimization process
is necessary. It also expected that the best design solution must also minimize costs,
time, and computational efforts.

1.3 NGCTR-TD Wing Structure Preliminary Design

Basing on the architectural layout of the NGCTR-TD wing structure set by LHD an
iterative and novel optimization process has been necessary. This optimization pro-
cess was aimed at finding the optimal composite thickness distribution at minimum
weight. The preliminary structural design strategy is based on a two-level optimiza-
tion.
The first-level optimization, is based on engineering models, used to perform a
multi-objective optimization by means of genetic algorithms, also taking into ac-
count the aeroelastic stability.
The first-level optimization aims to have, at the very beginning of the project, i.e., at
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TABLE 1.1: Main performances and maximum take-off weight of ex-
isting tiltrotors.

XV-3 XV-15 V22 V280 AW609

GTOWMax 4,890 lb 13,248 lb 52,600 lb 57,320 lb 16,799 lb
2218 kg 6009 kg 23859 kg 26000 kg 7620 kg

Disk loading 5.66 lb/ f t2 13.2 lb/ f t2 20.3 lb/ f t2 16 lb/ f t2 15.9 lb/ f t2

27.5 kg/m2 64.3 kg/m2 99 kg/m2 78 kg/m2 77.4 kg/m2

Maximum speed 160 kts 300 kts 305 kts 304 kts 275 kts
296 km/h 557 km/h 565 km/h 560 km/h 509 km/h

Cruise speed 145 kts 165 kts 241 kts 278 kts 260 kts
269 km/h 425 km/h 446 km/h 520 km/h 482 km/h

Service ceiling 15,000 ft 29,500 ft 25,000 ft 15,092 ft 25,000 ft
4600 m 8840 m 7620 m 4600 m 7620 m

Range 255 mi 515 mi 1,011 mi 2,485 mi 863 mi
411 km 825 km 1627 km 4000 km 1389 km

the concept design level, a safe structural configuration, which is free from flutter at
minimum mass.
The second-level optimization is based on a 1D and 2D elements Finite Element
Model (FEM) built based on the selected first-level structural optimization.
The composite parts (skin and spars) of this structural configuration are then sub-
jected to optimization employing commercial FEM software.
To speed up the optimization process and to evaluate different design choices, the
equivalent laminate theory is applied to model the composite properties of the finite
elements, also giving an advantage in the computational effort.
The results of this two-level optimization, in terms of wing-box sizing, has been
transferred into higher fidelity models, detailed FEM and digital mockup (DMU), to
verify compliance with all the remaining requirements, such as stress and fatigue,
crashworthiness, accessibility, assembly and integration, and manufacturability.
After that, the final wing configuration was launched for manufacturing.
For the NGCTR-TD, the requirements derived from airworthiness specifications are
drawn from EASA (European Aviation Safety Agency) large airplanes (CS-25), and
large rotorcrafts (CS-29), for the particular nature of the tiltrotor. In addition to that,
tailored requirements are necessary, since not all the airplane and rotorcraft require-
ments encompass all the possible scenarios which characterize this vehicle.
Regarding the structural architecture, LHD has fixed several technical and functional
requirements, in terms of the location of the spars, ribs, and moveable surfaces’ ge-
ometry.
The fuel capacity of the Technological Demonstrator is a crucial aspect and it affects
the space available for the fuel bladders.
Given the architecture, the wing structural design, in terms of skin and spar web
thicknesses and stringers and spar cap areas, has to cope with strength and buckling
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requirements, at the lowest possible weight, and more predominantly, with stiffness
requirements.
Stiffness requirements are of paramount importance when designing the wing of a
tiltrotor, making the task quite challenging also because of other requirements such
as weight and accessibility (numerous and wide access holes and removable pan-
els, which tend to reduce torsional stiffness). Stiffness requirements are expressed in
terms of limitations on the frequency values of the airframe elastic modes to avoid.
There is also a requirement on the lowest elastic airframe mode frequency, which
shall not be lower than a minimum value, to avoid whirl flutter stability issues
and coupling with aeromechanical modes, due to the presence of big masses at the
wingtip (nacelles, engine, and propellers).
Based on the above-mentioned requirements, the design strategy in the preliminary
phase is composed of two main phases/levels as shown Fig.1.3.

FIGURE 1.3: Design strategy flowchart.

1.4 Objectives and outline of the thesis

This thesis consists of several parts and presents the problems not only of noise and
vibrations, of experimental modal analysis and vibration tests but also of aeroelastic
and structural scalability.
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The first part shows a series of activities in the vibrational field (Part I, Ground Vi-
bration Test on the NextGen Tiltrotor Wing): several numerical and experimental
modal analysis tests were performed to confidently and validate the Multi-Input
Multi-Output methods. This activity was necessary with the aim of becoming con-
fident with these methods in anticipation of the tests that will be performed on the
test articles of the T-WING as part of the research project.
The second part shows the in-flight noise measurement test on a Leonardo Heli-
copters existing tiltrotor (Part II, Tiltrotor Acoustic Data Acquisition and Analysis).
The third section regards the Whirl Flutter phenomenon investigation (Part III, Nu-
merical and Experimental Investigation of Whirl Flutter), and a final part concernes
the Structural Scalability by taking in account Stiffness, Crash and Whirl flutter re-
quirements (Part IV, Wing Structure Scalability).

1.4.1 Part I: Ground Vibration Test on the Next Generation Tiltrotor Wing

A vibration test is the most commonly used method for an economic modal analysis
of a structure. The purpose of the vibration test is to determine information such
as the stiffness, natural frequencies, and mode shapes inherent to the dynamic re-
sponse of a test article (TA) or flight article.
A ground vibration test has a unique combination of the importance of structural dy-
namics in aircraft and safety requirements. A vibration test on large structure always
involves multiple inputs and multiple outputs (MIMO) frequency response testing.
Random excitation is sometimes used, but most often stepped sine techniques are
used to supply the required energy for the system. Stepped sine testing allows the
user to obtain test results by exciting a single frequency at a time and sweeping
through frequencies. Stepped sine testing is particularly useful when testing sys-
tems that contain composites and display non-linear behavior or require larger force
levels for adequate excitation.
The main objectives of T-WING vibration test are:

• to characterize the dynamic behaviour of the primary structure and its mov-
able surfaces;

• to validate the FE models;

• to gather auxiliary data for flight flutter tests;

• to contribute to the wing qualification.

The Part I of this work contains a preliminary numerical activity consisting in the
building and use of a simplified FEM model that reproduces the dynamic behavior
of the T-WING, a satisfactory sensitivity analysis to verify the changes by varying
masses and constraint conditions. Then a experimental test campaign was execute
to manage the MIMO procedures until to define the planning of the real full-scale
tests, and the test setup, as well as preliminary experimental activities concerning
both the primary structure of the T-WING and movable surfaces.
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1.4.2 Part II: Tiltrotor Acoustic Data Acquisition and Analysis

In the aeronautical, railway, and automotive industries, noise and vibration are im-
portant for many reasons and in many different, more specialized, disciplines, such
as Structural Dynamics field where vibration problems occur because resonances am-
plify the vibrations of the structure to very high levels (resonance condition); Envi-
ronmental Engineering, Vibration Monitoring, and Fatigue Analysis fields concerned with
the prediction of the vehicle’s ability to sustain the vibrations it will encounter dur-
ing its lifetime and by measuring with accelerometers and strain gauges vibrations,
fatigue cracks and other deteriorating effects in the structures; and obviously the
Acoustics, discipline very close to noise and vibration analysis as the cause of acous-
tic noise is often vibrations.
As mentioned above, high speed and maneuverability, and at the same time, low vi-
bration and noise are the most important features of the new generation rotorcrafts
and tiltrotors. Rotorcraft manufacturers are trying to bring tiltrotor technology to the
civil aviation market by reducing the interior vibration and noise level so to make
the competitiveness of tilt-rotor aircraft greatly improved for this purpose.
The interior noise characteristics of tilt-rotor aircraft are different from those of ordi-
nary helicopters or propeller aircraft. For helicopters, engines and the gearbox are
usually installed right above the cabin, while the blade tip is relatively far away from
the cabin. So the engine and the gearbox, instead of the rotor, are the main source of
helicopter interior noise.
For tilt-rotor aircraft, however, the engine and gearbox are located at the tip of the
wing, far away from the fuselage. So the engine and gearbox affect less the interior
noise. While the blade tip is very close to the fuselage in both aircraft mode and
helicopter mode, so the aeroacoustics has a greater influence on the interior noise [5,
6].
Moreover, in the view of the frequency domain, because the rotor diameter of the
tilt-rotor is between the main rotor of the helicopter and the propeller of the aircraft,
the frequency of the aeroacoustics is higher than that of the helicopter, which is more
sensitive for the human ear.
In the second part, the in-flight noise test campaign carried out on board an existing
LHD tiltrotor is described.
These tests were performed to better investigate the problem of noise and then ob-
tain satisfactory levels of comfort for passengers of the NGCTR. Pressure load mea-
surements in operative conditions represent a fundamental parameter for improving
the knowledge of the in-flight forcing generation and transmission. Furthermore, it
is a fundamental step for assessing the validity and confidence of numerical methods
able to predict such pressure loads, usually generated by propulsion and Turbulent
Boundary Layer (TBL).
Exterior noise was measured at fixed values of engine rpm before in ground tests
and then at forwarding speeds up to 98 m/s in-flight tests. Propeller noise lev-
els, spectra, and vibrations correlation were determined using a horizontal array of
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seven surface microphones and a vertical array of four surface microphones in the
propeller plane.
The data acquired are used to describe the propagating and rotating characteristics
of the propeller noise field on the fuselage.
About the most interesting results, the measurements in terms of Overall Sound
Pressure Levels (OASPL) make clear that the correspondent levels increase accord-
ing to aircraft speed and that they show the highest values in the propeller plane.
The spectra of exterior and interior noise are dominated by tones at low frequencies
(up to about 400 Hz) due to the passage of the propeller blades while at greater fre-
quencies, the contribution from the TBL is predominant.
Moreover, comparisons between the data of internal and external pressure sensors
show a significant noise reduction due to the soundproofing material.
Finally, because the measurements time histories present a high dispersion level it
was very useful to provide an interval of confidence and statistical evaluation on the
measurements.

FIGURE 1.4: Tiltrotor surface microphones locations.

1.4.3 Part III: Numerical and Experimental Investigation of Whirl Flutter

Part III summarises the activities performed for improving the understanding of
the Whirl Flutter instability and its most sensitive parameters. Clearance from such
aeroelastic instability is required by airworthiness rules for turboprop-powered air-
craft and must be cleared for tilt-rotor vehicles. It may be also a required check to be
carried out for windmilling propellers.
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FIGURE 1.5: WFSD Whirl Flutter Small Demonstrator.

In this chapter, the design, development and testing of a small demonstrator (Fig-
ure 1.5) are presented and results are discussed with reference to existing literature.
The initial focus is on the governing equations and identification of parameters that
affect the aeroelastic behaviour of the propeller-engine installation. Ground vibra-
tion tests, at zero airspeed, have been performed to validate numerical models for
the mass/inertia and stiffness distribution. Several measurements have been further
carried out at different configurations, changing the airspeed, the stiffness, the mass
and the propeller in order to setup a sensitivity analysis and create a database for
further improvements, mainly for a basic computation of unsteady airloads of the
propeller. These analyses confirm expected results, allow interesting and confident
conclusions and are able to help for showing compliance with current airworthiness
rules for propeller-driven aircraft.
The results presented in this work will also represent the basis for asserting the range
of validity of scaling effects for realistic applications.

1.4.4 Part IV: Wing Structure Scalability

The tiltrotor wing is one of the most critical and heavily investigated structures in the
design due to the fundamental need to consider the interaction between the wing,
pylon, and rotor systems to achieve aircraft aeroelastic stability. In high-speed for-
ward flight, wing flexural and torsional stiffness has a fundamental role in pitch-
whirl stability.
Another specific concern of the tiltrotor is the dynamic mode placement: it is neces-
sary to properly place wing bending modes away from prop-rotor forcing frequen-
cies.
In the attempt to reach the satisfaction of the main aeroelastic stability and dynam-
ics requirements, the use of composite materials plays a fundamental role with the
perpetual aim of minimizing the structural weight.
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An overview of the basic T-WING configuration and the specifications design start-
ing point of the upscaled wing are provided. After the adopted optimization meth-
ods, genetic algorithm and tool explanation, the main part of the effort focuses on
the scalability process to obtain the best structural compromise, with an acceptable
weight penalty, through the comparison of different composite materials (mechani-
cal properties) and layouts.

1.4.5 Appendix C

The current design process of a new aircraft includes several modeling and testing
steps. The main purpose of the Ground Vibration Testing is to achieve experimen-
tal vibration data of the whole aircraft structure, in terms of frequencies, damping
factors, and mode shapes to ensure that the aircraft will be free from any aeroelastic
instability and safe to fly in the desired flight envelope. GVT results are also mainly
used for validating and eventually improving FEM models of the aircraft examined.
On the other hand, structural dynamic models are used to predict the flutter behav-
ior and carefully plan the in-flight flutter tests, and lead to mitigation of the risks
related to them. This paper aims to compare different aeroelastic methods outcomes
achieved using two diverse commercial software: the widely used NASTRAN™
and the most recently developed Zonatech ZAERO. The flutter computation results
are obtained by means of P-K, K, and G methods. The first case presented is the
aeroelastic analysis of a forward-swept wing whereas the second case concerns the
stabilator of a two-seater ultralight aircraft, for which the results of an experimen-
tal campaign of vibrations test were available. The structural mode shapes at each
generated frequency mode are also visually presented.

1.5 What this Thesis Includes

Chapters – The thesis, divided into 5 chapters, collects a series of works by the au-
thor in different disciplines and contributions which, originally partially written in
the form of independent scientific works, are coordinated and linked together in an
overall design, aimed at the Vibroacoustic Optimal Design and Structural Scalability
of Composite Wing for the Next Generation Civil Tiltrotor.

• Chapter 1: Introduction to the thesis topics

• Chapter 2: Ground Vibration Test on the Next Generation Tiltrotor Wing

• Chapter 3: Tiltrotor Acoustic Data Acquisition and Analysis: theoretical back-
ground and discussion of the experimental results

• Chapter 4: Numerical and Experimental Investigation of the Whirl Flutter phe-
nomenon

• Chapter 5: Structural Scalability
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• Chapter 6: Conclusion and future directions

This chapter layout is specialised for the experimental sciences, your discipline may
be different.

Appendices – Some appendices are added at the end of the volume intended
to clarify some points not covered in detail in the text or to complete information
such as the supply of Matlab codes used for data processing. Some other appen-
dices contain other works carried out during the author’s years of research. These
research activities are not directly related to the TWING project but can be strongly
contextualized in the same field of application of the topics covered in the rest of the
thesis.

• A: Tiltrotors 3 view drawings and dimensions

• B: DNA - Data Noise Analyzer code

• C: Comparison of aeroelastic problems calculation methods based on numer-
ical and experimental results. Overview of Nastran and ZAERO Aeroelastic
Capabilities

Bibliography – The last appendix contains some references to good sources for
more information within the aeroelasticity and structural dynamics, noise and vi-
bration community, with hope reader can benefit from this list, as it has been for
me.

Thesis written by —
Aniello Daniele Marano

0000-0002-2118-0974
www.linkedin.com/in/aniello-daniele-marano

https://orcid.org/0000-0002-2118-0974
https://linkedin.com/in/aniello-daniele-marano
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Chapter 2

Ground Vibration Test on the Next
Generation Tiltrotor Wing

2.1 Introduction

The main objective of the work presented in this chapter is to verify the effective-
ness and limits of the Multi-Input Multi-Output (MIMO) technique compared with
the better manageable Single-Input Multiple-Output (SIMO) procedure.
Although the use of a single shaker implies a minimum effort and management
difficulty procedure, for large test structures, such as a wing, this approach could
exhibit some strong limitations connected to the internal damping: the structure is
able to dissipate the vibrational energy that shaker provide to it. The points nearest
to the excitation absorb the most energy and this can distort the measurements and
affect the engineering modal data. Moreover, for the single-point excitation testing,
the forcing excites any mode that has a natural frequency nearby the excitation fre-
quency, and so there will be a mixture of modal responses within the range of test
frequencies. To adequately excite every mode of interest and collect FRF data sets, a
multi-point excitation approach or MIMO method represents the best solution.
Multiple-Input Multiple-Output methods offer some distinct advantages for the mea-
surement and extraction of basic modal parameters, especially for large structures
[7].
Compared to SISO techniques, MIMO allows for more uniformly distributed energy
across the structure, force levels can be kept lower for each shaker, modal test pa-
rameters can be obtained in one single shot, while nonlinearities are less likely to be
excited. In the case of light structures, the use of stingers can provide constraints
between the excitation system and the structure itself. Thus, using more electro-
dynamic shakers could locally affect and modify the stiffness of the structure by
altering the test results.
In this study, we investigate the feasibility of using a MIMO modal testing technique
on two beams of different material and weights to investigate the excitation method
that produces less interference with the suspension modes of the free–free test arti-
cle (TA). The first step of this test is a preliminary numerical study to investigate the
excitation method and the suspension system that produce less interference with the
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dynamic behaviour of the TA.
The global purpose is to demonstrate that the use of multiple actuators properly ex-
cites the global modes of larger structures and distinguishes between pairs of modes
at nearly identical resonant frequencies.
The overall aim was to achieve a high level of confidence with practical aspects
of multi-shaker and excitation signal management, reciprocity checks, and the ba-
sic principles behind MIMO technique and its capability to resolve closely spaced
modes and repeated time-consuming tests.
Following these activities, it was possible to plan what will be the tests to be carried
out on the T-WING TA.
After a first introductory, theoretical part, about the methods of experimental modal
analysis, the SIMO and MIMO methods are introduced and compared.
The experimental laboratory activities and the numerical activities related to them
are then shown.
As for the tests, two different metallic beams of comparable size but different weights
are tested in a free-free constraint condition. The outcome of this vibration test is a
comparison between the results obtained via SIMO and MIMO. Further analysis is
the evaluation of the effects of an increase in the weight of the TA on the MIMO re-
sults by installing known masses at the end of the beam.
From the numerical point of view, through the creation and use of a simplified FEM
model that reproduces the dynamic behavior of the wing, some sensitivity analyzes
were carried out to varying masses and constraint conditions.
Finally, the lesson learned, the planning of the real full-scale tests, and the test setup
are shown, as well as preliminary experimental activities concerning both the pri-
mary structure of the T-WING wing and its movable surfaces.

2.2 Theoretical and Practical Aspects of MIMO Testing

The main scopes of the experimental modal analysis (EMA) are the characterization
of the dynamic behavior of a structure to avoid resonance phenomena with conse-
quent damage or failure, durability test of systems or structures, the validation of
FEM models but also reasons for prevention and maintenance.
It is common in many vibration applications to compute Frequency Response Func-
tion (FRF) from measurements [8, 9].
In most cases, during Ground Vibration Test (GVT) the structure is excited by known
forces applied by an impulse hammer or by a shaker. In some cases, for Operational
Modal Analysis (OMA) and Operating Deflection Shape (ODS), the FRF are mea-
sured between response signals which are due to natural excitation by for example
wind or traffic loads on buildings or bridges.
Refer to the scheme of a typical modal shaker test setup configuration (Fig.(2.1)), the
signal is generated from the data acquisition system and fed into the shaker ampli-
fier.
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FIGURE 2.1: Typical modal shaker test setup configuration.

The top of the shaker is attached using a stinger, which is attached to an impedance
head or force sensor and linked to the structure at the excitation location. The input
signal generated by the excitation system and measured by the force sensor and the
output signal measured by the acceleration sensors, flow into the acquisition system
for data processing.

In the EMA, it is common to use several shakers to excite the test structure, and
simultaneously to measure a large number of response signals. In this case, fre-
quency response functions must be estimated using a MIMO model.
The response of the excited structure under examination is acquired in terms of ac-
celerations, velocities, or displacements in the time domain. The data are reported
in the frequency domain by Fourier transform and by the frequency response func-
tions, applying parametric extraction models, to obtain the modal parameters. For
a real multi-degree of freedom system, the stabilization diagram helps to select the
poles that have a physical meaning and not a purely mathematical one.

Basic assumptions in the modal analysis are:

• Linearity

• Time invariance

• Reciprocity

• Observability.

Linearity has two aspects. The first one is that the response is proportional to the
applied force. So the larger force is applied to the structure, the larger amplitudes
will occur. The second aspect is that we can apply the principle of superposition. It
means that the resulting response is equal to the sum of the individual responses to
each of the forces acting on a structure.
In general, a system with an input signal and output is considered to be time-invariant
if the coefficients of the system of differential equations that describe the system do
not change with time: the system parameters, for example, mass, damping, and stiff-
ness, do not change during the time we measure the system.
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The next assumption is reciprocity. Reciprocity means that force applied at degree-
of-freedom P causes a response at degree-of-freedom Q that is the same as the re-
sponse at degree-of-freedom Q caused by the same force applied at degree-of-freedom
P. A consequence of the principle of reciprocity is that the FRFs acquired in the two
configurations must be the same.
The last assumption in modal testing is observability. It means that measurement
data contain enough information to generate an adequate model of the structure.
Real-life systems are rarely completely linear. During all measurements of FRF, we
need to investigate if the conditions of linearity are satisfied otherwise the modal
analysis assumptions fail, and the classical methods could not be appropriate.
In real-life measurements, particularly in the field of noise and vibrations, we are
not able to measure input and output signals without at least one of these signals
being contaminated by extraneous noise from the sensor and input electronics in the
measurement system.
To overcome or mitigate this problem, in the SIMO approach, we introduce different
estimators, H1 or H2, depending on the noise in the input signal or the output signal
is negligible. Thus, neglecting the term of cross-spectrum (between input and noise
or between noise and output), we consider the uncorrelated signals and from the
relationship that links output and input, we can easily derive the FRF and the modal
parameters.
Furthermore, when we estimate the frequency response with the H1 or H2 estima-
tors, we can compute the coherence function. If coherence is = 1, then H1 = H2 which
implies that we have no extraneous noise, the measured output derives only from
the measured input. The coherence function is a quality measure of the estimated
frequency response, regardless of which estimator we use. The coherence function
drops below unity if there is contaminating noise on either the measured input sig-
nal or in the measured output signal or both signals.
In the case of MIMO, each output is caused by a linear combination of all the inputs,
and there are no relations between any of the outputs.
A general MIMO system can be seen as many parallel multiple-uncorrelated input
and single-output systems.
In the frequency domain, a MIMO system is described by systems of matrix equa-
tions, and instead of computing FRF as scalar quantities, matrix processing of data
is required. If we consider many averages of the measurements, the cross-spectra
terms linked to the noise approach to zero, and this allows us to simplify the resolu-
tion models. To solve the system of Equations you need to diagonalize it to produce
a system where each of the estimators is separated into one row. This is usually ob-
tained through the Gaussian elimination procedure that provides a well-conditioned
solving system.

In vibration test analysis, matrix processing of data is required [10]. The response
[GXF] of a generic TA, obtained through accelerometers, could be defined by means
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of the modal model as
[GXF] = [H] [GFF] (2.1)

From a theoretical point of view, the assumption on which multi-input testing is
based is that each of the know inputs must be uncorrelated with the other ones so
that can be invert the input matrix [GFF] otherwise the inverse matrix is not accurate
and this effects the extraction of the modal parameters from FRF matrix [H]:

[H] = [GXF] [GFF]−1 (2.2)

Although the data collection time for MIMO is the same as SISO/SIMO, with respect
to Single excitation test, the MIMO approach allows for the simultaneous collection
of multiple columns of the FRF matrix providing a more uniform and reliable defi-
nition of the FRFs.

[H] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H11 H21 ⋯ H1,Ni

H21 H22 ⋯ H2,Ni

⋮ ⋮ ⋮

HNo,1 HNo,2 ⋯ HNo,Ni

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.3)

Where No is the number of outputs and Ni is the number of inputs.
From a practical point of view, in the EMA field, the use of shakers is the most
widespread among the methods to excite a structure due to its ability to reproduce
a wide range of excitation signals as periodic, random, or transient [11]. The most
common signals are random or burst random for non-deterministic signals and sine
chirp or pseudo-random for deterministic signals.
If on the one hand, the shakers offer a lot of flexibility, on the other hand, they in-
volve several issues to which particular attention must be paid during the tests.
First of all, the execution of a vibration test implies some preliminary considerations
such as the best location for placing the shakers to avoid the impedance mismatch.
Indeed, while the accelerometer is located on the structure where the response is
large for all its modes, the location of the shaker is not as simple as the measurement
sensor. The shaker has a limited stroke and velocity (typically around 1.8 m/s for
commercial electrodynamic shakers) along with a maximum force rating which con-
trols the maximum acceleration. So, if a shaker is mounted to the structure at a point
where the displacement is large or the velocity response is high, then the shaker will
not be able to follow the structure response; the shaker excites the structure partially
or not at all following its response instead. This causes a force dropout in the force
spectrum at the resonances of the structure and the FRF and coherence may not be
good for measurement.
In general, before to carrying out an experimental test, it is advisable to perform a
numerical analysis. For both beams presented in the following chapters, to individ-
uate the best location of the shakers and force the structure with a satisfactory and
wide-ranging flat input force spectrum over the frequency range of interest, before
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the vibration test was performed, a preliminary numerical investigation and a ham-
mer modal test have provided useful information to better understand the mode
shapes of the TAs.
In addition to verifying the correct alignment of the stinger to the structure so that
the impedance head measures the axial load normally imparted to the surface of the
TA at the attachment point and to checking that the vibrations are not transmitted
back through the base on which the shaker is placed, other considerations concern
the setting of the appropriate level excitation of the shakers. Large force levels tend
to overdrive the structure and can excite nonlinear characteristics of the structure
and provide overall bad measurements.
To identify system characteristics by means of modal testing, to avoid exciting non-
linear characteristics of the structure under test, the levels of input excitation are
generally low. The excitation levels dependent essentially on the nature of the struc-
ture is being tested [12]. In the case of simple and linear structures, it is possible
to use a single shaker with an appropriate force level whereas when the structure
presents many assembled components and higher damping, it may be more diffi-
cult to provide an adequate level of energy from one shaker to identify the global
mode shapes. The necessary signal increase to obtain measurable vibrations in all
response positions implies an increment of noise and probable excitation of the non-
linearities and the overall measurement could be corrupted.
From a purely theoretical standpoint, modal parameters can be extracted from any
reference location as long as it is not at the node of a mode by moving a single shaker.
But from a practical point of view, while the structure may be time-invariant, the test
setup can affect the measured FRFs when the measurements are obtained from sep-
arate tests. In general, therefore, in these cases, it is advisable to use several shakers
in different positions with a lower level of excitation and collect data simultaneously
in a MIMO test to make acceptable FRF measurements and following modal param-
eters estimation [13].
Figure 2.4 summarizes some conclusions from the comparison between the SIMO
and MIMO methods.

2.3 In-depth study of the methodology

2.3.1 Modal Model, Response Model and Spatial Model

In this section, two crucial phases of EMA that follow the acquisition of the input
and output temporal signals are presented: the process of estimating the FRFs and
extracting the modal parameters [14].
For the current work, both phases are managed by the same software Testlab, which
also manages the excitation and the acquisition of the vibrational levels of the struc-
ture.
Starting from the discrete temporal input and output signals, the modal parameters
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FIGURE 2.4: SISO vs. MIMO methods.

in the form of natural frequencies, modal shapes, and damping ratios are obtained
to realize the response model of the TA. In the modal analysis it is possible to define
three types of models:

• the spatial model in which the system is described by the properties of mass,
stiffness, and damping;

• the modal model consisting of eigenvectors and eigenvalues;

• the response model defined by the frequency response curves.

The three models are dependent on each other and generally, a complete analysis
involves the determination of all three. According to the order in which they are
evaluated, two possible "paths" can be distinguished. Figure 2.5 shows two different
paths to proceed to describe the dynamics of a structure. In the numerical procedure,
starting from a FEM model, the modal parameters could be determined by utilizing
the assembly of the mass and stiffness matrices, and by applying one of the various
numerical techniques for estimating the FRFs. On the other hand, one could start
from the experimental acquisitions, obtaining an estimate of the FRFs from which to
extract the modal parameters and finally arriving at the properties of mass and stiff-
ness (this last step is generally neglected). In reality, the classical and widespread
used procedure, involves using both numerical analysis and an experimental test.

Following this double approach, generally, the first step is represented by the re-
alization of a numerical finite element model which preliminarily provides useful
information regarding some key phases of the experimental test. Firstly, it provides
an overview of what the dynamic behavior of the TA will be in the the frequency
range of interest in terms of modal shapes, approximate natural frequencies and
modal density. Preliminary knowledge of how the structure will deform allows a
conscious choice of measurement points. It is good practice to position the trans-
ducers in the probable points of maximum deflection to obtain a Signal-to-Noise
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FIGURE 2.5: Two typical ways of proceeding in modal analysis.

ratio, between the measured output and any external noise, as high as possible. On
the other hand, the measurement points must be evenly distributed on the TA in
such a way as to have a good set of descriptors in the modeling phase. Ultimately,
the position of the sensors also depends on the type of dynamics to be analyzed for
instance the allocation changes radically if the analysis also takes into account the
torsional modes.
As shown in figure 2.6, another fundamental difference between the numerical and
the experimental approach lies in the determination of the damping ratios. If on
one hand the damping ratio can be measured downstream of the modal parameter
extraction phase in modal testing, on the other hand, especially for complex struc-
tures, it is not possible to include a realistic damping law in a first FEM model. For
this reason, the modal parameters obtained numerically do not include damping at
least at a first iteration. The numerical and experimental determination of the modal
parameters allows to carry out the so-called correlation phase. The just-described
process is iterative as the correlation phase is generally followed by an updating of
the numerical model. In the following subsections, the three key steps that charac-
terize the experimental path will be analyzed, namely the estimation of the FRFs, the
extraction of the modal parameters, and the numerical-experimental correlation.

2.3.2 FRF estimation and synthesization

The process of estimating an FRF can be applied according to one a multitude of
different techniques but all are characterized by common aspects. The first problem
is represented by the fact that obtaining the input e output spectral components
through the operation of the Fourier transform into its discrete Fourier transform
(DFT) and The Fast Fourier Transform (FFT) algorithm is limited to the analysis of
perfectly deterministic signals. In practice, whatever the configuration tested, the
measurements of the aforesaid quantities will always be subject to an additional
unwanted noise component. This can come from external sources (poor isolation of
the TA) or interference between the instrumentation. as shown in Figure 2.7, with the
introduction of noise, the system is not excited with the nominal excitation profile
f(t) but with a different function f’(t).



2.3. In-depth study of the methodology 25

FIGURE 2.6: Experimental Modal Analysis workflow

FIGURE 2.7: Noise afflicting input and output measurements.
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This also applies to the output measurement, modified by the presence of the
noise function n(t). The functions m(t) and n(t) are intrinsically unknown but if the
error is systematic it can be eliminated once it has been identified.
In most cases, these functions are not systematic but it is possible to assume the
hypothesis of non-correlation of the noise signals with a reference signal. In other
words, it is assumed that m(t) and n(t) are random and not associated with the input
and output signals f(t) and x(t). The aforementioned absence of correlation is the
basis of a reasonable measurement setup.
The FRFs in the form of the Receptance (Displacement/Force) is not usable in this
case as the Fourier transform of the signal affected by noise is very different from
that of the nominal signal. This affects the ratio of the input and output frequency
spectra does not lead to the actual FRF. It is necessary the use estimators whose pur-
pose is to "clean" the signals from the noise components.
In this context, to provide the estimators it is necessary to introduce some basic op-
erations used in signal theory.
Some of the functions introduced below will be resumed in chapter 3 in which vi-
broacoustic and not only vibrational phenomena are described and studied.
The first function introduced is the autocorrelation function Rxx(τ):

Rxx(τ) = ∫
+inf

−inf
x′(t)x′(t+ τ)dt (2.4)

It allows to relate a function with a copy of it after a certain period of time. Simi-
larly, the cross-correlation function can be defined, Rx f (τ).

Rx f (τ) = ∫
+inf

−inf
x′(t) f ′(t+ τ)dt (2.5)

The cross-correlation operation has an important property: in the hypothesis of
systematic noise this operation returns the same result if applied to the two pairs of
signals (x’(t),f’(t)) and (x(t),f(t)). It represents a way of evaluating the systematicity
of the noise functions. Finally, the following operation is defined as a convolution
integral.

x(t) = ∫
+ inf

0
h(t− τ) f (τ)dτ (2.6)

It is now possible to introduce two other frequency functions obtained through
a Fourier transform of the auto and cross-correlation, namely auto-power-spectral
density (APSD), Sxx, and cross-spectral-density (CSD), Sx f .
The APSD is a real function and it has the dimensions of a quantity squared (eg ac-
celeration) over a frequency.
The CSD is generally complex (usually between input and output there is a certain
phase difference) and it expresses the correlation between input and output in the
frequency domain.
By multiplying 2.6 to the left and right by x(t+ τ) and f (t+ τ) respectively, it yields
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a linear relationship between the autocorrelation Rxx(τ) and the crosscorrelation
Rx f (τ). If we then apply the Fourier transform to all the members we arrive at
the following equations:

Sxx(w) = H(w)Sx f (w) (2.7)

S f x(w) = H(w)S f f (w) (2.8)

H(w) represents the Fourier transform of the term h(t− τ) in relation 2.6. More
in detail, H(w) is:

• the accellerance if x(t) is an acceleration;

• the mobility if x(t) is a velocity;

• the receptance if x(t) is a displacement.

H(w) is therefore an estimator of a FRF.
Two relations have been written, 2.7 and 2.8, since the CSD is a complex function
and it is not possible to invert the subscripts without altering the function. Indeed
S f x is the conjugate complex of Sx f . It is, therefore, necessary to distinguish the two
possible expressions of H(w).

H1(w) = Sxx(w)
Sx f (w) (2.9)

H2(w) =
S f x(w)
S f f (w) (2.10)

H1 = H2 only if the noise is zero (m(t) = n(t) = 0). Since the CSD is defined as the
Fourier transform of the cross-correlation signal, when the two noise signals were
supposed to be uncorrelated, it is reasonable to assume that the cross-correlation
and therefore the CSD are not affected by error (due to the properties of the cross-
correlation function).
A possible error in the estimation of the FRF is necessarily due to the autocorrelation
function and consequently to the Power-Spectral-Density (PSD). In these hypothe-
ses, H1 takes the following form:

H1(w) = S′xx(w)
Sx f (w) (2.11)

Where S′xx(w) is equal to the sum of the nominal part plus the noise contribution,
S′xx(w) = Sxx(w) + noise.
On the other hand if we consider the formulation of H2:

H2(w) =
S f x(w)
S′f f (w)

(2.12)



28 Chapter 2. Ground Vibration Test on the Next Generation Tiltrotor Wing

Where S′f f (w) is decomposable as the sum of two parts, S′f f (w) = S f f (w) + noise.
These observations provide with a selection criterion for the estimator to use. If we
assume the non-correlation hypothesis of noise signals, using H1 means considering
the error attributed to the input while using H2 means to consider that relating to the
output. Since the measurement of the input is generally considered more reliable,
the estimator H1 is used in most cases.
A third kind of estimator H3 exists. It is defined as the ratio of two CSDs, eliminating
both the unrelated input and output errors.

H3(w) = Sxv(w)
S f v(w) (2.13)

As can be seen in 2.13 such the two CSD refer to three different signals. Indeed
the use of H3 is linked to the introduction of an additional reference signal v(t) and
this is where the drawback hides. Using this solution even for a one DOF system we
must use at least three different channels, this could represent the problem because
as repeated several times the number of data that can be managed at the same time
is limited to the number of available channels in the signal analyzer.
All the equations written up to now refer to a SISO test. When we introduce more
measurement points, the determinations of the estimators must be repeated for each
output and obviously repeated for each frequency. On the other side, for a multi-
input test like the MIMO one, the equations expressing the estimators H1 and H2 are
the following:

[H1(w)] = [S′xx(w)] [Sx f (w)]−1
(2.14)

[H2(w)] = [S′f f (w)]−1 [S f x(w)] (2.15)

PSD matrices will always be square while CSD matrices will be square only if the
number of inputs is equal to the number of the outputs.
Generally in a MIMO test, the number of acquisition points is always much greater
than the number of excitation points so you will almost always have to deal with
rectangular matrices. This can be a problem when inverting the matrix. Further-
more, it should not be forgotten that, also, in this case, the operation is repeated
for all the analysis frequencies. The problems are mainly related to the possibility
that the matrices are singular not allowing the inverse operations. For these rea-
sons, multiple techniques use different resolution methods. In this context, one of
these techniques, the so called Gauss elimination procedure, is shown in the follow
paragraph.

2.3.3 FRF estimation in MIMO test

Suppose we have q points of excitation and the same number of measurement points
(this hypothesis does not affect the generality of the method since matrix inversions
are not required). For simplicity, we will consider one output at a time: the proce-
dure must be repeated for each measurement point.
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FIGURE 2.8: Multi Input Single Output configuration

The general equation governing the system shown in figure 2.8 is the following:

Y( f )+ N( f ) =
q

∑
i=1

Hiy( f ) [Xi( f )+ Mi( f )] (2.16)

Assuming no input noise, we are considering the estimator H1. In this case, the
equation 2.14 becomes:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S11 . . . S1q

⋮ ⋱ ⋮

S1q . . . Sqq

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

H1y

⋮

Hqy

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

S1y

⋮

Sqy

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(2.17)

In the 2.17, the matrix of the PSD and CSD of the input and the vector of the
unknown terms can be identified at the first member, while at the second mem-
ber there are the input and output CSD. The technique consists in first constructing
the augmented spectral matrix, Gxxy starting from the two matrices of the auto and
cross-spectra appearing in the 2.17.

[Gxxy] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G11 . . . G1q G1y

⋮ ⋱ ⋮ ⋮

G1q . . . Gqq Gqy

Gy1 . . . Gyq Gyy

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.18)

The Gauss elimination procedure is now applied to the previous matrix. This
technique consists of the recursive application of the so-called "Gauss moves", which
can be summarized as follows.

• Step 1: If the first row has the first null element, it must be swapped with a row
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that has the first non-null element. If all rows have the first non-null element,
go to step 3.

• Step 2: For each row Gi with the first non-null element, except the first (i >
1), multiply the first row by a coefficient chosen in such a way that the sum
between the first row and Gi has the first null element. Replace Gi with the
sum you just got.

• Step 3: Now on the first column all the figures, except perhaps the first, are
null. At this point, we return to point 1 considering the submatrix obtained by
deleting the first row and the first column.

The application of the above technique leads to a new formulation of the Gxxy

matrix:

[Gxxy] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G11 . . . G1q G1y

⋮ ⋱ ⋮ ⋮

0 . . . Gqq⋅(q−1)! Gqy⋅(q−1)!

0 . . . 0 Gyy⋅q!

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.19)

The matrix has become upper triangular, so it is now possible to return to the
starting equation by replacing the submatrixes by the augumented spectral matrix.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G11 ⋯ G1q

⋮ ⋱ ⋮

0 ⋯ Gqq⋅(q−1)!

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

H1y

⋮

Hqy

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

G1y

⋮

Gqy⋅(q−1)!

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(2.20)

At this point, starting from the last line of the system of conditional equations
2.20 that has been created, it is possible to find the Hiy unknowns using back sub-
stitution. The procedure must be repeated for each of the measured outputs and
each frequency. In this way, we obtaine the estimators that minimize the error of the
output n(t).

2.3.4 Modal Parameters Extraction

In this section, the methods of extraction of the main modal parameters are intro-
duced and, by providing a general overview valid for the different, several, available
techniques [15]. These techniques can be classified according to different criteria. A
first differentiation can be made relative to the type of domain in which the analysis
is carried out:

• Frequency Domain Techniques

• Time Domain Techniques

In the first category, we find all those techniques that analyze the FRF synthesized
directly in the frequency domain while in the second, before conducting the anal-
ysis, it is necessary to move to the time domain. To do this, the so-called Impulse
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Response Functions (IRFs) are used, obtained from the inverse Fourier transform
operation.
A second classification can be made based on the frequency range considered. Two
sub-categories can be distinguished.

• SDOF techniques - the modal parameters are evaluated peak by peak;

• MDOF techniques - the modal parameters are simultaneously evaluated by
considering more peaks in a larger frequency range.

Single DOF techniques are only applicable under certain conditions. Recalling the
generic expression of a FRF as a function of modal parameters:

αj,k(w) =
∞

∑
r=1

Ar
j,k

ω2
r −ω2 + iηrω2

r
(2.21)

Assuming we can isolate one of the r-th term of the summation, 2.21 becomes:

αj,k(w) =
Ar

j,k

ω2
r −ω2 + iηrω2

r
+∑

s≠r

As
j,k

ω2
s −ω2 + iηsω

2
s

(2.22)

The 2.22 allows us to make an important consideration: the closer we are to the
frequency r − th, the more the dynamics of the system can be expressed by the con-
tribution of the r − th mode plus a constant summation in frequency. This consider-
ation is as true as the more distant the modes of the structure are (separated peaks,
low damping).
So the SDOF techniques analyze the modes individually and extract the modal pa-
rameters starting from portions of FRF synthesized around the peaks.
The simplest applications based on a direct analysis of the portions of FRF (peak
picking, half-power bandwidth), whereas the circle fit and the line fit techniques are
the most used modal parameters extraction methods belong to SDOF category.
On the other hand, MDOF techniques take into account the FRFs in their entirety in
the range of analysis chosen. In this case, it is not necessary to assume the hypothe-
ses underlying the SDOFs for which the range of applicability increases.
Finally, the third and most important classification is based on the dataset that the
evidence returned. We can distinguish the single-FRF techniques from the multi-
FRFs techniques. As said in the previous chapter, what distinguishes a Single-Input
approach from a Multi-Input one is the number of rows/columns of the FRF matrix
that we estimate. In a SISO test, we can only analyze a single FRF with an SDOF
or MDOF technique depending on how the dynamics of the system are presented.
For MIMO or SIMO tests we can instead consider all the FRFs at the same time. In
particular, in the context of multi-FRFs methodologies we can distinguish the global
techniques generally referred to SIMO tests (number of FRFs equal to the number
of outputs measured) and the poly reference techniques that instead refer to MIMO
tests (number of FRFs equal to the product between the number of Inputs and the
number of Outputs measured).
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The type of technique used in a test can be defined as a particular combination of the
just introduced subcategories. The choice must be made wisely. For example, if we
suppose that, downstream of the acquisition process, we have 128 FRFs that describe
10 modes of vibration each and we hypothesize the time of a single analysis equal to
1 minute, we understand that if we use an SDOF technique, the total analysis time
is unbelievably large (1 min. x 10 modes x 128 FRFs = 21 hours).
A global technique on the other hand analyzes all FRFs simultaneously, drastically
reducing analysis times. It should also be considered that single-FRF SDOF / MDOF
techniques lead to as many sets of modal parameters as there are FRFs and a final
averaging process is required. This is difficult to automate in a single algorithm. An-
other advantage of using global / poly reference techniques is that they can easily
handle coupled and strongly damped modes. On the other hand, they also present
several problems related to their complexity:

• Formulation/programming difficulties;

• Considerable computational power and fast A/D required;

• Prone to computational modes;

• Possible to miss modes;

• Ideally, all the FRFs should be measured simultaneously.

In the next paragraph an overview of PolyMAX is provided. PolyMAX is one of
the techniques used by the TestLab software to manage the tests object of this work.
Before giving an overview of PolyMAX, it is useful to introduce two further con-
cepts:

• Modal Participation Factor (MPF);

• Stabilization Chart.

The MPF describes the displacement rate with which a particular mode contributes
to the total response of the structure under test.
The Stabilization Chart, used in identification techniques, is a standard tool to esti-
mate the modal parameters. The main purpose of using the stabilization diagram as
a post-processing place for parameter identification is to distinguish physical modes
and spurious (or mathematical) modes.
There are three main causes for spurious modes. First, numerical mathematical spu-
rious modes will arise due to an overestimation of the system order. Second, noise
spurious modes will arise due to physical reasons, e.g. excitation and noise color. Fi-
nally, analog or digital filtering of the data also produces numerical spurious poles.
A stabilization diagram is simply a plot of different model orders(in this particular
context the interpolating polynomial order) versus the frequencies identified at each
of the model orders. Generally, the typical stabilization diagram is a graph where
the frequency is plotted as the x-axis and the model order as the y-axis.
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2.3.5 PolyMAX

The fundamental premise of the class of techniques adopted in this work is the use
of polynomial functions for the representation of synthesized FRFs.

Hs
jk(w) = b0 + b1(iw)+ b2(iw)2 + . . .+ b2N−1(iw)2N−1

a0 + a1(iw)+ a2(iw)2 + . . .+ a2N(iw)2N (2.23)

The PolyMAX method is a further evolution of the so-called Least-Squares Com-
plex Frequency-domain (LSCF) method [16]. In particular, it represents its poly ref-
erence version which improves the estimation of close poles through the implemen-
tation of the so-called right matrix-fraction model [17]. Using this pattern the 2.23
can be rewritten as:

[H(w)] =
p

∑
r=0

zr [βr] (
p

∑
r=0

zr [αr]) (2.24)

where [H(ω)] is the matrix containing the FRFs, [βr] is the numerator matrix of
the polynomial coefficients, [αr] is the denominator matrix of the polynomial coeffi-
cient and p is the model order. z is a frequency-domain variable derived from a the
discrete-time model t through the following transformation.

z = ejw∆t (2.25)

∆t represents the sampling time related to the sampling frequency of the acqui-
sition. The coefficients matrix [βr] and [αr] are found as the least-squares solution
of these equations after the linearization process. Once the denominator coefficients
are determined the poles (natural frequencies) and modal participation factors are
obtained evaluating the eigenvalues and the eigenvectors of the companion matrix
of the denominator polynomial.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 I ⋯ 0 0
0 0 ⋯ 0 0

. . . ⋯ ⋯ ⋯ ⋯

0 0 ⋯ 0 I
− [α

T
0 ] − [α

T
1 ] ⋯ − [α

T
p−2] − [α

T
p−1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⋅ P = PΛ (2.26)

The matrix Λ contains the poles z = ejw∆t on its diagonal. The eigenfrequencies
ωi and the damping ratios ζi are related to the values of λi.

λi, λ
∗
i = −ζiwi ± j

√
1− ζ2

i wi (2.27)

This procedure allows constructing a stabilization diagram for increasing model
orders p and using stability criteria for eigenfrequencies, damping ratios, and modal
participation factors.
An example of stabilization chart is shown in figure 2.9. It refers to one of the tests
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FIGURE 2.9: Stabilization Diagram of a MIMO test obtained in Test-
Lab

that is presented in the chapter 2.4.2. It is possible to notice the presence of letters
in correspondence of the peaks. These letters indicate how the algorithm has evalu-
ated that mode, whether stable or not. More in details, the symbols have following
meaning: "o": new pole, "f": stable frequency, "d": stable frequency and damping,
"v": stable frequency and eigenvector, "s" all criteria stable. From the stabilization
diagram it is possible to choose the modes to be included in the analysis to be able
to determine the response of the system and the relative mode shapes.

Once the modal parameters have been obtained, it is possible to proceed with the
correlation phase. This represents one of the final stages of an EMA and consists in
comparing the experimental results with those obtained from an analytical, numeri-
cal model or deriving from another experimental test. In most cases, the comparison
concerns numerical and experimental results.
As regards the numerical path, it is possible to build the modal model in terms of
eigenvectors and eigenvalues that define the numerical natural frequencies and the
numerical mode shapes of vibration. From the modal testing, it is possible to ex-
tract the experimental natural frequencies, damping, and mode shapes. If on one
side it is relatively simple to compare the values of natural frequencies since they
are scalar values, on the other side, the mode shapes comparison is not really easy
because they are vectors, generally complex. The problem lies in the different in-
formation densities of the two models. Generally, a FEM model is described with
several nodes much higher than the measurement points of the TA. In this regard,
two possible solutions can be used.

1. Condensation of the FE model

2. Extrapolation of the experimental test results
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Generally, the first solution is the most used. Once two equal-sized mode shapes
are obtained it is possible to compare them. The most used descriptor to perform a
comparison is the Modal Assurance Criterion or MAC. It can be defined with several
equations but in this regard, we refer to the MAC as the normalized one. It can be
expressed as follow:

MAC =

»»»»»(Ψex)T ⋅ (Ψnum)»»»»»
2

[(Ψex)T ⋅ (Ψex)] [(Ψnum)T ⋅ (Ψnum)]
(2.28)

Even if the modes are complex, the MAC value will be scalar, in particular be-
tween 0 and 1.
The operation must be repeated for each possible pair of numerical/experimental
modal vectors until the complete MAC matrix is built. MAC values are usually
shown in histogram form. If the MAC value is close to 1 there is a linear relationship
between the two considered mode shapes while if it is close to 0 they are linearly
independent. In particular, figure 2.10 shows the trend of the autoMAC in which
the experimental or numerical modes are related to themselves. Consequently, all
the elements of the diagonal will assume unitary value. The autoMAC is used to
verify the orthogonality properties of the modes or to analyze the consistency of the
points chosen to represent the modal deformations. In the general case of numerical-
experimental correlation, the value of the MAC rarely reaches a unitary value (iden-
tical modes) so conventions must be adopted to establish when a good correlation is
reached. The choice of the lower limit beyond which to accept the good correlation
depends on various factors, in a plausible choice it can be 0.8.
The non-achievement of the unit value on the diagonal is interpreted, as an imper-
fect correlation due to different causes, for example:

• non-linearities in the test structure;

• noise on the measured data;

• poor modal analysis of the measured data;

• inappropriate choice of DOFs included in the correlation.

Therefore, once the correlation has been made, it is possible to hypothesize what
it was the source of the error in the test activity and act accordingly.
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FIGURE 2.10: Histogram of the autoMAC values

2.4 Vibration Test

2.4.1 Test set-up

In this section, the tests carried out and the results are presented. The goal was to
conduct a series of vibration tests on the two uniform cross-section beams by means
SIMO and MIMO approaches. The properties and sizes of the two TAs are indicated
in Table 2.1 and Figure 2.11.
To set an adequate setup, an initial step is to identify the number and arrangement
of the measurement points through a FEM analysis. Mono-dimensional elements
are used for both beams models. The numerical activity provided a preliminary as-
sessment on the frequencies and the mode shapes and it represented a reference for
the position of the accelerometers: twelve measurement points were located along
the beams.
From a practical point of view, by taking into account the problems illustrated in the
previous paragraph, in the organization of the test setup, particular attention was
paid to the shaker-structure rigid connection, the free-free condition simulation, and
the instrumentation isolation.
Regarding the first point, a connection via double-sided tape with dual lock technol-
ogy was made, as shown in Figure 2.12.

The free-free constraint condition was obtained through the use of suitable bungee
cords of known stiffness, able to guarantee that the natural frequencies of the mass-
spring system were at least 10% than the first natural frequency of the structure [18].
During shaker excitation, there is a potential error source to avoid. This error arises
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TABLE 2.1: TAs. Properties and sizes.

Properties and sizes TA 1 - Aluminium TA 2 - Iron

Young Modulus, E, [GPa] 69 196
Shear Modulus, G, [GPa] 27 80

Poisson Ratio, ν 0.33 0.3
Mass Density, ρ, [kg/m3] 2700 7874

Length, L, [m] 2 2
Mass, m, [kg] 0.8 7.9

FIGURE 2.11: Cross sections of TA 1 (a) and 2 (b).

FIGURE 2.12: Double-sides tape solution.



38 Chapter 2. Ground Vibration Test on the Next Generation Tiltrotor Wing

if the shaker causes vibrations which propagate into the structure through a different
path than through the stinger. These vibrations make the linear system incorrect ac-
cording to the model we assume. The input forces to the structure via the wall, floor,
frame, and suspension are highly correlated with the force measuring by means the
force transducer. Therefore, this type of error is not discovered by the coherence
function, since the measured response signal is correlated with the measured input.
So, as regards the isolation of the instrumentation from the floor, panels of viscoelas-
tic material were used to avoid interference in the FRF acquisitions due to the vibra-
tions of the base of the shaker.
For all tests, the data acquisition was carried out running LMS TestLab ®v.19 soft-
ware while the spectral data system was an LMS SCADAS Mobile 05. The excitation
signal is true random. The data acquisition parameters are a resolution of 0.46 Hz,
1024 spectral lines, a number of 20 averages, and exponential windowing. One or
two electrodynamic shakers (445 N peak force - Modal Shop 2100E11) and two rov-
ing unidirectional accelerometers (ICP®333B32) were used to carry out the vibration
test.
For the directions of the shaker axes and the description of the modal shapes, we
consider a reference system in which the x-axis is along the beam, y horizontal and
parallel to the floor while z is orthogonal and vertical.
The second preliminary operation was to investigate the reciprocity and non-linearity
of the structures under study to verify the invariance of the FRF by respectively
swapping the input and output points location and varying the voltage of the signal
power amplifier.
When multiple SISO/SIMO testing are performed, the theory of modal testing states
that reciprocity must hold true between the results from different single input runs.
Practically, there may be differences due to the effects of stiffness and shaker mass.
The Figure 2.13 shows the reciprocity and non-linearity test results for both TAs lim-
ited to the first natural modes of vibrations. In the case of the aluminum structure,
the test outputs a satisfactory result for a relatively low level of power amplifier
voltages. The beams under study have modes that are quite directional in nature.
In our investigation, we consider the first four modes. There are some modes that
have predominant motion in the setup vertical direction and other modes that have
predominant motion in the setup horizontal direction. But while two shakers could
be used to excite the structure in the x and y-directions separately, the test could also
be conducted with just one single shaker that would be set at a skewed angle to the
y- and z- directions, such that the four modes are excited; if other modes were of
interest, the shaker would need to be moved to a different skewed location and to
not be at one node of the mode.
MIMO provides the opportunity of exciting all modes of the structure simultane-
ously in a certain frequency range. In the latter case, the structure must be ade-
quately constrained to be able to undergo oscillation in several directions at the same
time [19]. This advantage is independent of the size of the structure and favors the
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FIGURE 2.13: Reciprocity and Non-linearity: TA 1 (top) and TA 2
(bottom).

time saving of the tests.

2.4.2 Test results and conclusions

A numerical modal analysis has been carried out using the dynamic analysis of
NASTRAN solver to perform a numerical and experimental comparison above all
in terms of natural frequencies. The real structure is discretized in the FEM model
with 41 geometrical grid points and 40 1D bar elements, as shown in figure 2.14.
The topic of the experimental-numerical comparison was the first 4 flexural mode
shapes so bar elements was able to describe the dynamic behaviour of the TA. For
the first 4 modes of vibrations, the mode shapes and natural frequencies are reported
in Figure 2.15 and Table 2.2.

TABLE 2.2: Dynamic analysis results for the first 4 modes of the 1D
bar element FEM model.

FEM Results TA 1 TA 2

No. Mode Frequency Mode Frequency

1 1Z 39.88 1Z 58.91
2 1Y 109.8 1Y 154.59
3 2Z 143.8 2Z 158.86
4 3Z 205. 3Z 301.58
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FIGURE 2.14: 1D bar element FEM model.

FIGURE 2.15: First 4 mode shapes of the 1D bar element FEM model.
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FIGURE 2.16: TA 1, SIMO Test.

For the aluminum TA, the results are not satisfactory. It is observed that the
percentage error between numerical and experimental results is high enough. In
this case, the MIMO works worse than the SIMO because of too light structures,
stingers locally modify the stiffness of the structure and affect the test results.
The numerical-predicted and experimental-measured mode shapes are compared
through the MAC. In this case there is a good correlation in the estimation of the
mode shapes.
Moving to the iron TA, it can be seen that the MIMO approach gives much better
results than the SIMO for all the flexural modes along the z-direction.
To investigate a trend between the weight increase of the TA and improvement of
the experimental results, we added masses at the end of the beam: two 1 kg masses
in the first test and 2 kg masses in the second one. Thus doubling the additional
masses at the ends of the beam there is a satisfactory improvement in the results
both in terms of frequencies and in the estimation of mode shapes [20, 21].

To conclude and summarize, some advantages of MIMO over SIMO have been
experimentally investigated: more uniformly distributed energy across the struc-
ture, force levels can be kept lower, modal test data can be taken in one single shot,
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FIGURE 2.17: TA 1, MIMO Test.
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FIGURE 2.18: TA 2, SIMO Test.
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FIGURE 2.19: TA 2, MIMO Test.
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FIGURE 2.20: TA 2 + two 1 kg masses at the ends, MIMO Test.



46 Chapter 2. Ground Vibration Test on the Next Generation Tiltrotor Wing

FIGURE 2.21: TA 2 + two 2 kg masses at the ends, MIMO Test.
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TABLE 2.3: SIMO and MIMO test results - TA 1.

Mode Numerical SIMO Error MIMO Error
(Hz) (Hz) (%) (Hz) (%)

1st Flexural Z 39.88 41.4 3.8 37.62 5.7
1st Flexural Y 109.8 105.7 3.7 102.3 6.8
2nd Flexural Z 143.8 135.8 5.6 133.8 7.
3rd Flexural Z 205. 200.7 2.1 224.2 9.4

TABLE 2.4: SIMO and MIMO test results - TA 2.

Mode Numerical SIMO Error MIMO Error
(Hz) (Hz) (%) (Hz) (%)

1st Flexural Z 58.91 56.5 4.1 60.16 2.1
1st Flexural Y 154.6 152.9 1.1 152. 1.7
2nd Flexural Z 158.9 162.2 2.1 159.9 0.6
3rd Flexural Z 301.6 304.7 1.0 300.6 0.3

TABLE 2.5: MIMO test results - TA 2 with two masses at the ends.

Mode Numerical SIMO Error Numerical MIMO Error
(Hz) (Hz) (%) (Hz) (Hz) (%)

1st Flexural Z 51.95 50.12 3.5 43.49 43.92 1.
1st Flexural Y 132.3 130.1 1.7 124.2 123.3 0.7
2nd Flexural Z 148.3.9 146.9 0.9 148.8 146.1 1.8
3rd Flexural Z 288.7 285.9 1.0 292.1 290.4 0.6

while nonlinearities are less likely to be excited. To demonstrate them, two different
beams, in a free-free boundary condition, are subjected to single and multiple shaker
tests. For the first, lighter TA, the error between numerical and experimental natural
frequencies does not drop below 2% with a maximum value of 5% on the third mode
shape. As the non-linearity test suggested, the errors are most likely attributable to
the excessive influence of the inertia of the instrumentation on the dynamics of the
TA. The percentage error increases when a second shaker is added to the setup.
As regards the second heavier TA, SIMO led to worthy results in the correlation of
numerical natural frequencies. The main difference, however, lies in the results of
the multiple-input technique which has returned excellent results both in terms of
natural frequencies, mode shapes, and MAC values.
In Modal Testing distributed smaller forces are generally better than having a single
strong one. The modal parameter estimation performed on the six data sets has con-
firmed the growing trend in terms of the goodness of the numerical-experimental
correlation, revealing quite some advantages of the MIMO over the SIMO, as the
weight of the TA under test increases.
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2.5 Further Numerical Considerations

During the preliminary study of the state of the art of vibration tests and theoretical-
numerical-experimental correlations, a reference was of particular interest: A. Erturk
and D. J. Inman "On the Fundamental Transverse Vibration Frequency of a Free-
Free Thin Beam With Identical End Masses". This paper shows that the commonly
accepted and frequently quoted fundamental natural frequency formula (2.29) for a
beam with identical end masses stemming from the work of Haener [22] is incorrect.

f1 =
π

2

√
√√√√√⎷[1+

5.45

1− 77.4 (M/mb)2]
EI

mbL3 (2.29)

This formula, reported in many handbooks, tabulations and structural dynamics
reference books [23, 24] was examined and was shown to be accurate only for the
extreme case of very large end mass to beam mass ratios. The 2.29 represents the
fundamental transverse vibration frequency of a free-free slender (Euler–Bernoulli)
beam with identical masses at both ends. In the Formula, E is Young’s modulus, I
is the cross-sectional area moment of inertia, L is the length, mb is the total mass of
the beam, and M is the mass rigidly attached to each end of the beam. This form of
Eq.2.29 gives the natural frequency in hertz and it can be converted to rad/s accord-
ing to ω1=2π f1.

After rearranging Eq. 2.29 by separating the dimensionless frequency term from
the material and geometric parameters, one can obtain the following equation, which
gives the resulting natural frequency in rad/s:

ω1 = π
2

√
1+

5.45

1− 77.4 (M/mb)2

√
EI

mbL3 (2.30)

It is clear from Eq.2.30 that it may yield imaginary numbers and may even tend to
infinity for certain values of M/mb end mass to beam mass ratio. For this fundamen-
tal natural frequency expression to yield a finite positive real value, the following
inequality must be satisfied:

1+
5.45

1− 77.4 (M/mb)2 > 0 (2.31)

which can be reduced to the following acceptable ranges of M/mb:

0 ⩽
M
mb

< 0.1137
M
mb

> 0.2887 (2.32)



2.5. Further Numerical Considerations 49

and for the following range of M/mb, the expression suggested by Haener [22]
results in imaginary numbers, which has no physical meaning:

0.1137 <
M
mb

< 0.2887 (2.33)

The natural frequency of the rth mode of an Euler–Bernoulli beam can be ex-
pressed as

ωr = λ
2
r

√
EI

mbL3 (2.34)

where λr is well known as the dimensionless frequency parameter of the rth
mode. Therefore, according to Eq. 2.30, the dimensionless frequency parameter of
the first elastic mode suggested by Haener is:

λ1 = π [1+
5.45

1− 77.4 (M/mb)2]
1/4

(2.35)

In [22], it was demonstrated that Eq. 2.29 yield incorrect results for the M/mb

regions given by Eq. 2.33 where it gives positive real numbers. In fact, by taking into
account the simplest case M/mb =0, which is the case when there are no end masses.
In this particular case, the beam reduces to a uniform free-free Euler–Bernoulli beam
without end masses, whose dimensionless frequency parameter for the first mode is
λ1=4.7300. However, when M = 0 is used in Eq. 2.29, one obtains

λ1 = π[1+ 5.45]1/4
= 5.0066 (2.36)

which has 5.8% relative error.
It should be noted from Eq. 2.34 that the natural frequency 1 is proportional to
λ

2
1 and, therefore, the relative error in the resulting natural frequency predicted by

using Eq. 2.29 for the particular case of M = 0 is about 12%.
The mathematical formulation, results and discussion are satisfactorily provided

in [22]. Referring only to the new expressions identified for the first 4 natural fre-
quencies, the correct dimensionless frequency parameter versus end mass M to
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FIGURE 2.22: Cross-sectional beam, T-WING simplified model.

beam mass mb ratio are:

λ1 =
3.1416α

2 + 1.821α+ 0.2211
α2 + 0.4783α+ 0.04674

λ2 =
6.2832α

2 + 2.408α+ 0.2003
α2 + 0.3579α+ 0.02551

λ3 =
9.4248α

2 + 1.258α+ 0.04291
α2 + 0.1222α+ 0.003903

λ4 =
12.5664α

2 + 1.304α+ 0.03672
α2 + 0.07888α+ 0.001745

(2.37)

where α= M/mb.

2.5.1 T-WING Simplified FEM model and Sensitivity Analysis

The results obtained from the numerical analysys of the T-WING GFEM Nastran
model cannot be made public for reasons of industrial secrecy. However, based on
the project results, it was possible build a simplified FEM model, consisting of a sim-
ple beam able to check and resume the considerations, formula and data discussed
in previous paragraph. The purpose is also to ascertain what happens when the
masses, their positions, and the constraint vary.
After a few attempts in choosing the size and material to use, it emerged that a good
compromise is represented by the beam with the following likely characteristics:
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1. Geometrical data

• Section Length: a=850 mm;

• Section Height: b=320 mm;

• Section Thickness: t=11 mm;

• Cross-sectional Area: A=25,256 mm2;

A = (ab− a1b1) = [ab− (a− 2t) ⋅ (b− 2t)] (2.38)

• Moment of inertia to axis 1: I1=4.95x108 mm4

I1 =
ab3 − a1b3

1
12

(2.39)

• Moment of inertia to axis 2: I2=2.28x109 mm4

I2 =
ba3 − b1a3

1
12

(2.40)

• Torsional Constant: C=1.29x109 mm4

C =
2t2 ⋅ (a− t)2 ⋅ (b− t)2

t ⋅ (a+ b)− 2t2 (2.41)

• Radius of Gyration: Iρ=2.77x109 mm4

• Beam Length: l=10,300 mm;

• Beam Weight: mb=1,053 kg.

2. Material data, Aluminum

• Young’s Modulus: E=7,000 kg/mm2;

• Lamé Constant: G=1,680 kg/mm2;

• Poisson’s Ratio: ν=0.33;

• Density: ρ=4.125x10−10 kg sec2/mm4;

3. FEM data

• 105 nodes;

• 104 CBEAM elements;

• 2 CONM2 Concentrated Mass Element Connections.

Thanks to the use of the simplified model it was possible to carry out a sensitivity
analysis by studying how the natural frequencies of the first 4 mode shapes vary, for
the following configurations:

1. CASE 1: free-free beam of mass mb with masses M equal at the ends;
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FIGURE 2.23: Simplified wing model - CASE 1.

2. CASE 2: free-free beam of mass mb with one end fixed-mass M = mb and one
end variable-mass Mv to the other end;

3. CASE 3: free-free beam of mass mb, with equal end masses M= mb, and, an
additional variable mass mc in the middle of the beam;

4. CASE 4: fixed half-beam with an end mass M at the free end;

5. CASE 5: fixed half-beam with an end mass M at the free end, and with variable
offset in two directions, x and z.

CASE 1 In the CASE 1 the simplified beam of mass mb representing the wing
primary structure, has two masses M equal at the ends, representing the nacelle-
engine-propeller group. A scheme of this model is shown in figure 2.23. The weight
values are not provided.

The first 4 mode shapes are shown in the figure 2.24. The 4 mode shapes are
described:

• 1st wing symmetrical-bending;

• 1st wing symmetrical Fore & aft;

• 1st wing Anti-sym bending;

• 1st wing Torsion.

It is interesting to observe from table 2.6 that the frequency of the 4th mode does not
vary as the ratio α varies.

CASE 2 In the CASE 2 the simplified beam has a fixed mass mb and has one end
fixed-mass M = mb on one side and one end variable-mass Mv to the other one as
shown in figure 2.25. In this case α= Mv/mb.
The results in terms of natural frequencies are reported in table 2.7. Also in this case
the frequency of the torsional mode does not change.

CASE 3 In the CASE 3 the beam of mass mb, has two equal end masses M= mb,
and, an additional variable mass mc in the middle of the beam (figure 2.26). In this
case α= Mc/M= Mc/mb
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FIGURE 2.24: Simplified wing NASTRAN model.

FIGURE 2.25: Simplified wing model - CASE 2.
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TABLE 2.6: Simplified wing model. Natural frequencies vs. mass
ratio α - CASE 1.

α f1 (Hz) f2 (Hz) f3 (Hz) f4 (Hz)

0.00 19.249 40.629 50.379 66.751
0.25 12.525 26.516 38.609 66.751
0.50 11.019 23.332 36.503 66.751
1.00 9.951 21.071 35.187 66.751
1.50 9.520 20.159 34.670 66.751

TABLE 2.7: Simplified wing model. Natural frequencies vs. mass
ratio α= Mv/mb - CASE 2.

α f1 (Hz) f2 (Hz) f3 (Hz) f4 (Hz)

0.00 14.062 29.718 43.284 66.751
0.25 11.221 23.756 36.904 66.751
0.50 10.484 22.198 35.846 66.751
1.00 9.951 21.071 35.187 66.751
1.50 9.735 20.615 34.942 66.751

The table 2.8 shows that in this case the frequency of the 3th and 4th mode shapes do
not change. In particular, the third mode shape of the beam has a node in the center
and therefore independent of the value of the central mass.

TABLE 2.8: Simplified wing model. Natural frequencies vs. mass
ratio α= Mc/M= Mc/mb - CASE 3.

α f1 (Hz) f2 (Hz) f3 (Hz) f4 (Hz)

0.00 9.951 21.071 35.187 66.751
0.25 8.419 17.820 35.187 66.751
0.50 7.545 15.961 35.187 66.751
1.00 6.564 13.877 35.187 66.751
1.50 6.017 12.716 35.187 66.751

CASE 4 The CASE 4 concerns the study of fixed free half-beam, adding the fixed
joint constraint at one end and considering the mass M at the other end.

FIGURE 2.26: Simplified wing model - CASE 3.
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FIGURE 2.27: Simplified wing model - CASE 4.

FIGURE 2.28: Simplified wing model - CASE 5.

From table 2.9 it is interesting to observe that the torsional frequency remains un-
changed as α increase since it is that of an anti-symmetric torsion. The frequency
of the 3th mode, on the other hand, decreases by crossing the value of the torsional
frequency, for 0.<α<0.25.

TABLE 2.9: Simplified semi-wing model. Natural frequencies vs.
mass ratio α= M/(mb/2) - CASE 4.

α f1 (Hz) f2 (Hz) f3 (Hz) f4 (Hz)

0.00 12.072 25.271 72.619 66.751
0.25 8.517 17.923 59.205 66.751
0.50 6.937 14.618 56.097 66.751
1.00 5.359 11.304 53.958 66.751
1.50 4.524 9.545 53.122 66.751

CASE 5 Finally, to conclude the sensitivity analysis phase of the simplified model,
the CASE 5 of offset of the extremity mass was studied. The offsets are a along the
X direction, transversal to the beam and b along the longitudinal direction Y. The
results are shown in Table 2.10. If only a varies (b = 0), the frequency f4 increases
with the offset, unlike the others which decrease instead. If it also b increases, all
frequencies decrease and the higher frequencies are more sensitive to the variation
of the offset. With the same variation, f1 has a variation ∆f = 0.117 Hz while f4 has a
variation ∆f = 16.827 Hz.
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TABLE 2.10: Simplified semi-wing model. Natural frequencies vs.
mass ratio α= M/(mb/2) - CASE 5.

a = 0 a = 100 a = 250 a = 500 a = 100 a = 250 a = 500
b = 0 b = 0 b = 0 b = 0 b = 100 b = 250 b = 500

f1 6.937 6.934 6.919 6.866 6.932 6.907 6.820
f2 14.618 14.614 14.595 14.527 14.586 14.423 13.851
f3 56.097 55.246 51.641 43.582 54.974 49.830 39.270
f4 66.751 67.111 68.351 70.119 66.016 62.976 55.060

The figure 2.29 graphically compares the resulting frequencies against mass ratio
α for the four previous cases.

2.6 NGCTR-TD Wing Vibration Test

2.6.1 Vibration Test - T-WING Primary Structure

To facilitate an alignment on dynamic tests, the requirements of LHD and the objec-
tives to be achieved, the work previously carried out and presented so far constitutes
the lesson learned and the basics of the vibration test that will be performed on the
TA of the wing T-WING and its moving surfaces. In other words, it could be used as
a reference document for future activities for the NGCTR-TD wing when the TA be-
comes available. In this last section of the chapter, some preliminary considerations
are given to what will be the aforementioned vibration tests.
The dynamic tests on the T-WING TA will be performed by using the methodology
based on the transfer function analysis measured at several points on the structure,
which is vibrating under a selected excitation function driven by two electrodynamic
shakers [25, 26]. The main steps of these approaches are summarized below:

• Selection of suitable excitation and measured points;

• Evaluation of the transfer function between each couple of excitation and mea-
sured points by using the 24 channels acquisition system;

• Synthesis, by using TestLab software, of the previously acquired transfer func-
tions for the calculation of the modal parameters.

Only the second item requires the structure, while the other steps may be per-
formed at different times and places. A pre-test numerical activities allowed to better
define the set-up of the vibrations tests in terms of:

• positions of Shakers;

• number and positions of accelerometers;

• there are no areas of the wing in which to carry out particular experimental
modal analysis. there is no need to thicken the grid of the measurement points;
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FIGURE 2.30: TWING - Location of the measurement sensors and
shakers.

• frequency range (0-50 Hz).

The proposed excitation function will be Sine Sweep or Random at two points
on the wing along with different directions:

• Along the z-axis at the wing tip;

• Along the y axis, at the wingtip.

The proposed accelerometers locations are:

• when exciting along the z-axis for Bending and Torsion modes along the z-axis
no.2 accelerometers along the chord for a total of no.24 measurement points;

• when exciting along the x-axis for In-plane or Fore & Aft modes no.6 accelerom-
eters along the wingspan.

About the boundary condition, the first conceptual test rig was a suspended sys-
tem of two aluminum beams (Figure 2.31). The suspension system with bungee
cords could be too rigid and the highest suspension mode could be too close to the
first symmetrical wing bending so, for this and other reasons, the free-free condition
will be realized using ground pneumatic support mainly consisting of air rides or
air jacks (Figure 2.32).
The natural frequency of the air jack is easily regulated with a pressure gauge and it
does not vary with load. So several mounts may be used to support a large structure,
at 3 or 4 points, as shown in figure 2.33. Pneumatic supports are widely used in the
aeronautical field for instance for GVT on large aircraft (Figure 2.34)[27–29].
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This support is safer and easier to install, transport, and manage compared to the
suspension system, by saving a big effort in the test set-up.
A pre-test numerical activities have also provided useful information about the use
of some variants of elastic support systems.

These activities was mainly aimed at investigating, through numerical simula-
tion, the influence of the presence of air jacks in the GFEM model of the wing. In
particular, we established how the elastic modes of the wing vary due to the pneu-
matic system (make sure that there is sufficient difference between the first bending
and fore and aft mode frequencies and the frequency of the support).
To simulate the pneumatic system consisting of the air jacks, 4 rigid elements were
used in the wing GFEM model.
The vertical stiffnesses of air rides are known from the manufacturer’s datasheet
while the horizontal stiffnesses was obtained experimentally by arranging the sup-
ports in a horizontal position, by applying a known load and varying the internal
pressure.

For the numerical analysis, three different horizontal stiffness values (700, 1000,
and 1300 lb/in) of the air-rides have been assumed, to estimate the influence of
ground pneumatic support on the dynamic behavior of the wing. Without going
into the merits of the analyzes and without reporting the results or data on various
elastic support systems, the numerical investigation outcomes the minimum ratio
between the highest frequency of the pneumatic support system modes and the first
elastic modes of the wing is determined: it is clear that, due to the hypothesized and
used stiffnesses, the natural frequencies of the first 4 mode shapes do not change
at all or remain approximately the same. The suspension system or the pneumatic
ground support system chosen provide minimum impact on frequencies and mode
shapes of lower elastic modes of the wing. The highest frequency suspension mode
predicted was well below the first wing bending mode. This separation of the sus-
pension modes from the wing dynamics is necessary to prevent coupling of the mo-
tion and an alteration of the T-WING dynamics.
The results of experimental research of elastic support system influence on wing
modal parameters are briefly reported.
Some experimental tests were performed to validate the numerical results and cal-
culate the in-plane (horizontal) stiffness of the air jack and to update the datasheet
and the available FEM models.
The figure 2.35 shows the setup of the tests. The air jack was tied to a suitably fitted
plate. A load applied to the air jack was progressively increased and the relative dis-
placements were recorded utilizing photographic surveys. From the detection of the
displacements and the known load applied it was possible to obtain two values of
the stiffness for two different pressure values of the air ride: 60 and 80 psi. The two
average values of the stiffnesses in plane obtained for the air jack are respectively:

• 58.6 lb/inch for 60 psi;
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FIGURE 2.31: Elastic suspension system.

• 71.4 lb/inch for 80 psi.

To conclude, having found stiffnesses one or two orders of magnitude lower
than those hypothesized in the numerical calculations, allows us to conclude that
the stiffness of the air rides is such as to not affect the vibration tests: they do not
affect the natural frequencies of the article examined.

2.6.2 Vibration Test - T-WING Movable Surfaces

Moment of inertia with respect to the hinge axis

To conclude this chapter on vibration tests, some preliminary activities are presented
to the study of the structural dynamic behavior of the movable surfaces of the wing.
In particular, some experimental laboratory methods, candidates for use on full-scale
articles, are analyzed.
In this section, the focus is on the calculation of the mass moment of inertia with
respect to the hinge axis and the position of the center of gravity of a movable sur-
face. For the experimental estimate of the moment of inertia, a small laboratory
device was created using 3D printing. The idea is to proceed experimentally with
a small-scale model and once familiar with the methodology, move on to a prelimi-
nary experimental test with the use of real sizes movable surfaces.
The figure 2.37 shows the scheme of the lab device, where K is the linear stiffness
of the spring, d is the distance between the spring and the hinge axis while x is the
displacement. Θ is the angle of rotation of the movable surface about the hinge axis
when the force F is applied to the surface.
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FIGURE 2.32: Air ride.

FIGURE 2.33: Pneumatic ground support system - drawing.
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FIGURE 2.34: Pneumatic ground support system used for GVT tests
on large aircraft - drawing.

FIGURE 2.35: Experimental test setup to estimate the horizontal stiff-
ness of the air jack.
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FIGURE 2.36: One of the test cases: 80 psi, 0 kg (left) – 10 kg (right).

FIGURE 2.37: Spring-movable surface system scheme.

Starting from a hammer test, through the knowledge of the natural frequency (Eq.
2.42) of the test under study and the stiffness K of the calibrated springs used, it is
possible to obtain the moment of inertia I of the movable surface model.

f =
1

2π

√
Kθ

I (2.42)

The moment is given by the following expression:

M = Kθθ (2.43)

In the hypothesis of small angles, θ << 1 we have:

θ =
x
d

(2.44)

and
M = F ⋅ d = Kx ⋅ d (2.45)
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FIGURE 2.38: Device for measuring the moment of inertia of the mov-
ing surface and Hammer Impact Test set up

by equating Eqs. 2.43 and 2.45, and by considering the Eq. 2.44, we obtain:

Kx ⋅ d = Kθ ⋅ θ = Kθ ⋅
x
d

(2.46)

from which the torsional stiffness Kθ is obtained:

Kθ = Kd2 (2.47)

Finally, from Eq. 2.42, we obtain the moment of inertia I:

I =
Kd2

4π2f2 (2.48)

The test setup is shown in the following figures 2.38
The response of the structure in terms of acceleration has been acquired employing
a roving ICP piezotronic accelerometer (PCB 352B10) shown in figure 2.38(c) while
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the energy is supplied to the TA through an impulsive excitation provided by the
hammer, figure 2.38(d).
The movable surface has three different positions for the hinge axis A, B and C to
be able to appreciate the effects due to the axis moving forward or backward. The
effect of a plasticine mass simulating the balancing mass was also evaluated. The
following tables show the data of the small-scale test setup, in particular in table 2.11
there are the positions of the hinge axis and the distances of the balancing mass from
it. Table 2.12 shows the values of the masses of the mobile surface and the balancing
mass and the stiffness of the springs. Finally, the results of the modal hammer test
in terms of natural frequencies are shown in table 2.13. For these results A, B and
C are the measurements relating to the three positions of the hinge axis while the
subscript bm indicates that the measurement is performed, with the same position
of the hinge axis, with the balancing mass on the movable surface.

TABLE 2.11: Spring-movable surface system, Distance hinge axis-
balancing mass

Hinge axis position (m) Distance hinge axis-balancing mass (m)

dA 0.06 dPa 0.047
dB 0.0725 dPb 0.0595
dC 0.085 dPc 0.072

TABLE 2.12: Spring-movable surface system, Masses

Mass (kg)

Movable surface M 0.0425
Balancing mass m 0.0037

TABLE 2.13: Spring-movable surface system, Stiffness

Stiffness N/m

Spring K 60

TABLE 2.14: Spring-movable surface system, Hammer test natural
frequencies

Hammer test natural frequencies (Hz)

A Abm B Bbm C Cbm
18.74 16.78 18.74 16.78 17.60 15.74

Table 2.15 shows the results obtained. In particular, the first column represents
the tests without balancing mass for the three positions of the hinge axes; the sec-
ond column is the tests with the additional mass; the third column is the differences
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between the results of the first two columns; the fourth column is the results theo-
retical by using the analytical formula and, finally, the fifth column represents the
difference between theoretical and experimental results. It can be seen that the or-
der of magnitude is the same and the deviation between the experimental and the
expected result is very small.

TABLE 2.15: Spring-movable surface system, Inertial hinge moments

Inertial hinge moment (kg ⋅m2)
IA IAbm ∆IExp ∆ITh ∆IExp−Th

3.12× 10−5 3.89× 10−5 0.77× 10−5 0.82× 10−5 0.5× 10−6

IB IBbm ∆IExp ∆ITh ∆IExp−Th

4.56× 10−5 5.68× 10−5 1.13× 10−5 1.31× 10−5 0.18× 10−5

IC ICbm ∆IExp ∆ITh ∆IExp−Th

7.01× 10−5 8.87× 10−5 1.86× 10−5 1.92× 10−5 0.6× 10−6

As an example, the procedure of how the results of the first row of the table were
obtained is shown. From Eq. 2.47:

KθA = KdA2
= 2× 60

N
m x(0.06m)2

= 0.432Nm (2.49)

is obtained:

fA =
1

2π

√
KθA
IA

= 18.74 Hz

fAbm =
1

2π

√
KθA
IAbm

= 16.78 Hz

(2.50)

Thus, by applying Eq. 2.48, is ontained:

IA =
1

4π2
0.432Nm
(18.74/s)2 = 3.12× 10−5 kg m2

IAbm =
1

4π2
0.432Nm
(16.78/s)2 = 3.89× 10−5 kg m2

(2.51)

Finally, as regards the differences between tests with balancing mass and without
mass and the difference between experimental and theoretical values is:

∆IExp = 0.77× 10−5 kg m2

∆ITheory = m× dP2
= 0.82× 10−5 kg m2 (2.52)

So to conclude, the expected and confirmed results from small-scale tests are:

• By adding the balancing mass the moment of inertia increases.

Moreover, if the initial position of the hinge axis is identified in B, we have that:

• By moving the hinge axis towards the leading edge (position C) the moment
of inertia increases as well as the difference ∆IExp the moment of inertia of the
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FIGURE 2.39: Multiple Point Weighing CG Machine

movable surface alone and the moment of inertia of the movable surface + the
balancing mass (bm);

• Conversely, by moving the hinge axis back towards the trailing edge (position
A), the moment of inertia decreases as does the difference ∆IExp.

Center of Gravity

The center of gravity (CG) of a movable surface can be determined by placing scales
or load cell platforms under three points and calculating the CG location from the
difference in force measurement at these three points as shown in the scheme 2.39.
To determine part weight W and CG coordinates X and Y, three force transducers
are typically used to support a frame which in turn supports the object [30, 31].
The weight is simply the sum of the force applied to the three transducers. WT=WA+WB+WC

where WA, WB, and WC are force readings on the three force transducers.
To determine CG, it is necessary to calculate the moments of the weight force WA

by means the following formula. Referring to figure 2.40, D and L are the known
distance whereas X and Y are the CG coordinates.

ΣMX = (WB +WC)L−WTX = 0

ΣMY =
WCD

2 −
WBD

2 −WTY = 0 =
D
2 (WC −WB)−WTY

X =
(WB +WC)L

WT

Y =
(WC −WB)D

2WT

(2.53)

If all the transducers outputs are set to zero when fixturing is in place, the equa-
tions above can be used to determine the CG location of the test part. In practice,
two measurements are made:
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FIGURE 2.40: Measuring weight - distances, forces and coordinates
scheme

1. First the tare value are measured, with the fixture in place;

2. then the test object is installed in the fixture, and a seconds set of WA, WB, and
WC force readings are made;

3. tare readings are then subtracted from the part measurements to yield the net
value of WA, WB, and WC for the test object;

4. the equations 2.53 are then use to calculate the X and Y coordinates of the test
object CG. The sum of the net values of WA, WB, and WC is the total weight of
the test object.

Once obtained X and Y coordinates, the third CG coordinate Z may be measured
by tilting the TA through a know angle as shown in figure 2.41.
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FIGURE 2.41: Measuring CG - X and Y (a). Measuring CG - Y and Z
(b).
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Chapter 3

Tiltrotor Acoustic Data Acquisition
and Analysis

3.1 Introduction

The fluctuating pressures that act on the surfaces of flight vehicles due to propulsion
systems and movable surface flows tend to induce oscillatory motions of the fuse-
lage surfaces. These vibrations can induce structural fatigue, result in degradation
of equipment performance and produce acoustic noise inside the aircraft. Too high
a noise level can have adverse effects on the crew and passengers.
To avoid these problems, it must be taken into account the fluctuating pressures and
their potential effects early in the design and development cycle or it is necessary to
perform in-flight noise measurement on board of prototype vehicle once it is avail-
able.
The recent emphasis on the design and construction of next-generation tiltrotors and
unmanned aircraft and the environmentally friendly solution of an electric or hybrid
distributed propulsion is leading to a renewed interest in understanding propeller
noise. For such vehicles to be working successfully and commercially viable, the
interior noise levels must be acceptable to civil passengers.
Noise is the result of propulsion systems, the interaction between high-speed airflow
and aircraft surfaces, and internal operation systems [32]. The noise is an important
design and operation parameter of every aircraft because the effects of too intense
levels can affect the crew and passengers’ comfort and pose problems for on-board
equipment and communication systems [33, 34].
Structural-acoustic measurements were taken aboard an existing tiltrotor aircraft to
better investigate the physical mechanisms that originate the interior noise in the
tiltrotor. The flight test measurements include structural accelerations, external and
internal noise. The results presented in this chapter mainly focus on the exterior
pressure loading on the fuselage [35, 36], the experimental in-flight measurements
and analysis and numerical methods [37] and their correlation with the experimental
measurements [38]. Both these activities are required as a starting point for studying
the transmission mechanism through the fuselage. This transmission is responsible
for the vibration and noise level which can be measured inside and for identifying
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potential solutions for their mitigation [39].
The Knowledge of external pressure loads in flight is also required to replicate the
flight conditions in a laboratory to test different solutions for improving passenger
comfort and identify the most promising ones [40].
When considering propeller noise it is important to consider the effect of the in-
stallation, as this can have a significant effect on the noise generation process. This
installation effect represents the difference between the laboratory environment and
the real operational conditions. In a laboratory environment, noise calculation pro-
cedures and analyzes generally assume ideal conditions, such as the propeller is
operating with perfectly uniform flow. For an operational propeller, the flow field
always has some distortion due to wing upwash, aircraft angle of attack, or inflow
turbulence. Since this distortion leads to additional noise, it is a factor that must be
considered when defining the total noise of an operating propeller.
If a propeller is designed to meet certain noise targets, even with a comfortable mar-
gin of error, ignoring the effects of operating conditions can result in a substantial
underestimation of system noise, with the strong possibility that the aircraft will not
meet the noise requirements.
In this regard, the study of the aeroacoustic loads acting on the fuselage through
in-flight noise acquisitions is also of fundamental importance for the design, manu-
facturing, testing and qualifying of new propellers.
The in-flight measurements have been first carried out on a flying Leonardo Heli-
copter tiltrotor, undergoing certification for use in the civil sphere.
The scientific literature concerning this flight vehicle is very reduced. An important
reference is certainly the analysis of the XV-15 acoustic data performed by the Vehi-
cle Technology Center of the NASA Langley Research Center [41].
For reasons of industrial confidentiality, sensitive data and graphs relating to mea-
surements are masked: the qualitative sense of the analyses is provided rather than
the quantitative and precise data.
The sources that induce pressure loads on the external fuselage of the tiltrotor are
essential of two types: a rotor noise due to the presence of the large rotors located
at the wingtips and the boundary layer noise. The acoustic loads produced by the
propeller is mostly affected by the the power produced, forward and rotational tip
speeds, number of blades, blade shape and thickness, and distance from the pro-
peller. Propeller engines generate a noise field that is highly tonal in frequency
content and highly directional in spatial distribution [42–44]. In high-speed flight,
boundary layer noise can be a significant part of the noise perceived in the cabin.
The obtained results are interesting and promising: these measurement procedures
could also be addressed to more traditional airplanes and, possibly, to ground vehi-
cles for characterizing different transport systems from the structural-acoustic point
of view.
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3.2 Characterization of Aeroacoustic Loads

Generally, a noise field is ruled by the Sound Pressure Level (SPL) and the direction.
The first quantity indicates the strength of the noise source while the second indi-
cates the path along which the noise spreads.
In a free field, a vibrating sphere radiates sound in all directions whereas in a closed
space the noise field is reflected off the walls from different edges. In case the noise
strength is equally high all from all directions, the noise field is called diffuse or
reverberant. On the assumption of reverberant noise field, the direction of noise is
negligible and only the noise strength is important.
In a closed space, the sound consists of that coming directly from the source plus the
amount reflected or scattered by the walls and the surrounding objects [45].
Complete characterization of the pressure field on an aircraft fuselage requires a de-
scription of both its temporal and its spatial variations. A satisfactory description
is very complex due to random variations with space and time. Therefore, some
rather limited descriptions of the average properties of the pressure fields of interest
are usually employed.
The purpose of this paragraph is to introduce some temporal descriptive parameters
of the pressure field as a function of time and frequencies at a point and widely used
in the following paragraphs [46].

3.2.1 Autocorrelation function

Obviously, the most intuitive way to represent the variation of pressure at a point is
as function of time p(t). The extent to which the function p(t) repeats itself in a time
interval τ is revealed by the autocorrelation function R(τ), defined by

R(τ) = lim
T→∞

1
T [∫

T
2

− T
2

p(t)p(t+ τ)dt] (3.1)

and this function provides a simple and meaningful representation of the pressure
variation. For τ = 0 the autocorrelation represents the time-average value of the
square of the pressure.

3.2.2 Power Spectral Density and Sound Pressure Level

A much more widespread and useful representation of the pressure distribution
than that in terms of time periods is that in terms of its frequency components. This
can be obtained by means the Fourier integral defined as

P(ω) = 1
2π

∫
∞

−∞
p(t)e(iωt)dt (3.2)

where ω = 2π f is the radian frequency.
For the practical applications of this work, in the Matlab® code it was preferred to
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discard the phase information related to the complex function P(ω) and operate with
the real function Spectral Density defined as:

S(ω) = ∣P(ω)∣2 (3.3)

For a pressure p(t) that is sampled only for a time interval T0 and that is assumed to
vanish outside that time interval, Parseval’s theorem indicates that

π

2 ∫
∞

−∞
S(ω)dω = π ∫

∞

−∞
S(ω)dω = T0 p2 (3.4)

and it is possible to define the mean-square pressure:

p2
=

1
T0

∫
T0

0
p2(t)dt (3.5)

The quantity πS(ω)/T0 is interpreted as the contribution to the mean-square pres-
sure at the radian frequency ω. Similarly, one may consider

π

T0
∫

ω2

ω1

S(ω)dω =
2π

2

T0
∫

f2

f1

S( f )d f = ∫
f2

f1

s( f )d f = p2
∆ f (3.6)

as representing the contribution to p2 made in the frequency interval between ω1

and ω2 (or f1 and f2).
The function s( f ) = 2π

2S( f )/T0 is the Power Spectral Density (PSD) of the pressure.
The PSD has the dimensions of (pressure)2/Hz and represents the contribution of
p2 per Hz made at the frequency f.
It is noteworthy that the spectral density and the autocorrelation function are a
Fourier transform pair:

R(τ) = 2π

T0
∫
∞

−∞
S(ω)e(−iωτ)dω (3.7)

3.2.3 Decibel: definition, formula and facts

The concept of decibels is central to noise and vibration analysis. The Bell unit was
invented for use in telecommunications (at the Bell Telephone Labs) to make expres-
sions independent of the context, that is, amplitude or power is used. In most fields
it is most common to use the deciBell (dB), a tenth of a Bell. Another parameter
that describes the acoustic field is the Sound Pressure Level (SPL) measured in dB and
defined as a relative measure using a power ratio:

Lp = 10log [p2/p2
re f ] = 20log [p/pre f ] (dB) (3.8)

where pre f represents a reference pressure and p is the effective value of the occur-
ring sound pressure. The standard value of pre f is 2x10−5 N/m2.
Examples of SPLs are given in Table 3.1.
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TABLE 3.1: Examples of Sound Pressure Levels.

Examples SPL (dB)

Near jet engine (at 3 m) 140
Threshold of pain 130

Rock concert 120
Accelerating motorcycle (at 5 m) 110

Pneumatic hammer (at 2 m) 100
Noisy factory 90

Vacuum cleaner 80
Busy traffic 70

3.2.4 Octave band, centre frequency and relative bandwidth

In Acoustics it is common practice to present data in terms of the SPL in contiguous
standard octave or one-third octave bands. The corresponding plot of the SPL versus
the band center frequency is called SPL spectrum.
As regards the octave bands, for a constant relative bandwidth, the ratio between
two consecutive frequencies is defined as:

fx/ fre f = 2x (3.9)

Distinguishing the two cases in which:

• x = 1, octave band and fx/ fre f = 21

• x = 1/3, one-third octave band and fx/ fre f = 21/3
= 1.260.

Once the octave bands have been defined, it remains to introduce the central fre-
quency and the relative bandwidth. The centre frequency fcent is defined as:

fcent =
√

fmin fmax (3.10)

and represents the geometric mean of the minimum frequency fmin and the maxi-
mum frequency fmax in the relative frequency band. The centre frequency depends
on the octave band adopted.
Table 3.2 shows the centre frequencies octave and one-octave frequency bands.
Finally, the bandwidth ∆ f is the difference between the maximum frequency fmax

and the minimum frequency fmin and is defined by:

∆ f = fmax − fmin (3.11)

Considering the ratio between extreme frequencies within the band fmax/ fmin = 2x,
it is effortless to derive the expression for the bandwidth in terms of the centre fre-
quency:

∆ f = (2x/2
− 2−x/2) fcent (3.12)
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TABLE 3.2: Centre frequencies octave and one-octave frequency
bands.

Octave frequency band (Hz) One-third octave frequency band (Hz)

25
31.5 31.5

40
50

63 63
80
100

125 125
160
200

250 250
315
400

500 500
630
800

1000 1000
1250
1600

2000 2000
2500
3150

4000 4000
5000
6300

8000 8000
10000

Any proportional frequency band is defined by its centre frequency and by x. The
relative bandwidth for the one-octave and one-third octave bands are:

• x = 1, ∆ f = 0.7071 fcent

• x = 1/3, ∆ f = 0.2316 fcent

For instance, an octave band with a centre frequency 1000 Hz, the extreme frequen-
cies of the frequency band are fmin = 707 Hz and fmax = 1414 Hz respectively and
the relative bandwidth is ∆ f = 707 Hz.

3.2.5 Overall Sound Pressure Level

For a certain centre frequency with relative bandwidth ∆ f it is possible to define the
power spectral density of effective sound pressure as:

Wp( fcent) = p2/∆ f (3.13)
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Wp( fcent) is the PSD of the sound pressure defined in paragraph 3.2.2. Because the
SPL is constant in the frequency bandwidth, the pressure is constant in the frequency
bandwidth. As consequence, the PSD of the sound pressure is constant too in the
frequency bandwidth. The square root of the mean value of the noise strength over
the entire frequency band is calculated as:

prms =

√
∫

fupper

flower

Wp( f )d f (3.14)

Equation 3.14 can be simplified using 3.13:

prms =

√
∫

fupper

flower

Wp( f )d f =

√
√√√√√√⎷∑

k

p2
k

∆ fk
∆ fk =

√
∑

k

p2
k (3.15)

The last parameter to be introduced is the Overall Sound Pressure Level (OASPL)
calculated as follows:

OASPL = 10log (p2
rms/p2

re f ) (3.16)

3.2.6 Propeller and Rotor Noise Sources

A propeller can be generally described as an open rotor with fixed or adjustable-
pitch blades. In general, the blades are designed to provide a region of low pressure
on one side and high pressure on the other. The resulting forces induce air from the
front and push it back, resulting in thrust. Because propellers impart a relatively
small amount of velocity to a large mass of air, their efficiencies are high.
Propellers are used on small general aviation aircraft as well as small to medium-
sized passenger airliners. In small general aviation aircraft, propellers operate with
a fixed-blade pitch. In larger general aviation and commuter aircraft, they operate
with an adjustable pitch to improve aircraft take-off and flight performance [47].
Smaller aircraft have two-blade propellers while larger aircraft have three or more
blades.
The spectrum of the propeller noise has both discrete and continuous components.
The discrete frequency components are called tones while the continuous ones are
called broadband noise.
Although there are many differences in details among various designs and applica-
tions, such as number of blades, blade shape, and airfoil section, the noise-generating
process is basically the same for all.
Propeller noise can be classified into three categories: harmonic noise, broadband
noise, and narrow-band random noise. Harmonic noise is the periodic component,
that is, its time signature can be represented by a pulse which repeats at a constant
rate. Typically the generated pulse is not a pure sinusoid, so that many harmon-
ics exist. These occur at integer multiples of the fundamental frequency. The first
harmonic is the fundamental, the second harmonic occurs at twice the fundamental
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frequency, and so on [48].
For a single propeller, tones are generated, which are harmonics of the blade pass-
ing frequency. The fundamental blade passage (BPF) is the product of the shaft
frequency and the blade number [49].
Theoretically, the BPF is a discrete frequency that is related to the number of blades
N, and the engine rpm, R, and is given by fBPF = NR/60 Hz. Thus, blade passing
harmonic tones occur at frequency fBPn = nNR/60 Hz, where n is an integer, 1, 2, 3,
4 etc., and represents the number of propeller blades.
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FIGURE 3.1: Sketch of tiltrotor used in in-flight noise studies.

3.3 Flight Test Set-up

Measurement and Analysis of noise is a powerful diagnostic tool in noise reduction
for improving the quality of flights and to maximize passengers’ comfort on board
[50].
The Tiltrotor under test is shown in Figure 3.1. Nominally, this tiltrotor has a takeoff
gross weight of 7620 kg and a cruise speed of 90 m/s. This tiltrotor is able to take
few seconds to complete the conversation from helicopter mode to airplane mode
but, in general, there is no need to rush to complete the conversion since the air-
speed and climb rate achieved in airplane and VTOL/conversion mode overlap for
some time during a standard departure profile. The maximum altitude at which the
tiltrotor can reach VTOL/Conversion mode when moving and hovering is around
8,000 ft according to gross weight whereas the usual and maximum cruising altitude
is around 20,000 ft up to a maximum of 25,000 ft.
The interest of the tests was mainly focused on altitude, usual, and cruising speeds
for this reason the conversion phase was not taken into consideration for the acqui-
sition of the noise data.
Noise data were acquired at the nine flight conditions indicated in Table 3.3.
The interest of the tests was also to study propeller noise and turbulent boundary
layer effects rather than those related to turbine and compressor noise, which should
be at higher frequencies.
The graphs in this work refer to lower frequency values. For a light twin-engine air-
craft, for example, the cabin noise spectrum typically has an engine tone at around



80 Chapter 3. Tiltrotor Acoustic Data Acquisition and Analysis

700 Hz. On the other side, structure-borne noise (SBN) can be a major contributor
to the SPL in the cabin of a helicopter. For example, an investigation of the noise
sources contributing to the acoustic environment in an eight-seat helicopter showed
that SBN from the engine and gearbox dominated cabin sound levels at frequencies
above about 3000 Hz. The fundamental tonal component of the compressor and
turbine could be appreciated in the cabin sounds level graph but not in the exterior
noise because the nature of SBN is linked to this source.
Some components of the interior acoustic field are the result of mechanical forces
acting on distant regions of the airframe. The resulting vibrational energy is trans-
mitted through the structure and then radiated into the fuselage interior as noise
[42].
The external acoustic measurements and analysis carried out on board the tiltrotor
also show that the acoustic radiation from the engine inlet did not generate suffi-
ciently high sound pressure levels to be a dominant source and the broadband SBN
has not been identified, probably because of masking by broadband airborne noise.
Generally, when measuring sound pressure, specially developed condenser micro-
phones are used. The principle behind the condenser microphone is that there are
two plates, as in a capacitor, across which a DC voltage is applied. One plate works
as the microphone diaphragm, and when it experiences air fluctuations, and conse-
quently vibrates, the capacitance between the plates varies, as the distance between
the plates varies. This variation in capacitance gives rise to a charge change, which
converted to a voltage in the microphone’s preamplifier.
As regards the test setup, the exterior spectrum levels were measured applying
twelve surface pressure transducers with 13 mm diameter diaphragms and 3 mm
height on the fuselage. These special microphones are designed and optimized to
reduce wind induced noise during testing [51]. Eleven microphones were installed
on the port side of the tiltrotor and one surface microphone (no. 12) was located on
the right side to verify the symmetry of the results. A drawing with the dimensions
of the microphones is shown in Figure 3.2. The exterior sensors installation scheme
is shown in Figure 3.3. Since the pressure loads are much higher near the plane of
rotation of the propeller and rapidly decrease both forward and aft, most of the sen-
sors have been installed to form a ‘T’ as close as possible to the propeller disk when
the tiltrotor is in airplane configuration. This arrangement was able to take into con-
sideration both longitudinal and transverse variations in the distribution of acoustic
loads. Figure 3.4 shows the surface pressure transducers locations.
The main purpose of the work was the experimental acquisition of external acoustic
loads acting on the tiltrotor fuselage to carry on a comparison with the numerical re-
sults provided by noise prediction tools. However, during flight tests, in addition to
acquisitions of external pressures, structural accelerations and internal pressure lev-
els of the fuselage were acquired. Accelerations were measured on the inside of the
skin at six locations far from the shell and vibrating panels and as close as possible
to the fuselage frames and stiffeners. Piezoelectric accelerometers with a nominal
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TABLE 3.3: Flight Test Conditions.

Flight condition Speed (kt) Altitude (ft) RPM

I 150 20,000 478
II 155 20,000 478
III 160 20,000 478
IV 165 20,000 478
V 170 20,000 478
VI 175 20,000 478
VII 180 20,000 478
VIII 185 20,000 478
IX 190 20,000 478

sensitivity of 10 mV/g were used. Interior pressures at six locations were measured
using half-inch condenser microphones of random incidence type with a nominal
sensitivity of 50 mV/Pa. 30 sec of data were acquired.

FIGURE 3.2: Surface microphone size.

3.4 Test Results

3.4.1 Time Domain Results

The acquired data were analyzed through DNA: a specially developed Matlab® code
able to plot the LMS TestLab Spectral Testing results stored in a .mat file. DNA is
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FIGURE 3.3: Layout diagram of the internal (a) and external (b) mi-
crophones.

FIGURE 3.4: Photograph of Exterior Sensors Locations.
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short for Data Noise Analyzer. This tool was validated using a careful comparison
with the results obtained through the commercial software.
During Flight Test the external surface microphone no. 11 did not work correctly.
This anomaly could be due to an electrical problem. The plot related to this micro-
phone showed very “wired” peaks, so it was decided to exclude it from the data pro-
cess. However, the number of sensors adopted was enough to perform an excellent
acquisition and analysis of the data and to output some fundamental conclusions
about the noise.
The noise distribution pattern can be expected to be broader for larger propeller di-
ameter and greater clearance between the propeller and the fuselage of the Tiltrotor.
In addition, the directional characteristics may be affected by operational factors
such as flight speed, by interactions with the fuselage flow field, and by interaction
with a second propeller in a counter-rotating configuration.
The values and graphs shown in this report are mainly related to flight condition VI.
The measured pressure fluctuations and noise levels are quantified from a subjective
point of view by means the Overall Sound Pressure Level (OASPL) [35] and [43].
Figure 3.5 shows the OASPL plotted as a function of the flight speeds, with the
twelve microphones indicated by different symbols. The OASPL is highest near
the plane of rotation of the propeller and decreases rapidly in both forward and aft
directions.
As expected the overall level shows a linear trend with the speed. It significantly
increases when the flight speed increases.
It is interesting to note for condition IX at high flight speed, due to the increase of
the aerodynamic noise, the OASPL of the microphone 11, located downstream of the
wing, is comparable with the value relative to the microphone 6, near the cockpit.
Focusing of microphones 1, 3, and 5 it is possible to observe that in the circumferen-
tial direction the noise level decreases.
Sample time histories for the surface microphone no. 6 at the different flight speeds
are shown in Figure 3.6 in which the time period represents one rotation of the pro-
peller. In each subplot, the thin line represents the instantaneous response whereas
the heavy line denotes the time-averaged response. The time-averaged response
closely follows the instantaneous response and you can appreciate that the magni-
tude of the response changes quite whereas the shape of the time history does not
vary significantly as a function of the flight speed: the periodic trend linked to the
passage of the propeller blades is very clear.

3.4.2 Frequency Domain Results

Figure 3.7 shows the spectral shape for each microphone at the cruise speed of the
tiltrotor. In general, the harmonic peaks of the exterior pressures due to the rotating
propeller approaches the broadband noise floor between 300 and 400 Hz. By observ-
ing the data of the microphones 8, 9 and 10, located under the wing, we note that
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FIGURE 3.5: OASPL at different flight conditions.

only the first three harmonics of the fundamental blade passage frequency (BPF) are
greater than the broadband noise. The presence of the wing considerably disrupts
the flow and it probably increases the broadband level.
The symmetry condition can be verified from the autospectra plots related to micro-
phones 3 and 12 in Figure 3.8.
Figure 3.9 shows the noise spectra taking into account the external microphones re-
spectively in the longitudinal and transverse directions concerning the fuselage. It
is clear that the tone at the first BPF has the highest level and succeeding tones de-
crease at a rate of about 2 dB per harmonic. BPF falls in the low-frequency range
up to around 350 Hz whereas the boundary layer noise is dominant at the higher
frequency.
Figure 3.10 illustrates sound spectrum of the external microphone no. 3 in the 1/3

octave band frequency for the whole speed range, with the frequency axis in loga-
rithmic scale. The trend of the signal in 1/3 octave tends to increase the sound levels
at the higher frequency and to attenuate them at lower ones, thus better representing
human hearing.
The different characteristics of the noise can have important effects on the noise
transmitted through the fuselage.
As can be seen from figure 3.13, which shows the exteriors pressure spectra exterior
of the mic. 3 for the whole range of speeds, as the flight speed increase there is a
significant contribution of broadband noise at higher speeds.



3.4. Test Results 85

FI
G

U
R

E
3.

6:
A

co
us

ti
c

pr
es

su
re

s
ti

m
e

hi
st

or
ie

s.



86 Chapter 3. Tiltrotor Acoustic Data Acquisition and Analysis

F
IG

U
R

E
3.7:SPL

Spectralshape
for

each
externalm

icrophone,175
kts



3.4. Test Results 87

FIGURE 3.8: Noise spectrum-symmetry condition, 175 kts.

The fuselage noise reduction is shown in Figure 3.11 as the difference between the
exterior overall SPL on the fuselage surface and the overall SPL transmitted through
to the interior, for different flight speeds.
Figure 3.12 shows a comparison of the noise levels acquired simultaneously by the
two microphones, respectively external (above) and internal (below), located in the
fuselage section near the pilot’s head. The levels in the cabin are significantly lower
than the levels on the exterior indicating that the sidewall provides substantial noise
reduction.
By focusing on the internal noise spectrum, some effects of sidewall transmission
characteristics are evident in the measured cabin noise. Both the propeller tones and
the boundary layer noise appear in the cabin with the propeller harmonics domi-
nating, as they do in the exterior noise. Moreover, both the propeller tones and the
boundary layer noise levels inside the cabin vary irregularly with frequency, in con-
trast to the smoother variations shown by the exterior noise levels. This frequency-
dependent behavior is probably associated with fuselage shell, panel modal activity,
and various experimental instruments on board the tiltrotor under test. Figures
3.14, 3.15 and 3.16 refer to the analysis of the signal in the frequency domain and in
particular to the use of Power Spectral Density (PSD). This type of function allows
the evaluation of the distribution of power in the acoustic signal to frequency by
identifying and quantifying oscillatory components.
The graph 3.14 shows the shape of the signal obtained by applying Welch’s Method.
By applying this method and by overlapping the signal it is possible to reduce the
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FIGURE 3.11: OASPL for increasing flight speed. Comparison be-
tween external mic. 1 and internal mic. 1

FIGURE 3.12: Noise Spectrum - Comparison between external mic. 1
and internal mic. 1, 175 kts.
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spectral variance of the measurements. The time interval of the measure or a sub-
interval of interest is divided into k equal-length sections to which a window is ap-
plied. Then the Fast Frequency Transform (FFT) of each section is computed and an
array of k signal segments in the frequency domain is obtained. Finally, by dividing
by k and applying an appropriate scale factor, an improved estimate of the PSD is
obtained (thicker line in the Figure 3.14). Obviously, as the number of averages (or
sections, k) increases, the spectral variance decreases, at the expense of diminished
frequency resolution.
With reference to Figure 3.16, it represents the PSD in terms of the cumulative distri-
bution of the root mean square (RMS) plotted as a function of the frequency.

This graph quantifies the contributions of spectral components at and below a
given frequency to the overall RMS pressure level for the time frame of interest. In
other terms it highlights, how different portions of the noise spectrum contribute to
the overall RMS noise level, quantitatively:

• steep slopes indicate relatively strong narrowband disturbance;

• shallow slopes indicate relatively quiet, broadband portions of the spectrum.

The first eight peaks of the figure on the left are representative of the contributions
provided by the various tones due to the passage of the propeller blades. The mag-
nitude of each step decreases with increasing frequency and, no longer providing
appreciable contributions, the curve flattens starting from 350 Hz. The figure on the
right is related to microphone 10 located in the fuselage section downstream of the
wing where the tonal components of the noise are covered by the contribution of the
Turbulent Boundary Layer (TBL) [40].
Boundary layers develop as a consequence of the effect of the viscosity. The structure
of a TBL and thus the pressure it exerts on a surface to which it is attached depends
not only on the Reynolds and Mach numbers, but also on the surface roughness, the
pressure gradient, and the velocity field outside of the boundary layer.

The noise recordings were finally analyzed in the time-frequency domain. Other
common ways to plot BPFs maps are the waterfall and color map plots. The water-
fall is a three-dimensional diagrams with frequency on the x-axis, time on the y-axis
and amplitude on the z-axis. The same representation can be reported in the two-
dimensional plane through a color map.
As an illustrative example, a 30-seconds segment is taken from the noise recording
of microphone 6 in cruise speed condition. Its time-frequency spectrogram is pre-
sented in the 2D and 3D view Figure 3.17 and 3.18. As expected, two major sound
components can be recognized: a number of tonal components (from the propeller)
and a broadband noise component (from airframe noise,. . . ).
A series of spectrograms are shown in Figure 3.19 for different microphones and
different flight speeds.
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3.5 Statistics and Confidence Intervals

Noise and vibrations are often produced by sources with random behavior, for ex-
ample by turbulence around the wing. In data quality assessment many statistical
properties can be used to assess the quality of a set of acquired data.
In practice, it is not possible to estimate the probability distribution and density
functions from real measurement signals but it is nevertheless possible to estimate
the signal amplitude histogram. This graph consists of a discrete number of val-
ues, where each value is the number of samples of the signal in a certain amplitude
range, for instance, the range between the minimum and maximum amplitude val-
ues of the signal. This amplitude range is then divided into several uniformly spaced
intervals. Finally, we produce the histogram by counting the number of samples in
the data that fall within each bin.
Figure 3.20 shows a distribution of the number of samples of the measurements and
the SPL values in dB. The figure can be interpreted as a quality indicator about the
number of samples acquired: histograms become smoother and more continuous
when they are made from an increasing number of samples. In the limit when the
number of samples is infinite, the resulting curve is a probability density function.
The data acquired during the whole acquisition time, referring to a time equal to the
propeller rotation period (0.126 sec.), are shown in Figure 3.21. This plot shows that
with increasing speed there is a greater dispersion of the measurement: the data are
less focused. Confidence intervals are an approach to impart a range of values that
contains the test outcome with a degree of certainty given by the confidence level.
The confidence level clearly defines the range of probable values and the risk of an
incorrect conclusion. The general expression of confidence intervals is:

IC = Estimate± MoE

where MoE is the Margin of Error.

3.5.1 Time Domain

Figures 3.22 - 3.27 show the confidence intervals of microphones 6 and 10 for the
three different flight conditions I, V, IX. The blue lines represent an estimated range
of values which with a probability of 95% will include the average value of the mea-
surements (red line) while the green lines are relative to a probability of 99%.
A higher confidence level will tend to widen the confidence level given a fixed sam-
ple size, as can be seen through the figures. The estimated range was calculated from
a series of around 2500 sample data. The data refers to a time equal to the Propeller
Rotation Period.
Figures 3.22 - 3.24 refer to the data recorded by external microphones 6 while figure
3.25 - 3.27 refer to mic. 10. It is clear that the signal has a tonal trend near the tiltrotor
rotor disk whereas it has a random trend downstream of the wing due to the TBL
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effect.
Finally, as expected, there is an increase in data dispersion with increasing speed.
This trend is much more evident from figure 3.28 in which the exact values of the
measurements, the average, and the confidence intervals are reported together and
referring to the propeller rotation period.

3.5.2 Frequency Domain

This paragraph is focused on the spectra with the intervals of confidence. A first
comparison was made to determine which probability distribution to choose. The
results are shown in figure 3.29 and reported in table 4. Whereas the distinction
between T-statistic and Normal statistics may not appear very great at first, relatively
modest samples sizes could make a substantial difference at the 95% or 99% level.
You must use the T-distribution table when working problems when the sample size
is small (n<25). (GUM: Guide to the Expression of Uncertainty in Measurement -
UNI CEI ENV 13005). On the basis of the comparison, it was decided to operate with
the T-distribution.
The flight conditions II, IV, VI and IX were chosen to perform the analysis on the
confidence intervals. The data were organized in a MxN matrix, where:

• M = fi, i = 0, 1, 2, ..., N = 10240 Hz are the Frequencies rows;

• N =∆t are the Time intervals columns.

The figures below show some of the results obtained. The frequencies of the first
ten BPFs were considered. It is possible to summarize some aspects of fundamental
importance:

• At the BPF frequencies, the confidence intervals are narrower than the other
frequencies.

• With the same flight condition, the measurement uncertainty increases moving
longitudinally from the microphones near the rotor disk towards the tail of the
tiltrotor.

• With the same microphone and flight condition, the measurement uncertainty
increases for the harmonics following the first one.

3.6 Further Analyses

The Figure 3.30 shows a direct correlation between acoustic loads and vibrations
recorded inside the fuselage. The blue curves indicate the acceleration levels while
the orange curves represent the acoustic loads. Both curves are shown on the same
scale.
The vibroacoustic data were acquired by sensors that are located in approximately
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TABLE 3.4: T-Student and Normal distribution values. 150 kts, Mic. 1

BPFs AVG T N T N
(dB) (α = 0.05) (α = 0.05) (α = 0.01) (α = 0.01)

I — 1.19 1.65 1.59 1.51
II — 0.13 0.17 0.17 0.17
III — 0.23 0.32 0.31 0.29

the same position, respectively inside and outside the fuselage. It is possible to ap-
preciate how, even for accelerations, at low frequencies, the trend is highly tonal. It
is possible to distinguish along the fuselage some areas in which the acoustics are
strong and at low frequencies, which aspects the acceleration levels. At higher fre-
quencies, where the contribution of the TBL begins to become predominant to the
detriment of the excitation of the propeller, there is a response of the accelerometers
which is of a structural type. This behavior is all the more evident in correspon-
dence with the surface microphones 7 and 9: near the wing, there are peaks in the
accelerations which represent structural modes.

When the fuselage is subject to acoustic loads excitation, the vibration character-
istics and noise radiation characteristics show certain correlation with each other.
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FIGURE 3.14: Power Spectral Density, mic.6, 175 kts.
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FIGURE 3.15: PSD Welch’s (periodogram) Method.

FIGURE 3.16: Cumulative Distribution Root Mean Square vs fre-
quency, mic.6 (left) and mic.10 (right), 175 kts.
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FIGURE 3.17: Signal track in the time domain (top) and 2D Spectro-
gram (bottom), mic.6, 175 kts

FIGURE 3.18: 3D Spectrogram, mic.6, 175 kts
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FIGURE 3.20: Probability distribution of the signal.
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FIGURE 3.22: Confidence Intervals Time Domain - mic.6, 150 kts.

FIGURE 3.23: Confidence Intervals Time Domain - mic.6, 175 kts.
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FIGURE 3.24: Confidence Intervals Time Domain - mic.6, 190 kts.

FIGURE 3.25: Confidence Intervals Time Domain - mic.10, 150 kts.



104 Chapter 3. Tiltrotor Acoustic Data Acquisition and Analysis

FIGURE 3.26: Confidence Intervals Time Domain - mic.10, 175 kts.

FIGURE 3.27: Confidence Intervals Time Domain - mic.10, 190 kts.
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FIGURE 3.28: Averaged Value and Confidential Interval, external mic.
6 (left) and mic.10 (right), 175 kts.

FIGURE 3.29: Comparison between T-Student and Normal distribu-
tion, Spectra.
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Chapter 4

Numerical and Experimental
Investigation of the Whirl Flutter

4.1 Overview on the Aeroelastic problems

Before going into the specific topic of whirl flutter to which chapter 3 is dedicated
and seeing the aeroelastic results of the upscaled wing in chapter 4, as per the tradi-
tion of every text concerning aeroelasticity, a brief introduction to aeroelastic prob-
lems is presented below through the well-known Collar diagram, that describes the
aeroelastic phenomena by means of a triangle of forces (Fig. 4.1), distinguishing the
aeroelastic phenomena of the static type from those of the dynamic type.
Aeroelasticity is the study of the interaction of aerodynamic, elastic, and inertia
forces for a flexible structure and the phenomena that can result [61]. For fixed-wing
aircraft there are two key areas:

• Static aeroelasticity - the deformation of the aircraft influences the lift distribu-
tion, which can lead to the statically unstable condition of torsional divergence
and can reduce the control surface effectiveness, which can even lead to control
reversal;

• Dynamic aeroelasticity - includes the critical area of flutter, where the aircraft
become dynamically unstable in a condition where the structure extracts en-
ergy from the air stream. Aeroelastic problems would not exist if the aircraft
structure is perfectly rigid. Modern aircraft structures are very flexible, and
this flexibility is fundamentally responsible for various types of aeroelastic
phenomena.

Structural flexibility itself may not be objectionable. However, aeroelastic phenom-
ena arise when structural deformations induce additional aerodynamic forces. These
additional aerodynamic forces may produce additional structural deformations which
will induce still greater aerodynamic forces. Such interactions may tend to become
smaller and smaller until a condition of stable equilibrium is reached, or they may
tend to diverge and destroy the structure. Divergence can be exemplified easily con-
sidering Figure 2.2 that represents the increase of wing incidence due to wing twist.
The moment of the lift vector about the center of twist causes an increase in wing
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incidence which produces a further increase in lift, leading to another increment in
incidence so on [52].

At speeds below a critical value, called divergence speed, the increments in lift
converge to a condition of stable equilibrium in which the torsional moment of the
aerodynamic forces about the center of twist is balanced by the torsional rigidity of
the wing. In the opposite case, speed above the divergence speed, the wing will ex-
hibit a divergent behavior, causing structural failure. One can understand that the
divergence speed will be higher for wings with greater torsional stiffness or with the
aerodynamic center closer to the twist center; these are important factors indeed to
consider in the structural project. Most aircraft are designed with swept-back wings.
The reason for this is mainly aerodynamic, since for subsonic aircraft by sweeping
back the wing the airspeed at which shock waves are formed on the wings increases,
so delaying the associated increase in drag. Supersonic aircraft are designed with
the wings swept inside the Mach cone, which also decreases the associated wave
drag. Wright and Cooper et al. [53] explain that the divergence speed increases
with swept-back wings and decreases for the swept-forward case. This reduction
of the divergence speed becomes the limiting case for sweep-forward designs and
consequently very few exist. Dynamic Aeroelasticity - Flutter So far, when consid-
ering static aeroelastic effects (see Section 2.2), the aerodynamic surfaces are in a
steady condition and so the resulting forces and moments are steady (i.e constant
with time). However, for flutter, maneuver, and gust response analyses the behavior
of aerodynamic surfaces under dynamic motion is required. Flutter is arguably the
most important of all the aeroelastic phenomena and is the most difficult to predict.
It is an unstable self-excited vibration in which the structure extracts energy from
the air stream and often results in catastrophic structural failure. Classical binary
flutter occurs when the aerodynamic forces associated with motion in two modes of
vibration cause the modes to a couple in an unfavorable manner. In aircraft design,
flutter is a critical parameter that must be considered in the early stages of the design
cycle. At a critical speed, known as flutter speed, the structure sustains oscillations
following some initial disturbance. Below this speed, the oscillations are damped,
whereas above it one of the modes becomes negatively damped and unstable oscil-
lations occur. Flutter can take various forms involving different pairs of interacting
modes, e.g. wing bending/torsion, wing torsion/control surface, etc. Flutter, like
other aeroelastic phenomena, is very sensitive to the structure’s normal modes of vi-
bration. Some indication of the physical nature of wing bending-torsion flutter may
be given from an examination of aerodynamic and inertia forces during a combined
bending and torsional oscillation in which the individual motion is 90° out of phase.
In a pure bending or pure torsional oscillation, the aerodynamic forces produced
by the effective wing incidence oppose the motion; the geometric incidence in pure
bending remains constant and therefore does not affect the aerodynamic damping
force, while in pure torsion the geometric incidence produces aerodynamic forces
which oppose the motion during one-half of the cycles but assist it during the other
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FIGURE 4.1: The aeroelastic triangle of forces

half so that the overall effect is nil. Thus, pure bending or pure torsional oscillations
are quickly damped out. This is not the case in the combined oscillation when the
maximum twist occurs at zero bending and vice versa; that is, a 90◦ phase difference
[52]. The type of flutter described above, in which two distinctly different types of
oscillating motion interact such that the resultant motion is divergent, is known as
classical flutter. Other types of flutter may involve only one type of motion, which
examples are the stalling flutter and aileron buzz. Stalling flutter of a wing occurs
at a high incidence where, for particular positions of the spanwise axis of twist, self-
excited twisting oscillations occur which, above a critical speed, diverge. Aileron
buzz occurs at high subsonic speeds and is associated with the shock wave on the
wing forward of the aileron.

4.2 Introduction: historical and theoretical background of whirl
flutter phenomenon

Whirl flutter, also called gyroscopic flutter, is a dynamic aeroelastic stability phe-
nomenon that may occur in a flexibly mounted engine and propeller system. The
elastic modes of the system are coupled by the gyroscopic effects of the turning ro-
tor disk, resulting in complex mode shapes of the mechanical system. The propeller
vibration causes a change of propeller blades’ angle of attack that will result in non-
stationary aerodynamic forces generation. Due to that, the vibrations could become
unstable and result in the failure of the engine, nacelle, or whole wing [54, 55].
After a historical and theoretical background of the aeroelastic phenomenon, this
work illustrates the concept, development, and testing of a demonstrator for whirl
flutter investigation.
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The theoretical formulation of this complex dynamic aeroelastic phenomenon is pre-
liminarily provided. Since this work concerns a propeller demonstrator, the experi-
mentally observed phenomenon may be related to the instability affecting turboprop
aircraft rather than the tiltrotor. All the demonstrator specifications have been inves-
tigated, especially the stiffness and inertia ones. Analytical and numerical models
have been developed to predict the test rig modal characteristics. Good correspon-
dence with experimental results has been achieved. For the numerical investigation,
a beam-elements based model has been drawn up with two different ways of model-
ing the system stiffness. For the rotating propeller numerical investigation, the rotor
gyroscopic effects and the propeller aerodynamic forces have been included to ob-
tain whirl natural frequencies and mode shapes.
From a historical point of view, although whirl flutter was discovered analytically
by Taylor and Browne in 1938, it acquired practical interest only after the two fatal
accidents that involved the Lockheed L-188 Electra II aircraft, on 29 September 1959
in Texas and on 17 March 1960 in Indiana.
Electra II was designed with four Allison 501 turboprop wing-mounted power units
installed into the lengthy nacelles, with large propellers placed quite far forward of
the wing.
The nacelle was designed considering a case of large unbalancing, e.g. due to the
loosening of the propeller blade. In one of the two cases investigated, it was found
that the outboard engine nacelle was vibrating at an amplitude of 35 degrees around
the neutral position. The nacelle attachment was undamaged while the whole wing
had been torn away from the fusolage.
The investigational activities of the incidents report as a trigger a failure of the wing
due to the forces coming from the whirl mode, i.e. the vibratory motion of the pro-
peller was transmitted to the wing that was unable to dampen it.
Following the two incidents, the whirl mode study was introduced into the analyti-
cal flutter solution and wind tunnel tests were performed on the 1/8 scale aeroelastic
model of the Electra aircraft, in order to evaluate the failure mechanisms.
Another incident directly caused by whirl flutter is the Beechcraft 1900C one, in 1991.
Contrary to the Electras’ events, the Beech 1900C crash occurred at the time when
the whirl flutter issue was already well-known [56].
Figure 4.2 shows a simplified scheme in which the power plant or nacelle is ideal-
ized by two springs behind the propeller disk. The dynamic system can be modeled
with a propeller, having the spin axis approximately oriented into the direction of
the freestream velocity V∞, horizontally supported by a pylon pivoted on the wing.

In this system, two independent mode shapes (pitch and yaw) will emerge, ne-
glecting the propeller’s rotation and aerodynamic forces. If the propeller has a cer-
tain angular velocity Ω, the two independent mode shapes merge into the whirl
motion. The propeller axis is subjected to an elliptical motion and the orientation
relative to its rotation is such to be backward for the lower frequency mode and for-
ward for the higher frequency one.
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FIGURE 4.2: Schematic representation of basic features of the
propeller-nacelle dynamic system

The equations of motion can be set up for the system through Lagrange’s approach,
using a kinematical scheme that includes the gyroscopic effects. The generalized co-
ordinates are the pitch and yaw angles (Θ, Ψ).
The final whirl flutter equations are:

JYΘ̈+
KΘγΘ

ω Θ̇+ JXΩΨ̇+ KΘΘ = MY,P − aPZ

JZΨ̈+
KΨγΨ

ω Ψ̇+ JXΩΘ̇+ KΨΨ = MZ,P − aPY

(4.1)

The equations refer to the effective pivot point. Also, structural damping has been
considered. γΘ and γΨ are the structural damping ratios for the engine pitch and
yaw vibrations modes.
The gyroscopic terms model the pitch reactive moment due to yaw angular velocity
and vice versa. These terms cause the equations to be coupled.
The aerodynamic effects due to the whirl motion can be divided into two categories:
torques (MY and MZ) and forces lying in the propeller disk (PY and PZ). The forces
normal to the disk plane are neglected because of their very low effects.
The yawing moment due to pitch angle MZ(Θ) and the pitch moment due to yaw
angle MY(Ψ) are the driving moments of propeller whirl flutter. MZ(Θ) may be
interpreted as a cross-stiffness term. This moment is in the same direction as the
yawing velocity for the backward whirl mode and acts as negative (destabilizing)
aerodynamic damping. It must be compensated by other positive damping forces to
set the system stable. The aerodynamic part of the total damping available for this
purpose may be found in the force PZ(ż) and in the moment MY(Θ̇) produced by
the rate terms (ż) and (Θ̇), respectively, [54], [57–63].
The complicated physical principle of the phenomenon requires an experimental
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FIGURE 4.3: Example of propeller (a), aircraft (b), proprotor (c), tiltro-
tor aircraft (d) demonstrators.

validation of the analytical and numerical results. Experimental research activi-
ties are required especially because of the difficult computation of propeller aero-
dynamic forces. The main developments in the experimental research on the whirl
flutter phenomenon were accomplished in the 1960s in direct connection with the
Electra accidents.
As represented in Figure 4.3 [54, 55, 64, 65] the several whirl flutter demonstrators
could be classified in:

• propeller demonstrators: simple tests on flexibly attached propellers in the
windmilling mode;

• aircraft demonstrators: complex tests on the aircraft models or parts of the
aircraft;

• proprotor demonstrators;

• tiltrotor aircraft demonstrators.

For tiltrotor aircraft, the whirl flutter is a relevant topic and its design has been
one of the drivers of early whirl flutter investigation. Whirl flutter instability is the
major barrier to increasing tiltrotor speeds. Increased power, thrust and rotor effi-
ciency are of no avail unless the whirl mode stability boundary can be improved.
With current technology, very stiff, thick wings of limited aspect ratio are essential
to meet the stability requirements [66–69].
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TABLE 4.1: Mass and material characteristics of the WFSD compo-
nents.

Item Material m ρ E G
[g] [kg/m3] [GPa] [GPa]

Propeller plastic 12.8 1450 3.0 1.0
Rod PVC 28.7 1450 3.0 1.0

Cardan joint steel alloy 9.6 7860 210 80
Hub bronze alloy 11.5 8800 − −

Spring various − − − −
Tension variator aluminium alloy 31.1 2700 70 27

The most recent and innovative whirl flutter applications regard proprotor and tiltro-
tor aircraft demonstrators. Very complex numerical tools have been developed which
show consistently excellent agreement with each other for wide variations of design
variables and operating conditions. Among them, it is possible to cite the Compre-
hensive Analytical Model of Rotorcraft Aerodynamics and Dynamics (CAMRAD
II) and the Rotorcraft Comprehensive Analysis System (RCAS). The latest develop-
ments concerning the tiltrotor whirl flutter are deeply discussed in [70–75].

4.3 Whirl flutter demonstrator development

The model used for the current work, named "Whirl Flutter Small-Scale Demonstra-
tor", is inspired by the classical two-DOF Houbolt and Reed’s model [64].
WFSD has been devised to have a windmilling propeller attached to a rod simulat-
ing the engine’s inertia.
The pitch and yaw degrees of freedom have been provided connecting the rod to the
support through a Cardan joint. The stiffness of the system has been obtained by
connecting the rod to a spring.
The support has been designed with a grooved surface to have an aluminium sep-
tum, fitted with a hook, inserted in. In this manner, it is possible to guarantee an
adjustable stiffness.
The device has been equipped with two different propellers: a two-blade one sim-
ulating a piston engine propeller and a five-blade one simulating a high solidity
multi-blade propeller.
The two versions of the demonstrator are shown in Figure 4.4.
The CAD model of the demonstrator is represented in Figure 4.5(a) with all various
components mentioned, while the demonstrator technical drawing and its overall
dimensions are reported in Figure 4.5(b). Components’ masses values and main
characteristics of the material (density ρ, Young’s module E and Shear module G)
are summarized in Table 4.1. The rod-propeller system and the total facility masses
are reported in Table 4.2.
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FIGURE 4.4: WFSD equipped with a two-blade propeller (a) and a
high-solidity five-blades propeller (b).

FIGURE 4.5: Whirl Flutter Small-Scale Demonstrator (WFSD): CAD
model (a) and technical drawing with overall dimensions specified

[mm] (b)

TABLE 4.2: Rod-propeller system and total assembly masses, WFSD.

Element Mass [g]
Rod-Propeller system 53.2

WFSD 822.9
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FIGURE 4.6: Pitch (a) and propeller (b) moments of inertia measure-
ment setup.

TABLE 4.3: Pitch, yaw and propeller natural frequencies and mo-
ments of inertia.

Analytical Numerical
Type Natural freq. moment of inertia moment of inertia

[Hz] [kgm2] [kgm2]

Pitch (2-blade WFSD) 19.5 2.74 ⋅ 10−4 2.63 ⋅ 10−4

Yaw (2-blade WFSD) 18.3 2.92 ⋅ 10−4 2.81 ⋅ 10−4

2-blade propeller 16.2 7.2 ⋅ 10−5 −

Pitch (5-blade WFSD) 13.5 5.76 ⋅ 10−4 5.23 ⋅ 10−4

Yaw (5-blade WFSD) 12.9 5.94 ⋅ 10−4 5.41 ⋅ 10−4

5-blade propeller 9.72 4.26 ⋅ 10−4 −

4.3.1 WFSD Inertial characteristics

An experimental analysis has been conducted to find the two rod-propeller system
moments of inertia and the propeller one, for both the configurations. For the rod-
propeller system analysis, a known torsional stiffness has been provided utilizing
two pre-stretched tension springs. The springs are represented in Figure 4.6.
A modal hammer testing was applied to find the pitch and yaw natural frequencies.
By the knowledge of the torsional stiffness, it has been possible to find the two mo-
ments of inertia, both analytically and numerically. The pitch inertia measurement
setup is shown in Figure 4.6(a).
For propeller modal testing, the shaft has been fixed and the blade has been con-
nected to the springs employing a support, as represented in Figure 4.6(b).
The experimental natural frequencies and the analytical and numerical moments of
inertia values are summarized in Table 4.3. In particular, the numerical inertia has
been provided by employing a FE model. The mass distribution has been derived
by attempts to obtain the experimental natural frequency. In the propeller case, only
the analytical moment of inertia has been computed.
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4.4 Analytical and numerical investigation

This section deals with the analytical and numerical analysis of the WFSD modal pa-
rameters. The aim was to achieve a model of the demonstrator allows the prediction
of the device natural frequencies and vibration modes.
The analytical and numerical analysis has been performed for both rotating and
non-rotating propeller. The numerical model has been developed using the Finite
Element Method.

4.4.1 Stiffness modelling

To achieve the analytical and numerical models, it has been necessary to find a way
to model the system stiffness. If modelled as a torsional spring, the stiffness has
a non-linear behaviour. This is due to the contemporaneous increase of the return
force of the spring and its arm as a consequence of pitch angle increase.
Figure 4.7 shows the conceptual schema of the system due to a pitch deflection. The
non-linearity is mild due to the relatively low value of the spring elongation during
the rotation u ≈ u0. For this reason, the spring elongation has been neglected and the
return force has been considered by a constant value, equal to the initial one, during
the rotation. In this way, a linear elasticity is achieved.
Therefore, the pitch and yaw torsional stiffnesses can be computed by means of the
following equations:

KΘ =
Fl
Θ

(1+
l

u0
) ; KΨ =

Fl
Ψ

(1+
l

u0
) (4.2)

It is also possible to model the system stiffness taking advantage on a linear
springs schematization:

KZ = Fl (1+
l

u0
) ; KZ = Fl (1+

l
u0

) (4.3)

4.4.2 Analytical modelling

In the analytical approach, a rigid shaft and propeller have been assumed. This as-
sumption implies the use of a torsional or linear stiffness indifferently. A torsional
springs model has been assumed.
In the non-rotating propeller case, the dynamic behaviour of the system can be de-
scribed by two independent degree of freedoms (DOF) as in Equation 4.4. Damping
has not been taken into account.

[ JY 0
0 JZ

]{ Θ̈
Ψ̈

}+ [ KΘ 0
0 Kψ

]{ Θ
ψ

} = { 0
0

} (4.4)

In the current case, pitch and yaw dynamics are decoupled and two independent
modes emerge: pitch and yaw. Given the assumption of rigid propeller and shaft,
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FIGURE 4.7: Schematic representation of the system as a consequence
of a pitch deflection.

the analytical model provides only the first two natural frequencies. Of course, the
real structure has several modes, but they have not been considered because they do
not affect the whirl flutter phenomenon.
Rotating propeller analytical model has been achieved considering, in respect to the
non-rotating case, the gyroscopic matrix [G] and the propeller unsteady aerody-
namic loads. The propeller aerodynamic derivatives have been calculated analyti-
cally by means of strip theory [76]. The dynamic behaviour of the coupled system
is described by means of the Equation 4.5. The aim is to obtain the whirl natural
frequencies and mode shapes.

[M]{q̈}+ [C]{q̇}+ [G]{q̇}+ [K]{q} = [CA] {q̇}+ [KA] {q} (4.5)

Whirl natural frequencies have been computed by solving the Equation ?? for
various angular velocity values. In this manner it is possible to obtain the Campbell
diagram [77, 78]. Figure 4.8 shows an example of the system Campbell diagram for
a certain value of torsional springs stiffness.

(−ω
2[M]+ jω ([D]+ [G]+ [DA])+ ([K]+ [KA]))

»»»»»»»»
Θ̄
Ψ

»»»»»»»»
= {0} (4.6)

4.4.3 Numerical modelling

To perform the numerical analysis in the non-rotating propeller case, two FE mod-
els were created. The analyses have been performed using the NASTRAN software.
The two models differ concerning how the system stiffness has been modelled.
For both models, the shaft has been discretized employing one dimensional BAR el-
ements.
The propeller has not been modelled, only its mass has been considered. No material
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FIGURE 4.8: Analytical Campbell diagram, case KΘ=KΨ=1.56Nm2.

FIGURE 4.9: Torsional (a) and linear (b) springs FE models. Non-
rotating propeller case.

mass has been provided: all the system’s mass has been modelled through concen-
trated mass elements (CONM2) in correspondence of nodes. One of the CONM2
mass elements has been also provided with and inertia terms to obtain different
pitch and yaw moments of inertia, as evidenced in experimental measurements.
The elastic elements have been modelled through two zero dimension generalized
spring CBUSH elements.
A modal analysis (SOL 103) has been made to obtain natural frequencies and mode
shapes. Figure 4.9 represents the torsional and linear springs FEM models.
Figure 4.10 shows the torsional springs model first four modes.

To investigate whirl natural frequencies and mode shapes a rotordynamics anal-
ysis was performed.
Compared to the non-rotating propeller model, two cross-damping terms have been
considered to simulate the rotor gyroscopic effect. The rotor effect has been mod-
elled by explicitly inserting the damping matrix terms. In particular, the damping
coefficients relate the fifth and sixth DOFs of the propeller node. They have opposite
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FIGURE 4.10: Torsional springs FEM model first four mode shapes.
Non-rotating propeller case.

sign (c56=c65=JXΩ). These terms model the yaw moment due to the pitch angular
velocity and the pitch moment due to the yaw angular velocity caused by the gyro-
scopic effects. Furthermore, all the analytically computed aerodynamic terms have
been inserted.
The cross-damping and the aerodynamic terms have been inserted through the DMIG
instruction: it allows direct input of matrices. In this manner, it has been possible to
insert the gyroscopic matrix and the stiffness and damping aerodynamic matrices.
A Direct Complex Eigenvalues Analysis (SOL 107) has been made up.
This method does not need a specific rotordynamics tool and allows to find whirl
natural frequencies and mode shapes with a very low computational cost. Further-
more, it is possible to employ the same BAR elements used in the previous analysis.
There is no need to use CBEAM elements or the JX component of the CONM2 mass
elements because in this case the total JXΩ cross-damping term is explicitly inserted.
Moreover, the aerodynamic terms have been included without the need of compli-
cated aeroelastic tools.
In Figure 4.11 the first four whirl modes for the torsional springs model are reported.
Modes have been normalized such as the maximum was 0.1m. In this way the
graphic representation is meaningful.

4.5 Experimental Modal Analysis

This section considers the WFSD Experimental Modal Analysis (EMA) through im-
pact testing. Two experimental campaigns have been carried on, concerning the two-
blade propeller demonstrator and the five-blade one respectively. For both cases,
analyses with varying stiffness and inertia characteristics have been performed. To
find pitch and yaw natural frequencies, the structure was excited utilizing a modal
hammer. The impact point was fixed while the accelerometer location has been var-
ied. The impact and acquisition points positions are outlined in Figure 4.12.
The response of the structure in terms of acceleration has been acquired employ-
ing a roving ICP piezotronic accelerometer (PCB 352B10). Given the lightness of
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FIGURE 4.11: First four complex mode shapes. Torsional spring
model.
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FIGURE 4.12: Schematic representation of impact point and acquisi-
tion points.

the structure, a miniature single-axis accelerometer with a weight of about 0.7g was
used. An LMS Scadas mobile 05 has been employed. Modal testing acquisition and
post-processing have been made using Simcenter Testlab software.

4.5.1 Sensitivity Analysis

Varying stiffness and inertia investigations have been conducted for both the two-
blade and five-blade configurations. In the first case, different types of elastic ele-
ments have been used: both rubber bands and calibrated steel springs.
For the varying inertia analysis, the additional moment of inertia has been provided
adding some plasticine masses to the shaft. Each of the analyses includes two im-
pact tests, one regarding the pitch dynamics and the other concerning the yaw one.
In Figure 4.13 the experimental setup for a varying stiffness test (a) and a varying
inertia one (b) are reported. In Figure 4.14(a) the pitch and yaw natural frequencies
trend by varying the system torsional stiffness is represented. The experimental re-
sults are well approximated by the analytical and numerical curves.
Figure 4.14(b) shows the pitch and yaw natural frequencies plot as a function of
the system moments of inertia. It is possible to observe an increase in the distance
between experimental and analytical/numerical results increasing the added mass.
This behaviour is due to the influence of the added masses on the stiffness of the
shaft. The ballast provides both inertia and stiffness to the shaft because it has a
larger local cross-section.
Adding more and more masses, the portion of the shaft affected by the variation in
stiffness is even larger. That explains why the error between the results increases by
raising the additional inertia.

The sensitivity analyses have been conducted also concerning the high solidity
propeller version of the demonstrator. The analyses include both varying stiffness
tests and varying inertia ones. Figure 4.15 (a) shows the pitch and yaw natural fre-
quencies trend as a function of the stiffness. In Figure 4.15 (b) it is represented the
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FIGURE 4.13: Experimental setup for modal hammer testing. Varying
stiffness (a) and varying inertia (b) analysis.

FIGURE 4.14: Pitch and yaw natural frequencies trend varying the
stiffness (a) and inertia (b). Comparison between experimental, ana-

lytical and numerical results. WFSD, two-blade propeller version.
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FIGURE 4.15: Pitch and yaw natural frequencies trend varying the
stiffness (a) and inertia (b). Comparison between experimental, ana-

lytical and numerical results. WFSD, five-blade propeller version.

pitch and yaw natural frequencies trend as a function of the system moments of in-
ertia. The trends are very similar to the two-blade propeller one. Thus, it is possible
to derive very similar conclusions.

4.6 Operational Modal Analysis

This section is focused on the Operational Modal Analysis of the demonstrator in the
case of rotating windmilling propeller. The airstream has been provided utilizing a
centrifugal fan. The fan, with the indication of the various components, is repre-
sented in Figure 4.16. The electric engine of the fan is provided by a four-grooves
multiple pulley. In this manner, it has been possible to obtain several values of the
stream velocity. The freestream velocity has been measured by employing a dig-
ital anemometer, while the propeller angular velocity has been measured using a
tachometer.
In Figure 4.17 the propeller angular velocity trends for each freestream velocity for
the two-blade propeller and the high solidity one are reported.
To acquire the acceleration in both y and z directions, two piezotronic accelerometers
were employed.

4.6.1 Experimental testing

The first investigation concerned the determination of the stability boundaries in the
two-blade propeller and the high-solidity cases. As expected, it has been found that
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FIGURE 4.16: Centrifugal fan with main components’ indication..

FIGURE 4.17: Centrifugal fan with main components’ indication.

the two-blade propeller configuration was unable to show the instability with the
available flow rates, even providing very low stiffnesses. This is due to the low mo-
ment of inertia of the propeller. It has a very low gyroscopic inertia and is not able
to guarantee the modes coupling. Therefore, the first conclusion is that to have the
whirl flutter instability, a large gyroscopic inertia is needed.
This fact explains why the whirl flutter phenomenon, as recalled by airworthiness
rules, is very important for turboprop aircraft. Usually, they are equipped with
heavy propellers in respect to piston aircraft that are equipped with lighter pro-
pellers. Consequently, the OMA has not been performed in the two-blade propeller
case. Concerning the high solidity propeller version, it has been found the instability
for each freestream velocity.
The stability boundary is represented in Figure 4.18. The stiffness behaviour as a
function of the freestream dynamic pressure is well approximated by a linear trend,
as evidenced in similar experiments found in the literature [79, 80]. It is possible to
observe how, under a certain freestream velocity, the whirl flutter phenomenon does
not occur.
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FIGURE 4.18: Experimental whirl flutter boundary. WFSD, high so-
lidity propeller version.

4.6.2 Sensitivity Analyses

Some analyses have been conducted to acquire whirl modes and natural frequencies.
In particular, it has been employed the WFSD high solidity propeller configuration.
The analyses have been conducted at different stiffness, inertia and freestream ve-
locity values to acquire the natural frequencies trend as the main parameters vary.
First of all, a varying freestream velocity investigation is discussed.
In Figure 4.19 the backward and forward whirl natural frequencies behaviour as a
function of the freestream velocity is represented. In particular, increasing the flow
velocity the propeller angular velocity increases and the two whirl natural frequen-
cies move away from each other.
More in detail, the backward natural frequency decreases and the forward one in-
creases. These frequencies have been also compared with numerical and analytical
ones. In particular, they have been plotted as a function of the propeller angular
velocity, in the Campbell diagram 4.20. A quite good matching between analytical,
numerical and experimental results has been achieved. Furthermore, the natural
frequencies behaviour with varying stiffness has been analysed (Figure 4.21(a)). A
good correspondence between the results has been obtained. Finally, the whirl nat-
ural frequencies behaviour with varying inertia has been analysed. In Figure 4.21(b)
the whirl natural frequencies behaviour as a function of the added inertia has been
graphed.
A good matching between the results has been achieved for the backward natural
frequency behaviour. On the other hand, the experimental trend of the forward nat-
ural frequency is slightly decreasing, while the analytical and numerical curves have
a larger slope.
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FIGURE 4.19: Backward and forward whirl natural frequencies ex-
perimental profile as function of freestream velocity.

FIGURE 4.20: WFSD - high solidity propeller Campbell diagram.
Comparison between experimental, analytical and numerical results.
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FIGURE 4.21: Backward and forward whirl natural frequencies be-
haviour as function of the system stiffness (a) and inertia (b). Com-

parison between experimental, analytical and numerical results.

4.7 Conclusions

This work had the aim of studying the complex dynamic aeroelastic stability phe-
nomenon of whirl flutter utilizing an in-house designed and developed small-scale
demonstrator. Several experimental investigations were made up for both rotating
and non-rotating propeller case. Numerical and analytical tools were developed to
predict natural frequencies and mode shapes. For the numerical investigation, a
one-dimensional beam elements-based model was used. For the rotating propeller
numerical investigation, the rotor gyroscopic effects and the propeller aerodynamic
forces were included to obtain whirl natural frequencies and mode shapes. Initial
experimental studies included non-rotating propeller impact testing. The first lat-
eral mode shapes (pitch and yaw) were detected for both two-blade and five-blade
propeller cases. An Operational Modal Analysis of the demonstrator with a rotating
windmilling propeller in airstream was performed. Among the most important out-
puts of the whirl flutter investigation, the first two whirl natural frequencies were
detected and plotted as a function of the propeller angular velocity in the Campbell
diagram. Finally, an experimental whirl flutter boundary diagram was achieved.
Further future improvements will regard the application of a properly aeronautic
multi-blade propeller on the WFSD and the deployment of a wind tunnel. Also,
a larger version of the demonstrator could be developed. Another future applica-
tion is the development of methodologies to be used with standard Nastran Dou-
blet Lattice Method aeroelastic solver to obtain a more reliable solution of propeller
aerodynamic forces. It would also be interesting to vary the freestream velocity con-
tinuously and to create a spectrogram to observe the evolution of the whirl natural
frequencies as the freestream velocity varies. Finally, another future application will
regard a non-linear analysis to take into account the stiffness and especially damping
non-linearity.
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Chapter 5

Structural Scalability

5.1 Introduction to Scalability

The tiltrotor wing structure is one of the most critical and heavily analyzed struc-
tures in the design due to the fundamental need to consider the interaction between
the wing, pylon, and rotor systems to achieve aircraft aeroelastic stability. Indeed, in
high-speed forward flight, wing bending and torsional stiffness have a fundamental
role in the pitch-whirl stability.
Another specific concern of tiltrotors is the dynamic mode placement: it needs to
properly place wing bending modes away from proprotor forcing frequencies [81].
A wing can be considered essentially as a beam able to transmit and concentrate
the applied air load to the central attachment to the fuselage. As well as the wings
of conventional aircraft, also the wings of high-performance tiltrotors, they require
longitudinal members to withstand the bending moment which is greatest during
flight, both cruise and maneuvers, and upon landing.
The basic shape of the wing for a tiltrotor is mainly driven by mission requirements.
In the specific case of the NGCTR-TD the main objective was to design and realize
a new high lift, low drag wing optimized to improve downwash impingement in
helicopter mode and to increase the total fuel capacity. Downwash impingement is
improved by the design of two movable surfaces, an outboard flaperon, and a mor-
phing surface. The rotation of the morphing surface exposes a curved architecture
that improved downwash impingement too. Such curved architecture maximizes
available internal space to increase fuel capacity to match the requirement of ex-
tending the range of the tiltrotor. Space requirements for the housing of fuel tanks
and the driving shaft are the main reason for the three-spar wing box configuration.
The design of the wing must be compatible with strength, stiffness, and lightweight
structure requirements and at the same time to offer a minimum of manufacturing
problems.
This extremely challenging and critical aspect from the design point of view is very
evident for the installation of the various access holes contained in the wing box
structure.
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For the wing of the tiltrotor, structural integrity and maintenance are aspects of fun-
damental importance. T-WING project could be considered a multidisciplinary de-
velopment involving several research/technical topics such as the structural design,
modeling, physical test, full-scale tests, system for loads in-flight monitoring, manu-
facturing, integration, airworthiness, and so on, performing at the same time studies
on the scalability potential of the proposed solutions for the exploitation of the tech-
nologies on , the NGCTR.
The present chapter contains an assessment of the scalability of the NGCTR-TD com-
posite wing-box up to the NGCTR (MTOW = 14000 kg), by taking into account the
most relevant requirements that had a big impact on the design of the NGCTR-TD,
namely the whirl flutter and the crashworthiness requirements.
Starting by presenting the TD wingbox and scaling objectives, this chapter will in-
troduce the scaling methodology and the adopted optimization routine. Due to
the complexity of the structure in the study, it was decided that a commercial code
should be used to calculate the flutter speed and characteristics. The program used
to perform these tasks was the NastranTM software, which integrates the essential
disciplines required by aeroelastic design and analysis.
(...) Scalability is an important concept which runs parallely with aircraft family.
For a successful result it is necessary to move gradually, iterating and providing
trade-offs step by step: by moving too much forward or backward from the starting
point may result in wrong decisions.
Starting from the data related to the reference tiltrotor, some wing characteristics can
be calculated, such as structural efficiency of the primary structure, weight of non-
structural items and movable surfaces, initial stiffness estimate.
There are not enough detailed tiltrotor wing designs to establish a statistical database
for wing weight prediction.Unlike the large availability of data about weights, MTOW,
etc. concerning classical aircraft, given the peculiarity of the tiltrotors, a detailed pre-
liminary research on the weights of the tiltrotor wings existing or in the design or
prototyping phase was necessary [82–91]. Table 5.1 summarizes the results of this
research. It shows the data found: the maximum take-off weight of the tiltrotor W0,
the structural weight of the wing Ww, the ratio between the two weights Ww/W0. It
can be seen how the ratio between the two weights is kept almost constant as the
tiltrotor considered varies. This value is included in a range from 6.1% to 7.3%.

5.2 Basic T-Wing Configuration

The wing design is very peculiar to the tiltrotor aircraft. It features characteristics
and constraints which are very different from conventional fixed-wing aircraft and
therefore it presents specific challenges.
A key goal is to reduce the complexity of the wing making it straight with no di-
hedral or sweep, and so providing easier assembly of the interconnecting shaft and
eliminating the need for a mid-wing gearbox.
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TABLE 5.1: Weight of wings and maximum take-off weight of some
tiltrotor of reference

W0 (kg) Ww (kg) Ww/W0

I 5,896 429 0.073
I I 7,322 521 0.071
I I I 10,000 680 0.068
IV 48,842 3,012 0.062
V 56,035 3,992 0.071
VI 66,832 4,042 0.061
VII 66,958 4,076 0.061

FIGURE 5.1: Weight of the wing vs. Maximum take-off weight tiltro-
tor

The TD wing will use flaps much larger than those of any prior tiltrotor. These
devices are required because of the fixed engine configuration and the huger down-
load from rotors. In addition, a quite important challenge will be to provide maxi-
mum wing aerodynamic efficiency in flight while taking into account all the required
equipment and specific sub-systems functions to be maintained.
Downwash impingement is improved by the design of two movable surfaces: an
outboard flaperon (blue in fig. 5.2), about 28% of total chord and about 32% semi-
wingspan, which rotates downwards by 70° and upwards by 30° and a morphing
surface (green in fig. 5.2), about 45% of total chord and about 32% semi-wingspan,
which rotates downwards by 80° and upwards by 5° in helicopter mode to reduce
the wing area beneath the rotors. The rotation of the morphing surface exposes a
curved architecture that improved downwash impingement too. Such curved archi-
tecture maximizes available internal space to increase fuel capacity. Between front
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spar and middle spar, an interconnect driveshaft which connects together both gear-
boxes runs along connected to the middle spar. Several Leading Edge sheet metal
removable panels, which are resistant to bird-strike, compose the leading edge. No
anti/de-icing provisions are foreseen on the TD. The outboard end of the main wing
box provides the attachments for the prop rotor gearbox, engines and nacelle struc-
ture.

FIGURE 5.2: NGCTR-TD Wing General Layout.

The NGCTR-TD Wing is a multi-cell torque box constructed primarily of com-
posite materials. The wing has a chord of 75 inches (1905 mm) and is divided into
two half wing, linked by an upper splice fitting, each one has a span of 237.6 inches
(6035 mm).
The upper skin panel is a single continuous composite panel running from tip to
the aircraft centerline. Front and Middle spar are co-cured with the upper panel.
Two continuous composite Ω stringers are co-bonded to the uncured upper skin.
The lower skin panel is divided into three parts, one central and two lateral. On
each lateral lower panel, one composite Ω stringer is co-bonded. The lower skin
has structural access panels to accommodate the internal fuel bladders. To allow ac-
cessibility for inspection, repair and maintenance, structural composite removable
panels, five per side, attached to lower skin, compose the wing box.

The composite spars, front and middle, are located at 7% and 19.1% chord. Each
of these spars is composed of two separate sections, running from Buttok Line (BL)
24 to BL 237.6. Composite middle spar is spliced by clips at the side of body metallic
ribs. From BL24 LH to BL24 RH, aligned with front and middle composite spar, two
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FIGURE 5.3: Composite Lower Panel Section

metallic spars are jointed to ribs and composite spars. A third metallic spar (rear) is
located at 45.8% chord.

5.3 Up- scaling T-Wing Layout

The up-scaled wing design has to take into account many aspects: planform, spar
and stringer location, morphings and flaperons, and many other spaces hosting
shafts, fuel bags, mechanical, hydraulic, and electrical systems, and so on.
It was necessary to carry out a preliminary investigation to locate the main elements
of the wing structure to define a geometric configuration subject to the study of the
structural optimization process.
The logical flowchart was to draw the planform of the up-scaled wing with the nec-
essary dimension to satisfy the wingspan and wing area provided by LHD. Locate
the front, middle and rear spar at the same percentage of the chord adopted for
TWING. The rear spar is located so that the up-scaled movable surfaces can be ac-
commodated.
Ribs are used to hold the cover panel to contour shape and to limit the length of
skin-stringer panels to an efficient column compressive strength. Ribs are likely to
be located at each morphing and flap hinge.
The ribs spacing is determined from panel-size considerations, to which reference
should be made. Some adjustments in the rib spacing may be desirable to get hinge-
rib locations to coincide with the rib stations [81].
With a view to preliminary structural optimization, since the weight of the ribs is
a significant amount of the total wing box structure, it is important to include the
ribs in the overall optimization consideration of the structure. This is illustrated in
Figure 5.4 where the relative weight of ribs and cover panels refer to the spanwise.
It is advantageous to select a larger rib spacing.
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FIGURE 5.4: Determination of rib spacing by structural weight com-
parison

Once the primary wing structure has been defined, based on a set of load con-
ditions, the stress analysis and optimization are started to define the distribution of
the thickness of the covers along the wingspan. A first general expected result about
the wing covers, considering that the wing bending loads that cause compression
at the upper surface of the wing are generally higher than those causing compres-
sion at the lower surface. This requires that the stiffening elements along the upper
surface be more efficient and also more closely spaced than those on the lower sur-
face. The torsional moments are primarily resisted by the skin and the front and rear
spars. The air loads act on the wing panels which transmit them to the ribs. The
latter transfer them as shear loads to the main spar structures distributing the load
in proportion to the stiffnesses of the webs. The use of multi spar allows a reduction
in rib stresses and better support for the spanwise bending material.

5.3.1 Up-Scaled Structural Architecture

Among the various optimization process inputs, there is also the rib spacing defined
based on preliminary calculation runs and to move within the range for which the
overall weight of the wing structure does not increase. Also comparing the LHD’s
size requirements, it was possible to find a geometric scaling factor of 1.289.
The up-scaled wing has a chord of 96.7 inches (2456 mm) and is divided into two
half wings, linked by an upper splice fitting, each one has a span of 289.8 inches
(7360 mm). NGCTR wing has two movable surfaces: an outboard flaperon, about
28% (27.1 inches - 687.6 mm) of total chord and 83.98 inches (2113 mm) span and a
morphing surface, about 45% (43.5 inches - 1105 mm) of total chord and 86.26 inches
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FIGURE 5.5: Up-scaled wing Airfoil coordinates

TABLE 5.2: NGCTR - wingspan % Rib Spacing

RIB 1 RIB 2 RIB 3 RIB 4 RIB 5 RIB 6

11.96% 29.08% 47.13% 63.27% 80.35% 100%

(2191 mm) span.
The airfoil of the NGCTR Wing is assumed to the same as the T-Wing airfoil, as well
as the architecture of the wing box and the percentage wingspan and chord occupied
by the moveable surfaces. Therefore NGCTR wing is a multi-cell torque box (Figure
5.5).

The same number of ribs along the wing was assumed for the up-scaled NGCTR
wing. The first rib is located 30.9 inches from the wing-fuselage attachment. The
tip rib is positioned, at 258.3 inches from the wing-fuselage attachment. Rib spacing
is listed in Table 5.2 and shown in Figure 5.6. The number of wing-box stringers
considered in the present study is equal to 9.

5.3.2 Up- scaled stiffness Data

In addition to a target weight requirement of the wing, the whirl flutter requirement
is expressed as minimum flexural and torsional stiffnesses to comply with in the op-
timization problem.
The two distributions of flexural stiffnesses (bending and fore and aft) and the tor-
sional stiffness have been provided by LHD. They are constant spanwise and equal
to: EIxx = 1.65E10 Lbsxin2 (out-of-plane flexural stiffness), EIzz = 4.83E10 Lbsxin2

(fore-and-aft flexural stiffness), GJ = 1.65E10 Lbsxin2 (torsional stiffness).
The Figure 5.7 shows the wing model whose stiffness and mass distributions are
such as to consider the wing free from whirl flutter.



138 Chapter 5. Structural Scalability

FIGURE 5.6: Rib spacing - NGCTR up-scaled wing

5.4 Materials

As regards the materials, for the optimization purpose, five different materials, re-
ported in Table 5.3 were considered. More in detail, MAT01, and MAT05 are com-
posite materials of the fabric type. MAT03 and MAT04 are unidirectional tape lami-
nates whereas MAT02 is a unidirectional tape plus woven fabric impregnated. It is
worthwhile to note that, according to T-WING consortium heritage, the only quali-
fied materials are MAT 01 and MAT 02 for the T-WING wing box.
In other words, MAT01 and MAT02 are materials whose stacking sequence is known.
The remaining materials are considered eligible for Scalability purposes and would
require the qualification path in case if they were selected for the up-scaled configu-
ration.
Optimization of composite structures considers the stacking sequence as a key pa-
rameter.
For the database of materials to be supplied to the Multicella tool, some assumptions
have been made for the new materials such as tape and fabric. In particular:

• for tape-type MAT03 and MAT04, the allowable strain values are assumed to
be equal to the average of the allowable strain values of MAT02. The allowable
stress values were calculated by multiplying the allowable strain values for
engineering properties (E11 and G12) known from commercial data-sheets.

• for fabric-type MAT05, the same stacking sequences and allowable strain val-
ues of MAT01 have been assume. The allowable stress values have been cal-
culated by multiplying the allowable strain values by the corresponding en-
gineering properties (which for fabric-type materials are the average between
E11 and E22 and, G12).
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FIGURE 5.7: Dynamic model of the NGCTR up-scaled wing (stiffness
and mass distributions)

TABLE 5.3: Materials used in the Optimization Process.

Materials

MAT 01 Solvay CYCOM® 977-2A HTA
MAT 02 Solvay CYCOM® 977-2/IMS UD
MAT 03 Toray M60J
MAT 04 Toray M46J Tape
MAT 05 Toray M46J Fabric

All the allowable values are finally scaled by a factor 1.5 to be able to work at
load limit (not at the ultimate load).

5.4.1 Crashworthiness

The crashworthiness requirements are taken into account in a successive step of the
up-scaled optimization, nevertheless how the requirement will be implemented in
the optimization, is briefly recalled herein. The requirement will be implemented
based on the experience developed with the NGCTR-TD wing.
In the NGCTR-TD wing, to obtain the frangible section failure before the full accel-
eration level is achieved, an analysis was performed, based on linear calculation,
aimed at demonstrating a progressive failure of the wing section under investiga-
tion and at evaluating the load factor at which the wing fails without endangering
all the other operative and emergency conditions, i.e. a load factor well beyond the
ditching load case. The procedure was set up starting from LHD’s experience and
considering the specific characteristic of the NGCTR-TD wing.
The process flow of the crash analysis for the frangible section is depicted in Fig. 5.8.
It can be considered a general method to be applied for the tilt-rotor crashworthiness
requirements during the sizing phase, and it is performed on the standalone wing
constrained in correspondence of junction with the fuselage. This process will be
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FIGURE 5.8: Stage 1 crash: selection of critical wing section; Stage 2
crash: demonstration of progressive failure of frangible section.

repeated in the 2nd phase of the scalability study (Figure 5.9).
To define the crashworthiness requirement for the NGCTR wing the first step was to
identify the desired frangible section. The same vertical load factor at crash (nz = 5)
was assumed for the up-scaled wing crash loads. A Matlab tool has been developed
which, starting from the distribution of the masses, calculates the load acting along
the wing during the crash load condition factor (nz = 5), by integrating the inertia
forces, and provides the shear and bending moment diagrams.
For the calculation of the inertia forces on the wing, the mass of the entire structure
is considered (wing box, movable surfaces, fuel, and systems). The Matlab function
outputs forces and moments (Fx, Fy, Fz, Mx, My, Mz). Starting with mass distribu-
tions of the dynamic model in the figure 5.7, the distributions of Shear Force and
Bending Moment along the NGCTR-TD and NGCTR up-scaled wingspan are ob-
tained (Figs. 5.10 and 5.11).
To implement the crash requirement in the optimizer, it will be imposed as con-
straint, the failure of the structure around the frangible section, whilst maintaining
a minimum Margin of Safety elsewhere in the wing.
The simplified choice of the optimization constraint of having a low margin of safety
in the so-called frangible section and a higher margin of safety in the other locations
was based on the preliminary information coming from linear static crash analyses
executed by another partner of the consortium T-Wing. Of course this is a low fi-
delity approach that is meant to be the starting point of the subsequent phase of
design, relying on more refined models and tools to properly catch the phenomena
with higher fidelity. The plan is to validate the crash linear static analyses with non-
linear dynamic analyses and currently a detailed model of the wing plus the fuselage
is work in progress by another partner.
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FIGURE 5.10: Shear Force and Bending Moment along T-WING
wingspan.

5.5 Input for Scalability assessment

In order to perform a satisfactory Structural Scalability of the wing from NGCTR-TD
to NGCTR, some inputs pertaining the NGCTR are needed. In the following a quite
exhaustive list is reported:

• Geometry of NGCTR wing (wingspan, chord, movable surfaces wingspan and
chord extension);

• Wing-span structural and Non-Structural Mass Distribution (primary struc-
ture, fuel, systems);

• Wing-span stiffness Distribution (Compliant with Whirl Flutter);

• NGCTR Data (MTOW, Fuselage radius, etc.).
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FIGURE 5.11: Shear Force and Bending Moment along up-scaled
wingspan.

5.6 Tools and methods for Multi-objective Optimization

Within the T-WING project, an optimization tool has been set up, starting from a
Matlab code, named Multicella. In its original version, Matlab code was originally
aimed at performing a preliminary sizing of a composite wing box structure, basing
on composite strength and buckling.
Through a further implementation of the Multicella, a Multi-Objective Genetic Algo-
rithm optimization code has been included in the tool. Thanks to this optimization
tool, it was possible to size skins, spars, and stringers of the NGCTR-TD pre-defined
wing box architecture at minimum structural mass.
A brief description of the tools and methods used for Multi-objective optimization
is provided hereafter.

5.7 Multi-Objective Optimization Tool - Multicella

When you have several objective functions that you want to optimize simultane-
ously, these solvers find the optimal tradeoffs between the competing objective func-
tions.
Multi-objective optimization (MOO) involves minimizing or maximizing multiple
objective functions subject to a set of constraints. Example problems include ana-
lyzing design tradeoffs, selecting an optimal product or process design, or any other
application where you need an optimal solution with tradeoffs between two or more
conflicting objectives. MO is widely used in many fields, such as:
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• Engineering (Construction Design, Chip Design, Chemical Process, Manufac-
turing, Engine Design...);

• Finance (Risk return in portfolio management);

• Economics (Consumer demand supply study, Monetary policy, Production
possibilities frontier...).

The wing box structure can be considered a compound engineering system which
design has many objectives to be minimized or maximized. This leads to a MOO
problem. Multicella was used to optimize the up-scaled wing box architecture.
Multi-Objective optimization, based on a Genetic Algorithm, is written in Matlab
language and used to optimize the wing-box structure. This robust and efficient
tool provides a set of optimal solutions for a MOO problem since the final deci-
sion is always a trade-off. Multicella output is a Pareto front, constituted of design
points of non-dominated optimal solutions: on the Pareto front, a solution that best
fits the requirements of the design can be chosen (performing a-posteriori trade-off
between non-dominated solutions). Figure 8 shows the block diagram of the Mul-
ticella code operational flow. As optimization variables, the thicknesses and areas
of the different structural parts (wing box panels and stringers) of the wing box are
chosen. Optimization objectives are the wing structural mass (to be minimized), and
the strength and buckling Margin of Safety (MS) (to be maximized). In addition, the
points on the Pareto front are labeled with the wing box torsional stiffness and the
wing box first bending normal mode (calculated off-line, at the end of the optimiza-
tion phase) to restrict feasible solutions to comply with other design requirements.
The optimization phase is based on a Genetic Algorithm due to its capabilities to
explore a huge space constituted by a lot of design variables with numerous local
maxima and minima. The following input data are needed by the program:

• Semi-wing plan form;

• Aerofoil shape;

• Loads beam characteristics (Shear, Tension, Bending and Torque, i.e. Fx, Fy, Fz,
Mx, My, Mz at each section where the stress has to be evaluated) at represen-
tative buttock lines of the wing span;

• Material database that is used for structural elements in the section (caps and
panels modelling spars and skins). The database is constituted of:

1. Density, Elastic and Shear moduli, the lamina material;

2. the composite stacking sequences for skin and stringers;

3. the composite material strength characteristics (tensile, compressive, shear
allowables) and buckling loads.

• Caps chord wise length (that multiplied by thickness gives their areas);
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• Wing buttock lines at which the output has to be calculated.

As regards material data, if the material is orthotropic (e.g. CFRP laminate) the
properties are inputted as laminate equivalent engineering properties (preliminary
calculated by means of the classical lamination theory -once lamina level properties
and lamination sequence are known- by using a dedicated spreadsheet named lam-
inate.xls, and introduced in the optimization-input database). The optimization tool
is able to calculate, for a multiple-cell wing box section, the following quantities:

• Internal normal and shear stresses and corresponding margins of safety;

• Buckling margins of safety;

• Torsional and flexural stiffness;

• Total and span wise structural mass estimation, with also a subdivision among
the structural components (skin, spar, stringer, webs).

5.7.1 Multi-Objective Optimization Tool Technical Description

The structural analysis and optimization process can be considered split into differ-
ent phases. At each step, a dedicated set of files is used. The various phases can be
summarized as follows:

5.7.2 Wing Geometry

Wing box geometry is expressed through a series of input files. These files are red
by the main Matlab code before the optimization on skin thickness and cap areas
is started. The names of the files used in the current tool release are listed and de-
scribed below:

• prof.dat

It contains information on the geometry of the wing profile in terms of normalized
points coordinates with respect to the chord (x/c and z/c), in a suitable reference
system. The origin of the reference system is placed on the leading edge. The x
axis is along the wing cross-section chord and directed from leading edge to trailing
edge; the vertical z axis is directed upwards.

• panel.dat

Identifies the connections between the points of prof.dat making up the profile; that
is, the front spar, the middle spar, the rear spar, the lower skin and the upper skin of
the section are defined.

• corde.dat
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This file contains the variation of the chord along the wingspan (y axis), starting from
the root and moving towards the tip of the wing. The coordinates of the leading edge
and trailing edge are expressed in meters; the x axis is positively oriented from the
leading edge towards the trailing edge.

• stringer.dat

This file indicates the points of prof.dat where the stringers are positioned and their
corresponding lengths (mm).

5.7.3 Wing Segmentation

The second step consists in dividing the wing into structural groups whose thick-
nesses will be optimized. This makes the structural analysis and the optimization
processes easier and more efficient. The files containing the grouping information
are listed below:
1. Grouping for strength analysis:

• stazioni_calcolo.dat:

this files contains the sections along wingspan where the tension and shear stresses
will be calculated. This file subdivides skin and stringers spanwise. Generally, ribs
and other “discontinuities” (like start and end of a movable surface) define the span-
wise segmentation;

• panelGrouping.dat: each line of this file corresponds to a group of panels defined
in panel.dat that define a part of the skin whose thickness is intended to be
optimized as a whole.

• Spanwise.dat: this file contains the identification of the sections (along the wing)
and defines the segments for the buckling analysis. The segment ends where
the next one begins. 1 refers to the first section defined in stazioni_calcolo.dat, 2
to the second section and so on.

2. Grouping for buckling analysis:
For wing skin supported by stiffeners, the buckling can be considered to arise in
panels delimited by the stringers and the ribs of the wing box; Therefore, it is conve-
nient to have files that identify the panels to be analyzed for Buckling purpose. The
following two files are intended to provide the panels to be analysed, respectively
along the chord and the wingspan:

• panelBucklingChordwise.dat is similar to panelGrouping.dat. It groups panels con-
tained in panel.dat to identify panels for buckling analysis;

• panelBucklingSpanwise.dat basically identify the wing sections where ribs are
present.
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5.7.4 Material Database

EGnu.dat This file contains the homogenised values of the mechanical prop-
erties (Elastic modulus along both direction, Shear modulus and Poisson’s ra-
tio) for several laminates that can be used for wing panels and caps (different
thicknesses and different fibers orientation and layups). Lamina mechanical
properties can be derived from experimental tests for various temperature con-
ditions.

5.7.5 Wing Loading Conditions

WingLoad4Optxxx.mat It is a matlab file consisting of an array containing, for
various wing stations, the six beam load components Fx, Fy, Fz,Mx, My, Mz

(forces and moments with respect to the 3 axes of the cross-section: x axis from
the leading to the trailing edge, y axis spanwise from root to tip and z axis
upwards). This file is generated from the load conditions provided by LHD
(Shear, Bending, Torsion, etc.).

5.7.6 Buckling Limit Loads

Buckling is the failure of a structural element when a portion of the element moves
normal to the direction of primary load application. The deformation alters the
mechanism by which loads are transmitted. It is the combined loading with com-
pression and shear stress components that forces the buckle to occur. When the skin
is not thick the buckling stress of the skin may be comparable to the yield stress of
the material.
Calling θ the angle obtained from the composition of compression and shear loads,
two extreme cases emerge:

θ=0 when a compressive force alone is applied to the panel;

θ=90° when a shear force alone is applied to the panel;

0 <θ< 90° for combined load conditions.

For a fixed θ angle, the compression and shear forces are defined by a certain
gain between them. The buckling limit loads are calculated offline for the laminates
that will be used in the optimization process and are the stored in a Matlab®file:

• BucklingPreProWing.mat. This file is a 5D multidimensional matrix. It contains
buckling loads for:

1. the two dimensions of the panels tested at Buckling in the optimization process
(derived from panelBucklingChordwise.dat and panelBucklingSpanwise.dat
files);
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2. the angle θ: from 0°to 90°with a step of 1°;

3. the lay-ups database used for panels (expressed as number of plies of laminates
database);

4. the load conditions (CTD or ETW).

For each panel under investigation, the buckling MS is calculated as the ratio be-
tween the buckling limit load for the direction θ given by the compression and shear
force acting on the panel and the magnitude of the vector composed from this two
forces, minus 1.

5.7.7 Optimization Process versus strength or crash

Of the various T-wing design conditions, the one of overriding importance is that
the structure should have adequate strength. The primary purpose of the optimiza-
tion process is to determine the structure which has a minimum weight, sufficient
strength (MS at least equal to 0 everywhere) for each assigned load conditions. The
last step of the process is to identify the best solution among the various structural
configurations obtained on the Pareto front: the one that maximizes the MS and
minimizes the overall weight of the wing.

5.8 Genetic Algorithm

The Genetic Algorithm provides several potential solutions to a given problem [92–
94]. It is a stochastic global search method that, through the use of probabilistic tran-
sition rules, simulates the mechanism of natural biological evolution. GAs operate
on a population of potential solutions applying the principle of survival of the fittest
to produce better and improved approximations to a solution. At each generation,
a new set of approximations is created by the process of selecting individuals ac-
cording to their level of fitness in the problem domain and breeding them together
using operators borrowed from natural genetics. This process leads to the evolu-
tion of populations of individuals that are better suited to their environment than
the individuals that they were created from, just as in natural adaptation. In the
natural world, each individual has a distinguishing ability to survive in its existing
environment. Within the operational flow of the GA, the objective function (or fit-
ness function) characterizes each individual’s performance in the problem domain
and assigns them a fitness value. So, the objective function establishes the basis for
the selection of pairs of individuals that will be coupled together during “reproduc-
tion”: the GA selects certain individuals in the current population, called “parents”,
and uses them to create individuals in the next generation, called “children” [95, 96].
In other terms, once the individuals have been assigned a score, they can be chosen
from the array of individuals, and the mating process continues through subsequent
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FIGURE 5.12: Flow chart of a general form of the genetic algorithm.

generations. The objective function and corresponding fitness levels influence the
directions of the global optimum search. The average performance of individuals
in a population is expected to increase, as good individuals are preserved and bred
with one another and the fewer fit individuals die out. The GA is terminated when
some criteria are satisfied, e.g. a certain number of generations, a mean deviation in
the population, or when a particular point in the search space is encountered [97].
A common practice is to terminate the GA after a pre-specified number of gener-
ations and then test the quality of the best members of the population against the
problem definition. If no acceptable solutions are found, the GA may be restarted
or a fresh search initiated. The GA has the significant advantage to search a pop-
ulation of points in parallel, not a single point, making the optimization process
very fast. The T-WING preliminary design and the structural scalability process are
multi-objective optimization problems, then there is not one individual solution but
a family of Pareto-optimal solutions. The GA is potentially useful for identifying
these alternative solutions simultaneously however the choice of an ultimate better
solution is left to the user. The general form of GAs is presented in Figure 5.12.

The first step of the GA algorithm is the initialization [98]. In the initializa-
tion, one generates, often randomly, a population from which new generations are
formed. At this point one also needs to define the terminating condition so that the
algorithm stops running once an acceptable solution is found [99].
The second step is the Crossover. Crossover is one of the genetic operator used in
producing new candidates using the features of the existing ones. The crossover
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FIGURE 5.13: Crossover procedure.

procedure consists of three parts. First one selects two parents from the popula-
tion. Then the crossover points are selected. The selection of crossover points is
done at random, usually so that the distribution from which the points are drawn
from is uniform [100]. In Figure 5.13 two crossover points are marked with dotted
lines. Once the points are defined two off springs are generated by interchanging
the values between the two parents as illustrated in the figure. In the genetic algo-
rithm crossover is the operator that spreads the advantageous characteristics of the
members around the population. Focusing on the third step, in the genetic algo-
rithm mutation is the operator that causes totally new characteristics to appear in
the members of the population. In many cases the mutations, of course, result in off
springs that are worse than the other members, but sometimes the result has such
characteristics that make it better. Figure 5.14 below demonstrates the mutation op-
eration. First, one selects a member from the population to be mutated and a point
of mutation. Then the values at the point of mutation is replaced by another value
that is picked randomly from the set of all possible values. After the population is
manipulated using the genetic operators, the fitness of each of the new off springs
is evaluated. For this one needs to have a numerical function and fitness function.
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FIGURE 5.14: Mutuation.

In the selection the weakest individuals in the population are eliminated. The fit off
springs survive to the next generation.

5.8.1 gamultiobj Matlab toolbox - Introduction

Common approaches for multiobjective optimization include:

• Goal attainment: reduces the values of a linear or nonlinear vector function to
attain the goal values given in a goal vector. The relative importance of the
goals is indicated using a weight vector. Goal attainment problems may also
be subject to linear and nonlinear constraints.

• Minimax: minimizes the worst-case values of a set of multivariate functions,
possibly subject to linear and nonlinear constraints.

• Pareto front: finds noninferior solutions—that is, solutions in which an im-
provement in one objective requires a degradation in another. Solutions are
found with either a direct (pattern) search solver or a genetic algorithm. Both
can be applied to smooth or nonsmooth problems with linear and nonlinear
constraints.

Both goal attainment and minimax problems can be solved by transforming the
problem into a standard constrained optimization problem and then using a stan-
dard solver to find the solution. Matlab offers various functions for solving opti-
mization processes. The two most popular are:

• Gamultiobj - Find Pareto front of multiple fitness functions using genetic algo-
rithm;

• Paretosearch - Find points in Pareto set.

The first approach was used for the work presented in this thesis. The gamulti-
obj Matlab toolbox uses an elitist and controlled genetic algorithm to create a set of
points on the Pareto front (Genetic Algorithm TOOLBOX For Use with MATLAB).
In general, an elitist GA always favors individuals with better fitness value or rank
while a controlled elitist GA also favors individuals that can help increase the diver-
sity of the population even if they have a lower fitness value. In order to describe
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FIGURE 5.15: Dominant points and rank.

the algorithm on which the gamultiobj function and the plot of the Pareto front are
based, it is necessary to introduce some definitions:
Dominance — A point x dominates a point y for a vector-valued objective function
f when:

fi(x) ≤ fi(y) (5.1)

for all i.

f j(x) < f j(y) (5.2)

for some j.
The term "dominate" is equivalent to the term "inferior:" x dominates y exactly when
y is inferior to x.

Rank — For feasible individuals, there is an iterative definition of the rank of an
individual. Rank 1 individuals are not dominated by any other individuals. Rank
2 individuals are dominated only by rank 1 individuals. In general, rank k individ-
uals are dominated only by individuals in rank k − 1 or lower. Individuals with a
lower rank have a higher chance of selection: lower rank is better. The gamultiobj
function uses rank to select parents. The Figure 5.15 helps to better understand the
definitions of dominance and rank. f 1 and f 2 are the two generic variables that we
are interested in optimizing.

Crowding Distance — The crowding distance is a measure of the closeness of
an individual to its nearest neighbors. The gamultiobj algorithm measures distance
among individuals of the same rank. By default, the algorithm measures distance in
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objective function space. However, you can measure the distance in decision vari-
able space, named design variable space. Individuals of the same rank with a higher
distance have a higher chance of selection: higher distance is better. Crowding dis-
tance is one factor in the calculation of the spread, which is part of a stopping crite-
rion. Spread — The spread is a measure of the movement of the Pareto set. To cal-
culate the spread, the gamultiobj algorithm first evaluates σ, the standard deviation
of the crowding distance measure of points that are on the Pareto front with finite
distance. Q is the number of these points, and d is the average distance measure
among these points. The algorithm then evaluates µ, the sum over the k objective
function indices of the norm of the difference between the current minimum-value
Pareto point for that index and the minimum point for that index in the previous
iteration. The spread is then

spread = (µ+ σ)/(µ+Qd) (5.3)

The spread is small when the extreme objective function values do not change much
between iterations (that is, µ is small) and when the points on the Pareto front are
spread evenly (that is, σ is small). The gamultiobj function uses the spread in a
stopping condition: iterations halt when the spread does not change much, and the
final spread is less than an average of recent spreads.

5.8.2 gamultiobj Matlab toolbox - Flowchart and Technical Description

The first step is the initialization of the gamultiobj algorithm: it needs to create an ini-
tial population. The user gives an initial population though the GA Pre-processing
routine named OptyWing_GAPrePro.
The OptyWing_GAPrePro function sets:

• the limit values for the optimization variables (panel and stringer thickness);

• the number of elements of the GA population;

• the Initial Population i.e. the design configuration from which the GA starts
the evolution towards optimal individuals or Optimal design configuration);

• the fitness function for the analysis by means OptyWing_Fitness function.

The subroutine OptyWing_Stress_Section_Composta:

• Executes the strength and buckling analysis identifying the MS af all the panels
and stringer of the wing box;

• Calculates the mass of the wing box and the wing box sections;

• Calculates the EI and GJ characteristics of the wing box spanwise.

The De Saint-Venant’s Theory or Classic Beam Theory considers an initially straight
beam whose length L is much greater than the maximum size of the cross section
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FIGURE 5.16: Generic Beam.

(5.16).
This theory adopts several assumptions:

1. Material homogeneous, isotropic and elastic according to Hooke’s law.

2. Smooth and bilateral constraints.

3. Loads applied statically.

4. Lateral surface forces negligible compared to the forces acting on the bases at
the ends of the beam.

5. No volume forces.

6. σxx=σyy=σxy=0 i.e. the beam can be considered as a set of longitudinal fibers
that exchange tangential mutual forces along the fibers.

By omitting to develop the whole treatment, the De Saint-Venant problem pro-
vides the relationships between tensions, deformations, and displacement in a point
of a generic section and the stress characteristics in that section. By considering the
T-WING cross-section it can be seen as a multi-cell box beam of rectangular shape
with skin-stringer panels on top and bottom connected by three vertical beams. A
two-cell box is used for the three-spar wing box design to provide the right stiffness
to the structure. About the T-WING structural technology, the peculiarity is repre-
sented by the rear spar integrated with the upper skin. The skin-stringer panels are
subjected to shear flow due to bending moment and torsion. The thin skins take little
of the axial compression load and carry shear loads very well and even though they
may buckle under the loads they do not fail but continue to carry the buckling loads
plus significant additional shear loads. Stringer carries axial loads and shear flow in-
duces a change in axial load in the stringer. For this reason, it is important to perform
an analysis of the strength and buckling of these structural elements. For determin-
ing beam axial stresses due to bending, the assumptions of the classic Beam Theory
are valid. T-WING can be considered as an assembly of panels of multi-cell closed
sections subject to bending, shear, torsional and axial loads. Because the thickness
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FIGURE 5.17: Shear flow distribution in a closed section beam subject
to torsion.

of these panels is small compared to the cross-sectional dimensions, these compo-
nents could be treated as thin-walled beams. So, a simplifying assumption can be
made when calculating stresses and displacements. A detailed analysis of open and
closed isotropic thin-walled beams under various types of loadings can be found in
[101–112].
In this section thin skill is considered and the methods to analyze the behaviour of
closed section beams under torsion are briefly introduced to show the logical flow of
the subroutine OptyWing_Stress_Section_Composta. Consider a generic shape closed
section, the application of a pure torque to a closed section beam results in the de-
velopment of a constant shear flow in the beam wall.

The relationship between the applied torque T and this constant shear flow is:

T = ∮ pqds (5.4)

since the shear flow is constant and ∮ pqds=2A

T = 2Aq (5.5)

Which is known as the Shear Stress Bredt’s Formula.
The rate of twist in an isotropic material is defined as

dθ

dZ
=

q
2A

∮ ds
Gt

(5.6)

Where G is the section shear modulus.
Because the torque and twist rate relationship is = GJ dθ

dz , we can derive the stiffness

GJ =
T
dθ
dZ

=
4A2

∮ ds
Gt

(5.7)
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Another important subroutine of the optimization process is OptyWing_Fitness .
This function:

• Receives as inputs xOpt, wingGeom, wingLoad matDatabase. Where xOpt are all
the thickness that define the wing configuration (the variables that must be
optimized);

• Transforms the input data for optimization in input data suitable for the stress
analysis by means the subroutine OptyWing_MCmapping;

• Runs the subroutine OptyWing_Stress_Section_Composta;

• Calculates the minimum MS among the MS of Tension, Shear and Buckling:
this will be the MS assigned to the wing box structure.

Figure 5.19 shows an example of the T-WING wing-box strength and buckling
optimization process: a total of 26 variables (characterizing the inner and the outer
two cell wing box) were considered as design variables.
Moreover, the figure shows the different panel thickness (ti) and different spar caps
area values (Ai) at a defined wing section. The section properties were supposed
constant along the wing while two different sets of stiffness properties were assumed
respectively for the inner and outer wing.

In general, as said, to use the gamultiobj function, we need to provide at least two
input arguments, a fitness function, and the number of variables in the problem. The
first two output arguments returned by gamultiobj are X, the points on Pareto front,
and FVAL, the objective function values at the values X. A third output argument,
exitFlag, tells you the reason why gamultiobj stopped. A fourth argument, OUTPUT,
contains information about the performance of the solver. gamultiobj can also re-
turn a fifth argument, POPULATION, that contains the population when gamultiobj
terminated and a sixth argument, SCORE, that contains the function values of all
objectives for POPULATION when gamultiobj terminated.
More in detail, the main iteration of the gamultiobj algorithm proceeds as follows:

1. Evaluate the objective function and boundaries/constraints for the population,
and uses those values to create scores for the population.

2. Select parents that have better fitness values for the next generation using the
selection function on the current population.

3. Create children from the selected parents by mutation and crossover. In nat-
ural evolution, mutation is a random process where one allele of a gene is
replaced by another to produce a new genetic structure. In GAs, mutation is
randomly applied with low probability, typically in the range 0.001 and 0.01,
and modifies elements in the chromosomes. Usually considered as a back-
ground operator, the role of mutation is often seen as providing a guarantee
that the probability of searching any given string will never be zero and acting
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FIGURE 5.19: Wing section design variables.

as a safety net to recover good genetic material that may be lost through the
action of selection and crossover Like its counterpart in nature, crossover or re-
combination, produces new individuals that have some parts of both parent’s
genetic material.

4. Score the children by calculating their objective function values and feasibility.

5. Combine the current population and the children into one matrix, the extended
population.

6. Compute the rank and crowding distance for all individuals in the extended
population.

7. Trim the extended population by retaining the appropriate number of individ-
uals of each rank.

8. Provide the GA evolution points i.e. design configurations during the opti-
mization process.

9. Iterate the optimization process until the optimal design configuration is reached;
halt the GA and output Pareto Front points i.e. the final design configurations.

Finally, the GA Post-Processing routine, named OptyWing_GAPostPro plots the
results coming from the optimization process and save data for subsequent inspec-
tion.
Because the optimization process toolbox finds the minimum of the fitness function,
the best fitness value for a population is the selection of noninferior solution points
i.e. points in which improvement cannot be attained in all the objectives. Noninfe-
rior solutions are also called Pareto optima. As said, a general goal in multiobjective
optimization is constructing the Pareto optima. The Figure 5.20 shows an example
of Pareto front obtained from the wing optimization process of the parameters half
wing structural mass (to minimize) and margin of safety (to maximize).
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FIGURE 5.20: Optimization Process results and Pareto front (strength
optimization)

FIGURE 5.21: Scheme of a Generic Panel subject to Buckling Analysis.

5.9 Some preliminary Optimization analysis results. Con-
siderations about Buckling

Some cases have been examined to gain confidence with the Multicella results and
to correlate numerical aspects of the optimization with theoretical and engineering
aspects.
The Figure 5.5 shows the airfoil of the wing box. The blue markers along them
represent the coordinates of the points that describe the airfoil. These points, oppor-
tunely grouped, represent the panels along the chord, i.e. in the plane of the airfoil,
the thickness of which is to be optimized for the Buckling analysis.
Figure 5.21 schematizes a generic panel and allows the introduction of the Buck-
ling Critical Load formula 5.8 and the expression of the Margin of Safety 5.9, both
implemented in the optimization process.
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Fcr = KE ( t
b
)

2

=
kπ

2Et2

12 (1− µ2) b2 (5.8)

where:

• K and k = Non-dimensional coefficients or constants that depend upon condi-
tions of edge restraint and shape of plate;

• E = Young’s modulus in psi;

• t = Thickness of plate in inch;

• b = Width of plate in inch;

• µ = Poisson’s ratio.

M.S =
Fcr
F − 1 (5.9)

Starting from an initial structural reference of the wing box in terms of stiffness
(Margin of Safety) and structural weight, using the same materials and the same
loads, the following examples of Scalability were carried out:

A. Geometric scalability: 30% chord increment.

B. Change of the dimensions of the panels subjected to Buckling load: this is equiv-
alent to inserting a stringer along the airfoil.

The Pareto fronts for the cases examined are shown in figure 5.22. In particu-
lar, figure (a) above relates to the reference starting wingbox while figure (b) in the
middle and figure (c) below relate to the cases respectively of raising the string and
inserting a stringer. For each Pareto front, the two best optimal solutions were con-
sidered. The results are shown only in terms of MS while the abscissa axis indicating
the weight value is masked for reasons of industrial secrecy. For the first case, by in-
creasing the chord length by 30%, the following are observed:

• an increase in weight of the wing of about 10%;

• an increase in stiffness.

Since a linear increase in total weight does not correspond to the increase in the
chord, it can be concluded that the optimization tool decreases the thicknesses of the
panels as the stiffness increases.
In the second case, with a string increase of 30% and the insertion of an additional
stringer, as shown in Figure 5.23, the following are observed:

• a weight increase of the wing of about 4% compared to the reference wingbox.

• a 6.5% decrease in the weight of the scaled wing and with extra stringer, com-
pared to the only up-scaled wing.

Therefore, the stiffening offered by the additional stringer is such that the opti-
mization tool provides thicknesses to the structure which overall is lightened.
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FIGURE 5.22: Pareto front: (a) starting reference wing-box structure;
(b) chord up-scaled by 30%; (c) up-scaled chord and insertion of a

stringer.
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FIGURE 5.23: Airfoil in dimensionless coordinates with an additional
stringer.

5.10 Optimization Cases

The optimization was performed into two steps, in order to better identify the most
relevant contribution to the up-scaled wing mass.

• Optimization with respect to Whirl Flutter

• Combined case: optimization with respect to Crash and Whirl Flutter

The results reported in this thesis are related to the optimization with respect to
both stiffness and crashworthiness requirements, for both configurations, T-WING
and Up-scaled wing.

5.11 Crashworthiness investigation Criteria

The crashworthiness requirements are implemented as a request to have a margin of
safety of at least 0.1 at the wing root and of at least 0.4 from the root to the tip of the
wing. To take into account also the stiffness requirements at the same time a penalty
(minus 1) on the MS are added for solutions that do not respect the torsional stiffness
requirements. For the T-WING, the investigative section from the crashworthiness
point of view is the one corresponding to the Buttock Line 24 (BL24 = 24 inches from
the root) while for the up-scaled wing, the session concerned is the Buttock Line 31
(BL31 = about 31 inches from the root).
In other words, the crashworthiness requirements are to have a safety margin:

• at least 10% in the BL ± 100 mm zone;

• at least 40% on the outboard part of the wing

The results of the optimization are Pareto Fronts showing the wing-box solutions
compatible with the optimization constraints. From these solutions an up-scaled
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optimized composite wing-box at minimum mass will be selected for the 2nd phase
of the activity (Fig.5.9).

5.12 Multi-Objective Optimization Up-scaled Wing

The present section is devoted to the results obtained by the optimizer with respect
to the up-scaled wing.
As said, Pareto front is a set of point that verify the property that each one of these
points is not dominated by another one (does not exist a point that have better prop-
erties on all the optimization objectives).
The first level is the Pareto front. The next level is the Pareto front of the set of
points that have been obtained removing from all the points those belonging to the
preceding Pareto fronts) The results are provided as Pareto fronts, in which: the
blue points represent all the points analysed by the optimization algorithm; the red
points are the first 40 levels of the Pareto front; the green points are derived from the
red points and represent the feasible optimization solutions (discrete thicknesses)
closest to the optimization solutions evaluated by the algorithm (continuous thick-
nesses); the cyan points are the first 5 levels of the green points. For each material
the following Pareto fronts are provided, optimization with respect to:

• ∆EIxx [%];

• ∆EIzz [%];

• ∆GJ [%];

• the maximum of (∆EIxx [%], ∆EIzz [%], ∆GJ [%]);

• the sum of (∆EIxx [%], ∆EIzz [%], ∆GJ [%]);

• ∆GJ [%] & Crashworthiness;

The whirl flutter requirement is implemented as a constraint on the wing stiffness
values (flexural and torsional). The results are expressed as Pareto fronts. The
explored solutions were obtained by performing the Multi-Objective-Optimization
(MOO) aimed at minimizing the structure weight and at minimizing the absolute
differences between the structural stiffness of the solution under consideration and
the required stiffness. The y-axis values represent the minimum of the absolute dif-
ferences between the stiffness of each solution and the required stiffness.
The crash optimization was performed taking into account crashworthiness require-
ments and verifying that the solutions fulfil also whirl flutter specs. The constraint
of the crash optimization problem is that under crash loads, the wing fails around
the frangible section, whilst maintaining a minimum Margin of Safety elsewhere in
the wing. In this case on the y-axis a safety margin is reported that represents the
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TABLE 5.4: Up-scaled wing optimization results.

UP-SCALED WING STRUCTURAL MASS (lbs)
EIxx EIzz GJ max(EIxx,EIzz,GJ) sum(EIxx,EIzz,GJ) WF+crash

MAT01 2138 1936 3589 2667 2260 NE
MAT02 1495 1443 2362 1921 1502 NE
MAT03 na na 1566 na na 2527
MAT04 na na 1905 na na 3743
MAT05 1213 1089 2254 1472 1224 2933

minimum difference between the solution safety margin and the one required. It is
possible to note that the Pareto fronts of the crash optimization generally present two
clouds/branches of data (an upper branch and a lower branch) due to the penalty
applied to solutions that do not fulfil whirl flutter req. (the lower branch is com-
posed of the ensemble of points that do not respect the whirl flutter requirements).

In the table 5.4 a summary of the optimized results is reported, in terms of struc-
tural mass of the up-scaled wing box. The crash requirements has been introduced
after stiffness optimization. This means that the crash data have to be read as “wing
optimized with respect to whirl flutter stiffness requirement and to crash”. Where
the value reported is “na”, it means that for the stiffness optimization the algorithm
cannot decrease the configuration below laminates minimum thickness, i.e. the min-
imum laminate thicknesses of the database considered satisfy the requirement un-
der consideration. Where it is reported a value equal to “NE” for crash, it means
that an optimized solution which is complaint to both whirl flutter and crash can-
not be found. In the histogram of figure 5.34, the up-scaled wing optimized mass
is reported with respect to each constraint in the optimization. Red, blue, grey, yel-
low and dark blue bars are the optimized solutions with respect to each stiffness
(grey is with respect to torsional stiffness, the most demanding one). Green bar is
the optimized solution with respect to whirl flutter (torsional stiffness) and crash.

The following considerations can be drawn for the upscaled wing:

• Optimization using the max or sum norm does not allow to obtain a solu-
tion with minimum possible weight (suboptimal results obtained) due to the
trade-off of the optimizer to reduce contemporarily all the stiffness differences
concerning the targets.

• by optimizing the wing concerning whirl flutter, the leading stiffness is the
torsional stiffness (grey color in the histogram), this is fully in accordance with
respect to NGCTR-TD wing design heritage.

• Crashworthiness requirements have a non-negligible impact on the weight,
this is also in accordance with T-WING design heritage, this is due to the big
masses at the wing tip which causes high loads developing on the wing, under



5.12. Multi-Objective Optimization Up-scaled Wing 165

FIGURE 5.24: Up-Scaled wing Optimization - MAT01.
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FIGURE 5.25: Up-Scaled wing Optimization - MAT01.
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FIGURE 5.26: Up-Scaled wing Optimization - MAT02.
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FIGURE 5.27: Up-Scaled wing Optimization - MAT02.
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FIGURE 5.28: Up-Scaled wing Optimization - MAT03.
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FIGURE 5.29: Up-Scaled wing Optimization - MAT03.
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FIGURE 5.30: Up-Scaled wing Optimization - MAT04.
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FIGURE 5.31: Up-Scaled wing Optimization - MAT04.
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FIGURE 5.32: Up-Scaled wing Optimization - MAT05.
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FIGURE 5.33: Up-Scaled wing Optimization - MAT05.
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FIGURE 5.34: Up-scaled wing results.

crash vertical load factor. MAT01 and MAT02 are not able to fulfill both whirl
flutter and crashworthiness requirements.

• The maximum weight saving which fulfills both whirl flutter and crashwor-
thiness is reached with MAT 03 Toray M60J, the other materials have solutions
that are heavier with respect to MAT 03.

In Figure 5.35 it is reported the percentage exceedance of each solution with re-
spect to the best one.
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FIGURE 5.35: Up-scaled wing results in %.

FIGURE 5.36: Simplified stick-beam aeroelastic model of T-WING.

5.13 Multi-Objective Optimization TD Wingbox

A similar optimization exercise has been performed on the TWING geometry, by
using the same materials database. The values of the target stiffness were obtained
starting from the simplified stick-beam aeroelastic model of TWING (Figure 5.36),
compliant with free from Whirl Flutter condition.
The stiffness values found are:

• EIxx = 6.304E9 Lbs x in2 (out-of-plane flexural stiffness);

• EIzz = 3.179E10 Lbs x in2 (fore-and-aft flexural stiffness);

• GJ = 5.91E9 Lbs x in2 (torsional stiffness).
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T-WING wingbox, which is compliant with whirl flutter requirement, was the
result of an aeroelastic tailoring activity that foresaw the addition of a proper num-
ber of MAT 02 UD plies to the MAT01 which constitutes the main part of the wing
structure. The weight of this optimized configuration is 1302,7 lbs. Crashworthiness
requirement was partially fulfilled since it was evaluated that the weight penalty
was too high to be managed at system level.
In this optimization study, it has been explored the possibility, for T-WING wingbox,
to fulfil both whirl flutter and crashworthiness requirements by enlarging the mate-
rials database. It is a study based on materials different from the qualified materials
used in T-WING project, for which a qualification campaign would be required, in
case if they were selected for the up-scaled configuration.
The optimization results are reported in terms of Pareto fronts and histograms, and
pertain the most demanding requirements namely torsional stiffness and crash. In
the following figures, Pareto fronts on the left are relative to optimization with re-
spect to GJ, whereas Pareto fronts on the right to both GJ and crash. Each of the five
materials has been analysed.

FIGURE 5.37: NGCTR-TD wing optimization – MAT01.

In the table 5.6 a list of the optimized solutions with respect to GJ and crash +
GJ are reported. For “na” and “NE” values the same notes reported in the previ-
ous chapter apply. The histograms show the optimized solutions for each material

FIGURE 5.38: NGCTR-TD wing optimization – MAT02.
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FIGURE 5.39: NGCTR-TD wing optimization – MAT03.

FIGURE 5.40: NGCTR-TD wing optimization – MAT04.

FIGURE 5.41: NGCTR-TD wing optimization – MAT05.
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TABLE 5.5: NGCTR-TD wing optimization results.

T-WING STRUCTURAL MASS (lbs)
GJ WF+crash

MAT01 1839 NE
MAT02 1316 NE
MAT03 na 1889
MAT04 na NE
MAT05 1199 NE

FIGURE 5.42: NGCTR-TD wing optimization results.

analysed. There’s an optimized solution which complies with both requirements.
It is obtained with the most performing material, i.e. MAT03. The weight of this
solution is higher than T-WING CDR weight. This weight exceedance is due to two
main reasons: the first one lies in the fact that, in general, Multicella estimation of the
structural mass is made by using some contingency factors which take into account
all the contributions which are not a direct result of the calculation (e.g. moveable
surfaces, provisions, secondary structure, ect.), whereas the T-WING CDR structural
mass is the result of tight optimization and CAD evaluation. The second reason is
that T-WING only partially complies with crashworthiness requirement. It was al-
ready known from calculation, that a non-negligible mass increase was expected to
fulfil crashworthiness requirements.
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5.14 Comparison of results between up-scaled and TD wing
and Conclusions

Comparable results are obtained in terms of materials effectiveness between the two
different wing boxes (up-scaled and T-WING).
Materials selection has a great impact on the achievable weight saving, with tape
materials performing better than fabric materials. The most performing material
results to be the MAT 03 Toray M60J (a high strength modulus CFRP) for both.
The geometrical scale factor that was used to upscale from TD wing to the up-scaled
version is equal to 1.289, the best solutions that were found for the two wing are in
a ratio equal to 1.338 (2527 lb/ 1889 lb).

TABLE 5.6: NGCTR-TD versus NGCTR.

NGCTR-TD NGCTR RATIO
Wing Geometrical Scale Factor − − 1.289
MTOW 30865
Wing Weight Reqmt (% WRT MTOW) 1100 1742 1.584
Optimized Weight vs WF + CRASH 1889 2527 1.338

From table 5.6 and figure 5.43, it can be concluded that for the NGCTR, the ratio
between the structural weight of the wing and the design MTOW of the tiltrotor,
is around 8.19%. This means that, at present, this percentage is slightly above the
average defined by the study of the state of the art on the various tiltrotors and
prototypes. However, this is an excellent result bearing in mind that the results
obtained through the Multicella optimizer are not as reliable as a study defined by
FEM analysis and certainly require subsequent iterations to refine the result but they
represent a valid alternative to carry out a very quick preliminary sizing of the wing
box.
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FIGURE 5.43: Weight of the wing vs. MTOW tiltrotor with NGCTR
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Conclusion and future directions

This thesis is part of a consolidated experience acquired by the Vibration and Acous-
tics aerospace Research Group at the Department of Industrial Engineering of the
University of Naples in the field of vibroacoustic of aircraft and rotorcraft in collab-
oration with Leonardo Helicopters Division and T-WING consortium.
This work shows the three years of activity that have contributed to acquiring a
greater knowledge of some aspects related to the use of tiltrotor and the design and
construction of its wing.
The experimental, numerical and research point of view carried out within the T-
WING research project and some results obtained above all in the vibroacoustic and
structural fields were shown. The activities relate to both existing and flying Tiltro-
tors and the design of components for the next generation ones.
From the acoustic point of view, the experimental campaign for the acquisition of
acoustic loads in flight allowed to validate of numerical tools for noise prediction.
The numerical-experimental correlation between the data collected, analyzed, and
illustrated by the author and the expected calculated results is satisfactory. The pro-
cedure followed to carry out these tests is also satisfactory, so much so that we can
consider the extension to other types of aircraft in a context in which the problem of
both atmospheric and acoustic pollution becomes increasingly discussed.
The advantages and disadvantages of using MIMO-type methods in the execution
of the vibration tests were investigated, arriving at the definition of the most func-
tional test set up for the test to be carried out on the test article of the NGCTR-TD
wing. Some critical issues and the objectives to be achieved in these future tests have
been highlighted.
As far as the aeroelastic topic is concerned, the design, construction, and use of a
laboratory device made it possible to better understand the parameters that affect
the whirl flutter phenomenon. The latter is not only an instability problem that pre-
dominantly weighs on the integrity of the tiltrotor but one of the main preliminary
design requirements of a wing box for an upscaled tiltrotor was carried out in the
last part of the work.
The Scalability process provided the first important points of reflection on innova-
tive composite materials to be used to obtain the best compromise margin of safety
versus structural weight for the aeroelasticity and frangible section requirements.
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The proposed process is a much faster than FEM analysis, based on the use of Mat-
lab tools which therefore allows you to make rapid changes to the structure such as
changing the number or position of stringers, or the position and size of the ribs and
start the calculation runs again, obtaining results with a high degree of reliability.
A further and more in-depth part of the process will include the building of a coarse
FEM of the Up-scaled wing and the modal and flutter analyses, stress and buckling
studies, crash and ditching evaluations.
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Appendix A

Tiltrotors 3 view drawings and
dimensions

FIGURE A.1: XV-3 3-view drawings
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FIGURE A.2: XV-15 3-view drawings
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FIGURE A.3: Bell V-22 three-view drawing, Airplane mode and
VTOL mode
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FIGURE A.4: AW609 3-view drawings



189

Appendix B

DNA - Data Noise Analyzer

B.1 A Matlab® code to analyze experimental acoustic loads

1

2 %% DNA - Data Noise Analizer

3 % DNA plots the TestLab Spectral Testing results stored in a

4 % .mat or a .txt format file

5

6 % Instructions for exporting data from TestLab

7 % Workbook LMS Signature Throughput Processing

8 % In order to generate the right input file, in TestLab environment ...

select

9 % Tools-->Add-ins...

10 % Worksheet Time Recording During Spectral Testing

11 % MEASURE Throughput (Acquisition parameters)

12 % NAVIGATOR Section no.** --> RUN

13 % LDSF Throughput Data

14 % Export (.txt, .univ, .mat, .wav,...)

15 % * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
16 % release 1.0 03/12/19

17 % release 2.0 26/03/20 Written by A.D. Marano

18 % Department of Industrial Engineering, University of Naples ...

Federico II

19 % * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
20 %%

21 clc; clear all; close all;

22 %% Load Data by means .mat file and Input struct

23 [filename]=uigetfile('*.mat','Choose a .mat input file');

24 load(filename) % load 'filename.mat'

25

26 if filename≠0

27 fprintf('Ok, data file was correctly loaded\n')

28 end

29

30 p_Pa=Signal_0.y_values.values; % Pressure Fluctuations [Pa]

31 t_i=Signal_0.x_values.start_value; % Initial time

32 d_t=Signal_0.x_values.increment; % Time Increment

33 n_v=Signal_0.x_values.number_of_values; % Lenght Signal Vector

34 t=t_i:d_t:d_t*(n_v-1); % Measured Time Vector
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35 t_f=t(end); % Final Time

36

37 % Alternative input forms

38 %(depends on how Testlab files are stored: notice the absence of ...

'_0' in Signal_0.)

39 % p_Pa=Signal.y_values.values; % Pressure Fluctuations [Pa]

40 % t_i=Signal.x_values.start_value; % Initial time

41 % d_t=Signal.x_values.increment; % Time Increment

42 % n_v=Signal.x_values.number_of_values; % Lenght Signal Vector

43 % t=t_i:d_t:d_t*(n_v-1); % Measured Time Vector

44 % t_f=t(end); % Final Time

45 %% Other Values

46 fs = 1/d_t; % Sample Frequency

47 p_ref = 2e-5; % Reference pressure in air

48 p_dB = 20*log10(p_Pa/p_ref); % Pressure Fluctuation [dB]

49 %% Alternative assignments signal input

50 % Load the Signal data by means .wav file

51 % p_Pa=audioread('test_mic.wav');

52 %% Load the Signal data by means .txt file

53 % fid = fopen('time1_150kts.txt','rt');

54 % C = textscan(fid, '%f%f', 'HeaderLines',47);

55 % fclose(fid);

56 % A = cell2mat(C);

57 % t_i=A(1,1); % Initial time

58 % t_f=A(end,1); % Final time

59 % t=A(:,1); % Measurement times

60 % p_Pa=A(:,2); % Pressure Fluctuations [Pa]

61 % d_t=A(2,1)-A(1,1); % Time Increment

62 % n_v=length(A);

63

64 % To extract the speed value from the loaded filename

65 a=find(filename=='k'); % k of kts in filename 'ext_xxxkts'

66 vel=str2num(filename(a-3:a-1));

67

68 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

69 % * * * * * * * * * * * TIME DOMAIN ANALYSIS * * * * * * * * * * *
70 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

71 %% Plot Input Pressure Values

72 % Plot Pressure Fluctuation [Pa] vs. Time

73 B1=figure(1);

74 plot(t,p_Pa(:,3)); % The second index in parentheses refers to the ...

microphone

75 title(['Exterior Pressure Time History, ',num2str(vel),' kts']);

76 grid on; grid minor;

77 hold on

78 plot(t,p_Pa(:,12)); % The second index in parentheses refers to the ...

microphone

79 legend('mic.3','mic.12');

80 %'mic.3','mic.4','mic.5','mic.6',...

81 %'mic.7','mic.8','mic.9','mic.10','mic.11','mic.12');

82 xlabel('Time [s]'); ylabel('Pressure [Pa]');

83 xlim([0 t(end)]);
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84

85 %Plot Pressure [dB]

86 B2=figure(2);

87 plot(t,real(p_dB(:,1)));

88 grid on; grid minor;

89 hold on

90 plot(t,real(p_dB(:,2)));

91 plot(t,real(p_dB(:,3)));

92 plot(t,real(p_dB(:,4)));

93 plot(t,real(p_dB(:,5)));

94 plot(t,real(p_dB(:,6)));

95 plot(t,real(p_dB(:,7)));

96 plot(t,real(p_dB(:,8)));

97 plot(t,real(p_dB(:,9)));

98 plot(t,real(p_dB(:,10)));

99 %plot(t,real(p_dB(:,11)));

100 plot(t,real(p_dB(:,12)));

101 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.6',...

102 'mic.7','mic.8','mic.9','mic.10', 'mic.12');

103 hold on;

104 xlabel('Time [s]'); ylabel('SPL [dB]');

105 xlim([0 10]);

106 title(['Exterior Pressure Time History, ',num2str(vel),' kts']);

107 hold off

108

109 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

110 % * * * * * * * * * * FREQUENCY DOMAIN ANALYSIS * * * * * * * * * *
111 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

112 %% Fast Fourier Transform

113 Ts=1; % Sampled Time

114 n_s=fs*Ts; % Sampled values

115 Ns=floor(fs*Ts); % Samping number rounded

116 n_int=floor(n_v/Ns); % Number of intervals

117

118 p_sum=0; % Initialization Sum Vector

119 for ii=1:n_int;

120 FFTx=p_Pa(1+(Ns*(ii-1)):(Ns*ii),:);

121 FFTx=fft(FFTx);

122 % Delete the second half of the estimates divided by Sampled Values

123 FFT=FFTx(1:size(FFTx,1)/2,:)/n_s;

124 p_sum=p_sum + abs(FFT);

125 FFTmatrix(:,:,ii)=FFT; % FFT matrix

126 end

127

128 freq=linspace(0,(Ns/2),(Ns/2)); % Frequency Vector

129 p_Pa_av=p_sum./(n_int); % Mean SPL [Pa] for Each Canal

130 p_Pa_av_dB = mag2db((p_Pa_av/p_ref)); % Mean SPL [dB]

131

132 % plot SPL.

133 B3=figure(3);

134 hold on

135 for ii=1:7
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136 plot(freq,p_Pa_av_dB(:,ii))

137 end

138 plot(freq,p_Pa_av_dB(:,8),'r'); % out from cicle for in order to ...

distinguish the color of the markers

139 plot(freq,p_Pa_av_dB(:,9),'y');

140 plot(freq,p_Pa_av_dB(:,10),'g');

141 plot(freq,p_Pa_av_dB(:,12),'k'); %Mic. 11 is not considered here

142 title(['Noise Spectrum dB ',num2str(vel),' kts']);

143 grid on; grid minor;

144 hold off

145 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.6',...

146 'mic.7','mic.8','mic.9','mic.10',...'mic.11',

147 'mic.12');

148 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

149 xlim([0 400]); ylim([80 135]);

150

151 %% Fast Fourier Transform - One Third Octave Frequency Bands

152 % Mean SPL 1/3 Octave Band center Frequencies

153 F_1_3 = [16 20 25 31.5 40 50 63 80 100 125 160 200 250 315 400 ...

154 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000 ...

155 6300 8000]; % 10000 12500 16000 20000]; % center frequencies ANSI

156

157 p_sum=0; % Initialization Sum Vector

158 for ii=1:n_int;

159 % Delete the second half of the estimates divided by Sampled Values

160 [FFt_1_3 ...

cf]=poctave(p_Pa(1+(Ns*(ii-1)):(Ns*ii),:),fs,'BandsPerOctave',3,...

161 'FrequencyLimits',[F_1_3(1) F_1_3(end)]);

162 FFt_1_3=sqrt(FFt_1_3);

163 p_sum=p_sum + abs(FFt_1_3);

164 end

165

166 p_Pa_av_1_3=p_sum./(n_int); % Mean SPL [Pa] for ...

Each Canal

167 p_Pa_av_1_3_dB=mag2db(p_Pa_av_1_3./p_ref); % Mean SPL [dB]

168

169 % Plot SPL 1/3 octave band

170 B4=figure(4);

171 nm=6; % no. microphone

172 bar(p_Pa_av_1_3_dB(:,nm),'LineWidth',1.5);

173 set(gca,'XTick',(1:1:length(F_1_3)))% Label frequency axis on octaves.

174 set(gca,'XTickLabel',F_1_3(1:1:length(F_1_3)));

175 xlabel('Frequency band [Hz]'); ylabel('SPL [dB]');

176 title(['One-third-octave spectrum ',num2str(vel),' kts ...

mic.',num2str(nm)])

177 ylim([90 130]);

178

179 B5=figure(5);

180 for ii=1:7

181 hold on

182 plot(p_Pa_av_1_3_dB(:,ii));

183 end
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184 plot(p_Pa_av_1_3_dB(:,8),'r'); % out from cicle for in order to ...

distinguish the color of the markers

185 plot(p_Pa_av_1_3_dB(:,9),'y');

186 plot(p_Pa_av_1_3_dB(:,10),'g');

187 plot(p_Pa_av_1_3_dB(:,11),'b');

188 plot(p_Pa_av_1_3_dB(:,12),'k');

189 set(gca,'XTick',(1:1:length(F_1_3)))% Label frequency axis on octaves.

190 set(gca,'XTickLabel',F_1_3(1:1:length(F_1_3)));

191 title(['Sound Pressure Level dB ',num2str(vel),' kts']);

192 grid on;

193 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.6',...

194 'mic.7','mic.8','mic.9','mic.10',...'mic.11',

195 'mic.12');

196 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

197 ylim([95 130]);

198 hold off

199

200 %% Analysis of the Symmetric, Longitudinal and Transverse noise fields

201

202 % Microphones in symmetrical positions

203 B6=figure(6);

204 hold on

205 plot(p_Pa_av_1_3_dB(:,3));

206 plot(p_Pa_av_1_3_dB(:,12));

207 set(gca,'XTick',(1:1:length(F_1_3)))% Label frequency axis on octaves.

208 set(gca,'XTickLabel',F_1_3(1:1:length(F_1_3)));

209 title(['Sound Pressure Level dB ',num2str(vel),' kts']);

210 grid on;

211 legend('mic.3','mic.12');

212 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

213 ylim([95 130]);

214

215 B7=figure(7);

216 plot(freq,p_Pa_av_dB(:,3));

217 hold on

218 plot(freq,p_Pa_av_dB(:,12));

219 title(['Noise Spectrum dB ',num2str(vel),' kts']);

220 grid on; grid minor;

221 hold off

222 legend('mic.3','mic.12');

223 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

224 xlim([0 400]); ylim([80 135]);

225

226 % Transversal microphones

227 B8=figure(8);

228 hold on

229 plot(p_Pa_av_1_3_dB(:,1));

230 plot(p_Pa_av_1_3_dB(:,2));

231 plot(p_Pa_av_1_3_dB(:,3));

232 plot(p_Pa_av_1_3_dB(:,4));

233 plot(p_Pa_av_1_3_dB(:,5));

234 plot(p_Pa_av_1_3_dB(:,12));
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235 set(gca,'XTick',(1:1:length(F_1_3)))% Label frequency axis on octaves.

236 set(gca,'XTickLabel',F_1_3(1:1:length(F_1_3)));

237 title(['Sound Pressure Level dB ',num2str(vel),' kts']);

238 grid on;

239 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.12');

240 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

241 ylim([95 130]);

242

243 B9=figure(9);

244 hold on

245 plot(freq,p_Pa_av_dB(:,1));

246 plot(freq,p_Pa_av_dB(:,2));

247 plot(freq,p_Pa_av_dB(:,3));

248 plot(freq,p_Pa_av_dB(:,4));

249 plot(freq,p_Pa_av_dB(:,5));

250 plot(freq,p_Pa_av_dB(:,12));

251 title(['Noise Spectrum dB ',num2str(vel),' kts']);

252 grid on; grid minor;

253 hold off

254 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.12');

255 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

256 xlim([0 400]); ylim([80 135]);

257

258 B10=figure(10);

259 subplot(4,3,1)

260 plot(freq,p_Pa_av_dB(:,1));

261 grid on; grid minor;

262 title('Microphone 1');

263 % xlabel('Frequency [Hz]');

264 ylabel('SPL [dB]');

265 xlim([0 1000]); ylim([80 130]);

266 subplot(4,3,2)

267 plot(freq,p_Pa_av_dB(:,2));

268 grid on; grid minor;

269 title('Microphone 2');

270 % xlabel('Frequency [Hz]');

271 % ylabel('Pressure [dB]');

272 xlim([0 1000]); ylim([80 130]);

273 subplot(4,3,3)

274 plot(freq,p_Pa_av_dB(:,3));

275 grid on; grid minor;

276 title('Microphone 3');

277 % xlabel('Frequency [Hz]');

278 % ylabel('Pressure [dB]');

279 xlim([0 1000]); ylim([80 130]);

280 subplot(4,3,4)

281 plot(freq,p_Pa_av_dB(:,4));

282 grid on; grid minor;

283 title('Microphone 4');

284 % xlabel('Frequency [Hz]');

285 ylabel('SPL [dB]');

286 xlim([0 1000]);
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287 ylim([80 130]);

288 subplot(4,3,5)

289 plot(freq,p_Pa_av_dB(:,5));

290 grid on; grid minor;

291 title('Microphone 5');

292 % xlabel('Frequency [Hz]');

293 % ylabel('Pressure [dB]');

294 xlim([0 1000]);

295 ylim([80 130]);

296 subplot(4,3,6)

297 plot(freq,p_Pa_av_dB(:,6));

298 grid on; grid minor;

299 title('Microphone 6');

300 % xlabel('Frequency [Hz]');

301 % ylabel('Pressure [dB]');

302 xlim([0 1000]); ylim([80 130]);

303 subplot(4,3,7)

304 plot(freq,p_Pa_av_dB(:,7));

305 grid on; grid minor;

306 title('Microphone 7');

307 % xlabel('Frequency [Hz]');

308 ylabel('SPL [dB]');

309 xlim([0 1000]); ylim([80 130]);

310 subplot(4,3,8)

311 plot(freq,p_Pa_av_dB(:,8));

312 grid on; grid minor;

313 title('Microphone 8');

314 % xlabel('Frequency [Hz]');

315 % ylabel('Pressure [dB]');

316 xlim([0 1000]); ylim([80 130]);

317 subplot(4,3,9)

318 plot(freq,p_Pa_av_dB(:,9));

319 grid on; grid minor;

320 title('Microphone 9');

321 % xlabel('Frequency [Hz]');

322 % ylabel('Pressure [dB]');

323 xlim([0 1000]); ylim([80 130]);

324 subplot(4,3,10)

325 plot(freq,p_Pa_av_dB(:,10));

326 grid on; grid minor;

327 title('Microphone 10');

328 xlabel('Frequency [Hz]'); ylabel('SPL [dB]');

329 xlim([0 1000]);

330 ylim([80 130]);

331 subplot(4,3,11)

332 plot(freq,p_Pa_av_dB(:,11));

333 grid on; grid minor;

334 title('Microphone 11');

335 xlabel('Frequency [Hz]');

336 % ylabel('Pressure [dB]');

337 xlim([0 1000]); ylim([80 130]);

338 subplot(4,3,12)
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339 plot(freq,p_Pa_av_dB(:,12));

340 grid on; grid minor;

341 title('Microphone 12');

342 xlabel('Frequency [Hz]');

343 % ylabel('Pressure [dB]');

344 xlim([0 1000]); ylim([80 130]);

345 suptitle(['SPL of all microphones at a speed of ',num2str(vel),' kts'])

346

347

348 % Longitudinal microphones

349 B11=figure(11);

350 hold on

351 plot(p_Pa_av_1_3_dB(:,6));

352 plot(p_Pa_av_1_3_dB(:,3));

353 plot(p_Pa_av_1_3_dB(:,7));

354 plot(p_Pa_av_1_3_dB(:,8));

355 plot(p_Pa_av_1_3_dB(:,9));

356 plot(p_Pa_av_1_3_dB(:,10));

357 % plot(p_Pa_av_1_3_dB(:,11));

358 set(gca,'XTick',(1:1:length(F_1_3)))% Label frequency axis on octaves.

359 set(gca,'XTickLabel',F_1_3(1:1:length(F_1_3)));

360 title(['Sound Pressure Level dB ',num2str(vel),' kts']);

361 grid on;

362 legend('mic.6','mic.3','mic.7','mic.8','mic.9','mic.10');

363 xlabel('Frequency [Hz]');

364 ylabel('SPL [dB]'); ylim([95 130]);

365

366

367 B12=figure(12);

368 hold on

369 plot(freq,p_Pa_av_dB(:,6));

370 plot(freq,p_Pa_av_dB(:,3));

371 plot(freq,p_Pa_av_dB(:,7));

372 plot(freq,p_Pa_av_dB(:,8));

373 plot(freq,p_Pa_av_dB(:,9));

374 plot(freq,p_Pa_av_dB(:,10));

375 title(['Noise Spectrum dB ',num2str(vel),' kts']);

376 grid on; grid minor;

377 hold off

378 legend('mic.6','mic.3','mic.7','mic.8','mic.9','mic.10');

379 xlabel('Frequency [Hz]');

380 ylabel('SPL [dB]');

381 xlim([0 400]);

382 ylim([80 135]);

383

384 %% Overall RMS

385 p_rms_Pa = sqrt(sum(p_Pa_av_1_3.^2)); % [Pa]

386 p_rms_dB = mag2db((p_rms_Pa/p_ref)); % [dB]

387 fprintf('Overall SPL is %4.1f dB\n',p_rms_dB);

388

389 B13=figure(13);

390 hold on
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391 for ii=1:7

392 scatter(vel,p_rms_dB(ii),'filled');

393 end

394 scatter(vel,p_rms_dB(8),'r','filled');

395 scatter(vel,p_rms_dB(9),'y','filled');

396 scatter(vel,p_rms_dB(10),'g','filled');

397 scatter(vel,p_rms_dB(11),'b','filled');

398 scatter(vel,p_rms_dB(12),'k','filled');

399 grid on; grid minor;

400 title(['Overall SPL dB ',num2str(vel),' kts']);

401 xlabel('Flight speed [kts]'); ylabel('SPL [dB]');

402 legend('mic.1','mic.2','mic.3','mic.4','mic.5','mic.6',...

403 'mic.7','mic.8','mic.9','mic.10',...'mic.11',

404 'mic.12');

405 ylim([125 136]);

406 hold off

407

408 % The Overall data will be save in a .mat file. When all flight ...

conditions

409 % have been analyzed, it is possible to draw an only overall graph

410

411 % save(['OverAll_',filename(a-3:end)],'vel','p_rms_dB');

412

413 %%

414 % Rotor Characteristics

415 RPM=478; % Round Per Minute

416 T_rot_t=60/RPM; % Period of the Propeller [s]

417 T_rot_f=RPM/60; % Period of the Propeller [Hz]

418 BPF=3*T_rot_f; % Blade Passage Frequency

419

420 % Time Signal Average Propeller

421 N_samp=floor(t_f/T_rot_t);

422 flag=find(t≥T_rot_t);

423 t_lim=flag(1)-1;

424

425 B14=figure(14);

426 nmicr=6; % select microphone

427 plot(t(1:t_lim),p_Pa(1:t_lim,nmicr));

428 grid on; grid minor;

429 hold on;

430 M=movmean(p_Pa(1:t_lim,nmicr),100);

431 plot(t(1:t_lim),M,'LineWidth',2);

432 legend('Instantaneous','Time Average','Location','southeast');

433 xlabel('Rotation of the Propeller Period [s]'); ylabel('Pressure ...

[Pa]');

434 xlim([t_i T_rot_t]); ylim([-600 600]);

435 title(['Pressure time histories mic.' num2str(nmicr), 'at ' ...

num2str(vel),' kts']);

436 hold off

437

438 B15=figure(15);

439 n_micr=6; % Select microphone
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440 for i=1:100

441 hold on;

442 scatter(t(1:t_lim),p_Pa( 1+(t_lim*(i-1)) : t_lim+(t_lim*(i-1)) ...

,n_micr),'k','filled','SizeData',1);

443 alpha(0.3);

444 end

445 title(['Pressure time histories mic.',num2str(n_micr), ' at ' ...

num2str(vel),' kts']);

446 xlabel('Rotation of the Propeller Period [s]'); ylabel('Pressure ...

[Pa]');

447 xlim([t_i T_rot_t]); ylim([-300 300]);

448

449 %% * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ...

* * * *
450 % Max values of the tones for the different microphones

451 n_t=7; % Number of the first tones to be analyzed

452 w3=p_Pa_av_dB([1:500],[1:6]);

453 for i=1:n_t

454 if i==1

455 peak(i,:)=p_Pa_av_dB(25,:); %peak(i,c) i=tone, c=mics

456 elseif i==2

457 peak(i,:)=p_Pa_av_dB(49,:);

458 elseif i==3

459 peak(i,:)=p_Pa_av_dB(73,:);

460 elseif i==4

461 peak(i,:)=p_Pa_av_dB(97,:);

462 elseif i==5

463 peak(i,:)=p_Pa_av_dB(121,:);

464 elseif i==6

465 peak(i,:)=p_Pa_av_dB(144,:);

466 else

467 peak(i,:)=p_Pa_av_dB(168,:);

468 end

469 end

470

471 B16=figure(16);

472 hold on;

473 xlim([0.5 size(p_Pa_av_dB,2)+3]);

474 grid on;

475 grid minor;

476 for i=1:size(p_Pa_av_dB,2)

477 for j=1:n_t

478 scatter(i,peak(j,i),'filled')

479 end

480 end

481 legend('1Âř tone','2Âř tone','3Âř tone','4Âř tone','5Âř tone','6Âř ...

tone','7Âř tone');

482 xlabel('Mic nÂř'); ylabel('Peak value [dB]');

483 title(['Tone at ',num2str(vel),' kts (RPM=478, BPF=23.9 Hz)'])
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Appendix C

Comparison of aeroelastic
problems calculation methods
based on numerical and
experimental results. Overview of
NASTRANTM and ZAERO
Aeroelastic Capabilities

C.1 Introduction

The Flutter is the unstable self-excited oscillation of an airfoil and its associated
structure, caused by a combination of aerodynamic, inertia, and elastic effects in
such a manner as to extract energy from the airstream. At the critical flutter speed,
the amplitude of oscillation following an initial disturbance will be maintained while
at a higher speed these amplitudes will increase [113].
The general purpose of any methods of Vibration and Flutter analysis for a con-
ventional airplane is to prove that the airplane is free from flutter, control reversal,
and divergence for any condition of operation within the limit V-n envelope, plus
a supplementary safety margin. In other terms, the main scope of flight flutter test
and numerical analysis is to determine the aeroelastic stability for new or modified
vehicles and sub-components of them in the nominal flight envelope established by
the project. The approval process concerning aeroelastic matters, flutter, divergence,
and control reversal at all speeds in the entire flight envelope, during the design
and certification phase of a new aircraft, is a combination of numerical modeling
backed up by testing. Flight flutter testing is very expensive, time-consuming, and
often undertaken at a time-critical part of an aircraft’s development program. For
this reason, aeroelastic computational modeling and prediction are of fundamental
importance in the design and certification process.
The flutter numerical investigations of aircraft are frequently based on the normal
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modes structural analysis and no aerodynamic model was required. The natural
modes are initially computed by means FEM using a model of the structure and
then, after the inclusion of aerodynamics in the structural model by spline operation,
the output Velocities vs Damping and Velocities vs Frequencies curves are used for
the Flutter speed estimation and establish the aeroelastic stability conditions.
In addition to the easily interpreted frequency and damping plots versus airspeed
for strongly coupled systems, a second advantage is offered by the P-K method re-
garding computational effort. The k method requires numerous computer runs at
a constant density to ensure matching of the Mach number with air-speed and alti-
tude. Currently, most flutter analyses in the aircraft industry are per-formed using k
and/or P-K methods. Although the k method remains popular because of its speed,
when accuracy is important and the p method is not feasible, industry users seem to
favor the P-K method, especially those who run the NASTRANTM package [114].
The ZAERO flutter module contains different flutter solution techniques. For this ar-
ticle, the K-method and the g-method are used. The g-method is ZONA’s newly de-
veloped flutter solution method that generalizes the K-method and the P-K method
for true damping prediction. It is shown that the P-K method is only valid at the
conditions of zero damping, zero frequency, or linearly varying generalized aero-
dynamic forces with respect to reduced frequency. In fact, if the generalized aero-
dynamic forces are highly nonlinear, the P-K method may produce unrealistic roots
due to its inconsistent formulation.
One of the aims of this work is to get confident with ZAERO, a relatively new soft-
ware compared to the much more used NASTRANTM. Section C.2 briefly reports the
operational flow of ZAERO and some useful information obtained from the manu-
als. Finally, the results obtained for two case studies are reported. In the first case,
the aeroelastic behavior of an innovative design for-ward-swept wing is analyzed.
In the second case, based on the availability of data deriving from vibration mea-
surements on an ultralight aircraft, a problem of a more practical than design nature
is reported. Both the experimental results obtained through vibration tests on the
stabilator of an ultralight aircraft, and numerical aeroelasticity activity are shown
[115].

C.2 A brief overview of NASTRAN and ZAERO

To achieve the aeroelastic behavior of the wing, the flexural and torsional stiffness
and structural and non-structural mass distribution along the wingspan, will feed
the dynamic structural Finite Elements model. For the case studies reviewed in this
article, stick-beam models are used.
The firsts Aeroelastic analyses are performed using NASTRANTM solver. NASTRANTM
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computes matrices of aerodynamic influence coefficients from the input data de-
scribing the structural model and also provides an automated interpolation proce-
dure to relate the aerodynamics (panels) to the structural degrees of freedom (struc-
tural grid point of the model) [116, 117].
Splining techniques for both lines and surfaces can be used to generate the trans-
formation matrix from structural grid point deflections to aerodynamic grid point
deflections. The transpose of this matrix transfers the aerodynamic forces and mo-
ments at aerodynamic boxes to structural grid points. For this work, the subsonic
theory is used and in particular the Doublet-Lattice Method (DLM) [118–121], an
extension of the steady Vortex-Lattice method to unsteady flow. It can be used for
interfering with lifting surfaces in subsonic flow.
The second step of the aeroelastic analyzes consists of comparing the results ob-
tained by the NASTRANTM and Zonatech ZAERO software respectively [122]. ZAERO
integrates the crucial disciplines required for aeroelastic analysis and it represents a
valid alternative to the widespread commercial codes such as NASTRANTM. For
the aeroelastic analysis, ZAERO does not run the structural finite element solu-
tions, but firstly it imports the structural grid point and the externally calculated
structural normal modes solutions generated by one of the following FEM codes:
NASTRANTM, ANSYS, ABAQUS, ASTROS, and I-DEAS. Then, the aerodynamic
method is implemented. In particular, the six methods (or aerodynamic codes) in-
corporated in the ZAERO software, cover the entire Mach number range:

• ZONA6 - Subsonic Unsteady Aerodynamics;

• ZSAP - Sonic Acceleration Potential Method;

• ZTAIC - Transonic Unsteady Aerodynamics using a Transonic Equivalent Strip
Method;

• ZTRAN - Transonic Unsteady Aerodynamics using an Overset Field-Panel
Method;

• ZONA7 - Supersonic Unsteady Aerodynamics;

• ZONA7U - Hypersonic Unsteady Aerodynamics.

About the capability and applicability advantages of the ZAERO code over that
of other commercially available aeroelastic analysis software is that ZAERO seems
to provide a higher level of geometric fidelity than other aeroelastic packages such
as NASTRAN.
The figure C.1 shows the ZAERO file processing that occurs during code execution.

Three files are required to run the code:

• the input file which contains the executive control, case control, and bulk data
sections that describe the aerodynamic model, flight conditions, etc.;
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FIGURE C.1: The ZAERO Software System File Processing [122].

• the structural FEM output file containing the structure natural frequencies and
mode shapes;

• DIRNAME.FIX which contains the pathname where the ZAERO run-time database
files are to be located.

About the outputs, a minimum of two files is generated for every ZAERO run. These
are:

• the output file of the job;

• the log file which contains the elapsed and step CPU times for each module call
during the execution of ZAERO. Additional output plot files can be generated
through bulk data input requests.

C.3 Comparison Between the g-Method and the P-K Method

C.3.1 1st Test Case - Forward swept wing

The first test case presented is the aeroelastic analysis of a forward-swept wing.
This type of wing, unlike conventional wings, presents a criticality due to the phe-
nomenon of static aeroelasticity of divergence. In other words, the negative sweep
angle causes the divergence speed to be lower than the equivalent straight or sweep
back wing [122, 123].
Figure C.4 shows the aeroelastic model: aerodynamic paneling or Double Lattice
panel model connected to the structural beam-like model. In a stick model, the wing
is represented by beams capable of bending, shear, torsional and axial deformations.
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In this example figures C.2 and C.3 represent the wingspan distribution of the stiff-
ness and mass respectively. Each beam is divided into several elements with a flex-
ural stiffness EI and torsional stiffness GJ estimated from the member section prop-
erties by classical structural analysis methods.
A considerable degree of detail is known for the mass distribution on the wing struc-
ture, but only part of the mass is structural, and therefore associated with the FE
structural model, whereas a significant amount of mass is linked with non-structural
elements such as fuel [124].
To represent the mass distribution, the wing is divided into several strips, centered
on the nodes of the beam-like model. For each section, the mass is lumped at the
reference positions and attached to the beam axis node by a rigid link element that
allows the lumped mass to be represented by section mass, a moment of inertia, and
mass moments [125, 126].
The aerodynamic panels distribution for the wing is carried out by taking into ac-
count the criteria suggested by [127]. The first ten structural elastic modes are used
for flutter analysis. Figure C.5 shows the mode shapes and natural frequencies only
for the first 4 modes for the sake of brevity.
Figures C.6 show the V-g and V-f diagrams of the P-K-method and the V-g and V-f
diagrams of the G method for the wing with 10 modes at Mach number M = 0.

FIGURE C.2: Flexural and Torsional Stiffness distribution along
wingspan.

Figure C.6 shows the NASTRANâĎć P-K solutions of the wing previously de-
scribed at different given velocities from 50 to 500 m/s.
From the damping plot versus airspeed, it is possible to observe that the aerody-
namic damping of mode 5, corresponding to the wing torsional mode, is nil at a
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FIGURE C.3: Mass distribution along wingspan.

FIGURE C.4: Forward swept wing - aeroelastic stick model.

speed of about 430 m/s.
In the frequency versus airspeed plot, at the same velocity, a coalescence of the fre-
quencies of mode 3 and mode 5 is observed: there is a modal coupling between the
aforementioned wing torsional mode and the 2nd wing bending mode. A flutter con-
dition is attributed to this speed.
A significant aeroelastic observation is needed where divergence speed instability
appears at 300 m/s i.e. a speed lower than the flutter velocity. This divergence
speed instability is evident by its associated zero frequency. Comparing the upper
plots with the lower ones in figure C.6, it can be seen that the agreement between the
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damping computed by the P-K method and the g-method is expected. Good agree-
ment in terms of the overall V-g and V-f comparisons between these methods is
obtained except the g-method predicts one extra aerodynamic lag root (represented
by the crosses in Figure C.6).
This aerodynamic lag root appears at divergence speed (about V=300 m/s) with
stable damping. This is an interesting phenomenon because it indicates that the di-
vergence speed could be a bifurcation point. This result suggests that the divergence
speed is caused by the coupling of a structural mode and an aerodynamic lag root
and should be considered as a special case of flutter instability, the so-called dynamic
divergence. This is supported by the g-method results shown in the lower plots of the
figures where the frequency coalescence of the first bending mode and the aerody-
namic lag root is seen. On the other hand, the plots of the P-K method do not show
this result due to its incapacity of generating the non-zero-frequency aerodynamic
lag root.

FIGURE C.5: Nastran Dynamic Analysis - Wing Normal Modes.

Table C.1 shows the flutter analysis results obtained by means ZAERO, in terms
of the mode associated with flutter, natural frequency, and flutter speed.
For this first comparison, two types of instability are predicted by both the P-K
method and the g-method: a flutter speed at about V = 430 m/s and a divergence
speed at about V = 300 m/s. This agreement is expected since at damping g = 0
the flutter equation of both methods reduces to the same form. The damping curves
of the structural modes computed by both methods are in excellent agreement. The
frequency curves of the two structural modes computed by both methods are also
in good agreement except for the absence of the aerodynamic lag roots of the P-K
method.

For a question of investigation completeness, a second step involved an analysis
of the same wing by adding the mass due to the fuel. The V-g and V-f diagrams
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FIGURE C.6: V-g and V-f curves P-k method (Nastran) and G method
(ZAERO) - wing with empty fuel tanks.

TABLE C.1: ZAERO Aeroelastic Analysis results - wing with empty
fuel.

K method G method
mode vf(m/s) Freq. (Hz) mode vf(m/s) Freq. (Hz)

2 428.7 7.74 2 452.2 7.74
5 486.3 11.57 5 484.2 11.69

relating to the case of full fuel tanks and a table with the flutter data are reported.
The V-g diagram shows that the damping of mode 3 crosses the zero damping axis,
indicating a fluctuation limit of the wing structure, at higher values than in the pre-
vious case.
From the V-g and V-f diagrams, calculated for the different load conditions we can
draw the following conclusions:

• in all the calculations the divergence condition for the wing is present, the
latter being independent of the mass contributions from the model;

• in both cases, with and without fuel, the divergence rate does not change;

• the most critical condition for flutter occurs when the wing is unloaded (the ad-
dition of the masses of the fuel involves the removal of the bending frequencies
from the torsional ones);



C.3. Comparison Between the g-Method and the P-K Method 207

TABLE C.2: ZAERO Aeroelastic Analysis results - wing with full fuel
tanks.

K method G method
mode vf(m/s) Freq. (Hz) mode vf(m/s) Freq. (Hz)

2 326.1 6.53 2 324.5 6.53
3 671.0 5.60 4 665.8 5.77
5 591.9 19.59 5 581.8 19.59

• when the wing tanks are full there is the annulment of the aerodynamic damp-
ing of the first torsional frequency at a speed of about 44% higher than in the
case of empty tanks. From the V-f diagram, we can ob-serve a coalescence of
the aforesaid frequency with the second flexural frequency.

FIGURE C.7: V-g and V-f curves P-k method (Nastran) and G method
(ZAERO) - wing with full fuel tank.

Upon completion of the study of the first test case, a dynamic flutter analysis
was performed as the stiffness distribution varies along the wingspan. In particular,
a wing section of about 1 meter was chosen, a representative for example of an in-
spection window for maintenance or the extraction of the landing gear. It has been
hypothesized that, in the notch area, with the same mass distribution, the flexural
and torsional stiffnesses decreased by 30% of the initial value, i.e. wing without the
door.
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TABLE C.3: Results of the aeroelastic analysis as the stiffness varies
along the wingspan.

Reference Stiffness var. Stiffness var.
stiffness distribution @ 20-30% @ 30-40%

vf(m/s) vf(∆%) vf(∆%)
430 −4.7 −2.8

To study how the flutter speed varies as a function of the location of the trap door,
for the two stiffness variations the first area was considered respectively between 20
and 30% of the wingspan figure C.8 (a) and the second between 30 and 40% figure
C.8 (b). For the first variation of stiffness distribution, a flutter speed of 410 m/s is
obtained (Figure C.8 (c)) or a decrease of about 4.7% compared to the starting wing.
For the second variation of stiffness distribution, on the other hand, the flutter speed
is about 418 m/s (Figure C.8 (d)) and therefore is decreased by 2.8% compared to the
reference wing.

FIGURE C.8: Variation of stiffness distribution along the wingspan
and consequent variation of the flutter speed.

C.3.2 2nd Test Case - Forward swept wing

The second test case has been selected due to the availability of the experimental
modal analysis results and offered the opportunity to study a realistic case. The air-
craft under study is an ultralight twin-seat aircraft whose fuselage has been changed



C.3. Comparison Between the g-Method and the P-K Method 209

from metallic to a carbon-fiber material (max cruise speed = 59 m/s and max take-
off weight = 600 kg). The main dimensions are shown in figure C.9. A complex FEM

FIGURE C.9: Ultralight aircraft 3-views drawing.

model of the aircraft under examination made it possible to perform preliminary dy-
namic flutter analyzes. This model and the mode shapes deriving from the dynamic
analysis, is shown in the figure C.10.
For the study of the comparison between the two different codes, it was instead de-
cided to adopt a simplified model of the horizontal tailplane, which would allow
obtaining adequate results with the advantage of saving time.

In particular, the flutter analysis refers only to the horizontal tailplane. As re-
gards the first, simplified stabilator FEM model, the structure of the fuselage is sim-
plified and idealized through six elastic elements that constitute the degrees of free-
dom. In more detail, the central node of the stabilator is connected to a fixed node of
the fuselage utilizing six elastic elements, which represent the stiffness of the fuse-
lage. Rigid elements have also been introduced in the model to better highlight the
modes, facilitating their visualization in the post-processing phase and therefore the
distinction between bending and torsional mode shapes. The aeroelastic FEM model
is shown in figure C.11, in which it is possible to appreciate the constraint, the con-
centrated masses, the rigid elements, the aerodynamic panels, the set of nodes used
for the interpolation, the spline itself.
For the analysis of flutter of the stabilator, various study cases are taken into account
and they differ in the constraint condition (fixed) or in the unconstrained degree of
freedom (rotation around the longitudinal axis x, rotation around the transverse axis
y, and rotation around the vertical axis z) and for the value assumed for the stiffness
of the elastic element.
From the calculations performed by NASTRANTM, the Flutter condition is not found
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FIGURE C.10: Whole ultralight aircraft FEA model and mode shapes.

in any of the previously mentioned cases. A comparison is then made with the re-
sults obtained using the ZAERO code. First, however, it was deemed necessary to
carry out a sort of sensitivity analysis to better understand how the aeroelastic re-
sponses of the structure are influenced by changes to the variables of the ZAERO
code such as the number of aerodynamic panels along chord and along wingspan,
nodes used for structural and aerodynamic interpolation, type of spline: linear or
surface spline.
The purpose is to identify the parameters that make the analysis more conservative
concern-ing the identification of the Flutter condition.
By neglecting to report the results of the numerous sensitivity analysis, from an eval-
uation of the values and the trend of the V-g and V-f graphs obtained from the anal-
ysis, it is possible to conclude that the best way to proceed is to use a surface-type
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spline that allows the end nodes of the rigid elements to be included for interpola-
tion. In any case, the numerical flutter modes obtained through this model have too
high and unrealistic natural frequencies.
When ensuring the safety of aircraft against aeroelasticity phenomena, one of the
important steps of investigation is Ground Vibration Test.
GVT can be performed to obtain the vibration amplitude distributions and the fre-
quencies of the structure. The GVT results can be used for checking FEM results or
used directly in the prediction of the flutter problems [128].
The next phase concerns the verification and tuning of the analytical results to the
experimental ones. At this point, aerodynamic loads are modeled and measured us-
ing a wind tunnel test and combined with the dynamic properties in an analytical
flutter prediction.
Finally, test flights are carried out for validation of the reached results and final cer-
tification, according to the requirement of the airworthiness standard [129].
The vibrations test has been performed by measuring the frequency response func-
tions (FRF) between several points of the stabilator structure, each concerning a fixed
position of the excitation point.
The excitation point is located in the middle of the rear spar of the horizontal tail. A
maximum of 12 points for each side of the stabilator was measured. The excitation
signal used during these tests has been a Sine Sweep Excitation, obtained through an
electro-dynamic exciter Modal Shop Model 2100 E11 while the structural response
has been measured with PCB 333B32 ICP piezoelectric accelerometers.
The evaluation of the FRF was carried out by using a standard 8 channels FFT an-
alyzer, the LMS Scadas 05 Mobile. The LMS TestLab software provides the subse-
quent steps for the analysis and the extraction of the modal parameters by means
LMS PolyMAX algorithm.
This modal parameters identification method yields extremely clear stabilization
charts. Following the vibration tests, based on the experimental modal analysis re-
sults (C.4), the idea of updating the model of the horizontal tailplane was evaluated,
thus making it better representative of the test article on which the tests were carried
out.

The best modeling consists of discretizing the tailplane in as many points as are
those considered in the test setup, in which the accelerometers have been placed (fig-
ure C.12). As regards the masses, it has been assumed that the stabilator weighs a
total of 0.8 kg. This weight is distributed equally over the 24 nodes in which the sta-
bilator is discretized while for the fuselage section weight of about 2 kg is assumed,
equally distributed over the 5 nodes of the fuselage.
The aerodynamic model consists of 10 boxes along the chord and 15 along the wingspan.
The new aeroelastic model is shown in figure C.13 in which the distribution of con-
centrated masses and the nodes used for the aerodynamic-structural spline are high-
lighted.
Preliminarily, a modal analysis and a Dynamic Flutter analysis are carried out of the
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TABLE C.4: Experimental Modal Analysis and Nastran Dynamic
Analysis Results.

No. mode Nastran EMA mode shape
Freq. (Hz) Freq. (Hz) description

7 9.67 9.76 Fuselage tail torsion
8 12.27 12.59 Fuselage bending along z, wing sym. bending
9 14.09 14.61 Fuselage torsion, wing anti-sym. bending
10 19.32 18.23 Fuselage bending along y
11 21.10 20.42 Horizontal tail bending along z
12 25.81 24.48 Fuselage torsion
13 30.19 30.42 Horizontal tail bending

FIGURE C.11: FEM model Horizontal tail.

new model using the P-K method. The results of these analyzes are reported for the
first 20 modes. Table 4 indicates the natural frequencies obtained while figure 13
indicates the mode shapes.

As regards the dynamic flutter analysis, as can be seen from figure C.14, em-
ploying the P-K method of Nastran, no Flutter instability occurs for zero structural
damping up to Vmax = 200 m/s. The analysis results obtained using the ZAERO soft-
ware, on the other hand, highlights a flutter instability associated with the 9th mode
of a torsional nature, as shown in figures C.15 and C.16. The flutter speed calculated
with both the k and g methods is shown in table C.5. In the same table it is also
observed how by increasing the value of the structural damping, the flutter speed
increases.

TABLE C.5: ZAERO Aeroelastic Analysis results - Horizontal tail

K method G method
mode vf(m/s) Freq. (Hz) mode vf(m/s) Freq. (Hz)

9 176.47 13.57 (No Damping, G = 0) 211.8 13.54
—- —- —- (Damping, G = 0.5) 259.7 13.54
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FIGURE C.12: Test setup Vibration Tests Horizontal tail twin-seat ul-
tralight aircraft.

FIGURE C.13: Updated FEM model Horizontal tail.
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FIGURE C.14: Damping and Frequency vs Velocities plots, Method
P-K, NASTRANâĎć.

FIGURE C.15: Damping vs Velocities plots, Method P-K, ZAERO.
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FIGURE C.16: Frequency vs Velocities plots, Method P-K, ZAERO.
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