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ABSTRACT

The deployment of innovative, fully automated C-ITS connected mobility

services is expected to mitigate traffic congestion - making cities and

human settlements safe, resilient, sustainable - and decrease the number

of road accidents. However, the spread of automated and connected

vehicles into existing traffic poses specific and new problems regarding

reliability and effectiveness, particularly concerning interactions with

other vehicles and with other actors. Furthermore, automated driving

systems must be suitably designed to be resilient to both the uncertainties

of V2X (Vehicle-to-Vehicle or Vehicle-to-Infrastructure) communication

and drivers to ensure sufficient reliability and robustness in any traffic

situation in the real world. Within this framework, this thesis deals

with the following challenges: i) develop innovative, reliable and resilient

C-ITS strategies for cooperation between vehicles and between vehicles

and infrastructures, based on V2X communication; ii) test and validate

C-ITS strategies in complex and realistic traffic conditions. In the light

of the first goal, different control strategies addressing many various

issues are proposed for both urban and extra-urban traffic scenarios as

well as for both mixed and fully-autonomous traffic flows. To achieve

goal 2, a novel Integrated Simulation Environment, named Mixed Traffic

Simulator (MiTraS), for the assessment and evaluation of C-ITS services

is proposed. It embeds different interacting simulation tools within a

holistic view of the co-simulation approach to be as realistic as possible.
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8.5 Leader Tracking performance for trapezoidal speed profile.

Robustness analysis via the Monte Carlo Method. Time

history of: (a) vehicles positions pi(t); (b) vehicles speed

vi(t); (c) vehicles acceleration ai(t); (d) vehicles position

errors computed pi(t)−p0(t)−di0; (e) vehicles speed errors

computed vi(t) − v0(t); (f) vehicles inter-vehicle distance

computed pi(t) − pi−1(t); (g) vehicles jerk ȧi(t). . . . . . . 186
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CHAPTER 1

Introduction

1.1 Motivation and Contributions

The transformation towards the so-called Smart Roads is underway in

complete harmony with the governance and management of innovation in

the transportation sector across Europe, with particular reference to the

European C-ITS platform, the GEAR 2030 initiative, the communication

of the European Commission (EC) dated 30-11-2016 1 and the Smart

Road Decree signed by the Government Italian in March 2018. The

process mentioned above involves the development and exploitation of

key technologies for enabling innovative and automated driving functions

and applications, as well as the design of demonstration scenarios in which

automated driving capabilities are tested in different use cases. The main

idea is to promote the innovation and application of automated driving

technology in the road transport sector, as well as of new transportation

services, so to build a intelligent road transport environment. It is of great

significance for enhancing road safety, improving traffic flow, reducing

traffic congestion, improving the efficiency in using energy sources, and

reducing pollutant emissions. New fully automated C-ITS connected

mobility services can also reduce the overall level of traffic congestion

to make cities and human settlements safe, resilient, sustainable and

1https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52016D

C0766&from=EN



■ 4 1 Introduction

decrease the number of deaths and injuries caused by road accidents. A

particularly demanding challenge concerns the introduction of automated

vehicles into existing traffic: this poses specific and new problems in

terms of reliability and effectiveness, particularly concerning interactions

both with other vehicles (regardless of the degree of automation) and

with other actors of traffic scenario (e.g., pedestrians, public vehicles

or cyclists). Furthermore, automated driving systems must be suitably

designed to be resilient to both the uncertainties, arising from V2X

communication and vehicles, and drivers to ensure sufficient reliability

and robustness in any traffic situation in the real world.

Hence, it seems clear that, to promote the widespread deployment of

C-ITS services on the market, research still has to provide new effective

solutions to overcome the several challenges in the transportation field.

To this end, a key point is the qualitative and quantitative evaluation of

driving systems performance and their effects. The design and validation

methods should demonstrate the behavioural skills that an automated

vehicle should perform during, for instance, normal operation, the per-

formance during accident prevention situations and the performance of

fallback strategies. It is possible to verify that safety requirement is

always satisfied, quantify potential advantages, and evaluate issues to

optimise the connected, cooperative, and automated driving functions.

Hence, in light of the above discussion, the main objective of this thesis

is twofold

1. Research and develop innovative C-ITS strategies for cooperation

between vehicles and between vehicles and infrastructures, based on

V2X communication and enabled by the digital transformation of

road infrastructures. This aim includes the development of reliable

and resilient control architectures to increase the performance

of automated and connected driving in urban and extra-urban

scenarios.

2. Test and validate proposed strategies in several different complex

traffic contexts, both urban and extra-urban. In so doing, it is

possible to deploy flexible and adaptable C-ITS services to any

type of situation (e.g. manoeuvres, formation and dissolution of

vehicle fleets, automatic crossing of intersections in the presence or
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absence of traffic lights) so to ensure safety driving conditions, also

under mixed traffic situations.

To achieve goal 1, different control strategies addressing as many issues

are proposed for urban and extra-urban traffic scenarios. Indeed, au-

tomated/autonomous connected vehicles can drive better in restricted

conditions such as on roads with clear lane markings, clear weather,

visible road signs, and controlled speed limits. This kind of road is more

like a highway than an urban one, where more unexpected situations

can occur due to a more challenging external environment. Hence, it is

essential to address the specific problems of both traffic environments.

One of the main open challenges regarding the urban environment is

the optimisation of crossing manoeuvres at intersections, which could be

signalised or unsignalised. However, traffic flows will be composed of a

mix of connected and autonomous vehicles and human-driven vehicles

for a relatively long time, creating very complex traffic scenarios and

interactions.

Firstly, a Green Light Optimal Speed Advisory (GLOSA) algorithm

aiming at reducing both waiting time and stop&go phenomena at urban

signalised intersection is proposed. By leveraging Traffic Light Signals

(TLSs) information shared via wireless communication, the algorithm

computes, as long as it is possible, an optimal speed profile to cross

the intersection without coming to a complete stop. The effectiveness

of the proposed algorithm is tested under different road conditions by

varying several road variables, i.e. traffic signal phase condition, engine

type, traffic condition, TLSs cycle duration, communication distance

and minimum achievable speed. In this case, one controlled vehicle,

travelling along a single route through a real-world city centre including

many TLSs, is equipped with the GLOSA algorithm, while other cars

are human-driven.

Another open issue in the urban environment is the cooperative crossing

of unsignalised intersection. Most of the existing studies on unsignalised

intersections crossing assume the presence of only fully autonomous

vehicles [5, 6, 7]. However, as previously mentioned, mixed traffic will

likely be the prevailing traffic condition in the next 10 or 20 years.

In this framework, a cooperative fully-distributed control protocol for

Connected and Automated/Autonomous Vehicles (CAVs), augmenting

the Adaptive Cruise Control (ACC) action based on proximity sensors
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measurements, with an additional networked protocol exploiting Vehicle-

to-Vehicle (V2V) information to estimate the Time-to-Intersection of all

incoming vehicles within the communication range, is proposed. This

collaborative action adapts the CAVs motion at the intersection to avoid

collisions with other vehicles and reduce stop and waiting time.

Besides the intersection crossing, another crucial challenge in the urban

environment is to accomplish different driving tasks at the same time

such as, for instance, avoiding collisions with obstacles and tracking

a path along a curved road. To handle both issues simultaneously, a

double layer control architecture combines the classical ACC with the

multi-objective Nonlinear Model Predictive Controller (NMPC) approach,

able to drive the vehicle along a predefined path while keeping a safe

distance from the predecessor and ensuring energy-saving consumption, is

proposed. Moreover, since in urban environments a vehicle might follow

routes where several turning manoeuvres, the losses during cornering

manoeuvres are explicitly taken into account [8].

Regarding extra-urban traffic scenarios, three cooperative driving ap-

plications of platooning are considered. The first one addresses the

leader-tracking control problem for uncertain heterogeneous nonlinear

autonomous vehicles platoon sharing state information through a vehicu-

lar communication network and performing the cooperative manoeuvre.

Indeed, tracking ability plays a crucial role in platooning applications

during normal operations, platooning manoeuvres, or emergency ac-

tions. In this perspective, the robustness concerning uncertain nonlinear

dynamics is vital when implementing cooperative driving applications:

mismatches between the actual plant and its control-oriented model

could strongly affect the performance of a designed control protocol and,

hence, the expected behaviour of the vehicle. Another critical issue is

related to vehicle communication topology: it may not be maintained

fixed due to communication constraints, environmental disturbances,

or platooning manoeuvres. Hence, there is the need to investigate the

performance of vehicle platoon control under switching topologies when

some communication links among vehicles within the platoon are created

and/or disrupted. To this aim, a robust distributed Proportional-Integral-

Derivative (PID)-like control protocol is proposed, which ensures that all

vehicles within the platoon robustly track the leader behaviour despite

the presence of both unknown parameters uncertainties and network
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switching. The control strategy weights the vehicles state information

via proportional action, augmented with an additional integral action on

the position state information so to improve steady-state and robustness

performances. Each vehicle is described via a nonlinear dynamical system

accounting for the effect of the air-drag reduction due to platooning and

time-varying uncertainties depending on the different driving conditions

in which the platoon is currently involved.

The second application considers the problem of achieving the consensus

with a fixed settling time for a heterogeneous uncertain autonomous vehi-

cles platoon. To this end, by exploiting the Integral Sliding Mode (ISM)

approach and the Lyapunov theory, a distributed control strategy ensures

the leader-tracking in a finite settling time, independent from any initial

condition of the vehicle, while counteracting heterogeneity and unknown

external disturbances, is proposed.

The last one addresses the problem of simultaneously achieving leader-

tracking and energy-saving goals for a heterogeneous autonomous con-

nected fully electric vehicles platoon. To this end, by embedding a

distance-dependent air drag formulation into the vehicle model, an

energy-saving oriented Distributed Nonlinear Model Predictive Con-

troller (DNMPC) able to guarantee the following three-fold control ob-

jective is proposed: i) ensure that each vehicle tracks the energy-oriented

optimised leader speed profile, assumed to be directly or indirectly known

by each vehicle within the platoon; ii) compute, at time instant, the opti-

mal variable inter-vehicle distance from the vehicle ahead by considering

safety constraints, as well as the electric power saving requirement and

distance-dependent air-drag formulation; guarantee the minimisation of

the required battery power, thus achieving energy saving objective.

To achieve goal 2, a novel Integrated Simulation Environment, named

MiTraS, for assessing and evaluating C-ITS services, from the individual

level to the large-scale network level, is proposed. It embeds different

interacting simulation tools within a holistic view of the co-simulation

approach to be as realistic as possible. Namely, the MATLAB/Simulink

is exploited to model high-fidelity vehicle dynamics, develop the proposed

control strategies, and emulate heterogeneous time-varying delays associ-

ated with each active communication link. Furthermore, by leveraging

the Automated Driving Toolbox, it is possible to obtain a 3D repre-

sentation of the road environment and, as a consequence, to simulate
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on-board ranging sensors such as camera, radar, and lidar. On the other

side, Simulation of Urban Mobility (SUMO) is embedded to provide a

realistic traffic environment and emulate the human-driver behaviour, i.e.

to account for unplanned but realistic events such as congestion, slower

or faster vehicles ahead, lane changes manoeuvres and, generally, to

face up with different drivers behaviours. Hence, it is possible to enable

virtual testing in complex, stochastic and reproducible traffic scenarios.

Moreover, it is worth noting that the proposed virtual environment is

built up in a modular framework, which allows users to replace or modify

each component according to their needs.

The proposed Integrated Simulation Environment is, thus, exploited

to assess the performance of all the proposed control strategies under

different traffic conditions.

1.2 Thesis Outline

The thesis is structured as follows.

• In Chapter 2, C-ITS concept and relative services are introduced,

providing also an overview of the European framework, communi-

cation standards and testing and validation methods.

• In Chapter 3, after presenting the cooperative driving systems, a

description of how to model them as networked control systems is

provided. Moreover, some useful concepts and definitions, in the

general context of networked control systems, are summarised for

the sake of clarity.

• In Chapter 4 is introduced and described the proposed Integrated

Simulation Environment. The results of this chapter are demon-

strated in the following publications [9, 10] and in the on-going

work presented in Chapter 7.

• Chapter 5 focuses focuses on developing a GLOSA service and its

assessment via an enhanced testing approach exploiting the Mixed

Traffic Simulator (MiTraS) Integrated Simulation Environment.

The proposed approach can be used to cover several aspects that

usually are not considered (traffic signal phase condition), rarely

considered (electric engine), or considered in a non-integrated way
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(traffic condition, TLSs cycle duration, communication distance,

and minimum speed). To prove the effectiveness of the proposed

approach, a controlled vehicle, equipped with a GLOSA system,

travelling along a single route through a city centre including many

TLSs, is considered. Numerical results confirm that the proposed

Integrated Simulation Environment can give valuable insights and

suggestions to enhance the design of a GLOSA service aiming to

improve both mobility and environmental performance. Moreover,

the outcome shows that the considered traffic factors affect system

performance in a very different way The results of this chapter are

demonstrated in the following publications [11, 10].

• Chapter 6 addresses the problem of computing an eco-driving speed

profile for an autonomous electric vehicle travelling along a curved

road while ensuring path following/car following functionalities.

To this end, a double-layer control architecture combining the

classical Adaptive Cruise Control with a NMPC is proposed. The

latter is designed to drive the vehicle along a predefined path

while guaranteeing safety and improving energy performance. The

appraised control-oriented design model is non-linear, and the

energy consumption one explicitly accounts for the cornering effects,

which can not be neglected when a vehicle travels along a curved

urban road. Numerical results confirm the effectiveness of the

proposed control architecture and disclose its ability to guarantee

energy saving. The results of this chapter are demonstrated in the

following publication [12].

• In Chapter 7, a cooperative fully-distributed control protocol for

CAVs is proposed to deal with the open challenge of decentralised

crossing at unsignalised intersections for mixed traffic flows, com-

posed of Connected Human-driven Vehicles (CHVs) and CAVs.

The proposed control action augments the classical ACC action

with an additional networked protocol exploiting V2V information

for the cooperative evaluation of the Time-to Intersection of all

incoming vehicles within the communication range. This further

collaborative action automatically adapts the CAVs motion at the

intersection, avoiding collisions with other cars and reducing stop

and waiting times. The analysis is carried out for an exemplary
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two-lane four-way unsignalised road intersection considering several

traffic demands levels, several CAVs penetration rates, and the

presence of variable delays affecting the wireless communication

network. The extensive simulation analysis confirms how the in-

clusion of CAVs, equipped with the proposed control algorithm,

within the mixed traffic flow improves both safety and mobility

performances of the intersection. Note that, the content of this

chapter is in the on-going work presented in Chapter 7. Moreover,

the early development can be found in the following publication

[13].

• Chapter 8 deals with the leader-tracking control problem for uncer-

tain heterogeneous nonlinear autonomous vehicles platoon sharing

information through a vehicular communication network and per-

forming cooperative manoeuvres in extra-urban scenarios. The

nonlinear vehicle dynamic is affected by time-varying parameters

uncertainties, explicitly considering the air-drag reduction. At the

same time, the variation of V2V links, due to cooperative manoeu-

vres, are modelled via switching into the communication network

topology. To this end, a novel robust distributed PID-like control

protocol is proposed, ensuring that all vehicles within the platoon

robustly track the leader behaviour despite the presence of both

unknown parameters uncertainties and network switching. The

stability of the proposed control strategy is analytically proven by

leveraging the Lyapunov theory. Sufficient stability conditions are

expressed as a set of feasible Linear Matrix Inequalities (LMIs)

whose solution allows the proper tuning of the robust control gains.

The effectiveness of the approach is evaluated via the MiTraS

Integrated Simulation Environment. The exhaustive simulation

analysis, involving the Monte Carlo method, considers different

cooperative platooning manoeuvres and confirms the theoretical

derivation. Note that, the content of this chapter is in the ongoing

work presented in Chapter 8.

• In Chapter 9 the problem of achieving leader-tracking in a fixed-

time while dealing, at the same time, with heterogeneity and

unknown external disturbance for a platoon of autonomous and

connected vehicles is addressed. To deal with it, by exploiting
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the ISM approach and the Lyapunov theory, a novel distributed

fixed-time control protocol is proposed. This latter is able to:

i) counteract the vehicles heterogeneity and unknown external

disturbances; ii) guarantee the leader-tracking in a fixed settling

time whose estimation only depends on the proper choice of the

control gains, and not on any vehicles initial conditions. The

simulation analysis, carried out in two different driving scenarios,

confirms the effectiveness of the theoretical derivation. The results

of this chapter are demonstrated in the following publication [14].

• In Chapter 10 the energy-saving challenge for a platoon of hetero-

geneous autonomous, connected, fully-electric vehicles is addressed.

Specifically, a cooperative driving control strategy ensures the leader

tracking performance while keeping a variable energy-oriented inter-

vehicle distance between adjacent vehicles is designed. To this aim,

by considering a distance-dependent air drag coefficient, a novel

DNMPC, whose cost function aims to ensure leader tracking per-

formances and optimised the inter-vehicle distance to reduce energy

consumption, is designed. Extensive simulation analyses, carried

out exploiting MiTraS and involving a comparative analysis with

respect to the classical Constant Time Gap (CTG) spacing policy,

are performed to confirm the capability of the DNMPC in guaran-

teeing energy saving. The results of this chapter are demonstrated

in the following publications [15, 16].

• In Chapter 11 conclusions are drawn.
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CHAPTER 2

Cooperative Intelligent

Transport Systems and

Services

Owing to the ever-increasing number of vehicles and their usage, mod-

ern societies with well-planned road management systems and sufficient

infrastructures for transportation still face the problem of traffic con-

gestion. This issue results in travel time loss, enormous societal and

economic costs, and an increasing environmental impact [17]. Several

solutions have been adopted to give new answers to traffic-related open

issues in past decades. Some of these rely on the enhancement or on the

construction of new infrastructures (like roads, highways, ports, airports,

and so on); some others rely on the enhancement of the vehicular safety

systems (like airbags or safety belts). However, building new infrastruc-

tures requires several expensive actions with an increased environmental

impact drawback [18]. For these reasons, solutions allowing more efficient

use of the existing infrastructure are aimed.

Among these solutions, the so-called C-ITS refers to transport systems

where two or more Intelligent Transportation Systems (ITS) sub-systems

(vehicles, infrastructure devices, pedestrians, and cyclists) cooperate.

This way enables and provides a service that offers better quality and an

enhanced service level, compared to the same ITS service provided by only
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one of the ITS sub-systems. Within this framework, road actors became

smart agents, and reliable communication between them is required to

share helpful information to enhance the quality of the travel experience.

With specific regard to automated/autonomous connected vehicles, they

can interact and cooperate with other vehicles, motorcycles, bicycles,

pedestrians, and other road-users, as well as with Internet-of-Things (IoT)

services, to improve safety and increase their effectiveness The commu-

nication paradigm for automated/autonomous car is shown in Fig. 2.2,

in which is possible to note that the automated/autonomous car com-

municates with both the infrastructure and its neighbours. Connected

car technology is realised through Vehicular-ad-hoc-networks (VANETs)

where vehicles on the road communicate with each other, with the

infrastructure and with the environment through different underlying

wireless communication technologies, such as Dedicated Short Range

Communications (DSRC) and Cellular Vehicle-to-Everything (C-V2X).

In general line, the wireless data exchange among several different

road actors and ITS stations and related functions are referred as

V2X communication services; these services are also known as V2V,

Vehicle-to-Infrastructure (V2I), Vehicle-to-Pedestrian (V2P) or Vehicle-

to-Network (V2N) communications communications based on involved

actors. V2X services can support vehicles to help them obtain more

information and promote the innovation and application of automated

driving technology, contributing to building an intelligent transport sys-

tem and promoting the development of new modes and new forms of

automobiles and transportation services [19].

Note that, in the rest of the thesis, only vehicles and infrastructures are

going to be taken into account as actors; accordingly, only V2V and V2I

services are going to be treated.

In a cooperative road traffic scenario, cooperative V2X communication

units are deployed in vehicles and road traffic infrastructure and exchange

data via a wireless communication network. Multiple times per second,

On-Board unit (OBU) mounted in the vehicles share data such as position,

speed, driving direction, and event-triggered messages about notable

events (e.g., emergency braking, a vehicle defect, or a slippery road

detected). On the other hand, traffic infrastructure, equipped with

Road-Side unit (RSU), inform, e.g., about signal phases of traffic lights,

speed limits, or road works congestion level. The native purpose of



2.1 The European Framework ■ 15

Figure 2.1: C-ITS scenario: road users communicate information each

other.

such technologies is to improve road safety helping the driver avoid

critical road safety situations: as depicted in Fig. 2.1, vehicles and

infrastructure cooperate in perceiving potentially dangerous situations

across an ample space and time horizon [20]. Moreover, use of V2X

technologies is assumed to enormously enhance both traffic congestion and

driving comfort [21, 22]. Indeed, services such as providing information

about traffic light signal phases and their predicted changes or barriers

on the route in real-time support smooth and comfortable travelling.

Finally, they can also improve the environmental footprint of transport

systems through in-vehicle technologies (e.g., eco-driving) and more

intelligent and innovative transportation management at the network

level. Indeed, avoiding intense acceleration/deceleration manoeuvres can

reduce fuel/energy consumption with favoured effects on lowering noise

and emissions.

2.1 The European Framework

The development and implementation of C-ITS services are part of a

broader process of transforming the road environment. In particular,

the concept of Smart Road has been introduced: an intelligent road

environment enabling communication and interconnection among actors

moving along it. In a Smart Road, to facilitate flows and transport,

weather and traffic detection systems must be implemented so that
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Figure 2.2: Exemplar communication paradigm for automated/au-

tonomous car.

travellers can request information on road conditions, traffic, or other

particular situations in real-time. Furthermore, the Smart Road aim

to provide: services for diverting traffic flow in the event of accidents;

suggestions of alternative trajectories; speed interventions to avoid traffic

situations; management of accesses, parking lots, and supplies; timely

interventions in case of emergencies. The digital transformation towards

Smart Roads needs to be in complete harmony with the governance and

management processes of innovation in the sector in progress in Europe.

Indeed, Smart Road is intertwined with the developments taking place

in the field of cooperation between vehicles and transport infrastructures

and in the development of connected driving solutions and increasing

levels of automation. The idea of an intelligent road is designed to

adapt to a network vision: the digital transformation process will be

gradually applied, first to road infrastructures of the Trans-European

Network-Transport (TEN-T) and new infrastructures or pre-existing

infrastructural sections connecting elements of the TEN- network.

In this framework, the EC is making significant efforts in developing

and deploying C-ITS services based on V2X communication, setting

up a reference framework for supporting Cooperative, Connected and
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Automated Mobility (CCAM) policies 1. The European Union (EU)

framework for supporting C-ITS services development, shown in Fig. 2.3,

highlights the complexity of the matter. Above all, C-ITS strategies aim

to develop a shared vision throughout the EU to combine the different

stakeholders efforts. To this end, in 2010 the European Parliament

and the Council released Directive 2010/40/EU 2 on the framework for

the deployment of ITS in the field of road transport and for interfaces

with other modes of transport. It defined the following priority areas of

intervention: optimal use of road, traffic and mobility data; continuity of

ITS traffic and freight management services; ITS applications for road

safety and transport safety; the connection between vehicles and road

infrastructure V2X. Specific features to be respected are associated with

each sector to ensure compatibility, inter-operability, and continuity of the

ITS services, which are key components for disseminating and using in all

member countries. Then, in early 2014 the EC set up the C-ITS Platform,

conceived as a cooperative framework to develop a shared vision for the

inter-operable deployment of C-ITS in the EU. During the first stage

(2016), it provided policy recommendations for developing a road-map and

implementation strategy C-ITS in the EU, identifying potential solutions

for some crucial cross-cutting issues, as well as identified consolidated

C-ITS services from a technological point of view. During the second

stage (2017), it further developed a shared vision on the inter-operable

implementation of C-ITS towards cooperative, connected, and automated

mobility CCAM in the European Union. In 2016, the Member States and

the Commission launched the C-Roads Platform 3 to link and coordinate

C-ITS deployment across the Union. The main aim of the Platform is to

develop harmonised and standardised guidelines and specifications, taking

into consideration the recommendations issued by the C-ITS platform,

linking all the C-ITS projects within Europe and the subsequent operation

of the day-1 C-ITS services and. in the end, planning cross-member

evaluations and tests between member states. In this context, particular

attention is paid to the inter-operability problem of the infrastructural

network of member states participating in the C-Roads initiative: pilot

1https://www.ccam.eu/
2https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32010L

0040&from=IT
3https://www.c-roads.eu/platform.html
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Figure 2.3: European C-ITS framework.

installations need to be harmonised in the light of cross-border inter-

operability based on cooperation within the C-Roads platform. Individual

experts participating in individual pilots and appointed by the members

of the C-Roads Steering Committee collaborate within a series of working

groups to prepare the recommendations. In addition, members of the

pilot activities and C-Roads working groups actively contribute to the

work of the C-ITS platform.

Finally, in March 2019 was released a delegated act supplementing

Directive 2010/40/EU 4. This new regulation concerning C-ITS will

enter into force and be directly applicable in all Member States if the

European Parliament or the Council of the EU do not object to it.

Within the European initiative for the promotion of C-ITS, a key role is

being played by the Car2Car Communication Consortium (C2C-CC) 5.

C2C-CC, founded in 2002 by a group of car-makers, today comprises 74

members among car-makers, Original Equipment Manufacturers (OEMs),

4https://ec.europa.eu/transparency/documents-register/detail?ref=C(20

19)1789&lang=en
5https://www.car-2-car.org/
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first-and second-tier suppliers, technology suppliers, and research organi-

zations.

Furthermore, it is worth noting that the Society of Automotive Engineers

(SAE) has established a similar evolution pattern, based on different levels

of increasing automation. More specifically, the SAE J3016 6 document

defines six levels (from 0 to 5) to classify the degree of automation of

the individual systems (see also Fig. 2.4):

1. Level 0: there are no automated driving functions. The driver per-

forms the longitudinal control of the vehicle (i.e., maintaining speed,

accelerating, and braking) and the lateral control (i.e.steering).

There are no systems that intervene, only those that produce

warnings.

2. Level 1: a system can assume either longitudinal or lateral vehicle

control while the driver continuously performs other tasks. He can

enable some safety functions such as ACC and lane centering.

3. partial automation since the driver can now demand both tasks

(longitudinal and lateral control) to the system in specific use cases.

The driver continuously monitors the vehicle and the traffic during

the journey, and at all times, they must be in a position to resume

control of the vehicle immediately.

4. Level 3: the system independently recognizes its limits, that is, the

point at which its functions can no longer cope with the environ-

mental conditions. The vehicle requests the driver to resume the

task of driving. The driver no longer has to monitor the longitu-

dinal and lateral control of the vehicle continuously. However, he

must resume driving when the system signals him to do so, with

some extra time in reserve.

5. Level 4 (limited self-driving automation): the driver can hand

over the entire task of driving to the system in specific use cases.

These scenarios refer to the type of road, the speed range, and the

environmental conditions.

6https://www.sae.org/standards/content/j3016 202104/
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Figure 2.4: SAE level of automation.

6. Level 5 (full self-driving automation): the vehicle can completely

independently perform the task of driving in full on all types of

roads, in all speed ranges and under all environmental conditions.

However, a specific correspondence between the two cases evolution

phases has not been established yet. As of December 2021, vehicles

operating at Level 3 SAE and above remain a marginal portion of the

market. Waymo became the first service provider to offer driver-less

taxi rides to the general public in a part of Phoenix, Arizona in 2020
7. However, while there is no driver in the car, the vehicles still have

remote human overseers. Up to now, Honda 8 and Mercedes-Benz 9 are

7https://arstechnica.com/cars/2020/10/waymo-finally-launches-an-actua

l-public-driverless-taxi-service/
8https://global.honda/newsroom/news/2021/4210304eng-legend.html
9https://www.fleetnews.co.uk/news/manufacturer-news/2021/12/09/merced

es-benz-self-driving-car-technology-approved-for-use
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the only two manufacturers to provide a legally approved Level 3 vehicle.

Finally, it is worth citing the extensive consultation process undertaken by

the Commission through several working groups called upon to analyze

the current situation and provide valuable recommendations for the

future. An appropriate instance of this is establishing the High Level

Group (HLG) Gear 2030 in 2015. The outcome of such a consultation

process provides some valuable suggestions to address the main challenges

and opportunities offered by cooperative driving in the runup to 2030

and beyond 10.

2.1.1 Italian Roadmap for C-ITS

In recent years, the Italian government has been paying great attention

to the issue of Smart Roads, promoting a policy aimed at standardizing

and homogenizing practices, being first and foremost the guarantor of

the creation and optimal management of the Italian road network. To

this end, following all the European directives in Sec. 2.1, in 2018 was

released by the Italian Ministry of Infrastructure and Transport (MIT)

the so-called Smart Road Decree to foster the digital transformation

process aimed to introduce: traffic observation and monitoring platforms,

data and information processing models and provide advanced services to

infrastructure managers, to the public administration and road users, so

to create a technological ecosystem able to guarantee the inter-operability

between new infrastructures and vehicles generation. Summarizing, this

digital transformation process is finalized to:

• enhance traffic management systems by exploiting real-time traffic

congestion conditions;

• enhance road safety and security by introducing innovative services

enabled by new technologies.

• ensure inter-operability with new generation vehicles and the com-

missioning of C-ITS services, starting with those called day-1 by

the European C-ITS platform.

10https://www.etsi.org/deliver/etsi tr/102600 102699/102638/01.01.01 6

0/tr 102638v010101p.pdf
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2.2 Advanced Driver-Assistance Systems

The revolution affecting transport engineering and the car makers indus-

try is closely linked to the introduction of autonomous and automated

driving systems, which facilitate the role of drivers, leading to increased

safety since human error is one of the leading causes of road accidents.

Driving automation began with introducing the so-called ADAS. ADAS

are vehicle-based intelligent safety systems that could enhance road safety

by minimising human error. Indeed, they exploit automated technology,

such as sensors and cameras (see Fig. 2.5), to detect nearby obstacles

or driver errors and respond accordingly. Safety features are required

to avoid accidents and collisions by offering technologies that alert the

driver to problems, implementing safeguards, and taking control of the

vehicle if necessary. Adaptive features may automate lighting, provide

adaptive cruise control, assist in avoiding collisions, alert drivers to pos-

sible obstacles, assist in lane departure and lane centering. Commonly

available ADAS are:

• Cruise Control (CC) maintains a specific speed pre-determined by

the drive.

• Adaptive cruise control (ACC) can maintain a desired speed and

distance from a forward vehicle. ACC systems with stop and go

functions can stop entirely and accelerate back to the specified

speed

• Anti-lock Braking System (ABS) restores traction to a car tires by

regulating the brake pressure when the vehicle begins to skid and

assists drivers who may lose control of their vehicle.

• Electronic stability control (ESC) can lessen the speed of the car

and activate individual brakes to prevent understeer and oversteer.

• Automatic parking entirely takes control of parking functions,

including steering, braking, and acceleration, to assist drivers in

parking. Currently, the driver must still be aware of the vehicleâ€™s

surroundings and be willing to control it if required.

• Backup camera provides real-time video information regarding the

location of a vehicle and its surroundings.
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• Blind spot monitor involves cameras that monitor the blind spots

of the driver and notify the driver if any obstacles come close to

the vehicle.

• Collision avoidance system (pre-crash system) uses small radar

detectors, typically placed near the front of the car, to determine

the distance to nearby obstacles and notify the driver of potential

car crash situations.

• Driver drowsiness detection aims to prevent collisions due to driver

fatigue.

• Driver monitoring system is designed to monitor the alertness of

the driver.

• Emergency driver assistant facilitates emergency counteract mea-

sures if the driver falls asleep or does not perform any driving

action after a defined length of time.

• Forward Collision Warning (FCW) monitors the speed of the vehicle

and the vehicle in front of it, and the open distance around the

vehicle.

• Intersection assistants use two radar sensors in the front bumper and

sides of the car to monitor any oncoming vehicles at intersections,

highway exits, or car parks.

• Hill-start or hill-holder helps prevent a vehicle from rolling backward

down a hill when starting from a stopped position.

• Lane Centering assists the driver in keeping the vehicle centered in

a lane.

• Lane Departure Warning (LDW) alerts the driver when they par-

tially merge into a lane without using their turn signals.

• Lane change assistance helps the driver through a safe completion

of a lane change by using sensors to scan the vehicle surroundings

and monitor the driver blind spots.
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Figure 2.5: ADAS and exploited automated technologies.

• Traffic Sign Recognition (TSR) systems can recognise common

traffic signs, such as a stop sign or a turn ahead sign, through

image processing techniques.

Sensor-based systems offer varying degrees of assistance to the driver (see

Appendix B for an overview of the typical architecture of the automation

system of automated-driving cars). However, in their current form, such

vehicles are not yet capable of providing complete and cost-effective self-

driving experiences [23]. To this aim, car manufacturers have developed

ADAS integrated with V2X communication device so to enable additional

interactions from/to other sources/destinations different from the Ego-

Vehicle-only platform and, hence, overcome shortcomings of this latter

approach. For this reason, more V2X applications that will increase safety

and traffic efficiency are expected to emerge in the foreseeable future [19].

Examples of communication-induced improvements are: V2V systems

allow vehicles to exchange information with each other about their current

position and upcoming hazards that are, for instance, beyond the line-of-

sight; V2I systems occur when the vehicle takes information about street

signs, TLSs status and road traffic congestion; V2X systems occur when

the vehicle monitors its environment and takes in information about

possible obstacles or pedestrians in its path.
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2.3 C-ITS Services

The EC divides the C-ITS services according to the degree of technological

maturity. So-called day 1 C-ITS services, which focus on exchanging

information enhancing foresighted driving, are considered technologically

mature, highly beneficial, and should be deployed quickly so that end-

users and society can benefit from them as soon as possible. Some

services of day 1 list are reported below:

• Emergency Vehicle Approaching (EVA): aims at alerting about the

presence of approaching emergency vehicles before the siren or light

bar on-board the vehicle is audible or visible, thus allowing vehicles

to have more time to clear the road and, consequently, reducing the

number of unsafe manoeuvres. This is a critical service for safety.

• Slow or Stationary Vehicle(s): alerts approaching drivers in the

event of slowdowns or vehicles which have stopped/failed during

the journey. It is a critical service for safety; however, it can also

benefit traffic efficiency.

• Traffic Jam ahead Warning (TJW): alerts drivers about queues

near a traffic jam. This service can be handy when, for example,

the tail is hidden (e.g., behind a hill or curve). It is a critical service

for safety, but it can also benefit traffic efficiency.

• Road Works Warning (RWW): informs drivers about current road

works and related restrictions. It is a critical safety service, but it

can also improve traffic efficiency.

• Weather Conditions (WTC): aims to provide accurate and up-

to-date local weather information. It is handy in dangerous and

visually tricky weather conditions such as black ice or strong wind

gusts.

• In-Vehicle Signage (VSGN): aims to provide preliminary informa-

tion on relevant road signs in the environment surrounding the

vehicle, thus increasing driver awareness. This is a critical service

for safety.
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• In-Vehicle Speed limit (VSPD): informs drivers about speed limits,

either continuously or at a specific event (for example, in the vicinity

of road signs). It is a critical service for safety; however, it can also

benefit traffic efficiency.

• Shockwave Damping (SWD): aims to mitigate the occurrence of

shockwave traffic to make the flow of vehicular traffic more smooth.

• Green Light Optimal Speed Advisory (GLOSA)/ Time To Green

(TTG): provides speed advice to drivers approaching traffic lights,

thus reducing the number of sudden accelerations or braking ac-

cidents. The optimisation of vehicle movement benefits traffic

efficiency, vehicle operation (fuel economy), and the environment.

• Cooperative Collision Risk Warning (CCRW): aims to minimise

the risk of collision when overtaking or merging with traffic. This

is a critical service for safety.

• Infotainment services: provides different types of information to

drivers. They can be further outlined as follows: Information on

refueling and charging stations for electric vehicles (iFuel); Off-

road parking information (Pinfo); Road and Parking Management

(Pmang); Information about Park & Ride (P&ride); Traffic Infor-

mation and Smart Routing.

The second group of C-ITS services is called the day 1.5 : these are

services for which full specifications or standards might not be entirely

ready for large-scale deployment, even though they are considered to be

generally mature. Some services of day 1.5 list are reported below:

• Vulnerable Road user protection.

• On street parking management & information.

• Off street parking information.

• Park & Ride information.

• Connected & Cooperative navigation into and out of the city (1st

and last mile, parking, route advice, coordinated traffic lights).

• Traffic information & Smart routing.
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Figure 2.6: C-ITS services and relative features.

A wider and detailed list of C-ITS services and relative features is reported

in Fig. 2.6.

A more general classification of C-ITS services is given by CAR 2 CAR

Communication Consortium: day 1 services focus on exchanging infor-

mation enhancing foresighted driving; day 2 services improve the service

quality and share perception and awareness information; day 3+ adds

further sophisticated services like sharing intentions, supporting negotia-

tion and cooperation that paves the way towards cooperative accident

free automated driving. Moreover, the Consortium divides the C-ITS

services based on three use cases:

• The exchange of status data via cooperative V2X communication,

e. g. the position, speed, driving direction, or special events like a

vehicle defect, enables a set of information and warning services.

They support road users in driving with foresight and get aware

of potential risks which are not yet visible to them. Examples

are Intersection Collision Warning, Emergency Vehicle Warning,

Dangerous Situation Warning, Stationary Vehicle Warning, Traffic

Jam warning, Pre-/Postcrash Warning.
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Figure 2.7: Awareness Driving example.

• Sensing Driving: on top of status data, cooperative V2X capable

road users can share observations gained by sensors and advanced

environmental information. This way, other traffic participants are

warned against dangers they cannot perceive themselves yet; non-

communicating road users are taken into account and protected

in different traffic situations. Examples are (Fig. 2.8): Overtaking

Warning, Extended Intersection Collision Warning, Vulnerable

Road User Warning, Cooperative Adaptive Cruise Control, Long-

term Road Works Warning, Special Vehicle Prioritisation.

Figure 2.8: Sensing Driving example.
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• Cooperative Driving (Fig. 2.9): in addition to status and sensor

data, cooperative V2X road users can also provide intention data, al-

lowing them to interact intelligently and coordinate their behaviour

even in complex traffic situations. The prediction of the expected

behaviour of all road users is an essential requirement for the long-

term goal of highly automated and autonomous driving. Examples

are: (Static or dynamic) Platooning, Area reservation, Cooperative

Merging, Cooperative Lane Change, Cooperative Overtaking.

Figure 2.9: Cooperative Driving example.

2.4 Communication Standard

C-ITS services described in Sec. 2.3 needs to be supported by both

standardised messages and suitable communication technologies which,

hence, enable their development. The two wireless technologies that

support connected vehicles are DSRC and C-V2X [24, 25].

The DSRC and C-V2X communication technologies are capable of pro-

viding the vehicle safety applications within the message requirements of

1 [Hz] to 10 [Hz] periodicity and end-to-end latency of 50 − 100 [ms].

However, as vehicles become more advanced and, as they evolve towards

intelligent and autonomous vehicles, the Quality of Service (QoS) re-

quirements of V2X become more stringent. Thus, the existing V2X

technologies need to evolve to enhance the reliability in advanced V2X

use-cases for intelligent and autonomous vehicles. They should satisfy

ultra-low latency, safety, and security enhancements beyond what the ex-

isting V2X applications have achieved based on basic safety applications
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Figure 2.10: Use cases and Quality of Service (QoS) requirements of V2X

applications.

[26]. Some advanced V2X applications and their QoS requirements are

listed in Fig. 2.10.

2.4.1 DSRC-Based V2X

The standardisation work of the DSRC has been carried out by: i)

Institute of Electrical and Electronic Engineers (IEEE), a worldwide

association of professionals to promote publications, conferences, and

technological standards; ii) European Telecommunications Standards In-

stitute (ETSI), the international body responsible for setting and issuing

standards in the field of telecommunications across Europe. It is short-

range communication technology, exploiting the 5.9 [GHz] frequency

band for data exchange, and relying on the IEEE 802.11p standard for

its physical (PHY) and medium access control (MAC) layers. DSRC

uses a MAC protocol that is simple, well-characterised, and capable of

distributed operations. ETSI G5 DSRC allows the transmission of the

following messages:

• Cooperative Awareness Messages (CAM): single-hop messages,

sent with an adaptive frequency of 1 − 10 [Hz], including infor-

mation such as location, type, and direction; they are periodically

transmitted from each C-ITS agent to each nearest single-hop with

a specific frequency.

• Decentralized Environmental Notification Message (DENM): multi-

hop warning messages generated by ITS and C-ITS applications
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to warn neighbouring vehicles of potential dangers.

• Signal Phase and Timing Message (SPaT): include information

about signal phase and timing of TLSs, the status of traffic con-

troller, prediction of duration and phases, and permissions linked

to manoeuvres instead to lanes.

• Map Data message (MAP): include information about the road

network topology.

The considered communication technology enables cooperative awareness

applications such as vehicle warning, vehicle traffic management, and

emergency brake lighting. DSRC performance is adequate for most

vehicle safety applications requiring end-to-end latency around 100 [ms]

as long as the vehicle density assumes low values [27]. However, the

adoption of DSRC in vehicles has been delayed due to its poor scalability

and communication challenges imposed by high-mobility environments.

Indeed, its performance degrades if the vehicle density increases due

to packet collisions from the simultaneous transmission, the hidden

node problem, and weakness in the physical layer (i.e., radio technology).

Hence, since intelligent vehicle connectivity requirements and applications

are growing exponentially, DSRC cannot get closer to the ever-increasing

needs of such applications due to its limitation in satisfying all of the

specifications of future V2X requirements. Moreover, the infrastructure

of DSRC needs RSUs, taking a massive amount of time and money

for global implementation. To overcome the issues in terms of MAC

throughput, inter-operability, Doppler shift, and so on, the IEEE 802.11

Next Generation V2X Study Group is developing the IEEE 802.11bd 11.

Fig. 2.11 summarises the advancements in 802.11bd over 802.11p.

Moreover, the 802.11bd should be able to meet the following requirements:

i) coexistence, i.e., it must coexist with 802.11p; ii) inter-operability, i.e.,

devices, information systems, or applications should be inter-operable

in such a way that 802.11p devices can detect and decode at least

one of the transmission modes from 802.11bd devices and vice-versa;

iii) fairness, i.e., the 802.11bd and 802.11p standards must have fair

communication and access capabilities in co-channel configurations; iv)

backward compatibility, i.e., at least one mode of 802.11bd must be

inter-operable with 802.11p.

11https://www.ieee802.org/11/Reports/tgbd update.htm
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Figure 2.11: Feature comparison between 802.11bd and 802.11p.

2.4.2 Cellular V2X

More recent V2X communication exploits cellular networks, i.e. the

C-V2X technology developed by the 3rd Generation Partnership Project

(3GPP) based on V2X RAT in release 14, which gives the highest pri-

ority for modifications of radio access suitable for V2X. Long-Term

Evolution (LTE) for vehicles has been introduced as in-vehicle networks

as an alternative to DSRC for ITS and C-ITS services. More recently,

in 3GPP release 15 the V2X functionalities were expanded to support

5G; hence C-V2X technology will offer superior performance to support

connected vehicles communicate with transport infrastructure, leading

to less congestion, reduced emissions, and a smoother driving experi-

ence. The standard introduced two types of communications: network

communications using the Uu interface (the radio interface between

the user equipment and the enodeB) and direct communications using

the sidelink channel over the PC5 interface. Network communications

operate over licensed spectrum, and messages are relayed to vehicle user

equipment (UEs) using evolved node B (eNodeB). In contrast, direct

communications occur in the 5.9 [GHz] spectrum, allowing vehicles to

exchange information directly. While 3GPP defines the data transport

features that enable V2X, it does not include V2X semantic content.

Still, it proposes the usage of DSRC standards like CAM and DENM over

3GPP V2X data transport features 12. Multiple industry organisations,

such as the 5G Automotive Association (5GAA), promote C-V2X due

to its advantages over DSRC: 4G+/5G can be used for basic safety

12https://www.3gpp.org/release-15
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applications, does not suffer from the problem of shadowing (elements

such as buildings, trees, and walls that are common in urban environ-

ments constitute an obstacle to high frequency communications), improve

Non-Line of Sight (NLoS) capabilities and has been proved to be more

reliable, as well as more cost-effective and easier to deploy [28]. Moreover,

C-V2X is intrinsically less disturbed as cellular networks operate within

a controlled and licensed spectrum, and, not least, it enables the V2N

communication, which does not exist in 802.11p based V2X networks.

The so-called 5G New Radio (5G NR) standard is currently under devel-

opment to meet ultra-reliable and ultra-low latency requirements, which

are particularly useful for autonomous driving applications. Incorporat-

ing a mobile network provider for V2N will facilitate frequencies beyond

ITS, with high service quality in low bands and millimetre waves in 5G.

Since C-V2X is already standardised and commercial deployments are

underway [29], NR V2X will not replace it, but it aims to provide support

and ensure all V2X applications in C-V2X efficiently. To ensure that

5G NR provide unified support for all V2X applications, it should be

capable of supporting both advanced V2X applications and basic safety

applications that are supported by present-day C-V2X.

2.4.3 Comparison between Cellular and Non-Cellular V2X

Technologies

In a V2V scenario, one of the key challenges to realise ultra-reliable

connectivity is the high Doppler shift. NR V2X can better handle the

Doppler shifts, and as a result, it can outperform IEEE 802.11bd based on

reliability [29]. The salient features described above make NR V2X more

reliable, efficient, and flexible than other technologies. A comparative

overview, including all standard features of 802.11p, 802.11bd, LTE V2X,

and NR V2X are given in Fig. 2.12

2.5 Testing and Validation Methods

The increasing complexity of C-ITS systems requires efficient and ef-

fective ways to test and evaluate them to guarantee safety, quantify

possible advantages and evaluate arising issues. Design and validation
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Figure 2.12: An overall comparison of 802.11p, 802.11bd, LTE V2X, and

NR V2X based on common features.

methods should demonstrate the behavioural competencies an automat-

ed/autonomous vehicle would be expected to perform during a routine

operation, the performance during crash avoidance situations, and the

performance of fallback strategies. Test approaches may include a com-

bination of simulation, test track, and on-road testing [30].

2.5.1 Field Operational Test

Field Operational Test (FOT)s are the most realistic validation methods,

as they are held with the prototype vehicle in public or confined areas.

The high degree of reality requires more effort and thus comes at a higher

cost. Traditionally, manufacturers have always sought to reduce the

amount of testing in FOTs as much as possible. There are two main

types of FOTs: real-world and closed area.

2.5.1.1 Real-World Traffic Testing

Test drives in real-world traffic are performed on public roads to test

the capabilities and compliance with the safety requirements of an auto-
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mated/autonomous vehicle. In addition to the apparent advantage of

driving in a natural, targeted environment, it has many disadvantages.

The first drawback is the low repeatability of test conditions, which are

non-reproducible. Secondly, the car must be fully functional, so these

tests must be carried out at the end of product development, extending

the development time. Test drives can cause danger to other users and

the driver himself, so it is required to avoid testing immature systems.

Also, testing on public roads is inconvenient and time-consuming, as

every hardware or software modification requires returning to the site of

the company. The strengths of this testing methodology are summarised

below:

• High environmental validity: allows for validation of the vehicle in

its intended Operational Design Domain (ODD)(s) and the diverse

conditions these may present.

• Can be used to test scenarios elements, such as weather and infras-

tructure (e.g., bridges, tunnels), that are unavailable through track

testing.

• May be used to validate the simulation and track-testing by com-

paring an acADAS performance within a simulation and track test

with its performance in a real-world environment when executing

the same scenario.

• Can be used to assess aspects of the acADAS performance related

to its interaction with other road users, e.g., maintaining the flow

of traffic, being considerate and courteous to other vehicles.

• Allows model, single software, and tool-chain validation.

The weaknesses of this testing methodology are summarised below:

• Limited controllability: public-road scenarios afford a limited

amount of control over ODD conditions.

• Limited reproducibility: public-road scenarios are difficult to repli-

cate precisely in different locations.

• Restricted repeatability: public-road scenarios are challenging to

repeat precisely over multiple iterations.
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• Limited scalability: public-road scenarios may not scale up suffi-

ciently.

• Costly, but not as expensive as track testing, requires many re-

sources, and is time-consuming.

• Safety risks: on-road testing could subject test personnel and the

public to significant risks of unsafe behaviour.

2.5.1.2 Closed Area Testing

Closed area testing area on-field test carried out in closed areas specially

adapted for testing. This kind on test methodology allows the physical

vehicles to be tested through a limited set of realistic scenarios (based on

the test track geometries, dimensions, size, and ODDs to evaluate either

subsystems or the fully assembled system. These external inputs and

conditions can be controlled or measured during a test. This method

allows testing the vehicle with less danger than what is likely posed

within real-world tests. However, operating on test tracks can be resource-

intensive; therefore, testing on a test track will be based on selected

known critical scenarios. The strengths of this testing methodology are

summarised below:

• Controllability: allows for control over many of the test elements,

including certain ODD aspects.

• Fidelity: involves functional, physical ADS-equipped vehicles, real

obstacles, and environmental conditions.

• Reproducibility: scenarios can be replicated in different locations

by different testing entities.

• Repeatability: allows for multiple iterations of tests to be run in

the same fashion, with the same inputs and initial conditions.

• Efficiency: compared to real-world testing, closed-course testing

can accelerate exposure to known rare events or safety-critical

scenarios by setting them up as explicitly designed test scenarios.

Road testing, by contrast, could be an inefficient way to test less

co manifesting by chance.
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• can be used to validate the quality of the simulation tool-chain

by comparing the performance of an acADAS within a simulation

test with its performance on a test track when executing the same

scenario.

The weaknesses of this testing methodology are summarised below:

• Time effort: can take a significant amount of time to set up and

execute.

• Cost Effort: may require a large number of personnel and specialised

test equipment (e.g., obstacle objects, measurement devices, safety

driver).

• Limited variability: facility infrastructure and conditions may be

challenging to modify to account for a wide variety of test elements

(e.g., ODD conditions). They are restricted to their geometries,

dimensions, size, and ODD limitations such as weather conditions,

time of day, number, and type of other traffic agents.

• Safety risks: physical vehicles and obstacles represent a potentially

uncertain and hazardous environment for the test participants.

• Representativeness: even with its increased fidelity, it is not possible

to replicate at all the clutter or real-world environment.

Artificial Cities Artificial cities are fake cities purposely built to

perform testing of AD. Such cities exist, among others, in South Korea

(K-city) [31] or in the USA (Mcity) 13. For instance, Mcity consists of

40 building facades, a tunnel, a bridge, a four-lane highway, mechanical

pedestrians, standard road markings, and traffic lights. Testing in such

conditions has many advantages, such as testing in states that do not

threaten other road users. Moreover, all test conditions are almost

reproducible except for weather conditions. A significant advantage

is the possibility of any environment configuration, for example, by

changing signs or traffic lights. Despite all these advantages, this method

still has some drawbacks, including a degree of danger to the driver

during the tests. Furthermore, building such a city is very expensive and

time-consuming, and the car itself must still be fully functional.

13https://mcity.umich.edu/our-work/mcity-test-facility/
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Test Track A cheaper alternative is testing on test tracks (or empty

squares). Individual obstacles are placed on the track to validate a given

safety-purpose designed system, e.g., emergency braking. This kind of

testing is probably the most popular because it is the cheapest and fastest

to implement. It is often the initial phase before testing in road traffic.

Semi-Virtual Tests It is common to combine a virtual test drive with

a real one. In the beginning, the entire real track is mapped into the

simulation. Then, a test car equipped with a high-accuracy Differential

GPS (DGPS) sends its location to the simulator, which sends back the

environment data. This information is sent directly to the ECU of the

radar, and the active safety system is triggered. The test is carried out on

a real track where there are no road users, while from the perspective of

the car, it is driving along the same track simultaneously with other cars.

Often, in such an environment the driver is equipped with goggles, in

which elements generated by the simulator augment the reality. Another

approach to semi-virtual tests is to drive on an empty track where the

driver is equipped with VR goggles displaying the completely virtual test

drive. The advantage of this approach is that the driver experiences all of

the relevant forces while conducting a virtual test drive []. Semi-virtual

tests often require the presence of a driver in the car, which can be

dangerous, especially when the vehicle is a prototype. This risk can be

avoided by replacing the driver with actuators that can be controlled

remotely.

2.5.2 Virtual Testing

Virtual testing is a powerful approach to assessing the performance of

automated/autonomous systems under diverse and complex conditions

prohibitive for conventional physical testing. Virtual testing includes

replacing one or more physical elements characterised in a scenario-

based test with a simulation model. The goal of such virtualisation is

to resemble, to a sufficient extent, the original physical elements. For

instance, in automotive applications, virtual testing is used to reproduce

the driving environment (and the objects therein) that interact with

either the entire system (e.g., a full vehicle and a C-ITS system), a

subsystem (e.g., an actuator or a hardware controller), or a component

(e.g., a sensor). In this perspective, virtual testing expands the scope
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of physical testing to account for the diversity of traffic. Indeed, such

an approach allows cost-effectively assessing systems performance across

ranges of variables and arrays of scenarios. Furthermore, it enables

results of limited physical tests to be supplemented by verifiable data

covering variations on the physical test scenario and the coverage of

safety-critical scenarios. All these advantages reduce the burden on

physical tests (offsetting their weaknesses) to improve the efficiency of

the overall assessment process. Hence, speed and flexibility requirements

in analysing real-world events to verify performance against real-world

events and, if necessary, support modifications to improve performance

are ensured. Another significant advantage is the possibility to assess

performance boundaries of automated/autonomous systems: through

methods of randomisation and compositions, it is possible to challenge

the system with unexpected, unplanned scenarios, and thus increases

the confidence in the performance of the system under investigation

when challenged with low probability events. Moreover, virtual testing

has the significant advantage of allowing the safe verification of specific

requirements, also in conditions characterised by vast uncertainty, without

the risk of real accidents and crashes (or incipient collisions) such as

during autonomous manoeuvring [32].

Virtual testing is particularly indicated to test the C-ITS services under

safety-critical scenarios that would be difficult and unsafe to reproduce

on test tracks or public roads. Hence, through this approach is possible

to get confidence about the C-ITS service based on the virtual tests and

validation that was performed by the developer in an agile, controllable,

predictable, repeatable, and efficient manner.

The simulation tool-chain used for virtual testing may result in different

approaches. Before introducing these latter, it is worth noting that the

interaction between the system under the test and the environment can

either be an open or closed-loop:

• Open-loop virtual tests: virtual objects actions are data-driven

only, and the information is not self-corrected based on feedback

from the output.

• Closed-loop virtual test: a feedback loop that continuously sends

information from the closed-loop controller to the C-ITS service.

Within these test systems, the behaviour of the digital objects
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could react in different ways depending on the action of the system

under test.

Model-in-the-Loop In Model-in-the-Loop (MiL) approach, the de-

signed system is a model created in a modelling tool, e.g., in MAT-

LAB/Simulink. By employing generic components, a general, high-level

system model is created. As a result, it is possible to design the system

without entering the implementation details. Testing the model involves

providing a set of simulated signals and checking its response.

Software-in-the-Loop In Software-in-the-Loop (SiL) approach, the

implementation of the developed model is evaluated on general-purpose

computing systems. This step can use a complete software implemen-

tation close to the final one. SIL testing is used to describe a test

methodology, where executable code such as algorithms (or even an

entire controller strategy) is tested within a modelling environment that

can help prove or test the software. Such an approach brings with it some

risks: i) if the computer program is compiled with a different compiler,

the machine code may be slightly different from a machine code compiled

with a dedicated compiler; ii) during execution on the final hardware,

such programs can behave differently.

Hardware-in-the-Loop Hardware-in-the-Loop (HiL) involves the fi-

nal hardware of a specific vehicle sub-system running the final software

with input and output connected to a simulation environment to per-

form virtual testing. HIL testing provides a way of replicating sensors,

actuators, and mechanical components that connects all the I/O of the

Electronic Control Units (ECU) being tested long before the final system

is integrated. This is probably the most common type of testing in the

automotive industry, because usually the manufacturer of the designed

device is responsible for only one device and has no access to other

cooperating devices. The main drawback is that the device is not tested

in the real environment with other real ECUs, with real power supplies,

etc. Therefore, there is a chance that the device will not work correctly

in a real environment.
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Vehicle-in-the-Loop Vehicle-in-the-Loop (ViL) is a fusion environ-

ment of a real testing vehicle in the real-world and a virtual objects.

It can reflect vehicle dynamics at the same level as the real-world, and

it can be operated on a vehicle test bed or a test track. This testing

method is often possible to meet the terms of testing in the open and

closed-loop.

Driver-in-the-Loop Driver-in-the-Loop (DiL) is typically conducted

in a driving simulator to test the human-automation interaction design.

DiL has components for the driver to operate and communicate with the

virtual environment.

Since they are based on the utilisation of physical hardware, all described

methods (except SiL and MiL) have to be conducted in real-time, resulting

in complications regarding their scalability.

Strengths of this testing methodology are summarised below:

• Controllability: it affords an unmatched ability to control many as-

pects of a test. Agility: allows for system changes to be reevaluated

immediately.

• Efficiency: many tests can be run concurrently in a relatively short

amount of time (also in MIL and SIL approaches).

• Cost effectiveness at test execution: the running costs connected

to its use are considerably lower than those required by physical

testing.

• Wide scenario coverage: compared to other testing methods, virtual

testing allows a wider exploration of safety-critical scenarios.

• Data gathering and analysis: offers a convenient and error-free

platform for data gathering and analysis of the system performance.

• Repeatability and replicability: simulation affords the re-execution

of the same virtual test without deviations due to stochastic phe-

nomena. Faults in the functioning of the ADS can thus be identi-

cally replicated at any moment.

The weaknesses of this testing methodology are summarised below:
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• Lower environmental fidelity/reliability: it is challenging and likely

impossible for models to completely reproduce the environment,

responses, and behaviour of the vehicle, other road users, etc., in

the real world.

• Risk of over-reliance: without proper consideration of models in-

trinsic limitations, a risk exists to put too much emphasis on virtual

testing results without sufficient proof of their validity by physical

testing.

• Expensive software life-cycle: the availability of a simulation model

to execute virtual testing requires covering specific aspects of the

software life-cycle, which can be costly and time-consuming.

It is worth noting that virtual simulation approaches have been recog-

nised as a key component to foster the development of connected and

autonomous driving technologies on public roads according to the recent

technical literature (see e.g. [33]). Moreover, as a matter of fact, in the

automotive industry 80% improvements of automated vehicles comes

from simulation, according to Krafcik, CEO of Waymo (see [34] and

[35]). In addiction, the importance of using simulations to provide a

broader and robust assessment of advanced technologies and innovating

solution aiming at improving passenger autonomous car safety is also

highlighted in the Euro NCAP 2025 Roadmap (2018) 14 and clearly

emerges from the guideline documents of the European Commission 15

16. According to this trend, some Nations regulate the testing activities

of automated/autonomous vehicles via virtual simulations before on-road

tests, both on test roads and public ones, as in the case of the Italian

Smart Road Decree. 17 stating that autonomous vehicles need to perform

virtual experiments of at least 3000 [Km] for each simulated use-case,

before going on the Italian roads.Along this line, theoretical results in

the automated driving field are usually validated via integrated virtual

simulation platforms, e.g., see the very recent results in [35, 36].

14https://cdn.euroncap.com/media/30700/euroncap-roadmap-2025-v4.pdf
15https://publications.jrc.ec.europa.eu/repository/handle/JRC119345
16https://ec.europa.eu/growth/content/guidelines-exemption-procedure-e

u-approval-automated-vehicles en
17https://www.gazzettaufficiale.it/eli/id/2018/04/18/18A02619/sg



CHAPTER 3

Cooperative Driving

Systems

Cooperative driving systems, one of the C-ITS services, exploit the

wireless communication in addition to status and sensor data so to

enable V2X road users to communicate with each other, hence providing

intention data, allowing them to interact intelligently and to coordinate

their behaviour even in complex traffic situations. The prediction of the

expected behaviour of all road users is an essential requirement for the

long-term goal of highly automated and autonomous driving. Only the

cooperative driving systems relating to vehicles will be dealt with in the

following.

The idea of vehicles cooperating via wireless communication dates back

to the 1980s [37] when California PATH program was established to study

and develop vehicle-highway cooperation and communication systems [38,

39]. The basic idea is to enable the communication and the cooperation

among neighbouring vehicles to safely reduce their mutual distance, hence

increasing the road capacity, and suppress traffic shock-waves, hence

reducing fuel consumption [40].

To allow communication among nearby vehicles or between vehicles

and nearby fixed roadside equipment, different architectural solution for

creating vehicular networks were proposed. Such architectures have to

guarantee two primary communication paradigm:
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Figure 3.1: Cooperative driving systems.

• a pure wireless V2V , allowing vehicular communication with no

infrastructure support;

• an hybrid V2I architecture that does not rely on fixed infrastructure

in a constant manner, but can exploit it for improved performance

and service access when it is available.

The V2I architecture implicitly includes V2V communication. The com-

munication between vehicles or between vehicles and road infrastructure

enable vehicles and infrastructure to form a cooperative system where the

users exchange information and cooperate to improve the quality of the

travel experience. In cooperative driving systems vehicles are organised

as a platoon, i.e., a set of vehicles that, to reach a common objective,

share information about their state information (position, velocity, accel-

eration, consumption, emission, etc.) or communicate with a road side

infrastructure through a wireless communication network as in Sec. 2.4

(see Fig. 3.1). The core of such cooperative driving systems is a set of

algorithms deployed on the vehicles and controlling their motion based

on the behaviour of the surrounding vehicles so to achieve an inter-vehicle

separation (smaller than the one guaranteed by human drivers, but safe)

while increasing road capacity and decreasing, at the same time, traffic

congestion [41, 42, 43]. Another benefit, originated by cooperation, is

that the aerodynamic drag is reduced (especially for heavy-duty vehicles)
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thereby increasing fuel economy and, consequently, lowering pollutants

emissions [44, 45]. The cooperative driving systems are characterised by

distributed, hierarchical control to achieve these objectives. The high-

level control structure takes decisions and computes set point for the

lower level controller that acts on the throttle and brake systems. As an

exemplary case, one can consider the architecture shown in Fig. 3.2 [46],

where is possible to distinguish five layers: network layer, link layer,

coordination, and planning layer, regulation layer, and physical layer.

The aforementioned layer have the following functions:

Figure 3.2: The architecture for the cooperative driving of au-

tonomous/automated vehicles.

1. Network Layer: controls the traffic flow at the network level. It

optimises the capacity of the whole set of roads and the average

travel time for each vehicle and reduces transient congestion;

2. Link Layer: controls the link traffic flow to achieve its total capacity

and minimise the travel time of vehicles and traffic congestion. Each

link communicates with the neighbouring links and transfers the

traffic flow between links. Links are divided into multiple sections,

where aggregated vehicle density, speed, and flows are measured.

3. Coordination and Planning Layer: determines the intents of the

different vehicles in the platoon, such as join, split and change lane
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manoeuvres. This layer performs a structured data exchange via

communication protocols with the neighbouring vehicles to safely

execute such a manoeuvre.

4. Regulation Layer: it deals with the vehicle’s lateral and longitudinal

control. It receives the commands from the coordination layer and

translates them into steering, throttle, and braking inputs to the on-

board vehicle’s actuators. It uses various continuous-time feedback

control laws to generate inputs for the vehicle’s actuators to execute

the desired manoeuvres. This layer handles two longitudinal control

tasks: maintaining specified velocity and inter-vehicle spacing and

efficiently and safely performing manoeuvres outputted by the

coordination and planning layer for the platoon leader or free

agents.

5. Physical Layer: it consists of the local physical components which

include local sensors, various lateral and longitudinal guidance,

steering and brake control systems, and transmission and engine.

The criteria of the movement come from the traffic control layer. The

traffic control layer has two parts: the physical part, which includes

the infrastructure-based ITS equipment like sign boards, traffic signals,

and the road-vehicle communications, and a logical part that contains

common sense, laws, rules, manners, and ethics in the human society.

Within the two parts, a criterion that must be common to neighbouring

vehicles will be found and sent to the vehicle management layer in each

vehicle. The cooperative control strategies that drive the collective

behaviour of vehicles platoon are usually deployed on the regulation layer

and network/link layer of the architecture in Fig. 3.2.

The control strategy precursors of the cooperative driving system in-

troduced by the automotive industry is the ACC system. The ACC is

considered to be the successor of the conventional CC. A vehicle with

CC can maintain a pre-selected speed if no vehicle is upfront. The ACC

is a radar-based system that is designed to enhance driving comfort and

convenience by relieving the driver of the need to adjust speed to match

that of a preceding vehicle continually. The system slows down the speed

when it approaches a vehicle with a lower speed, and the system increases

the speed to the level of speed previous set when the vehicle upfront

accelerates or disappears (e.g., by changing lanes) [47]. Recently, V2V
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communication has pushed the ACC system into a more sophisticated

system, called Cooperative Adaptive Cruise Control (CACC). Each

vehicle within the cooperative driving system is equipped with on-board

sensors measuring position, velocity, acceleration. Such a set of measure-

ments requires Inertial Measurement Unit (IMU), Global Positioning

Systems (GPS), and radars, commonly available on vehicles. Each vehicle

is also equipped with wireless V2V communication hardware to share

information with its neighbours and receive reference signals. Thanks

to the information of neighbours vehicles, CACC controller will be able

to anticipate problems better, enabling it to be safer, smoother, and

more reliable in response. In CACC, wireless communication is used by

the controller to regulate speed and distance between vehicles, ensuring

that any changes in speed by the driver in front of you are immediately

registered in the cooperative vehicle. However, most of the CACC con-

troller presented in the literature does not cope with communication

failure/impairments, network delay, and security vulnerabilities. A flexi-

ble control system, re-configurable based on the actual communication

capabilities, has to be designed to overcome these issues. In this sight,

cooperative driving can be represented as a networked control system

where the vehicles are controlled by handling their state information and

networked information received from neighbouring vehicles through the

communication network [48, 49, 50] in which the time-delays are explic-

itly modelled to give a more realistic representation of the cooperative

driving systems [51, 52].

3.1 Modelling of Connected Autonomous Vehi-

cles

Formation control of autonomous, connected vehicles is one of the typical

problems addressed in the context of networked multi-agent systems (e.g.,

for the flight formation of autonomous aerial vehicles [53]). It follows that

a multi-agent system has been naturally proposed as an alternative mod-

elling approach to easily handle the coordination of ground vehicles (cars)

and to manage platoon tasks (e.g. see [54, 55, 48, 56, 49, 57, 51, 58, 59]

and references therein).

By leveraging this networked control system paradigm, a platoon com-

posed of multiple connected and automated vehicles is represented as
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Figure 3.3: Schematic representation of autonomous connected vehicles

platoons from networked control systems perspective [1].

a one-dimensional network of dynamical agents, in which each agent

only uses its neighboured information to control its motion locally. At

the same time, it aims to achieve specific global coordination with all

other agents. This framework is schematically represented in Fig. 3.3

as the composition of the following main interrelated components: a)

agent dynamics, that model the longitudinal dynamics of each vehicle; b)

communication topology, which indicates how and if an agent obtains

information about other agents depending on the active communication

links c) formation geometry, which defines the desired spacing between

adjacent vehicles in a platoon; d) distributed collaborative control that is

implemented at the single-vehicle level and depends on both the state vari-

ables of the vehicle itself (measured on-board) and information received

from neighboured vehicles through the communication topology.

3.1.1 Agent Dynamics

Each agent can be thought of as a generic non-linear control system of

the form:

ẋi(t) = fi(xi(t)) + gi(xi(t))ui(t), (3.1)

where xi(t) ∈ Rn is the state of the system and ui(t) ∈ Rm the control

inputs.

The complex mathematical form of multi-body vehicle models demands

a simultaneous solution of the combined differential and/or algebraic



3.1 Modelling of Connected Autonomous Vehicles ■ 49

equations, thus introducing convergent issues with an increased compu-

tational burden. However, while designing control requirements, these

bulky models are rarely used in their raw form, owing to the inherent

complexity in analysis and design. Accordingly, simplified versions of the

vehicle models are widely used. Both pure longitudinal and complete

(considering both longitudinal and lateral motion) control-oriented vehi-

cle models, presented in the following, can be used for simulation studies

performed during vehicle design or performance analysis.

Before introducing the several control-oriented vehicle models, it is

worth noting that multiple vehicles are involved in cooperative driving

applications. Thus a feature for the agent dynamics is homogeneity.

Definition 1. A platoon of connected autonomous vehicles is homoge-

neous if all vehicles share identical dynamics; otherwise, it is heteroge-

neous.

3.1.1.1 Longitudinal Models

The behaviour of each vehicle within the vehicular network is described

by its longitudinal dynamics. These latter are inherently nonlinear due

to some salient non-linearities involved in the power-train system, e.g.,

engine, drive-line, brake system, aerodynamics drag, tire friction, gravi-

tational force [60].

For control design purpose, the following assumptions are usually made

to obtain a concise model for cooperative driving control [61]: i) the lon-

gitudinal tire slip is negligible; ii)the vehicle body is rigid and symmetric;

iii) the influence of pitch and yaw motions are negligible; iv) the driving

and braking torques are controllable inputs.

Under the assumption mentioned above, the simplified resulting longi-

tudinal dynamics for each i-th vehicle, still nonlinear, are described as

follows [48] (∀i = 1, · · · , N , being N the number of the vehicle within
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the vehicular network):

ṗi(t) = vi(t),

Fi(t) =
(

miv̇i(t) +mgsin(θi(t)) +mgcos(θi(t))
Cr

1000
(c1vi(t) + c2)

+
ρair

2
CDi

Afiv
2
i (t)

)ri
ηi

Ḟi(t) =
Fdes,i(t)

Ti
− Fi(t)

Ti
,

(3.2)

where pi [m], vi [m/s] are the position and the speed of the i-th vehi-

cle that are measured with respect to a road reference frame; mi [kg],

ρair [kg/m3], CD,i Af,i [m2], g [m/s2], ηi, ri [m] are the mass, the air

density, the aerodynamics drag coefficient, the front area, the gravita-

tional acceleration, the mechanical efficiency of drive-line and the wheel

radius for the i-th vehicle, respectively; the parameters Cr, c1 and c2 are

related to the rolling resistance force and vary on basis of the road surface

condition and the type of the vehicle tire; Fi(t) [N ] denotes the actual

driving/brake force; Ti [s] is is the characteristic time constant of the

drive-train depending upon specific features of the vehicle; Fdes,i(t) [N ]

is the desired driving/brake force, i.e. the control input, that has to be

imposed to vehicle dynamic in order to reach a specific control objective.

However, control performance are difficult to analytically analyse for

nonlinear models [61]. To this aim, linear models are more frequently

used to formulate tractable problems. The most commonly used models

for describing the i-th vehicle behaviour are:

paragraphSingle Integrator Model

The single integrator model is the simplest model for vehicle dynamics,

where the vehicle speed is taken as the control input ui(t) and the position

pi(t) is the only state variable [62], i.e.

ṗi(t) = ui(t). (3.3)

Second-Order Model One improvement compared to single integrator

model is to consider the vehicle dynamic as a point mass, described by
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the following second-order dynamics[63]:

ṗi(t) = vi(t),

v̇i(t) =
1

mi
ui(t),

(3.4)

where pi [m], vi [m/s] are the position and the speed of the i-th vehicle;

mi [kg] is the mass of the vehicle i; ui(t) [m/s2] is the control input, i.e.

the desired acceleration that has to be imposed to the vehicle dynamic

so to achieve the desired control objective.

Note that, although commonly exploited, the assumption of directly

controlling the acceleration of the vehicle still does not capture some

features of the internal vehicle dynamics, e.g., the inertial delay in

power-train dynamics, and might lead to instability in real-world driving

conditions [64].

Third-Order Model The third-order model is introduced to take

into account the power-train dynamics of the vehicle. It is obtained

by converting the nonlinear model (3.2) into a linear one for controller

design via a feedback linearization technique [64]. Specifically, the control

input Fdes,i(t) is selected as [61]

Fdes,i(t) =
rw,i

ηi

(

CD,iAf,ivi(t)(2Tiv̇i(t) + vi(t)) +mgsin(θi)

+mgcos(θi)
Cr

1000
(c1vi(t) + c2)

)

(3.5)

where ui(t) is the new input after linearization. Then, the following

linear model is obtained for vehicle longitudinal dynamics [65]:

Tiȧi(t) + ai(t) = ui(t), (3.6)

where ai(t) [m/s2] denotes the acceleration of vehicle i.

Considering the state space representation of model (3.6), the third order

model for each vehicle is obtained as:

ẋi = Axi +Bui(t) (3.7)

where xi(t) = [ri(t) vi(t) ai(t)]
⊤ ∈ R

3 represents the i-th vehicle state

vector (i = 1, · · · , N) (being ri [m] and vi [m/s] and ai [m/s2] the i -th
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Figure 3.4: Vehicle 2-DOF bicycle model.

vehicle position, velocity and acceleration, measured with respect to road

reference frame); A ∈ R
3×3 and B ∈ R

3×1 have the following expression:

A =







0 1 0
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


, B =
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



0

0
1
Ti






. (3.8)

3.1.1.2 Longitudinal-Lateral Models

Complete models are applicable for representing general longitudinal and

lateral vehicle dynamics. The most commonly used models for describing

the i-th vehicle behaviour are described in the following.

2-DOF Linear Bicycle Model The bicycle model is one of the most

frequently used form of vehicle representation, owing to its simplicity

and lesser computational requirements. For control design requirements

not requiring critical dynamics analysis, this simplified model is of great

applications [66].

The bicycle model, shown in Fig. 3.4, has 2 Degree-of-Freedom (DOF),

i.e. yaw rate and lateral sliding angle.

The dynamic model has been formulated neglecting roll, bounce, and pitch

with the following assumptions considered during the design: i) front,

and rear tires lateral sliding and steering angles are neglected; ii) the

longitudinal velocity remains almost constant; iii) a linear relationship

is assumed to exist between the lateral forces of the tire and the sliding

angle; iv) the front wheel is the guiding wheel. Accordingly, the dynamics
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of body slip angle (β) and yaw rate (ψ̇ [rad/s]) representing the model

can be obtained as

β̇i = − 2
c∗f,i + c∗r,i
miVx,i

βi +
(

−1 + 2
lr,ic

∗
f,i − lf,ic

∗
r,i

miV 2
x,i

)

ψi + 2
c∗f,i

miVx,i
δf,i,

ψ̇i =
(

2
lr,ic

∗
f,i − lf,ic

∗
r,i

Iz,i

)

βi +
(

−2
l2r,ic

∗
f,i − l2f,ic

∗
r,i

Iz,iVx,i

)

ψi + 2
lf,ic

∗
f,i

Iz,i
δf,i,

(3.9)

where subscript f and r stand for front and rear axle, respectively;

c∗f,i [N/rad] and c∗r,i [N/rad] are nominal lateral stiffness; lf,i [m] and

lr,i [m] are the distance of front and wheels from centre of gravity; mi[kg]

is the mass of the vehicle; Vx,i [m/s] is the longitudinal speed; ψi [rad]

is the yaw angle; Iz,i [m N s] is the car inertia; δf,i [rad] is the front

steering wheel angle.

The tire lateral forces in terms of friction coefficient can be expressed in

terms of friction coefficient µ:

Ff,i = αf,ic
∗
f,i = αf,icf,iµ,

Fr,i = αr,ic
∗
r,i = αr,icr,iµ,

(3.10)

where cf,i [N/rad] and cr,i [N/rad] are front and rear tire cornering

stiffness, respectively.

According to [60], the desired yaw angle ϕdes,i [rad] can be expressed as

ϕdes,i = arctan

(

Ẏdes,i

Ẋdes,i

)

, (3.11)

being Ẋdes,i [m/s] and Ẏdes,i [m/s] the longitudinal and lateral desired

speeds, respectively, while Xdes,i [m] and Ydes,i [m] are the desired global

position coordinates. The trajectory of the centre of gravity in an absolute

inertial frame could be calculated as

Ẋi =Vx,icosϕdes,i − Vy,isinϕdes,i,

Ẏi =Vx,isinϕdes,i + Vy,icosϕdes,i.
(3.12)

In spite of the simplicity of the bicycle model, it is seldom used for intricate

control designs. Indeed, when used for vehicle operations involving hefty



■ 54 3 Cooperative Driving Systems

Figure 3.5: Non linear 3 DOF bicycle model.

lateral speeding, the linearized bicycle model predicted responses will

vary considerably from the actual vehicle response. To this reason, in

those case a nonlinear model reflecting the nonlinear attributes will be a

better choice.

Non-linear Bicycle Model The model is formulated with the as-

sumption that the vehicle mass is completely in the vehicle rigid base.

From Fig. 3.5, the dynamic equations for the nonlinear bicycle model

can be obtained as follows:

mi(V̇x,i − Vy,iri) =
∑

Fx,⋆,i,

(V̇y,i − Vx,iri) =
∑

Fx,⋆,i,

Iz,iṙi =Fy,f,ilf,i − Fy,r,ilr,i,

r = ψ̇

(3.13)

where ⋆ ∈ (f, r) indicates the front and rear axes; Fx,⋆,i [N ] and Fy,⋆,i [N ]

represent the forces along x and y axis, respectively, computed as function

of longitudinal tire force Fw,x,⋆,i [N ], lateral force Fw,y,⋆,i [N ] and the
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wheel steer angle δf,i, as

Fy,⋆,i =Fw,x,⋆,i sin δ⋆,i + Fw,y,⋆,i cos δ⋆,i,

Fx,⋆,i =Fw,x,⋆,i cos δ⋆,i − Fw,y,⋆,i sin δ⋆,i.
(3.14)

Considering drive moment Tw,d,⋆,i [Nm] and braking moment

Tw,b,⋆.i [Nm] applying on each wheel, the rotational motion can be

derived as

Iz,iω̇w,i = Tw,d,⋆,i − Fx,w,⋆,irw,i − Tw,b,⋆.i, (3.15)

where rw,i [m] is the wheel radius. Again, the trajectory of the centre of

gravity in an absolute inertial frame can be computed as in (3.12).

3.1.2 Communication Topology

The communication topology in cooperative driving applications indicates

how each vehicle obtains information about its neighbouring vehicles.

More specifically, it describes the data used by local on-board vehicles

controller and thus strongly influences the collective behaviour of vehicles

platoon. Early-stage cooperative driving applications were mainly based

on radars and sensors to acquire information about the surrounding

environment [67]. This implies that each vehicle could obtain, at most,

information coming from its preceding and follower vehicles. In this case,

the following communication topologies arise:

1. Predecessor-Follower (P-F). Each vehicle can exchange information

only with its preceding vehicle;

2. Bidirectional (B-F). Each vehicle can exchange information with

its preceding and follower vehicles.

More recently, the development of reliable wireless vehicular communica-

tion, leveraging V2V and/or V2I connectivity, has allowed the exchange

of more information among vehicles and between a vehicle and the road

infrastructure. Therefore new communication topologies, depicted in

Fig. 3.6, are emerging in cooperative driving applications such as [68]:

1. Leader-Predecessor-Follower (L-P-F). Each vehicle can communi-

cate with its preceding vehicle and the leading vehicle;
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Figure 3.6: Exemplar platoon communication topologies: (a) Predecessor-

Following (P-F), (b): Leader-Predecessor-Following (L-P-F); (c):

Bidirectional-Leader-Predecessor (B-L-F); (d): All-to-All (Broadcast,

BR); (e): Platoon of N + 1 vehicles.

2. Bidirectional-Leader-Follower (B-L-F). Each vehicle can exchange

information with its preceding vehicle, its follower vehicle and the

leading vehicle;

3. All-to-All (Broadcast, BR). Each vehicle exchange information with

all the other vehicles in platoon.

The network communication structure can be modelled by a graph where

every vehicle is a node. Hence, a network of N vehicles is represented

as a directed graph (digraph) G = (V, E ,A) of order N characterised
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by the set of nodes V = {1, . . . , N} and the set of edges E ⊆ V × V.

The topology of the graph is associated to an adjacency matrix with

non negative elements A = [αij ]N×N
. The adjacency matrix A is a

matrix whose elements are 1 if and only if exists an edge from vertex i

to vertex j. In what follows, it as assumed that αij = 1 in the presence

of a communication link from vehicle j to vehicle i, otherwise αij = 0.

Moreover, αii = 0 (i.e., self-edges (i, i) are not allowed unless otherwise

indicated).

In some situations, however, it is useful to represent edges as having

strength, weight, or value, usually a real number. They are called

weighted networks, and the adjacency matrix will not have elements

equal to 1 or 0. Furthermore, it is possible to talk of delayed networks if

the communication between agents, i.e., each network link, is affected by

time-delay even though an own non-delayed dynamics characterise the

agent. To analytically describe this situation, it is possible to define for

each edge (i, j) ∈ E a function τi,j(t) that model the communication delay

among agent i and agent j. Indeed, the assumption that a communication

time-delay between agents is a very realistic assumption for many real

systems such as the World Wide Web. In reality, communication is not

instantaneous, but the exchanged information is affected by time-delays,

although sometimes negligible.

The presence of edge (i, j) ∈ E means that vehicle i can obtain information

from vehicle j, but not necessarily vice-versa. The degree of a vertex

(also called degree matrix) i by ∆i in a graph is, hence, defined as the

number of edges connected to it. In general ∆i is so calculated:

∆i =

N
∑

j=1,j ̸=i

αi,j . (3.16)

Furthermore, it is possible to introduce the diagonal matrix ∆ ∈ RN×N

whose diagonal element are the vertex degrees:

∆ =











∆1 0 ... 0

0 ∆2 ... 0

... ... ... ...

0 0 ... ∆n











. (3.17)
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Thanks to the degree matrix ∆ and to the adjacency matrix A, another

important matrix, called Laplacian matrix L ∈ RN×N can be defined:

L = ∆ −A (3.18)

For construction, the Laplacian matrix has zero row-sum, hence, at least

one eigenvalue will be zero.

In the rest of the thesis, when dealing with cooperative applications, N

vehicles plus a leader, taken as an additional agent labelled with the index

zero (node 0), are considered. Hence, an augmented directed graph GN+1

to model the resulting network topology is used. To model the resulting

graph G, the pinning matrix [69] P = diag{p1, p2, ..., pN} is considered,

such that pi = 1 when the leader information is directly available for the

i− th agent/vehicle, 0 otherwise. In so doing, the communication graph

is described via the matrix H = L + P ∈ R
N×N .

Moreover, in what follows, according to [70, 71] the following assumption

is assumed to be held.

Assumption 1 ([70]). The communication graph G contains a directed

spanning tree with the leader as the root. ▲

In so doing, node 0 is assumed to be globally reachable in GN+1. Thus

there exists a path in GN+1 from every node i in G to node 0 [72]. Note

that, in the typical network topologies for cooperative applications, shown

in Fig. 3.6, the leader is always globally reachable (see [73] and reference

therein).

Digraph Propriety A directed network or directed graph also called

a digraph for short, is a network in which each edge has a direction,

pointing from one vertex to another. Such edges are themselves called

directed edges and can be represented by lines with arrows on them. An

example of a directed network is the World Wide Web, in which hyper-

links run in one direction from one web page to another. Conversely, a

graph is defined undirected if each edge has not a direction. A digraph

is strongly connected if there is a path from every node to every other

node. A strong component of a digraph is an induced sub-graph that is

maximal, which is subject to being strongly connected. A directed tree

is a digraph in which every node has exactly one parent node except for

one node, called the root, which has no parent and has a directed path
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to every other node. It is possible to say that j is reachable from node i

if a path exists from node i to node j. A node is globally reachable if it

is reachable from any other node in the graph. The Laplacian matrix is a

symmetric matrix with zero row-sum and real spectrum in the undirected

graph. For a digraph, the Laplacian matrix is so defined:

L = [li,j ] =











li,i =
N
∑

j=1,j ̸=i

αi,j

li,j = −αi,j i ̸= j

(3.19)

3.1.3 Formation Geometry

Formation geometry defines the desired inter-vehicle spacing between

adjacent vehicles in cooperative driving applications. There are several

policies for formation geometry employed in cooperative driving, which

can be classified into some groups based on their characteristics [74].

Constant Spacing Policy Constant Spacing Policy (CSP) [63, 75]

keeps a constant inter-vehicle spacing between two adjacent vehicles,

independent of both vehicle velocity and driving environment. This

spacing policy can be simply expressed as

Ddes = d0, (3.20)

where Ddes [m] denotes the desired inter-vehicle spacing and d0 [m]

represents a fixed positive constant. The computation load of the CSP

is low, and it provides high traffic capacity if a small d0 is chosen.

Time Headway/Time Gap based Spacing Policy Time Headway-

based spacing policies are based on the computation of a time-based

reference distance. In some works the phrase time gap is employed

instead of time headway. The time gap is the period during which the

rear bumper of the preceding vehicle and the front bumper of the host

vehicle passes a fixed position on the road. In contrast, the time headway

refers to the period during which the front bumper of the preceding

vehicle and the front bumper of the host vehicle passes a fixed position

on the road. In this case., the desired inter-vehicle spacing varies with

vehicle velocity, which is more likely per driver behaviours, but has a
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limit on achievable traffic capacity. The first Time Headway/Time Gap

based spacing policy was proposed based on the kinematic relationship

between the preceding and host vehicles [76]:

Ddes = d0 + vh+ c(v2 − v2p), (3.21)

where c [s2/m] is a constant coefficient; v [m/s] is the speed of the

host vehicle; vp [m/s] is the speed of the preceding vehicle; h [s] is

the constant inter-vehicle time-headway or time-gap distance. For tight

vehicle following conditions, i.e. v is close to vp, relation in (3.21)

simplifies to the so-called Constant Time Headway (CTH) or CTG policy

[48, 49, 67]:

Ddes = dst + vh, (3.22)

where d0 = dst [m] represents the fixed constant standstill distance. The

CTH is consistent with the driving intuition of slowing down as the

inter-vehicle spacing decreases, its computation load is low and the value

of h can be easily changed. For these reasons, the CTH/CTG spacing

policy has become the most common spacing policy in both academia

and automotive industry [77]. However, the CTH/CTG spacing policy

is not suitable for high density traffic conditions since: i) it reduces

traffic throughput as the inter-vehicle spacing increases [78] ; ii) it can

not guarantee the traffic flow stability [77]. To overcome the first issue,

Yanakiev [79] developed a Variable Time-Headway (VTH) (or Variable

Time-Gap (VTG)), where h is computed as:

h = sat(h0+chvr) =















hmax, if h0 + chvr ≥ hmax,

h0 + chvr, if hmin < h0 + chvr < hmax,

hmin, otherwise,

(3.23)

being h0 [s] and ch [s2/m] constant, while hmax [s] and hmim [s] are the

maximum and minimum values of time-headway/time-gap.

The exploitation of nonlinear function of vehicle velocity [80, 81, 58] to

compute the desired inter-vehicle distance can allow balancing the traffic

flow stability and traffic capacity compared with CTH/CTG in (3.22)

and VTH/VTG in (3.23). For instance, to decrease the inter-vehicle

spacing, a speed parameter can be introduced in (3.22):

Ddes = dst + v(h− v⋆), (3.24)
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where vstar [m/s] is a reference speed, shared by all vehicles in the platoon,

that can be chosen as the speed of the lead vehicle, the minimum speed

in the platoon or according to the following relation []:

v⋆ =















0, if e1 < S1,

v̄⋆, if S1 ≥ e1 ≤ S2,

Vmax, if e1 > S2,

(3.25)

where S1 and S2 are two positive constants; Vmax [m/s] denotes the

maximum speed in the platoon; ei [m] is defined as ei = di−d0; v̄⋆ [m/s]

takes the following form:

v̄⋆ =
Vmax

2

[

1 − cos(π
ei − S1
S2 − S1

)
]

. (3.26)

Constant Safety Factor Spacing Policy Constant Safety Factors

(CSF) spacing policy aim to improve safety and minimise the possibility

of collisions. Indeed, it can be obtained by analysing the emergency

braking process, and is usually expressed as [82]:

Ddes = k
v2

2bmax
, (3.27)

being k a safety factor and bmax [m/s2] the maximum deceleration of

the host vehicle. A modified CSF policy was proposed in [83]:

Ddes = d0 + σv +
v2

2bmax
, (3.28)

where σ [s] is the time delay of the vehicle longitudinal control system.

CSF policy can achieve traffic flow stability but operates with a higher

emphasis on safety and is very conservative safety-wise.

Human Driving Behaviour Spacing Policy Human Driving Behav-

ior (HDB) aims to enhance comfort and customer acceptance, apart from

stability and safety, by considering the characteristics of human drivers.

Usually, it is expressed in a quadratic form derived from recorded data

of several human drivers [84]:

Ddes = dst + Tv +Gv2, (3.29)
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where T and G are the coefficients determined by curve fitting, and

approximately related by G = −0.0246T + 0.010819 . The drawback of

this spacing policy is that the traffic flow stability can not be guaranteed

[83].

3.1.4 Distributed Controller

The distributed controllers are implemented at the single-vehicle level

and depend on both the state variables of the vehicle itself (measured on

board) and the information received from neighbouring vehicles through

the communication topology to achieve specific global coordination.

For example, the coupling between nodes can be modelled as:

ui(t) = σ
N
∑

j=1,j ̸=i

αi,jh(xi(t), xj(t)), (3.30)

where σ is the coupling gain, αi,j model the presence/absence of coupling

between agents in the network and h(xi(t), xj(t)) refers to the particular

protocol used.

The controller design strongly depends on the performances that the

designer would achieve in cooperative driving applications. The priority

for cooperative driving application is to guarantee internal stability, i.e.,

the networked closed-loop system needs to be asymptotically stable. In

addition to the internal stability, other performances metrics include:

• String stability [85]. A vehicles platoon is string stable if the

disturbances are attenuated when propagating downstream along

the string of vehicles.

• Stability margin [86]. The stability margin is the real part of the

least stable eigenvalue that characterises the convergence speed to

the desired behaviour.

• Coherence behaviour [87]. It is quantified as the H2 norm of the

closed-loop system, capturing the robustness of the vehicle platoon

compared to exogenous disturbances.

The majority of distributed controllers are linear for the easiness of

comprehensive theoretical analysis, and the convenience of hardware

implementation [88].
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However, there are several major drawbacks with this linear design

methods. For instance, it is not able to deal with the non-linearity, the

uncertainties and the constraints. Most of existing work exploiting linear

design methods compensate nonlinear behaviour via some feed-forward

control actions, which suffer from well-known difficulty due to the exact

knowledge or the real-time measuring of the various characteristic pa-

rameters [89, 90, 91], or additional state-observer for their compensation

[19, 92]. However, control protocols purposely designed for copying with

platoon non-linearities are usually designed under the main restrictive

assumption of neglecting uncertainties affecting the vehicles dynamics.

The robustness concerning uncertain nonlinear dynamics is crucial when

implementing in practice cooperative driving applications since there

exist a lot of mismatches between the actual plant and its control-oriented

model that inevitably arise due to different environmental conditions,

parameter variations, and unmodeled dynamics.

Nevertheless, the robustness with respect to uncertain nonlinear dynamics

is crucial when implementing in practice cooperative driving applications.

Indeed, there are a lot of mismatches between the actual plant and its

control-oriented model that inevitably arise due to different environmen-

tal conditions, parameter variations, and unmodeled dynamics. Another

critical issue within the platooning driving paradigm is related to com-

munication topology among vehicles: it may not be maintained fixed due

to communication constraints, environmental disturbances or platooning

manoeuvres (e.g. create, merge and disengage platoons). Hence, there is

the need to investigate the performance of vehicle platoon control also

under switching topologies when some communication links among the

vehicles within the platoon are created and/or disrupted. An emerging

challenge is the achievement of both leader-tracking and energy-saving

performance simultaneously. Therefore, more recently, advanced control

methods have been introduced into cooperative driving control for achiev-

ing better performances. For example, Sliding Mode Control (SMC) [64]

and H∞ [93] controller for dealing with string stability, Model Predictive

Controller (MPC) and Distributed Model Predictive Controller (DMPC)

approaches to handle vehicle non-linearities and constraints as well as

achieve multiple objectives at same time [94, 89], and robust control to

deal with heterogeneous uncertain nonlinear dynamics [95].

Traditionally, control algorithms are usually designed based on an implicit
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assumption of unlimited computation resources, non-delayed sensing and

actuation, unlimited bandwidth, and perfect communication environ-

ments. However, computation and communication resources are limited

and often shared between multiple applications (such as subsystems,

agents, nodes, and other processes). Thus, the development of real-time

distributed control algorithms in cooperative driving applications should

be realised and reevaluated by integrating communication, computation,

and control to achieve the desired control performance through local,

asynchronous, distributed, and cooperative actions. Therefore, another

crucial performance metric that has to be considered in cooperative

driving control strategy design is the resiliency and the robustness to

the unavoidable communication impairments introduced by the wireless

vehicular network.

3.2 Consensus and Synchronisation in Net-

worked Dynamical Systems

In networks of agents (or dynamical systems), consensus means to reach

an agreement regarding a certain quantity of interest that depends on the

state of all agents. A consensus algorithm (or protocol) is an interaction

rule that specifies the information exchange between an agent and all

of its neighbours on the network [96]. Every agent exploit the same

algorithm and take decision thanks to the local available information

and those that receive from the other agents.

Consider a network of agents interested in reaching a consensus via local

communication with their neighbours on a graph G = (V, E ,A) that

represent the agent connection. By reaching a consensus, the state of

the considered system asymptotically converges to a constant agreement

value, i.e.:

lim
t−→∞

xi(t) = x̄ ∀i ∈ V (3.31)

being x̄ the collective decision of the group.

Most early works on networked dynamical systems address consensus

problem without considering the presence of a leader node, so all nodes

are commanded to converge toward a not prescribed common evolution.

Synchronisation, in the sense of cooperative tracking, has been then

studied by adding a leader that imposes the desired behaviour to a group
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of agents to achieve the command trajectory (e.g., see [97], [98] and

references therein). According to [99], it is possible to claim that the

networked dynamical systems achieve synchronisation if

lim
t→∞

∥xi(t) − x0(t)∥ = 0, i = 1, . . . N, (3.32)

where xi = (xi1, xi2, . . . , xin)T ∈ R
n are the state variables of node i and

x0 = (x01, x02, . . . , x0n)T ∈ R
n are the reference state variables of the

leader node. The hyperplane:

S =

{

[

x⊤1 (t), x⊤2 (t), ..., x⊤N (t)
]⊤

∈ RN×N : xi(t) = xj(t) = x0(t)

}

for i, j = 1, 2, ..., N is said to be the synchronisation manifold of the

networked dynamical systems.

3.2.1 Stability of Continuous-Time Systems

In what follow some useful results about stability of linear system are

recalled.

Consider the familiar linear state equation:

ẋ(t) = Ax(t). (3.33)

For this class of systems, the following result hold:

Theorem 1. (Lyapunov stability for linear systems) Consider a linear

system in the form of (3.33) and let A ∈ RN×N . The following statements

are equivalent:

• all the eigenvalues of A have negative real part;

• for all matrices Q = Q⊤ > 0 there exists an unique solution

P = P⊤ > 0 to the following (Lyapunov) equation:

AP⊤ + PA = −Q (3.34)
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3.2.2 Integral Inequalities

In this section, some useful integral inequalities have been retrieved.

Above all, the Hadamard inequality, valid for convex functions only, is

recalled:

Lemma 1. (Hadamard Inequality) [100] Let f : I ⊆ R → R be a convex

mapping defined on the interval I of real numbers, then the following

inequality holds:

1

b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)

2
, (3.35)

being a, b ∈ I with a < b.

The following integral inequality is known as the Jensen Inequality, which

plays an important role in the stability problem of time-delay systems:

Lemma 2. (Jensen Inequality) [101] For any constant matrix Θ = Θ⊤ >

0 ∈ RN×N , scalar h : h(t) > 0, and vector function x(.) : [−h, 0] −→ Rn

such that the following integral is defined, then

h

∫ t

t−h

η⊤(s)Θη(s)ds ⩾

∫ t

t−h

η⊤(s)dsΘ

∫ t

t−h

η(s)ds. (3.36)

Moreover, the following useful integral inequality are recalled:

Lemma 3. [102] For any generic positive definite matrix Ξ it holds

2a⊤c ≤ a⊤Ξa+ c⊤Ξ−1c. (3.37)



CHAPTER 4

Integrated Simulation

Environment

The development of fully automated/autonomous driving functions re-

quires accurate verification and testing to guarantee high safety levels

in different traffic scenarios. However, classical road and field tests are

often demanding to carry out due to several drawbacks (see Sec. 2.5.1

for more detail): i) may require a great monetary and temporal effort;

ii) the achievement of broad test coverage (i.e., vary a large number of

parameters values in a wide range) is commonly not possible or easy

or cost-efficient; for instance, a limited number of vehicles is usually

involved in the experiments, with specific characteristics and mechanical

features; hence it is not possible to perform sensitivity analysis w.r.t.

vehicles heterogeneity and uncertainty [32, 103]; iii) repeatability and

replicability of a given driving scenario are limited since the control of

the scenario itself is limited due to unavoidable stochastic phenomena

(e.g., see the well-known problem of repeated reconstruction of identical

road conditions) [104]; iv) variability is limited due to infrastructure

(geometries, dimensions) and conditions (weather conditions, time of day)

[105]; v) safety is not always completely guaranteed [106].

Within this context, virtual simulation approaches have been recognised

as a key component to foster the development of connected and au-

tonomous driving technologies on public roads according to the recent
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technical literature (see, e.g., [33]) since they are needed to perform

comprehensive, short-time and cost-effective performance assessment

of connected and autonomous vehicles. Moreover, virtual testing has

the significant advantage of allowing the safe verification of specific re-

quirements, also in conditions characterised by extensive uncertainty,

without the risk of accidents and crashes (or incipient collisions) [32].

Car manufacturers nowadays make extensive use of simulation platforms

to the point that, according to Krafcik, CEO of Waymo (see [34] and

[35]), about 80% of improvements of automated vehicles comes from

simulation. In addition, the importance of using simulations to provide

a broader and robust assessment of advanced technologies and innovat-

ing solutions aiming at improving passenger autonomous car safety is

also highlighted in the Euro NCAP 2025 Roadmap (2018) 1. It also

emerges from the guideline documents of the European Commission 2 3.

According to this trend, some Nations regulate the testing activities of

automated/autonomous vehicles via Virtual Simulations before on-road

tests, both on test roads and public ones, as in the case of the Italian

Smart Road Decree 4 stating that autonomous vehicles need to perform

virtual experiments of at least 300000 [km] for each simulated use-case,

before going on the Italian roads.

The researchers involved in developing simulation platforms for au-

tonomous/automated driving functions evaluation and validation can be

divided into two main groups: automotive engineers and transportation

engineers. Those two groups approach the problem from very different

angles. Traffic engineers exploit simulation platforms able to simulate

background traffic, even in large-scale networks, but with simplified

vehicle dynamics and controllers; this could compromise the authenticity

of the simulation. On the other hand, automotive engineers focus more

on the enabling of the technology and aim at developing platforms that

are most realistic and accurate in terms of vehicle dynamics, sensors, and

control logic; however, these platforms are typically unable to simulate

realistic background traffic conditions in which autonomous/automated

vehicles will be involved when commercialised.

1https://cdn.euroncap.com/media/30700/euroncap-roadmap-2025-v4.pdf
2https://publications.jrc.ec.europa.eu/repository/handle/JRC119345
3https://ec.europa.eu/growth/content/guidelines-exemption-procedure-e

u-approval-automated-vehicles en
4https://www.gazzettaufficiale.it/eli/id/2018/04/18/18A02619/sg
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In this context, a novel Integrated Simulation Environment should be

developed for autonomous/automated driving functions evaluation and

validation. The platform should be able to: i) simulate various back-

ground traffic conditions, road geometries, and traffic control schemes; ii)

model and emulate the detailed dynamics of CAVs; iii) account for the

effects of the on-board ranging sensors (e.g., camera, radar); iv) mimic

V2X communication.

4.1 Existing Virtual Testing Environments

Existing simulation platforms can be categorised into three types: mi-

croscopic traffic simulators, physics-based simulators and integrated plat-

forms.

4.1.1 Microscopic Traffic Simulators

Traditional microscopic traffic simulators have been developed to emulate

the time variability of traffic phenomena starting from the dynamics

of each single vehicle [107]. Usually, the main components of a traffic

simulator are: i) transport network to define road topology; ii) traffic

demand; iii) models for regulating the vehicle driving behavior (e.g.,

car-following and lane-changing). Some typical simulators include VIS-

SIM [108], Aimsun [109], MATSim [110], which are popular commercial

solutions, and the open-source SUMO [111]. They are widely used to es-

timate road infrastructure level of service, design, and implementation of

traffic management solutions and compare the performances of different

road design solutions. Moreover, some researchers (e.g., [112]) focused on

the applicability of traffic micro-simulators to estimate vehicle emission

based on real-world data from an expressway, but, due to systematic

error, they did not provide a realistic driving behaviour to estimate both

consumption and pollutant emissions of the vehicle. From the early

2000s, such simulators have also been used to assess the impact of ADAS

systems (e.g., ACC, Intelligent Speed Assistance (ISA), or overtaking

assistants) on traffic efficiency as the penetration rate, vehicle fleet, road

infrastructure, and surrounding driver behaviour vary [113]. More re-

cently, following the development of communication technologies, traffic

micro-simulators have also been used to test information systems and
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V2X-based systems [52, 114].

However, this approach presents several drawbacks. Above all, these plat-

forms represent both vehicles and control systems in an over-simplified

way. Indeed, each vehicle is modelled as a simple point mass, and its

behaviour is described only via its kinematic motion. For instance, the

behaviour of a single vehicle following another is represented through a

car-following model, which simplifies a controller (e.g., CACC or ACC)

or the human-driver behaviour and vehicle dynamics into a single model.

Hence, the vehicle models embedded in these simulators do not guaran-

tee the high fidelity vehicle dynamics requirement, which is crucial for

autonomous/automated driving simulation and validation. Moreover,

despite some micro-simulation tools that allow on-board functionalities

to be embedded via an application programming interface, they are

usually too simplified models of the real ones, resulting in a non-realistic

representation of the vehicle behaviour in traffic scenarios.

4.1.2 Physics-Based Simulators

Typical automotive development process focuses on a highly detailed

representation of vehicle dynamics, actuators, control logic, on-board

sensors, communication devices, and so on [115].

Existing commercial virtual testing solutions, such as IPG CarMaker

[116], VIRES VTD [117], dspace ASM [118], PreScan [119]and CarSim

[120], focus mainly on the motion of a single-vehicle with detailed

dynamics and equipped with on-board sensors. By leveraging graphics

engines, they build up ideal 2D/3D traffic scenarios, which combine

road sections, infrastructure components, weather conditions, and light

sources. However, these tools allow only a simplified representation of

surrounding vehicles behaviour, consisting of pre-loaded and predefined

driving trajectories, given as a simulation input. Moreover, commercial

solutions are costly and require powerful hardware to run. Currently,

only the latest version of VIRES VTD allows the emulation of multi-ego

vehicles scenarios to the best of the author knowledge.

To reduce monetary cost and unnecessary dependencies, open-source

solutions can be alternatively used. For example, TORCS [121] is a car

simulation platform for racing game neglecting road traffic elements

(e.g., intersections and traffic rules), while CoInCar-Sim [122] focuses

on cooperative motion planning of vehicles with SAE4+ automation
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level; however, it does not integrate detailed vehicle dynamics or realistic

traffic conditions. CARLA [123], AirSim [124] and Udacity [125] are,

instead, devoted to the testing of different ranging sensors (e.g., camera

and radar) and/or machine learning since they allow to create and

render high-resolution 3D traffic environment based on a game engine.

The main issue of such simulators is that when a high-fidelity simulation

is required, correct mathematical representation of subsystems in models

or software is imperative to achieve realistic calculations [126]. Finally,

it is worth noting that MATLAB recently extended with the Automated

Driving Toolbox, which provides algorithms and tools for designing

and testing ADAS and autonomous driving systems also within a

simplified 3D environment, which enables vision systems simulation [126].

4.1.3 Integrated Simulation Environment

Although single simulators described in 4.1.1 and 4.1.2 can explore sev-

eral functions of autonomous/automated driving, the complexity of the

traffic scenarios is still challenging. Hence, some integrated simulation

environments have recently been developed to combine and fully take

advantage of existing single simulators.

To investigate the interaction between traffic mobility and V2X com-

munication, a feasible solution is to integrate traffic simulator with

network simulator. Common vehicular network simulators are TraNS

[127], iTETRIS [128] and Veins [129]. TraNS combines SUMO and NS-

2 networking simulator [130], while iTETRIS integrates SUMO and NS-3

[131], and Veins couples SUMO with OMNET++ [132]. These inte-

grated simulators have been widely applied in system validations such as

platoon-based cooperative driving [133] and communication optimization

[134].

Some physics-based commercial simulators can interact with external

software so to improve their capabilities. For instance, IPG CarMaker,

VIRES VTD, dSPACE, Prescan, and rFpro [135], which is a commercial

game engine, allow populating the virtual test environment with realistic

road users moved by SUMO or PTV VISSIM. Similarly, the integrated

use of AIMSUM, CARSIM, and Passenger Car and Heavy Duty Emission

Model to estimate pollutant emissions is proposed in [136]. Despite the

presence of both high fidelity vehicle dynamics and a realistic surrounding
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traffic environment, the use of commercial tools remains too expensive

and not light-weighted.

To reduce monetary cost and unnecessary dependencies, as well as to

improve the flexibility to any different developers requirements, some

in-house solutions have been developed during recent years. Most of them

are light-weighted and based on MATLAB/Simulink environment, hence

allowing to customize both vehicle dynamics and control algorithms

[137, 138, 139], but mainly focus on single CAV control. More recently, a

comprehensive simulation platform for conventional, connected, and auto-

mated driving was proposed in [36] by combining SUMO, Omnet++, and

Webots [140], which allows modelling of both autonomous/automated

and conventional vehicles.

4.2 Proposed Integrated Simulation Environ-

ment

Motivated by the need to develop a simulation platform to enhance

the autonomous/automated driving evaluation and validation process,

a new integrated virtual simulation environment, named Mixed Traf-

fic Simulator (MiTraS), is developed. It embeds different interacting

simulation tools within a holistic view of the co-simulation approach.

Namely, it leverages the MATLAB/Simulink features for modelling the au-

tonomous/automated vehicle dynamics, developing a customized control

strategy, i.e., longitudinal and lateral dynamics of CAVs, communica-

tions topology, and the emulation of heterogeneous systems time-varying

delays associated with each active communication link. Furthermore,

integrating the Automated Driving Toolbox, it can be easily obtained

a 3D representation of the road scenario and, as a consequence, it is

possible to simulate camera, radar, and lidar. On the other side, the

virtual platform exploits SUMO for reproducing human-driver behaviour

and traffic scenarios in realistic conditions (also by selecting road net-

work type, road rules, and so on). Exploiting SUMO, MiTraS accounts

for unplanned but realistic events such as congestion, slower or faster

vehicles ahead, lane changes, and, generally, to face up with different

drivers behaviours. Hence, by integrating the simulation tools mentioned

above, it is possible to enable virtual testing in complex, stochastic and

reproducible traffic scenarios. The primary needs to build up MiTraS
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are: i) no powerful hardware required to run; ii) no commercial software

is required except for MATLAB; iii) flexibility and easy adaptation to

different developers requirements; iv) possibility to improve each compo-

nent independently thanks to the modular structure; v) the simultaneous

control of several CAVs; vi) the emulation of large-scale traffic, also

mixed-traffic conditions; vii) the assessment of the performance of au-

tonomous vehicles in a wide range of realistic traffic scenarios; viii) the

repeatability and replicability, since it is possible to re-execute the same

test without deviations due to stochastic phenomena and faults in the

functioning of a system can thus be identically replicated at any moment.

The key components of MiTraS, as well as the allowable features, are

detailed in the following.

4.2.1 The Role of SUMO

Simulation of Urban MObility (SUMO) [111] is an open-source, highly

portable, microscopic traffic simulator designed to emulate road traffic

systems. SUMO allows modeling each vehicle individually, i.e., it is

characterised by its own ID, route, position, speed, and it moves within

the traffic flow according to built-in car-following models or external

inputs computed, as in this case, in MATLAB/Simulink environment.

To simulate a traffic scenario, several elements are needed. The most

important ones are network data (e.g., roads and footpaths), possible

additional traffic infrastructure (e.g., traffic lights), and traffic demand.

The information related to these elements is contained in specific XML

files. Further and in-depth details on the functionality, simulation models,

tools, and the workflow with traffic simulations can be found in [141].

Network Setup SUMO networks consist of nodes and unidirectional

edges representing, for instance, streets, waterways, tracks, and so on.

Each edge has a specific geometry (a series of line segments) and consists

of one or more lanes. Attributes such as width, speed limit, and access

permissions are modelled as constant along a lane. Moreover, SUMO

networks include detailed information regarding possible movements at

intersections and the corresponding right of way rules used to determine

the dynamic simulation behaviour.
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Demand Modelling In SUMO, traffic demand can be defined as

individual trips, flows, or routes. The basic information should include

departure time, origin, destination, and transport mode. Once traffic de-

mand is generated, traffic assignment can be executed for understanding

the traffic state of the investigated network. SUMO embeds different traf-

fic assignment methods: User Equilibrium, Stochastic User Equilibrium,

or the fastest route at a given departure time.

4.2.2 The Role of MATLAB/Simulink

The MATLAB/Simulink environment plays a key role in the proposed

virtual testing platform performing the following main tasks: i) mod-

elling and emulating the detailed dynamics of CAVs; ii) emulating the

on-board ranging sensors (e.g., camera, radar); iii) emulating the V2V

communication infrastructure; iv) controlling the CAVs; v) reproduce

the road traffic simulation in a 3D environment.

Tasks ii) and v) are accomplished by leveraging the Automated Driving

Toolbox of MATLAB, i.e., a tool for the designing and testing of ADAS

and autonomous driving systems that provides ranging sensors models

and allows the 3D visualisation. This latter is realized by importing

the road network from SUMO via OpenDrive files. The heterogeneous

time-varying delays affecting the information shared via the V2V com-

munication paradigm are emulated as stochastic variables with a uniform

discrete distribution within the typical range that can be observed in

vehicular network delays during normal operating conditions in practice

[142].

4.2.3 Co-Simulation Procedure

To enable co-simulation, the SUMO Traffic Control Interface (TRACI)

4MATLAB is exploited, allowing to connect SUMO and MATLAB in

a server-client architecture [143]. All the necessary TraCI4MATLAB

commands are coded within S-Function level 2 within Simulink. An

overview of this interface architecture is depicted in Figure 4.1. The

following co-simulation procedure briefly summarises how SUMO inter-

acts with the MATLAB/Simulink environment. Before enabling this

interaction, the following preliminary actions are required: i) define the

traffic demand, the set of CAVs, the set of CHVs, vehicles routes, as
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Figure 4.1: Integrated Simulation Environment MiTraS

well as initial conditions for each vehicle; ii) generate the OpenDrive

file allowing reproducing the SUMO road network in a 3D visualisation

environment.

Once the communication is established via TraCI4MATLAB, SUMO and

MATLAB/Simulink can share information about the mixed traffic flow

conditions. Specifically, at each simulation step, fixed at ∆t = 0.1 [s],

CAVs (running on MATLAB/Simulink platform) receive information

about the surrounding environment by SUMO (such as position and speed

of all the CHVs within the mixed traffic flow). Then, a control strategy

can be computed and imposed on CAVs that move accordingly. Finally,

SUMO updates the global traffic information that will be available for

CAVs at the next simulation step.

4.3 Modeling

In this section, a detailed description of each component of MiTraS

simulation environment is provided.

Above all, the Ego-Vehicle model is given. It is worth noting that it

is built in a modular framework allowing to choose between two types

of propulsion and relative model of consumption, Internal Combustion

Engine (ICE) or Electric Motor (EM), and different configurations for

wheels (bicycle or four wheels model).

4.3.1 Vehicle Model

The motion of the Ego-Vehicle is described through dynamics equations

which refer to a 3-Degree-of-Freedom (DoF), rear-drive and front steering

vehicle model. Under the assumption that the vehicle moves like a
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rigid body, the motion can be described by the following non-linear

longitudinal, lateral and yaw dynamics [60]:

ẍ = ẏψ̇ +
Fxf,l

+ Fxf,r
+ Fxr,l

+ Fxr,r

m
, (4.1a)

ÿ = −ẋψ̇ +
Fyf,l + Fyf,r + Fyr,l + Fyr,r

m
, (4.1b)

ψ̈ =
ℓf (Fyf,l + Fyf,r) − ℓr(Fyr,l + Fyr,r) + ℓc(−Fxf,l

+ Fxf,r
− Fxr,l

+ Fxr,r)

Iz
,

(4.1c)

where ψ [rad] is the yaw angle while ψ̇ [rad/s] is the yaw-rate; ẋ [m/s]

and ẏ [m/s] are the vehicle longitudinal and lateral speed respectively;

m [kg] is the vehicle mass; ℓf [m] and ℓf [m] are the distances of front

and real wheels w.r.t. the centre of gravity; Iz [m ·N · s] is the vehicle

body inertia moment about the vehicle-fixed z-axis; ℓc [m] is the distance

of vehicle longitudinal axis from the wheels; Fyf,l [N ] and Fyf,r [N ] are

the lateral forces acting on the front-left and front-right vehicle axle,

respectively; Fyr,l [N ] and Fyr,r [N ] are the lateral forces acting on the

rear-left and rear-right vehicle axle, respectively; Fxf,l
[N ] and Fxf,r

[N ]

are the longitudinal forces acting on the front-left and front-right vehicle

axle, respectively; Fxr,l
[N ] and Fxr,r [N ] are the longitudinal forces

acting on the rear-left and rear-right vehicle axle, respectively.

All the these forces are expressed as function of the wheel steering angle.

Specifically, using, for sake of conciseness, the symbol ⋆ ∈ {f, r} to denote

the variables related to front and rear axles, and the symbol • ∈ {r, l} to

denote the variables related to right and left sides of vehicle, they are

computed as:

Fy⋆,• = Fl⋆,• sin δ⋆ + Fc⋆,• cos δ⋆, (4.2a)

Fx⋆,• = Fl⋆,• cos δ⋆ − Fc⋆,• sin δ⋆, (4.2b)

where Fl⋆,• [N ] is the longitudinal tire forces; Fc⋆,• [N ] the lateral tire

forces; δ⋆ [rad] is the wheel steering angle. For forward driving, the

guiding wheels are the front wheels and, consequently, δr,• are equal to 0.

The lateral and longitudinal tire forces for each tire are non-linear func-

tions given as

Fc⋆,• = fc(α⋆,•, s⋆,•, µ⋆,•, Fz⋆,•), (4.3a)

Fl⋆,• = fl(α⋆,•, s⋆,•, µ⋆,•, Fz⋆,•), (4.3b)
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being α⋆,• the tire slip angles; s⋆,• the tire slip ratios; µ⋆,• the road

friction coefficients; Fz⋆,• [N ] the tire vertical forces.

The slip ratios s⋆,• are defined as follows:

s⋆,• =







rwω⋆,•

vl⋆,•
− 1, if vl⋆,• > rwω⋆,•, vl⋆,• ̸= for braking,

1 − vl⋆,•
rwω⋆,•

, if vl⋆,• < rwω⋆,•, ω⋆,• ̸= for driving,
(4.4)

where rw [m] is the wheel radius and ω⋆,• [rad/s] is the angular speed.

The slip angles represent the angle between the wheel velocity and the

direction of the wheel itself:

α⋆,• = tan−1 vc⋆,•
vl⋆,•

, (4.5)

where vc⋆,• [m/s] and vl⋆,• [m/s] are the lateral and longitudinal wheel

velocities, respectively, which are expressed as:

vc⋆,• = vy⋆,• cos δ⋆ − vx⋆,• sin δ⋆, (4.6a)

vl⋆,• = vy⋆,• sin δ⋆ + vx⋆,• cos δ⋆, (4.6b)

where

vyf,l = ẏ + ℓf ψ̇ vxf,l
= ẋ− ℓcψ̇, (4.7a)

vyf,r = ẏ + ℓf ψ̇ vxf,r
= ẋ+ ℓcψ̇, (4.7b)

vyr,l = ẏ − ℓrψ̇ vxr,l
= ẋ− ℓcψ̇, (4.7c)

vyr,r = ẏ − ℓrψ̇ vxr,r = ẋ+ ℓcψ̇. (4.7d)

Resistant and inertial forces generate a load transfer phenomenon which

affects the tires vertical forces Fz⋆,• and, as a consequence, their longitu-

dinal and lateral stiffness. To closely estimate vertical loads, roll motion

has to be considered. The body roll angle φ [rad], assumed to be small,

is calculated by dividing the moment about the roll axis by the apparent

roll stiffness which is reduced with the term mgh
′

due to the additional

moment mgh
′
φ:

φ =
−mÿh′

cφ,f + cφ,r −mgh′ (4.8)

where h
′

[m] is the distance from the centre of gravity to the roll axis;

cφ,⋆ [N/rad] are the roll stiffness of front and rear part; g [m/s2] is
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the gravitational acceleration. The total moment about the roll axis

is distributed over the front and rear axles in proportion to the front

and rear roll stiffness. The load transfer from the inner to the outer

wheels that occurs at each axle in a steady-state cornering motion with

centripetal acceleration ÿ is computed according to the following formula:

∆Fzf =
mÿ

2ℓc

(

ℓf
ℓ
h⋆ +

cφ,f
cφ,f + cφ,r −mgh′ h

′

)

, (4.9a)

where h⋆ [m] are the heights of the front and rear roll centres.

Finally, the tire vertical forces Fz⋆,• are computed as [60]:

Fzf,l =
1

2

[mgℓr
ℓ

+
1

2
ρairSaCzf ẋ

2 − mhẍ

ℓ

]

+ ∆Fzf , (4.10a)

Fzf,r =
1

2

[mgℓr
ℓ

+
1

2
ρairSaCzf ẋ

2 − mhẍ

ℓ

]

− ∆Fzf (4.10b)

Fzr,l =
1

2

[mgℓf
ℓ

+
1

2
ρairSaCzr ẋ

2 − mhẍ

ℓ

]

+ ∆Fzr , (4.10c)

Fzr,r =
1

2

[mgℓf
ℓ

+
1

2
ρairSaCzr ẋ

2 − mhẍ

ℓ

]

− ∆Fzr , (4.10d)

being ℓ = ℓf + ℓr [m] the length of the wheelbase; h [m] is the height

of the vehicle; ρair [kg/m3] is the air density; Sa [m/s2] is the cross

sectional area; Cz⋆ are the front/rear lift coefficient.

Regarding the tire-road friction coefficient in (4.3), the model for tire

tractive and cornering forces is described thorough the Magic Formula

5.2 of Pacejka [60] to determine the longitudinal force arising from this

interaction. For sake of simplicity, the longitudinal and lateral forces are

computed in a decoupled way. Accordingly, in the purely longitudinal

case, the longitudinal forces are

Fx⋆,• = Dxsin{Cxatan[Bxs⋆,• − Ex(Bxs⋆,• − atan(Bxs⋆,•))]} (4.11)

while in the purely sideslip case, the lateral forces are

Fy⋆,• = Dysin{Cyatan[Byα⋆,• − Ey(Byα⋆,• − atan(Byα⋆,•))]} (4.12)

where B⋆, C⋆, Dstar, E⋆ represent the stiffness, shape, peak and curvature

coefficients, respectively. These factors are described as the function of

the tire vertical load, tire slip rate, and tire slip angle.
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4.3.2 Consumption Models

In the following, the embedded models used to estimate both fuel and

energy consumption of the Ego-Vehicle are described.

4.3.2.1 Fuel Consumption Model

The power-based model Virginia Tech Comprehensive Power-Based Fuel

Consumption Model (VT-CPFM)-2 proposed in [144] is used to com-

pute the instantaneous fuel consumption FC(t) [l/s] of vehicle in an

endothermic engine configuration:

FC(t) =

{

β0ωe(t) + β1P (t) + β2P (t)2 if P (t) ≥ 0 ,

β0ωidle if P (t) < 0,
(4.13)

where P (t) [kW ] is the instantaneous vehicle power; ωe(t) [rpm] is the

engine speed of the vehicle at time t; ωidle [rpm] is the engine idling

speed; β0, β1 and β2 are vehicle-specific model constants to be calibrated

with the VT-CPFM calibration tool.

According to [145], the power required by a vehicle to advance is computed

as follows:

P (t) =
(R(t) +ma(t)

(

1.04 + 0.0025ξ(t)2
)

1000ηd

)

· v(t), (4.14)

where R(t) [N ] is the total resistance force; a(t) [m/s2] is the vehicle

longitudinal acceleration at time t; ξ(t) is the gear ratio at time t defined

as τgb(t)/τdiff , being τgb(t) and τdiff the gear ratio and differential

ratio, respectively; ηd is the driveline efficiency; v(t) [m/s] is the vehicle

longitudinal speed at time t.

The total resistance force R(t) is computed as the sum of the aerodynamic,

grade and rolling resistance forces:

R(t) =
1

2
ρairCd(1 − ϕ)Ch(t)Afv(t)2 +mgsin(θ)

+mgcos(θ)
Cr

1000

(

c1v(t) + c2
)

,

(4.15)

where CD is the aerodynamic drag coefficient; Af [m2] is the vehicle

frontal area; θ [rad] is the road grade; Cr(t), c1(t) and c2(t) are the
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Figure 4.2: Air-Drag Reduction of Passenger Cars [2]

rolling resistance parameters that vary as a function of the road surface

type, road condition, and vehicle tire type; Ch(t) is a correction factor

(unitless) due to the altitude of the road where vehicle moves computed

as Ch(t) = 1 − 0.085H(t) where H(t) [km] is the road altitude [144]; ϕ

is the air-drag reduction coefficient due to the platooning effects [2] (see

Figure 4.2).Note that, platooning effect (or slipstream effect) allows to

reduce consumption by reducing the air friction at the front as well as

disrupting the turbulent flow at the tail (Fig. 4.3). If vehicles travel in a

platoon, also the platoon leader can profits from positive aerodynamic

effects in presence of an ahead vehicle. Obviously, vehicles at the centre of

the platoon have larger benefits than head and tail vehicles. The air-drag

reduction represents one of the main advantages of platooning [3]. Given

the instantaneous FC(t) as in (4.14), the average fuel consumption for a

given traveled route FCt [l/km] is computed as

FCt =
1

dt
·
∫ t

0
FC(t) dt, (4.16)

where dt [km] is the distance travelled.

4.3.2.2 Power-Based Energy Consumption Estimation Model

To estimate the energy consumption of the vehicle, the Comprehensive

Power-based EV Energy consumption Mode (CPEM) [146] is embedded

within the proposed Integrated Simulation Environment. It requires the
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Figure 4.3: The slipstream effect [3]

instantaneous speed of the vehicle and its characteristics as inputs, while

the outputs are the instantaneous power consumed Pt(t) [W ] and the

total energy consumption (EC) [kWh/km] for a specific driving cycle.

To derive EC, it is firstly required to compute the electric power at

wheels Pw(t) [W ] as:

Pw(t) =
(

ma(t) +R(t)
)

v(t). (4.17)

The electric motor power loss Ploss [W ] referring to iron loss, copper loss

and line loss inside the motor can be computed as follows [147]:

Ploss(t) =
rarm r2w
K2

(

ma(t) +R(t)
)2
, (4.18)

where rarm [Ω] is the resistance of the motor armature; K = Ka · ϕd · Im,

being Ka a constant of the armature, ϕd (in weber) the magnetic flux

and Im [A] the current of the motor.

Since electric vehicles are equipped with regenerative braking system,

the power required at electric motor Pem,net(t) [W ] can be expressed as

Pem,net(t) =







(

Pw(t)+Ploss(t)
)

ηb
, if Pw(t) ≥ 0

(

Pw(t) + Ploss(t)
)

· ηb · ηrb, if Pw(t) < 0

where ηb is the battery efficiency, while ηrb(t) is the regenerative braking

energy efficiency computed as:

ηrbj (t) =







[

e
0.0411
|a(t)|

]−1
if a(t) < 0,

0 if a(t) ≥ 0.
(4.19)

Hence, considering also the electric power consumed by the auxiliary

systems, i.e. Paux = 700 [W ], the instantaneous total power required at

battery Pbat(t) [W ] can be estimated as

Pbat(t) = Pem,net(t) + Paux. (4.20)
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Finally, the average energy consumption EC [kW/h km] can be com-

puted as

EC =
1

3600000
· 1

dt
·
∫ t

0
Pbat(τ) dτ. (4.21)

Battery Pack Model The battery pack of the vehicle is modelled via

the equivalent simplified electric circuit [4] shown in Figure 4.4.

Figure 4.4: Battery Model [4]

It consists of an internal voltage source Eoc [V ], two ideal diodes, and two

inner resistances R+
in [Ω] and R−

in [Ω] which represent the battery internal

discharging and charging resistances. The value of these latter parameters

depend on the current value of the battery State Of Charge (SOC) and

are implemented as look-up tables [4]. The voltage at the terminal of

the battery is computed as:

Vt(t) =

{

Eoc −R+
inIbat(t) if discharging,

Eoc −R−
inIbat(t) if charging.

(4.22)

The power required at the battery, the current Ibat(t) [A] can be derived

as

Ibat(t) =











Eoc−
√

E2
oc−4R+

inPbat(t)

2R−
in

if discharging

Eoc−
√

E2
oc−4R−

inPbat(t)

2R+
in

if charging.
(4.23)

The battery State of Charge can be, hence, computed as

SOC(t) =

{

− 1
Cbat

∫ t

0 Ibat(τ)dτ if discharging

− ηbat
Cbat

∫ t

0 Ibat(τ)dτ if charging.
(4.24)

where Cbat [Ah] is the battery capacity while ηbat is the recharging

efficiency.



CHAPTER 5

Development and Testing of

a Green Light Optimal

Speed Advisory Service

Under Different Working

Conditions

The Green Light Optimal Speed Advisory (GLOSA) is a C-ITS service

that reduces the energy consumption and travel time associated with a

vehicle trip by providing an optimal speed profile to avoid unnecessary

stops at an intersection exploiting TLSs information. It is expected that

GLOSA solutions will be widely deployed on transportation networks,

thanks to the rapid spread of increasingly effective and pervasive commu-

nication technologies. Thus, appropriate methodologies and tools should

be adopted to test sustainability objectives and evaluate the effects of

such systems on the performance of traffic networks. In this perspective,

this chapter focuses on developing a GLOSA service and its assessment

via an enhanced testing approach exploiting the MiTraS Integrated Simu-

lation Environment. The proposed approach can be used to cover several

aspects which, in the existing technical literature, are: i) not considered
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(traffic signal phase condition); ii) rarely considered (electric engine);

iii) considered in a non-integrated way (traffic condition, TLSs cycle

duration, communication distance, and minimum speed). Indeed, the

considered factors pertain to different subsystems of the mobility envi-

ronment (network and vehicles). The proposed testing framework allows

an equally detailed simulation of all, thus enhancing the accuracy of the

results. To show the validity of the proposed approach, one controlled

vehicle, equipped with a GLOSA system, travelling along a single route

through a city centre including many TLSs, is considered. The simulation

analysis deals with different levels of considered factors, assessed through

Key Performance Indexes (KPIs) related to mobility and environmental

indicators. Numerical results confirm that the proposed Integrated Simu-

lation Environment can give valuable insights and suggestions to design

a GLOSA service to enhance mobility and environmental performance.

They also show that the factors in question affect system performance

differently.

5.1 Green Light Optimal Speed Advisory Sys-

tem

The development of C-ITS aims to enhance the performance of transporta-

tion systems in terms of safety, efficiency, and environmental footprint

[148] by exploiting V2V and V2I wireless communication technologies.

In particular, the GLOSA service is supposed to significantly reduce

both consumption and travel time by providing, based on information

dispatched by TLS), an optimal speed profile to cross the intersection,

avoiding, as much as possible, unnecessary stops [149]. TLSs, equipped

with RSUs, share via Infrastructure-to-Vehicle (I2V) wireless commu-

nication protocols (DSRC or C-V2X), the MAP and Signal Phase and

Timing Message (SPaT) message data package (see Sec. 2.4) to any

Connected and Automated/Autonomous Vehicle (CAV) and Connected

Vehicle (CV) within their communication range.

Although the technical literature has widely studied GLOSA systems,

their assessment has been frequently carried out under partially realistic

conditions [150]. Assessment frameworks often focus on one factor (e.g.,

traffic environment or longitudinal vehicle dynamics) with a high level of

detail, while others are neglected or modelled in a simplified way. Thus,
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an open challenge in testing such systems is to develop and exploit an

integrated modelling tool, able to simulate, with a high level of detail, all

the following factors: i) traffic environment; ii) communications among

TLSs and vehicles: iii) vehicle dynamics; iv) control strategy for CAVs.

It is worth noting that with this approach, the number and type of

factors considered in the same framework could be increased and detailed

each time as needed.

Within this framework, the aims of this chapter are to

1. develop a GLOSA system aiming at reducing both travel time and

stop&go phenomena at intersection;

2. enhance the testing approach of C-ITS systems by exploiting an

Integrated Simulation Environment proposed in Chapter 4, which

allows to model in detail the following components: the vehicle

dynamics, the traffic environment and the control logic. In so

doing, it is thereby possible to overcome the shortcomings and

limitations in existing testing approaches arising from the over-

simplified modelling of all components of the traffic environment

[151];

3. investigate the impact, on both mobility and environmental perfor-

mance of GLOSA services, of factors that are often not considered

(traffic signal phase condition), rarely considered (electric engine),

or one-to-one considered (traffic condition, TLS cycle duration,

communication distance, and minimum speed); in so doing, it

is possible to correctly identify the critical factors for a proper

assessment of the considered C-ITS system;

4. compare outputs of a simple consumption model - the one embedded

within the exploited micro-simulator software (SUMO) - with those

of a detailed model to highlight how the use of the latter is crucial

to evaluate the energy performance of a C-ITS control system

correctly.

5.2 Related Works on GLOSA System

GLOSA systems have gained considerable interest from different research

domains, such as computer science, civil engineering, and transportation



■
865

D
ev

el
op

m
en

t
an

d
T

es
ti

n
g

of
a

G
re

en
L

ig
h
t

O
p

ti
m

a
l

S
p

ee
d

A
d

v
is

or
y

S
er

v
ic

e
U

n
d

er
D

iff
er

en
t

W
o
rk

in
g

C
o
n

d
it

io
n

s

Table 5.1: Comparison of GLOSA research works

Paper analysed

Testing objectives

[Effects on Traffic Flow,

Vehicle performances,

both]

Traffic representation

[No Traffic,

MicroSimulator

(e.g. SUMO, VISSIM), ...]

Energy consumption computation

[Energy consumption model,

Vehicle Dynamics model]

Type of Engine

[Traditional,

Electric]

Technical notes

[e.g. varied traffic density

and penetration rate of GLOSA,

varied communication range,

varied communication

range and gear]

[152] vehicle performances no traffic CMEM gasoline effects of link length and communication range

[153] both VISSIM PHEM gasoline and Diesel effects of communication range and gear choice

[154] effects on traffic SUMO energy-related consumption model gasoline effects of penetration rate of GLOSA-equipped vehicles,

traffic demand and communication range

[155] both SUMO HBEFA gasoline effects of communication range

[156] vehicle performances no traffic vehicle longitudinal nonlinear dynamics gasoline -

VT-Micro

[157] vehicle performance no traffic vehicle longitudinal nonlinear dynamics gasoline effects of following a GLOSA-equipped vehicle,

different speed limit and weather conditions

[158] traffic flow SUMO EMIT gasoline effects of penetration rate of GLOSA-equipped vehicles,

traffic demand and adaptive TLS

[159] traffic flow VISSIM CMEM gasoline effects of penetration rate of GLOSA-equipped vehicles

[160] vehicle performances no traffic speed-based model gasoline multi-segment approach,

GLOSA works well with fixed-time TLS w.r.t. actuated TLS

[161] vehicle performances no Traffic VT-Micro model gasoline -

[162] vehicle performances driving simulator without traffic - gasoline effects of communication distance

[163] both VISSIM VERSIT+ model gasoline and diesel effects of traffic demand,

GLOSA works well with fixed-length cycle TLS

[164] traffic flow custom micro-simulator - - effects of MPC-based traffic control

[165] traffic flow Paramics vehicle longitudinal nonlinear dynamics gasoline effects of CAVs equipped with GLOSA system in mixed traffic flow

engine torque-speed-based model gasoline penetration rate of GLOSA-equipped vehicles

[166] vehicle Performances Aimsum vehicle longitudinal nonlinear dynamics electric multiple signalized intersections

penetration rate of GLOSA-equipped vehicles

[167] platoon performances custom micro-simulator VT-Micro emissions model gasoline effects of traffic demand

[168] traffic flow VISSIM - - effects of intersection queues

[169] traffic flow custom micro-simulator custom power-based gasoline effects of TLS signal phase and traffic demand

[150] traffic flow SUMO HBEFA gasoline comparison of different GLOSA algorithms

[170] traffic Flow custom micro-simulator custom power-based gasoline effects of TLS signal phase, traffic demand, communication range

and penetration rate of GLOSA-equipped vehicles

[171] traffic flow SUMO HBEFA gasoline effects of traffic demand, CAVs penetration rate

and multi-vehicle coordination

[172] vehicle Performance no traffic vehicle longitudinal nonlinear dynamics diesel effects of information availability about the state of the TLS.

[173] traffic flow VISSIM - - effects of traffic demand

[174] vehicle performances no traffic vehicle longitudinal nonlinear dynamics electric effects of segment length, segment slope,

power-based energy model TLS period time and green duration

[175] vehicle performances real-world tests vehicle longitudinal nonlinear dynamics gasoline
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research. Indeed, an extensive technical literature exists that seeks to

evaluate the effects on system performance of different factors, such as

communication distance and penetration rate of CAVs [150].

The first attempts focused on the effect of control strategies on controlled

vehicles energy consumption performance, neglecting all traffic factors.

For instance, [152] evaluated the effectiveness of three velocity plan-

ning algorithms aiming at minimising the acceleration rates of a vehicle

travelling along an empty 10-intersection signalised corridor. Results

of stochastic simulations, considering edges length and communication

distance as uniformly distributed random variables, showed a 12-14%

reduction in fuel consumption and pollutant emissions, computed ex-

ploiting the CPEM [176], compared to no control scenario.

Subsequently, some authors focused on the impact of communication

distance and traffic demand. The impact of gear choice and commu-

nication distance on fuel consumption were investigated in [153], who

found that a sub-optimal gear choice reduces the benefits of the GLOSA

system, while a communication distance greater than 600 [m] has no

further advantage. Along similar lines, [154] exploited SUMO and an

energy-related fuel consumption model [177] to show that high penetra-

tion rates of GLOSA-equipped vehicles within traffic flows reduce stop

time by 80% and fuel consumption by up to 7%. The same authors

also show that the optimal communication range is close to 350 [m].

Similar values of the optimal communication distances, 300 [m] and

400 [m] for urban and rural areas, respectively, were found in [162] in

the case of empty roads. The need to share and exploit traffic and/or

TLS data further ahead of an intersection was clearly stated in [158],

showing that the system’s performance degrades under certain traffic

conditions. A driving simulator investigated the effect of several traffic

demand levels and two different pre-timed signal phases for TLS, and

different communication distances [169, 170]. Finally, [168] proposed

a GLOSA strategy accounting also for the dissipation time of queues.

Simulations, performed by leveraging the Car2X interface of VISSIM,

showed a reduction in waiting time, queue length, and the number of

stops compared to no GLOSA, even without considering queue discharge

time.

Since enabling GLOSA for non-adaptive TLSs is trivial, as they run
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their static program in an endless loop, some works considered fully-

adaptive or semi-adaptive TLSs. For instance, results in [163] proved

that such systems work well with fixed-length cycle TLS. At the same

time, adaptive-coordinated TLS can increase conflict in traffic flow due

to the low accuracy of the information obtained in the SPaT message. To

overcome these issues, [159] suggested exploiting additional information

(e.g., time history of TLS) for adaptive-coordinated TLSs, while [164]

recommended sharing the SPaT message far enough in advance from the

intersection location.

More recently, a GLOSA system that ideally suits CAVs was proposed

in [167]: the results proved the ability to reduce both delay time and

fuel consumption by 30-50% and 15-20%, respectively. Along the same

lines, [171] investigated the impact of the CAVs penetration rate within

traffic flow, resulting in an increase in pollutant emissions of V2X un-

equipped vehicles for low penetration rates. The case of 100% of CAVs

equipped with GLOSA system was analysed by [173]: results of simula-

tions, performed for two different levels of traffic demand, indicated a

reduction in average delays of around 83.84% and 86.46% for the traffic

conditions considered, showing that traffic density significantly affects

GLOSA performance.

All the above works exploit point-mass kinematic models for vehicle

motion and simplified models for energy consumption estimation. [156]

first highlighted the need for more detailed models. They adopted a

non-linear dynamic model to emulate the behaviour of a single-vehicle

travelling along a 1-TLS road; the VT-Micro model [178]. The same

approach was used in [157] to investigate the effects of different speed

limits and weather conditions, as well as the benefit for vehicles follow-

ing a GLOSA-equipped one. [166] investigated the effectiveness of a

multi-segment GLOSA system for electric vehicles, assuming no losses in

transmission, no slip at the wheels, a constant road slope, and constant

traffic demand. The results revealed that, by increasing the penetration

rate of GLOSA-equipped vehicles up to 100%, it is possible to reduce

energy consumption and travel time by 28.5% and 3.8%, respectively.

Similarly, [165] evaluated the influence of such a system in mixed traffic

conditions, considering three different traffic demand levels and seven

different penetration rate values of GLOSA-equipped vehicles. Their re-

sults revealed that, even at relatively low penetration levels, the GLOSA
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system improves the energy efficiency of non-equipped vehicles, although

travel time slightly increases. [172] evaluated the impact of TLS in-

formation availability on fuel consumption and emissions for a Euro 5

diesel vehicle, modelled by non-linear longitudinal dynamics, travelling

on a 1km-long route with two traffic lights in between. The results of

three different information scenarios proved that TLS information is

crucial for energy saving in urban conditions, promoting 7.5-12% and

13-32% reductions in, respectively, fuel consumption and NOx emissions.

A non-linear longitudinal dynamics and a transmission model with a

standard motor efficiency map and a four-gear transmission system [174]

allowed an EV with enhanced simulation results to be modelled. The

control system assessment was carried out by taking into account some

factors of the urban route (segment length, segment slope, TLS period

time, and green duration) but neglecting the presence of surrounding

traffic. More recently, [175] evaluated the energy-saving performance of

the GLOSA system by considering queuing effects and driving errors

both in simulations and real-vehicle tests. However, the impact of factors

such as communication distance, link length, and traffic demand was

not investigated since they were assumed to have fixed values. All the

above works took into account only the longitudinal dynamics of vehicles,

neglecting lateral dynamics. Moreover, they usually assumed no losses in

vehicle transmission, simplified power-train model, no slip at the wheels,

and constant road slope, resulting in oversimplified vehicle behaviour and

hence improper performance evaluation. Tab. 5.1 provides an overview

of the above works showing explicitly: i) testing objectives; ii) traffic

environment modelling; iii) consumption model adopted; iv) engine type;

v) technical notes. Two important aspects, which are strictly related

to the motivations for this paper, are highlighted in Tab. 5.1: i) the

technical literature focusing on vehicle technological development does

not usually take into account some critical factors of the road traffic

environment (e.g., traffic conditions); ii) the technical literature usually

focuses on evaluating traditional engine types (petrol or diesel), while

very few works [166, 174] consider electric engines, which, as will be

shown below, may require a slight change in the C-ITS development

process.

The proposed testing approach goes beyond the existing technical lit-

erature by exploiting an Integrated Simulation Environment, based on
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the combined use of a set of tools, enabling the test of factors belonging

to different domains of engineering simultaneously, thus resulting in a

holistic quantification, within the same simulation scenario, of the effects

of different factors believed to affect the performance of GLOSA systems.

This holistic approach also applies to other in-vehicle technologies within

similar intra-domain evaluation needs [9].

5.3 GLOSA Algorithm

The proposed GLOSA algorithm, reported in the Algorithm 1 box,

aims to minimise travel time spent at each TLS-controlled segment i by

computing a reference speed that avoids unnecessary stops and reduces

stop&go phenomena, which negatively affect vehicle energy performance.

Very broadly, when in the communication range Dcom [m] of a TLS i,

the Ego-Vehicle receives the SPaT and MAP messages and, based on

both the latter and its position, the algorithm checks whether or not the

TLS is relevant (the next one on the Ego-Vehicle’s route). Then, given

the actual speed and acceleration, the algorithm computes, by exploiting

basic rules of motion d(t) = v(t) · t + 0.5a(t) · t2, the time required to

reach the TLS:

∆ttls,0 =



















di(t)

v(t)
if a(t) = 0 ,

− v(t)

a(t)
+

√

v(t)2

a(t)
+

2di(t)

a(t)
if a(t) ̸= 0,

(5.1)

where di(t) [m] is the distance from the i-th TLS at time t; v(t) [m/s] is

the speed of the Ego-Vehicle at time t; and a(t) [m/s2] is the acceleration

of the Ego-Vehicle at time t.

The algorithm then checks the i-th TLS phase at time t + ∆ttls,0: if

it is green, then the Ego-Vehicle continues its trip trying to maintain

the current vehicle behaviour. Otherwise, if the phase is red or yellow,

it computes a reference speed profile which allows the i-th TLS to be

passed while minimising travel time.

Note that, for comfort and safety reasons [179], acceleration can assume

values in the range [amin, amax], where amin = −3.5 [m/s2] is the maxi-

mum deceleration and amax = 2.5 [m/s2] is the maximum acceleration.
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Algorithm 1: GLOSA Algorithm executed when the Ego-
Vehicle enters the communication range of upstream TLS i

Find the next TLS upstream
Calculate time to reach the TLS ∆ttls,0 with current speed and
acceleration

Check phase at time t+ ∆ttls,0
if Green then

Calculate remaining time to green phase ∆ttls,g
Calculate reference speed for
t+ ∆ttls(Vr) : Vr ∈ [Vmin, Vmax] & ∆ttls(Vr) ≥ ∆ttls,g

else
Calculate time to next green phase ∆ttls,ng
Calculate reference speed for
t+ ∆ttls(Vr) : Vr ∈ [Vmin, Vmax] & ∆ttls(Vr) ≥ ∆ttls,ng

end

Finally, the reference speed Vr [m/s] is chosen within the range

[Vmin, Vmax], where Vmax [m/s] is the maximum allowable speed on

the road segment controlled by TLS i. It is computed as follows:

minimise f(v)

subject to Vmin ≤ Vr ≤ Vmax

amin ≤ ar ≤ amax

phasei

(

t+ ∆ttls(Vr)
)

= GREEN,

(5.2)

where f(v) = di(t)/Vr is the objective function to minimise; ar(t) [m/s2]

is the acceleration to reach the reference speed Vr.

5.4 Testing Methodology

The Integrated Simulation Environment proposed in Chapter 4 is used

to test the GLOSA service. The proposed testing methodology is used in

a traffic scenario with: a single controlled CAV, named Ego-Vehicle, em-

bedding a single-segment GLOSA (S-GLOSA) algorithm, which travels

along an urban road corridor composed of M edges and N signalised in-

tersections regulated by fixed-cycle TLSs, with M > N . The Ego-Vehicle
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is equipped with IMU and GPS to measure its state, with on-board

ranging sensors (radar and camera) to measure its relative position and

speed to a vehicle ahead and with an OBU, configured as a receiving

and transmitting host, enabling the communication with TLSs. Further-

more, each TLS i (i = 1, ..., N) is equipped with RSU and shares both

MAP and SPaT messages within its communication range Dcom. It is

worth noting that the Ego-Vehicle is the only one equipped with the

technologies mentioned above, while other vehicles are assumed to be

human-driven and not connected.

The considered urban scene is complex enough to challenge the proposed

simulation model, evaluate its suitability, and investigate its ability to

test the impact of several different factors on the performance of the

control algorithm. To achieve this goal, the complete set approach [180]

is exploited so to assess the impact of the following factors: i) the mini-

mum speed Vmin [m/s] that the GLOSA algorithm can provide; ii) the

communication range Dcom [m] of all TLSs within the network; iii) the

cycle duration C [s] of TLSs within the network; iv) the phase condition

(PC) [s], i.e., the relative time instant when the Ego-Vehicle enters the

network in the time framework of the TLS cycle; v) traffic conditions

(TC), defined based on vehicle density [veh/km] within the testing area;

vi) engine type configuration (endothermic and electric).

Ego-Vehicle parameters, both generic and specific for each engine type,

are listed in Tab. 5.2. Note that, β0, β1 and β2 are vehicle-specific model

constants calibrated with the VT-CPFM calibration tool assuming the

Ego-Vehicle is a generic EURO 4 car [181]

5.4.1 Testing Scenario

The simulation network used for the proposed modelling framework is

extracted from the city centre of Trento (Italy), and is depicted in Fig. 5.1.

The Ego-Vehicle enters the network in section A (red point), located along

via Torre Vanga at coordinates (46.069 929°N , 11.118 326°E), while the

route ends in section B (magenta point), located along via del Brennero at

coordinates (46.078 166°N , 11.123 064°E). The road corridor in question

is a one-way road of length 1.186 [km] with M = 8 edges (or segments)

and N = 6 signalised intersections. The layout of the road corridor,

depicted in Fig. 5.1b, consists of six two-lane edges and a three-lane

edge between the 3rd and 4th TLS, having different lengths that vary
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Table 5.2: Ego-Vehicle Model Parameters

Parameter Description Value VehType

m vehicle mass 1235 [kg] both

Cd aerodynamic drag coefficient 0.28 both

Af frontal area 2.118 [m2] both

Cr rolling resistance w.r.t. surface type 1.75 both

c1 rolling resistance w.r.t. road condition 0.0328 [s/m] both

c2 rolling resistance w.r.t. tire type 4.575 both

ηd driveline efficiency 0.92 both

ωidle engine idling speed 800 [rpm] ICE

β0 model consumption constant 2.0708e−7 ICE

β1 model consumption constant 3.7409e−5 ICE

β2 model consumption constant 1e−6 ICE

τ1 first gear ratio 3.630 ICE

τ2 second gear ratio 2.052 ICE

τ3 third gear ratio 1.380 ICE

τ4 fourth gear ratio 1.048 ICE

τ5 fifth gear ratio 0.842 ICE

τdiff differential gear ratio 0.245 ICE

ηem electric motor efficiency 0.91 EV

ηbattery Electric battery efficiency 0.90 EV

Paux auxiliary power losses 0.7 [kW ] EV

from 95 to 250 [m]. The legal speed limit of all the edges is 50 [km/h].

Fig. 5.1c shows the elevation profile of the considered route. Fixed-cycle

TLSs (yellow points) with an inter-distance varying from 120 to 250 [m]

regulate the signalised intersections within the network.

5.4.2 Traffic Conditions

The performance of the proposed GLOSA algorithm explained in Section

5.3 are tested un under four different traffic conditions, defined according

to Macroscopic Fundamental Diagram (MFD) theory [182]. This latter

allows traffic behaviour to be modelled dynamically in urban areas at an

aggregate level, thus providing an effective tool to estimate the traffic

conditions of a whole network area through space-mean flow, density, and

speed. To this end, 16 loop-detectors are located on the most important
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(a)

(b)

(c)

Figure 5.1: Simulation Network: (a) SUMO network capture; (b) corridor

layout; (c) altitude profile.

edges, providing 5-min vehicle counts and occupancy measurements to

estimate the MFD-based flow-density relationship for the network area

considered (see [183] and references therein). The estimated MFD is

used to recognise traffic congestion level in each experiment under the

three conditions shown in Fig. 5.2: i) Free Flow (FF), with low densities

and flows; ii) Under-Saturation Flow (U-Sat), with low densities but

high values of flows; iii) Saturation Flow (Sat), with both high densities

and flows. The fourth and last traffic condition concerns the case of

Empty Network (E) (there are no other vehicles except the Ego-Vehicle),

and it is not reported in Fig. 5.2. In so doing, it is possible to cover all

the traffic condition cases that a vehicle could encounter while driving
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Figure 5.2: Average flow vs. average density from all the detectors in

the appraised network area.

along an urban road.

Note that, in Free Flow and Under-Saturation Flow conditions, a pre-

loading time for the network of 575 or 600 [s] (based on TLS cycle

duration) allows steady-state conditions to be reached in traffic simulation.

For Saturation Flow conditions, the pre-load time is 3600 [s].

5.4.3 TLS Cycle Duration

Three different configurations of TLS cycle duration are considered, one

with the optimal value and the others, respectively, with values smaller

and greater than the optimal one.

The optimal signal parameters are computed according to the method

proposed in [184], which allows cycle duration and green times to be

obtained for each TLS i, assuming that the phase matrix is known to

minimise the time delay for vehicles.

The cycle duration Ci [s] of the generic i-th TLS is computed by Eq. (5.3):

Ci =
1.5 ·∑n

p=1 lp,i + 5

1 −∑n
p=1 ·

qp,i
Sp,i

(5.3)

where qp,i [veh/h] is the flow entering the intersection for each phase

p; Sp,i [veh/h] is the saturation flow for each phase p; and lp,i [s] is the

delay for each phase p.
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Note that each phase p is represented by a single traffic current, the one

with the highest value of the flow ratio qi
Si

.

Having defined optimal cycle duration, the effective green Gp,i [s] for

each phase p of the i-th TLS is computed as follows:

Gp,i =

qp,i
Sp,i

∑n
p=1 ·

qp,i
Sp,i

· (Ci −
n
∑

p=1

lp) (5.4)

The design is performed for all N TLS within the network w.r.t. free

flow and under-saturation traffic flow conditions. Based on our results,

the optimal cycle duration is 60 [s]; thus, 45 [s] and 75 [s] are tentative

duration values that should increase the delay at intersection w.r.t. the

optimal value. Finally, the duration of effective green w.r.t. the whole

cycle duration is derived for all TLSs within the network for each cycle

configuration considered. Note that, given a cycle configuration (e.g. a

cycle time of 60 [s]), the duration of the adequate green time differs from

one TLS to the other since, based on (5.4) according to [184], it depends

on the number of different phases that varies according to the number of

manoeuvres allowed at the intersection.

5.4.3.1 Communication Distance

The impact of communication distance, assuming there is no packet loss or

access delay (the OBU immediately receives all data shared by each RSU),

is investigated. Different wireless communication technologies directly

are not explicitly modelled and tested, but the range value of 100 [m] is

used to emulate short-range wireless communication technologies, while

500 [m] mimics long range ones.

5.4.4 Minimum Speed

The minimum speed that the control algorithm can provide is a critical

factor for the functioning of the GLOSA system. While it allows the

control algorithm to compute a speed profile to cross an intersection

easily, it could produce unnecessary stop&go or slow&go phenomena

that negatively affect both traffic conditions, and energy consumption

[185]. For this purpose, the minimum speed is usually set at 6 [m/s]

[154].
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The following four different values as minimum allowable speed for the

algorithm are considered [4.00, 5.50, 7.00, 8.50] [m/s].

5.4.5 Traffic Signal Phase Condition

In addition to the TLS cycle duration, the impact of the TLS phase

that the Ego-Vehicle encounters along its route is evaluated. To this

end, different time instants in which the Ego-Vehicle enters the network

are defined. Specifically, the cycle time of the first TLS along the route

is divided into four intervals (equally spaced over time), and the Ego-

Vehicle enters the network at the beginning of each of them. Any of the

four intervals are identified as insertion time. In practice, different initial

conditions are explored by randomly varying the insertion time w.r.t.

the arrival time of the vehicle at the traffic signals.

5.5 Numerical Analysis

To test the suitability of the proposed modelling framework, 4800 simula-

tions (2400 per engine type) are carried out. All the factors described in

Section 5.4 are varied with a complete-set approach. It is worth noting

that although one scene (i.e., one simulation network and one route

travelled by the Ego-Vehicle) is considered, several different scenarios by

varying all the considered traffic factors are investigated. Indeed, the

supposed route consists of eight heterogeneous segments (with varying

numbers of lanes and different lengths) and six TLSs (with varying

numbers of controlled lanes and different effective green duration also

in the case of the same cycle time duration). Thus, traffic conditions

encountered by the Ego-Vehicle along the route vary from simulation to

simulation, covering many different scenarios and providing generalisable

results.

To compare performances achievable with and without the control al-

gorithm, as well as under different traffic conditions, we consider the

following KPIs: i) travel time (TT) [s]; ii) stop time (ST) [s], the time

the Ego-Vehicle has a speed lower than 0.1 [m/s]; iii) fuel (FC) [l/km]

and energy (EC) [kWh/km] consumption, computed by both SUMO

and external consumption models. The relationship among the KPIs and
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the considered traffic factors is investigated both qualitatively and quan-

titatively employing different methods, namely boxplot and multiway

(n-way) analysis of variance (ANOVA) [186]. Boxplots are used to gain

greater insight into the statistical distribution of analysed points. On

each box, the central mark indicates the median, and the bottom and

top edges of the box indicate the 25th and 75th percentiles, respectively.

The whiskers extend to the most extreme data points not considered

outliers, while the outliers are plotted individually using the ’+’ symbol.

The n-way ANOVA returns a vector of p-values, one per term, for testing

the effects of multiple factors on the mean of the output vector. The

p-values represent the probability that the F-statistic can take a value

larger than a computed test-statistic value. The F-statistic, calculated

as F = Mean Sq.
Errors

, is the ratio of the mean squared errors and assesses the

significance of the terms or components in the model. A small p-value

for a factor indicates that at least one group mean significantly differs

from the others; that is, there is a significant effect due to that factor.

Here, it is assumed that a result is significant if the p-value is lower than

0.01 (according to common practise 0.05 or 0.01). Note that a factor’s

significance is related to its contribution to the variation compared to

errors; hence, a factor is significant if its contribution is high.

Statistical distributions, when necessary, are compared with each other

by using:i) a two-sample t-test [187]; ii) Kruskal Wallis test [188]. The

two-sample t-test returns a test decision for the null hypothesis that

the data in the two samples comes from independent random samples

drawn from normal distributions with equal means and unknown unequal

variances. The alternative hypothesis is that the data comes from popu-

lations with unequal means. The Kruskal-Wallis test is a non-parametric

version of classical one-way ANOVA. It compares the medians of two

samples to determine whether they come from the same population (or,

equivalently, from different populations with the same distribution).

5.5.1 Consumption-Related Results

5.5.1.1 Validation of Consumption Computing Methods

The consumption results are obtained using the consumption models

presented in Sec. 4.3.2.1 and Sec. 4.3.2.2. First, the distribution of both

fuel and energy consumption among different simulations are analysed,
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Figure 5.3: Distribution of fuel consumption among simulations sorted

w.r.t.: (a) travel time [s]; (b) stop time [s].
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Figure 5.4: Distribution of energy consumption among simulations sorted

w.r.t.: (a) travel time [s]; (b) stop time [s].

sorted w.r.t. TT (Fig. 5.3a and Fig. 5.4a respectively) and ST (Fig. 5.3b

and Fig. 5.4b respectively). The two distributions are different: for the

endothermic engine, the mean values are 0.10 and 0.08 [l/km], while

for the electric engine, they are 0.05 and 0.14 [kWh/km]. It is worth

noting that the first values refer to SUMO consumption models, while

the second to the external ones; in both cases, the means were verified

to be significantly different based on a two-sample t-test. Moreover,

standard deviations have quite different patterns, with 0.022 and 0.009

for the endothermic engine and 0.006 and 0.012 for the electric one;

again, the first values refer to SUMO consumption models, while the

second values refer to the second to the external ones. Consumption

outcomes are compare with the ones suggested by the technical literature

for passenger cars: for Euro4 vehicles with endothermic engines, the

mean fuel consumption is in the range [8-10] [l/100km] as in [189],
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(a) (b)

Figure 5.5: Comparison of the distribution of consumption outputs

between external models and SUMO built-in models. Histogram of: (a)

fuel consumption [l/km]; (b) energy consumption [kWh/km].

while for electric vehicles the energy consumption is in the range [0.1-

0.3] [kWh/km] as in [190]. Hence, results indicate that the considered

external models estimate energy consumption quite well.

Finally, the results of consumption models embedded in the Integrated

Simulation Environment are compared with the ones achievable with

SUMO built-in models (see [191] and [192] for endothermic and electric

models, respectively). Distribution for the endothermic engine case

(Fig. 5.5a) shows that the SUMO model provides slightly overestimated

values w.r.t. the external model; a greater variance means that it is more

sensitive to variations in traffic conditions. By contrast, distribution

for the electric engine case (Fig. 5.5b) shows that the SUMO model

strongly underestimates energy consumption, w.r.t. a more detailed

model, providing unrealistic values. A similar result is also shown in

[193], linking the underestimated results to the design of an energy model

and its validation process. In conclusion, results show that using an

Integrated Simulation Environment to emulate highly detailed vehicle

dynamics and correctly estimate consumption can play a crucial role

in developing efficient automated/autonomous vehicle systems. Indeed,

since the consumption performance of a vehicle depends on several

parameters such as mass, power, and battery capacity [190], the use of a

simulation environment embedding detailed models appears to be crucial

for obtaining accurate findings.
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(a) (b)

Figure 5.6: Comparison of the distribution of consumption outputs be-

tween GLOSA and no GLOSA cases. Histogram of: (a) fuel consumption

[l/km]; (b) energy consumption [kWh/km].

5.5.1.2 Analysis of S-GLOSA Improvement

To prove the suitability of the proposed modelling framework to assess

the effects of GLOSA in enhancing vehicle consumption, the consumption

performance of the proposed GLOSA algorithm w.r.t. the no GLOSA

case, labelled as noGLOSA in Fig. 5.6 is compared. Both the GLOSA

and noGLOSA cases adopt the same modelling framework. The shapes

of consumption distributions are pretty similar, while the means are

significantly different (verified through a two-sample t-test). For both

endothermic and electric engine cases, the S-GLOSA algorithm allows

consumption to be reduced by about 5% (4.98%) for the endothermic

case and 4.72% for the electric. Thus, our results confirm that the spread

of information about TLS operations improves consumption efficiency

even by using a simple control strategy.

5.5.1.3 Effects of Different Conditions on System Performance

- Endothermic Engine

The effect of the considered traffic variables on GLOSA system perfor-

mance in terms of fuel consumption is disclosed in this section. Boxplots

in Fig. 5.7 show the relationship between fuel consumption and each

factor. The findings show that fuel consumption is strongly dependent on

TLS cycle duration (Fig. 5.7a), traffic conditions (Fig. 5.7b) and phase

condition (see Fig. 5.7c). Specifically, the higher the traffic congestion

and TLS cycle duration, the higher the FC is likely to be. Furthermore,
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there is a low dependency on communication distance (Fig. 5.7d) and no

dependency on minimum speed (Fig. 5.7e).

To quantify the impact of each factor on the consumption performance of

the considered control system, an n-way ANOVA analysis is performed.

The results reported in Tab. 5.3 are in line with those in Fig. 5.7: all

but one of the variables (minimum speed) have a significant effect on the

considered output. The analysis of the residuals validates the findings; it

includes: i) a run sequence plot of the residuals; ii) a normal probability

plot of the residuals (a t-test confirmed the normality assumption); iii)

a scatter plot of the predicted values against the residuals (where no

pattern was evidenced). Results of ANOVA analysis in Tab. 5.3 reveal

that the minimum speed is not a significant factor since its p-value is

higher than 0.01. Accordingly, by considering only the effect of the

significant factors, it is possible to derive the following linear model to

estimate the fuel consumption:

FClm = αC · C + αTC · TC + αPC · PC + αDcom ·Dcom, (5.5)

where αC = 0.3828, αTC = 0.3676, αPC = −0.3592 and αDcom = −0.1168

are standardised regression coefficients of the model related to cycle

duration, traffic condition, phase condition and communication distance,

respectively.

5.5.1.4 Effects of Different Conditions on System Performance

- Electric Engine

Here the suitability of the proposed modelling framework to simulate

the effect of traffic variables on GLOSA system performance in terms of

Table 5.3: ANOVA results for the endothermic engine

Source Sum Sq. Degrees of Freedom Mean Sq. F Prob >F

Cycle duration 0.03056 2 0.01528 344.89 0

Traffic condition 0.03125 3 0.01042 235.12 0

Phase condition 0.03208 3 0.01069 241.37 0

Communication distance 0.00277 1 0.00277 62.41 0

Minimum speed 0.00011 3 0.00004 0.85 0.464

Error 0.10576 2387 0.00004 [ ] [ ]

Total 0.20254 2399 [ ] [ ] [ ]
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(a) (b) (c)

(d) (e)

Figure 5.7: Input-output relationship for endothermic engine. Boxplot

of FC w.r.t.: (a) TLS cycle duration [s]; (b) traffic condition; (c) phase

condition [s]; (d) communication distance [m]; (e) minimum speed [m/s].

energy consumption is evaluated. The boxplots in Fig. 5.8 investigate the

relationship between energy consumption and each input variable. Re-

sults show that energy consumption increases as cycle duration (Fig. 5.8a)

and minimum speed (Fig. 5.8e) increase, while it decreases as traffic

congestion (Fig. 5.8b) and communication distance (Fig. 5.8d) increase.

Finally, it is possible to note a low dependency of energy consumption

on the TLS phase condition (Fig. 5.8c).

Note that the reduction in energy consumption as traffic congestion in-

creases is not a poor outcome since it concerns: i) the specific operation

of electric vehicles, whose travel range is a decreasing function of speed;

ii) the presence of a regenerative braking system. As for the endothermic

case in Sec. 5.5.1.3, an n-way ANOVA analysis is performed to quantify

the impact of each factor on consumption performance, as well as a

residual analysis to validate results as follows: i) a run sequence plot of

the residuals; ii) a normal probability plot of the residuals (normality

also confirmed with t-test); iii) a scatter plot of the predicted values

against the residuals (without patterns). The results, listed in Tab. 5.3,
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(a) (b) (c)

(d) (e)

Figure 5.8: Input-output relationship for electric engine. Boxplot of

EC w.r.t.: (a) TLS cycle duration [s]; (b) traffic condition; (c) phase

condition [s]; (d) communication distance [m]; (e) minimum speed [m/s].

are in line with those in Fig. 5.8: all variables have a significant effect on

output, i.e. a p-value lower than 0.01.

Finally, the following linear model is obtained to quantify the effect of

input variables on the energy consumption output:

EClm = βC ·C+βTC ·TC+βPC ·PC+βDcom ·Dcom+βVmin
·Vmin, (5.6)

where βC = 0.1990, βTC = −0.1790, βPC = 0.0107, βDcom = −0.1451

and βVmin
= 0.1307 are standardised regression coefficients of the model

related to cycle duration, traffic condition, phase condition, communica-

tion distance and minimum speed, respectively.

5.5.2 Mobility-Related Results

The suitability of the modelling framework to assess the performances

of the proposed S-GLOSA algorithm in terms of TT and ST is here

analysed. Unlike consumption KPIs reported in Section 5.5.1, these are
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independent of engine type. Hence, statistical analysis is performed on

the whole set of simulations to maximise the significance of statistical

indicators.

5.5.2.1 Analysis of S-GLOSA Improvement

Here the performance in terms of TT and ST of the proposed control

algorithm w.r.t. the no GLOSA case, which is labelled as noGLOSA

in Fig. 5.9, are evaluated. Although the shapes of the distributions of

both factors are quite similar for GLOSA and no GLOSA, the statistical

distribution of the different samples is verified to be significantly different

by means of a Kruskal Wallis test; in particular the presence of the control

algorithm allows statistically significant reductions of about 5% and 13%

in TT (Fig. 5.9a) and ST (Fig. 5.9b), respectively. The results confirm

that, by exploiting information about TLS operations, it is possible to

reduce both TT and ST even in the presence of a very simple control

logic.

5.5.2.2 Effects of Different Conditions on System Performance

Here is evaluated the effect of the traffic factors considered (inputs) on the

GLOSA system in terms of TT and ST (outputs). First, the relationship

among these variables is investigated by using boxplots. Results for TT

show that it is strongly dependent on TLS cycle duration (Fig. 5.10a),

traffic congestion (Fig. 5.10b) and phase condition (Fig. 5.10c). Specifi-

cally, the higher the TLS cycle duration and traffic congestion, the higher

the TT is likely to be. Furthermore, there is no dependence on either

communication distance (Fig. 5.10d) or minimum speed (Fig. 5.10e).

Table 5.4: ANOVA results for electric engine

Source Sum Sq. Degrees of Freedom Mean Sq. F Prob >F

Cycle duration 0.0135 2 0.0068 56.29 0

Traffic conditions 0.0138 3 0.0046 38.40 0

Phase condition 0.0017 3 0.0006 4.74 0.0027

Communication distance 0.0069 1 0.0069 57.32 0

Minimum speed 0.0063 3 0.0021 17.57 0

Error 0.2863 2387 0.0001 [ ] [ ]

Total 0.3287 2399 [ ] [ ] [ ]
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(a) (b)

Figure 5.9: Comparison of mobility indexed distribution between GLOSA

and no GLOSA cases. Histogram of: (a) travel time [s]; (b) stop time

[s].

By contrast, ST strongly increases as both cycle duration (Fig. 5.11a)

and minimum speed increase (Fig. 5.10e). At the same time, it slightly

decreases as both phase condition and communication distance increase.

In this case, no dependence on traffic conditions (Fig. 5.10b) exists.

To quantify the impact of each variable on both TT and ST, an n-way

ANOVA analysis is performed and, then, the results are validated by

performing an analysis on the residuals including: i) a run sequence plot

of the residuals; ii) a normal probability plot of the residuals (normality

also confirmed with t-test), and iii) a scatter plot of the predicted values

against the residuals (without evidence of patterns). ANOVA analysis

for TT in Tab. 5.5, consistent with Fig. 5.10, reveals that communication

distance and minimum speed are not significant factors since they have

a p-value higher than 0.01. Similarly, the ANOVA analysis for ST in

Tab. 5.6, following Fig. 5.11, reveals that all the input factors except

traffic conditions are significant. Thus, the following linear models are

proposed to estimate the effect of each significant input factor on travel

time and stopping time outputs, respectively

TTlm = γC · C + γTC · TC + γPC · PC, (5.7a)

STlm = ρC · C + ρIT · IT + ρDcom ·Dcom + ρVmin
· Vmin, (5.7b)

where γC = 0.3705, γTC = 0.3060 and γPC = −0.26857 are standardised

regression coefficients that relate the TT model to cycle duration, traffic

condition and phase condition, respectively; Similarly, ρC = 0.4058,

ρIT = −0.1839, ρDcom = −0.1942 and ρVmin
= 0.2182 are standardised
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(a) (b) (c)

(d) (e)

Figure 5.10: Boxplot of input-output relationship for TT w.r.t.: (a)

TLS cycle duration [s]; (b) traffic condition; (c) phase condition [s]; (d)

communication distance [m]; (e) minimum speed [m/s].

regression coefficients that relate the ST model to cycle duration, phase

condition, communication distance and minimum speed, respectively.

5.6 Significance of Results

The results in Section 5.5 yield exciting insights on some different aspects

of testing and validation of GLOSA services.

Table 5.5: ANOVA results for travel time

Source Sum Sq. Degrees of Freedom Mean Sq. F Prob >F

Cycle duration 5733766 2 286883 502.89 0

Traffic condition 442993 3 147664 258.85 0

Phase condition 401226 3 133742 234.44 0

Communication distance 152.4 1 152.4 0.27 0.6053

Minimum speed 1607.3 3 535.8 0.94 0.4207

Error 2730858 4787 570.5 [ ] [ ]

Total 4132169 4799 [ ] [ ] [ ]
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(a) (b) (c)

(d) (e)

Figure 5.11: Boxplot of input-output relationship for ST w.r.t.: (a)

TLS cycle duration [s]; (b) traffic condition; (c) phase condition [s]; (d)

communication distance [m]; (e) minimum speed [m/s].

First of all, the comparison among consumption models in Section 5.5.1.2

proves that microscopic simulations tools do not provide realistic outputs.

Hence, they could lead to incorrect assessments of the impact of technol-

ogy. Moreover, the development of GLOSA systems and, more generally,

of C-ITS ones should explicitly take account of engine type functioning

since EVs have a different behaviour w.r.t. traditional endothermic ones.

Indeed, the results in Tab. 5.7 show that the power consumption in the

electric engine case, unlike the endothermic one, can not be correctly

predicted via a linear model on mean values. Indeed, the adjusted R2

(Adj-Rsq in Tab. 5.7) clearly show fitting performance differences in

the two models. Consistently, the F − test (see F in Tab. 5.7) shows

different statistical significance. The two linear models also differ in

terms of components (Tab. 5.3 and Tab. 5.4), since both depend on TLS

cycle duration and communication distance in the same way (positively

and negatively, respectively), while the opposite holds for both phase

condition and traffic conditions. Lastly, the EClm model depends also

on minimum speed. Note that positive dependence (positive standard-
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ised coefficient) means that the consumption increases as the value of

the considered variable increases, while negative dependence (negative

standardised coefficient) implies the opposite.

As regards the FClm prediction model for the endothermic engine case,

the dependence of consumption on traffic condition and communication

distance is well-known in the technical literature. While the former

is not strictly related to GLOSA functioning since it is an exogenous

variable, the latter allows computation, as its value increases, a smoother

reference speed profile for the vehicle, thereby reducing FC. By contrast,

dependence on phase condition requires a broad explanation as the testing

scenario strongly influences it. The negative sign of the corresponding

standardised model coefficient is related to the transition to different

phases: the probability of having a red stage at the intersection increases

if the Ego-Vehicle enters the network at the early stage of the TLSi
i = 1 cycle since, in our case, the succession of the three phases is Red

from 0% to 50% of C, Green from 50% to 95% of C, and yellow from

95% to 100% of C. The last result concerns the dependence on TLS

cycle duration, which shows that FC increases as the latter variable

increases. Indeed, shorter values of cycle duration result in a succession

of shorter but more frequent green windows. Consequently, the control

algorithm can compute a smoother reference speed profile, a mechanism

very similar to what is expected concerning the communication distance.

Regarding the EClm prediction model for the electric engine case, the

increase in communication distance allows EC to be improved, while the

increase in minimum speed reduces the set of possible optimal reference

speeds, leading to increased energy consumption. Unlike the endothermic

engine case, the increase in traffic congestion improves EC, while the

Table 5.6: ANOVA results for stop time

Source Sum Sq. Degrees of Freedom Mean Sq. F Prob >F

Cycle duration 264503 2 132251 502.89 0

Traffic condition 993.8 3 331.3 258.85 0.2094

Phase condition 12389.4 3 41283 234.44 0

Communication distance 57937 1 57937 0.27 0

Minimum speed 76071 3 25357 0.94 0

Error 1049128 4789 219.2 [ ] [ ]

Total 1577966 4799 [ ] [ ] [ ]
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dependence on the phase condition, albeit significant (Tab. 5.4), becomes

negligible. These different behaviours w.r.t. the endothermic engine, are

related to substantial differences in the engine functioning. For EVs,

energy consumption is approximately zero when the vehicle speed is

zero. On the other hand, the presence of a regenerative braking system

mitigates the impact of stop&go phenomena.

Regarding mobility KPIs, parameters of both the TTlm and STlm predic-

tion model are very consistent with each other, while they prove to be

more consistent for the endothermic engine case w.r.t. the electric engine

one. Indeed, although there are some differences in significance and

absolute values of coefficients, their signs (the causal relationships they

describe) are the same for all the considered parameters. Specifically,

travel time model coefficients have roughly the same values as those of

the endothermic engine (dependence ranging from about 0.37 to 0.31

and from about -0.36 to -0.27 for traffic condition and phase condition,

respectively), except for the dependence on communication distance

which becomes non-significant. The STlm maintains a similar structure

and reasonable dependence on the input variables, and hence the same

considerations for the signs of TTlm coefficients still hold. However,

dependence on traffic conditions becomes non-significant. In contrast,

dependence on both minimum speed and communication distance, which

is not significant in the previous case, becomes significant for the STlm.

Finally, obtained results are compared with those of the related technical

literature. The findings confirm that system performance improves as the

communication distance increases (see [153, 150, 152, 170]). Again, in

line with other studies [167], it is possible to note that traffic conditions

negatively affect fuel consumption. Instead, other studies considering

Table 5.7: Comparison of linear regression models for consumption and

mobility KPIs.

Model Coefficient RMSE AdjRsq F p

C TC PC Dcom Vmin

FClm 0.3828 0.3676 -0.3592 -0.1168 - 0.00698 0.423 441 0

EClm 0.1990 -0.1790 0.0107 -0.1451 0.1307 0.01105 0.108 73.8 0

TTlm 0.3705 0.3060 -0.2685 - - 24.4874 0.304 698 0

STlm 0.4058 - -0.1839 -0.1942 0.2182 15.3517 0.283 475 0
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electric vehicles do not account for different traffic demand levels. Hence,

here are quantified for the first time this kind of dependence, evidencing

that results could be counterintuitive. Regarding the effectiveness of the

GLOSA system in reducing fuel consumption, obtained results indicate

fuel savings of up to 4.98% w.r.t. NoGLOSA case. This reduction is lower

than the 10−16% of fuel save obtained by [167, 162, 152, 157], while it is

in line with that found by [170]. It is worth noting that fuel consumption

is strongly affected by vehicle dynamics, testing conditions, and, above

all, the control strategy. The control strategy used in this chapter does

not aim explicitly to reduce consumption, while those mentioned above

were developed to achieve such an environmental goal. For the electric

case, we obtain an energy reduction of about 4.72% w.r.t. NoGLOSA,

but a clear comparison can not be made due to the different outcomes

of the other works. Indeed, [166] proposed a Multi-segment GLOSA,

obtaining a significant energy reduction for penetration rate of GLOSA-

equipped vehicles higher than 20%. On the other hand, the control

algorithm proposed by [174] was developed to achieve the environmental

goal explicitly, and it thus allowed energy consumption to be reduced by

up to 35%. Concerning mobility indicators, findings are in line with the

ones of technical literature regarding the negative impact of congested

traffic conditions as shown in [167, 152, 162, 163], while contrasting

with them regarding non-dependence on communication distance. This

outcome could be related to the urban network used as an exemplary

scenario since, for instance, the distance between TLSs does not vary

in a wide range ([120 − 250] [m]) and hence the positive effect of large

communication distances on mobility performance is null. The reduction

in travel time and stop time of about 5% and 12%, respectively, are

comparable to results obtained by [163, 167]. By contrast, a lower travel

time reduction of about 1.06% was found in [152], while in [162] the

control system led to small increases in travel times. Once again, differing

objectives of the control logic tested in the above works may account for

differences in the results.

5.7 Concluding Remark

This chapter discusses the development of a GLOSA system and the

benefits deriving from the use of an Integrated Simulation Environment
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to assess C-ITS services. The proposed GLOSA algorithm can avoid un-

necessary stops and stop&go phenomena at an intersection by leveraging

SPaT data shared by each TLS within the network (in a single-segment

approach) to compute an optimal reference speed aiming to minimising

the travel time. Under the assumption of controlling a single GLOSA-

equipped vehicle, the capabilities of the algorithm are evaluated in a

challenging use case with real-world characteristics (the city centre of

Trento, Italy). The surrounding traffic environment conditions affect

both the effectiveness and efficiency of the control strategy. For instance,

the vehicle may not reach the desired speed and fail to pass the inter-

section on green due to car-following constraints. A novel simulation

approach is used to bring out the main factors determining significant

impacts of GLOSA solutions. To this end, the evaluation assessment is

performed by exploiting the proposed Integrated Simulation Environment

MiTraS, assuming two possible engine configurations for the Ego-Vehicle

(endothermic engine and electric engine). To deal with the stochastic

nature of the traffic flow, 4800 simulations are carried out (2400 per

engine type), varying, in a complete− set approach, the following vari-

ables: i) infrastructure variables (TLS cycle duration and communication

distance); ii) exogenous variables (traffic conditions and phase condition);

iii) vehicle variable (engine type); iv) algorithm variable (minimum al-

lowed speed). Moreover, the case without information about the state of

TLSs (noGLOSA) was used as a baseline scenario.

First, both MiTraS-embedded and SUMO built-in consumption model

outputs are validated w.r.t. the technical literature; reasonable results

are obtained for MiTraS-embedded models. Instead, the SUMO models

returned inconsistent outcomes as the electric model strongly underesti-

mates consumption while the endothermic model slightly overestimated.

The findings show that the chosen testing tool could affect the effective-

ness and efficiency of the assessment process. Therefore, an integrated

testing platform, with appropriate modelling and simulation for each

component, drastically improves the evaluation process of automated/au-

tonomous vehicle technologies, also w.r.t eco-driving.

Concerning the specific case tested, results confirm that, even exploiting

TLS information with a simple S-GLOSA control algorithm, is possible

to improve both mobility and energy performance of the assisted vehicle.

Specifically, results show a consumption reduction of about 5% for both
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endothermic and electric engine cases and a reduction of about 5% and

13% in TT and ST, respectively.

Finally, the proposed evaluation framework gathers valuable data for

assessing the effects of several variables on the control strategy via n-

way ANOVA analysis, which allows statistically relevant variables to be

quantitatively determined. Different results for endothermic and electric

engines are obtained from an energy perspective. More specifically, fuel

consumption is strongly affected by cycle duration, traffic conditions, and

signal phases, while there is a very low dependence on communication

distance and no dependence on minimum speed. By contrast, energy

consumption is weakly influenced by cycle duration, traffic condition, com-

munication distance, and minimum speed, while there is no dependence

on phase conditions. The differences in dependence on the considered

variables could be related to the specific operation of each engine type

and the presence of a regenerative braking system for electric engines.

From a mobility perspective, the results show a strong dependence on

cycle duration and phase conditions for both TT and ST. Moreover,

while TT was also affected by traffic conditions, communication distance

and minimum speed affected ST. In principle, the results show that both

communication distance and minimum speed are not critical factors for

the effectiveness of the GLOSA service in urban areas, as opposed to

exogenous variables. In particular, the proposed modelling framework

shows that TLS cycle duration strongly affected the performance of

the control algorithm since lower values allow a readily available green

phase to be found to pass the intersection, thereby avoiding stop&go

phenomena. This is a major outcome since the setting of TLS does

not usually take into account the penetration rate of connected and

automated vehicles. A further exciting result for practitioners of vehicle

development is that the optimisation of endothermic engine consumption

agrees with the optimisation of mobility-related quantities (e.g., TT). At

the same time, this assumption no longer holds for the case of electric

engines.
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CHAPTER 6

Combined Energy-Oriented

Path Following and

Collision Avoidance

Approach for Autonomous

Electric Vehicles via

Nonlinear Model Predictive

Control

This chapter addresses the problem of computing an eco-driving speed

profile for an autonomous electric vehicle travelling along curved roads

while ensuring path following/car following functionalities w.r.t. possible

preceding vehicles ahead. A double-layer control architecture combining

the classical Adaptive Cruise Control with a Nonlinear Model Predictive

Control is proposed to solve it. This latter is designed to drive the

autonomous vehicle along a predefined path while guaranteeing the

maintenance of a safe distance to a predecessor vehicle ahead and ensuring

energy-saving consumption. The appraised control-oriented design model
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is non-linear, and the energy consumption one explicitly accounts for

the cornering effects. Numerical results confirm the effectiveness of the

proposed control architecture and disclose its ability to guarantee energy

saving.

6.1 Multiple-Objective Control Problem

Eco-driving strategies have recently gained significant attention to deal

with the environmental open challenge [194, 195]. Indeed, they aim to

compute, based on the surrounding environmental conditions, an energy-

saving oriented optimal driving profile to follow to improve the ecological

performance [196]. Within this framework, the technical literature pro-

posed several optimal control techniques. For instance, the Optimal

Control Problem (OPC) approach was suggested in [197] with the aim at

computing, based on both route and traffic information, an optimal speed

profile able to reduce vehicle consumption. Similarly, authors in [198]

developed a central cloud-based controller that, solving the optimisation

problem via Dynamic Programming (DP) algorithm, exploits vehicle and

fuel consumption models to determine the optimal speed trajectory to be

tracked. Leveraging, instead, the ability of MPC in predicting and opti-

mising the future behaviour of the vehicle also in presence of constraints,

[199] exploits this control technique for computing an energy-oriented

speed profile that also takes into account the consumption map of the

appraised electric vehicle. Again, MPC was proposed in [200] to adapt

the jerk profile to road condition variations for energy-saving purposes.

More recently, to also takes into account the vehicle consumption at hilly

road, by leveraging a nonlinear model for the vehicle dynamics, [201]

and [202] proposed an energy-oriented NMPC for autonomous electric

vehicles and hybrid vehicles, respectively. However, in addition to the

energy-saving problem, in real traffic scenarios, vehicles have also to

accomplish different driving tasks at the same time such as, for example,

avoiding collisions with obstacles while tracking a path along a curvy

road. In this context, the MPC approach has been widely used for solv-

ing the trajectory tracking control problem [203] or collision avoidance

requirement [204]. Few authors proposed an integrated solution to solve

both the issues mentioned above simultaneously. For example, authors in

[205] proposed an integrated MPC controller able to ensure both lateral
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stability and collision avoidance. Note that the controller is synthesised

considering a linear model of the vehicle to be controlled. With the aim

at guaranteeing both the energy-saving objective and the path track-

ing control problem, [206] proposed a dual control objective Nonlinear

Model Predictive Control (NMPC) which embeds a power-related term

in the cost function to be optimised. However, the collision avoidance

requirement is not addressed, and the vehicle consumption model does

not account for the cornering effect, which is very relevant in curvy road

[8].

Based on the above facts, this chapter addresses the problem of com-

puting an eco-driving speed profile for an autonomous electric vehicle

travelling along curved roads while ensuring path following/car following

functionalities w.r.t. possible preceding vehicles ahead. A double-layer

control architecture that combines the classical ACC with the multi-

objective NMPC approach is proposed to solve this problem. The first

layer, i.e., the ACC controller, is designed for car-following purposes and

computes a collision-free acceleration profile to be imposed on the vehicle.

Based on this latter and a desired lateral trajectory profile, the second

layer, i.e. the NMPC controller, imposes an optimal energy-oriented

acceleration and steering angle control actions so to drive the electric

vehicle along a predefined path while maintaining a safe distance w.r.t.

a predecessor vehicle ahead and ensuring energy-saving consumption. A

non-linear longitudinal-lateral model for the vehicle to be controlled and

an energy consumption model explicitly accounting for cornering effects

are exploited for the control design.

6.2 Combined Energy-Oriented Path Following

and Collision Avoidance Approach

Consider an autonomous electric vehicle, named Ego-Vehicle, travelling

along a curved road in the presence of ahead vehicles. It is equipped with

on-board sensors (e.g., GPS receiver and IMU) measuring its absolute

position/speed and on-board ranging sensors (camera, radar, and lidar)

measuring its relative position and speed w.r.t. ahead vehicles.

The aim is to develop a novel control architecture able to guarantee

multiple control objectives: i) energy consumption reduction; ii) path-
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following in a curved road; iii) car-following functionality, i.e., collision

avoidance w.r.t. preceding vehicle.

6.2.1 Nonlinear Ego-Vehicle Dynamics

The motion of the Ego-Vehicle is described via the bicycle model [207,

208], which is derived on the basis of the following assumptions: i) the

forces act along the centre line at the front and rear axles; ii) roll and

pitch motions are neglected (i.e., no load transfer due to roll and pitch

motions); iii) the vehicle mass is entirely in its rigid base.

Accordingly, the motion of the Ego-Vehicle can be described by the

following non-linear dynamical system [209, 9]:

ψ̇(t) = r(t),

ṙ(t) =
−2Cf lf − 2Crlr

Izvx(t)
vy(t) +

−2Cf l
2
f + 2Crl

2
r

Izvx(t)
r(t) +

2Cf lf
Iz

δ(t),

v̇y(t) = − 2Cf + 2Cr

mẋ(t)
vy(t) − vx(t) − 2Cf lf − 2Crlr

mvx(t)
ṙ(t) +

2Cf

m
δ(t),

v̇x(t) = vy(t)r(t) + ax(t),

ȧx(t) =
1

τd
(ac(t) − ax(t)),

(6.1)

where ψ(t) [rad] is the yaw angle while r(t) [rad/s] is the yaw-rate;

vx(t) [m/s] and vy(t) [m/s] are the longitudinal and lateral speed of

the Ego-Vehicle, respectively; v̇x(t) [m/s2] and v̇y(t) [m/s2] are the

longitudinal and lateral acceleration, respectively; ȧx(t) [m/s3] is the

jerk; m = 2000 [kg] is the vehicle mass; lf = 1.4 [m] and lr = 1.6 [m]

are the distances of front and real wheels w.r.t. the centre of gravity;

Iz = 4000 [kg/m2] is the vehicle body inertia moment about the vehicle-

fixed z-axis; Cf = 12000 [N/rad] and Cr = 11000 [N/rad] are the front

and rear corner stiffness; τd = 0.5 [s] is the driveline time constant;

δ(t) [rad] is the wheel steering angle control input; ac(t) [m/s2] is the

longitudinal acceleration control input.

By exploiting a more compact notation, the non-linear vehicle dynamics

in Eq. (6.1) can be rewritten as:

ζ̇(t) = f(ζ(t), u(t)), (6.2)
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where ζ = [ψ, r, vy, vx, ax] ∈ R
5×1 is the state variable vector; u = [ac, δ] ∈

R
2×1 is the input vector; f is the nonlinear dynamical field.

6.3 Control Design

This section details the design of the proposed double-layer control

architecture that drives the Ego-Vehicle along a predefined path, avoiding

collisions with ahead vehicles while ensuring its energy saving.

6.3.1 ACC Controller Design

The goal of the collision-free longitudinal control problem is to compute

a proper longitudinal acceleration profile, say ades(t), such that:

lim
t→∞

∥∆d(t) − dsafe(t)∥ = 0, (6.3a)

lim
t→∞

∥∆v(t)∥ = 0, (6.3b)

where ∆d(t) [m] and ∆v(t) [m/s] are the relative distance and speed

between the Ego-Vehicle and its predecessor, measured via on-board

ranging sensors; dsafe(t) = dmin + hgap · vx(t) is the safety inter-vehicle

distance in [m], being dmin [m] and hgap [s] the standstill distance and

the minimum time gap, respectively.

To achieve the control goal in (6.3) following ACC control strategy

[210, 211] is considered:

ades =

{

min{Kvev(t); [Kped(t) +Kw∆v(t)]} if ed ≤ 0 ,

Kw∆v(t) −Kped(t) if ed > 0,
(6.4)

where ev(t) = vset(t) − vx(t), being vset [m/s] the ACC speed set-point

while ed(t) = dsafe(t) − ∆d(t); Kv and Kp and Kw are the control gains.

6.3.2 NMPC Controller

Here is described in detail the design of a NMPC control strategy able to

drive the Ego-Vehicle along a predefined path via the acceleration ac(t)

and the steering δ(t) control inputs. The aim of the proposed NMPC

controller is threefold: i) ensuring lateral vehicle stability while following
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a predefined path; ii) tracking the reference acceleration trajectory ades

computed by the ACC controller; iii) guaranteeing energy saving.

To ensure lateral stability, the following dynamics for the lateral tracking

error is introduced:

ė1 = vx(t)(r(t) − rdes(t)) + vy(t), (6.5a)

ė2 = r(t) − rdes(t), (6.5b)

where rdes(t) [rad/s] is the desired yaw rate computed as rdes(t) =

vx(t) · k(s(t)).

To design the NMPC so to take into account both the lateral-stability

control problem and the collision avoidance one, the control-oriented

model is derived by embedding the vehicle dynamics in (6.1) with the

lateral tracking error dynamics in (6.5) as

˙̄ζ(t) = f
(

ζ̄(t), u(t)
)

, (6.6a)

η(t) = h
(

(ζ̄(t)
)

, (6.6b)

where ζ̄ = [ψ, r, vy, vx, ax, e1, e2] ∈ R
7×1 is the enlarged state variable

vector while the the output map h is given as

h(ζ̄(t)) =























0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1























ζ̄(t). (6.7)

Now, to achieve the three control objectives as mentioned earlier, the

control input u(t) in (6.6) is computed by solving the following multiple-

objective nonlinear constrained optimisation problem:

min
u
J =

∫ t+T

t

L
(

ζ̄(τ, t), ζ̄∗(τ, t), u∗(τ, t)
)

dτ (6.8)



6.3 Control Design ■ 121

subject to:

˙̄ζ(t) = f
(

ζ̄(t), u(t)
)

)

vx,min ≤ vx(τ, t) ≤ vx,max

ax,min ≤ ax(τ, t) ≤ ax,max

δmin ≤ δ(τ, t) ≤ δmax
(

max(τ, t)
)2

+
(

mvx(τ, t)2k(s(t))
)2

≤ (mµrg)2

where T [s] is the prediction horizon duration; ζ̄∗(τ |t) and u∗(τ |t) are

the prediction of the Ego-Vehicle state and the control input trajectories,

respectively, along the τ -axis starting from ζ̄(t) as the initial state at

τ = t over the prediction horizon T ; vx,min [m/s] and vx,max [m/s] are the

minimum and maximum speed that Ego-Vehicle can reach; ac,min [m/s2]

and ac,max [m/s2] are the minimum and maximum longitudinal accelera-

tion; δmin [rad] and δmax [rad] are the minimum and maximum steering

angle; µr is the friction coefficient of the road, fixed at 1 for sake of

simplicity. Note that the last constraint is related to the maximum

acceleration during cornering for safety reason, i.e. it allows avoiding the

vehicle to slip on curved road stretch. The term L within J is designed

as follows:

L =
( w1

sf,1
(vx(t) − vdes(t))

)2
+
( w2

sf,2
(ac(t) − ades(t))

)2

+
( w3

sf,3
(e1(t))

)2
+
( w4

sf,4
(e2(t))

)2
+
( w5

sf,5
(Pbat(t))

)2
,

(6.9)

where wi (∀i = 1, ..., 5) are positive weights; sf,i (∀i = 1, ..., 5) are positive

scale factor to homogenise the magnitude of the considered variables;

vdes(t) is the reference speed computed by the desired acceleration ades(t).

It is worth noting that each term of the cost function is related to a

specific aim of the control problem, namely: i) the first and the second

terms ensure that Ego-Vehicle tracks the desired acceleration and speed

profile defined by the ACC control strategy in (6.3); ii) the third and

fourth terms ensure that Ego-Vehicle follows the desired path; iii) the last

one ensures the minimisation of the instantaneous power consumption.

The computation of the instantaneous power consumption Pbat(t) [W ] for

control purposes will be described in detail in the following subsection.
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6.3.2.1 Energy Consumption Model for Control Purpose

The estimate of electric Ego-Vehicle energy consumption is performed

through a modified version of the CPEM (see Sec. 4.3.2.2 for the detailed

description of the model). Firstly, the required electric power at wheels

Pw(t) [W ] is computed as:

Pw(t) =
(

max(t) +Rg(t) +Ra(t) +Rr(t) +Rc(t)
)

vx(t), (6.10)

where ax(t) [m/s2] is the vehicle acceleration; Rg(t) = mgsinθ(t) [N ] is

the grade resistance, being g = 9.81 [m/s2] the gravitational accelera-

tion and θ [rad] the road grade; Ra(t) = 0.5ρairAfCDvx(t)2 [N ] is the

aerodynamic drag resistance, being ρair = 1.21 [kg/m3] the air density,

Af = 2.00 [m2] the frontal area of the Ego-Vehicle and CD = 0.30 the air-

drag resistance coefficient; Rr(t) = mg cos θ(t)(Cr/1000)(c1v(t) + c2) [N ]

is the rolling resistance, being Cr = 1.75, c1 = 0.0328 and c2 = 4.575 the

rolling resistance parameters that vary as a function of the road surface

type, road condition, and vehicle tire type; Rc(t) = mlrv
2
x(k(s(t)))2 is

the cornering effect in longitudinal direction [212], being k(s(t)) [1/m]

the curvature at the trajectory point s(t).

Then, Pem(t) [W ] and Pbat(t) [W ] are computed in a similar way to what

described in Sec. 4.3.2.2. More specifically, starting from Sec. 4.3.2.2,

Pem,net(t) is calculated in a simplified way by assuming a constant electric

motor power loss Ploss = 1/ηd [W ] as

Pem,net(t) =

{

Pw(t)
η·ηb

, if Pw(t) ≥ 0

Pw(t) · η · ηb · ηb, if Pw(t) < 0

where ηrb(t) is the regenerative braking energy efficiency computed as

Eq. (4.19).

Finally, assuming Paux = 700 [W ], the instantaneous total power required

at battery Pbat(t) [W ] is estimated as in Eq. (4.20).

6.4 Numerical Analysis

In this section, the effectiveness of the proposed control strategy in

improving the energy performance of the Ego-Vehicle while guaranteeing,

at the same time, the path tracking on the curved road and collision
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Table 6.1: Ego-Vehicle Controllers Parameters.

Parameter Description Value

δmin min steering wheel −65°

δmax max steering wheel +65°

ax,min min acceleration −3 [m/s2]

ax,max max acceleration +2 [m/s2]

dmin standstill distance 5 [m]

hgap time gap 1.0 [s]

vset ACC speed set-point 15 [m/s]

Kv ACC control gain 0.5 [1/s]

Kp ACC control gain 0.2 [1/s2]

Kw ACC control gain 0.4 [1/s]

sf,i scale factors [15,5,0.5,0.5,40]

Table 6.2: Cost function weights for each considered operating configura-

tion.

Parameters
Operating Configuration

Baseline 1 2 3

w1 1 1 1 1

w2 0.3 0.3 0.3 0.3

w3 1 1 1 1

w4 1 1 1 1

w5 0 0.05 0.1 0.15

avoidance w.r.t. ahead vehicles is evaluated. To this end, the numerical

analysis, carried out via the MiTraS platform, is carried out for an

exemplary road scenario where three vehicles are driving along a curved

road ( Fig. 6.1). More specifically, the considered stretch is a three-lane

curvy road (one curve to the right and one to the left) with a total

length of about 600 [m]. As an exemplary driving scenario, each vehicle

is assumed to follow a specific path, namely: i) Car 1 (the yellow one

in Fig. 6.2) travels along the middle lane at a constant low speed of

10.00 [m/s]; ii) Car 2 (the orange one in Fig. 6.2), starting at 85 [m] far

away from Car 1, initially travels along the middle lane with a constant

speed of 13.90 [m/s], then it performs a lane change manoeuvre and
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Figure 6.1: Cured Road for the appraised simulation scenario.

moves into the left one; iii) the Ego-Vehicle (the blue one in Fig. 6.2)

drives along the middle lane, starting at 40 [m] far away from Car 2,

with a desired speed of 15 [m/s]. It is worth noting that the dynamical

conditions in this simulation scenario are chosen such that collisions

would occur if Ego-Vehicle would make no action.

Moreover, different configurations for the proposed NMPC controller

are taken into account, i.e., different weights for terms within the cost

function in (6.9), choosing the case without the power term (or weighted

0) as baseline configuration. The control gains values for both the

ACC control and scale factors for NMPC controller are summarised in

Tab. 6.1, while the weights of the cost function-terms for each operating

configuration of NMPC controller are listed in Tab. 6.2.

To quantify and compare the energy, tracking, and collision avoidance

performances of the proposed controller with respect to the baseline

configuration, the following simulation outputs are taken into account:

i) speed profile [m/s]; ii) inter-vehicle distance [m]; iii) lateral distance

error [m], i.e., the distance between the Ego-Vehicle centre of gravity

and the reference path; iv) yaw error [rad], i.e., the angular deviation

of the yaw of the Ego-Vehicle w.r.t. reference yaw; v) average Energy

Consumption [kWh/km].
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Figure 6.2: 3-D snapshot of all three vehicles within the simulation

scenario.
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Figure 6.3: Ego-Vehicle motion under the action of the proposed double-

layer control architecture. Time history of: a) Ego-vehicle speed; b)

inter-vehicle distance w.r.t. the preceding; c) lateral deviation error; d)

yaw error.

6.4.1 Car-Following and Path-Following Results

Results of numerical analysis displayed in Fig. 6.3 disclose the effectiveness

of the proposed control architecture (see Sec. 6.3) in guaranteeing the

tracking of the ahead vehicle in following the curved path while avoiding

collisions. More specifically, both the lateral error in Fig. 6.3(c) and yaw

error in Fig. 6.3(d) assume small values, involving a good path following
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Table 6.3: Energy consumption results for each operating condition and

energy reduction w.r.t. baseline scenario.

Baseline 1 2 3

EC [kWh/km] 0.0970 0.0958 0.0957 0.0954

Reduction [%] - 1.19 1.38 1.63

performance for all considered operating configurations of the NMPC

controller. At the same time, the inter-vehicle distance (Fig. 6.3(b)) and

speed (Fig. 6.3(a)) profiles prove that the proposed controller allows the

Ego-Vehicle to adapt its motion based on the behaviour of its ahead

vehicle. Despite the different appraised operating configurations for the

control action tuning, the proposed double-layer control architecture

always guarantees safety requirements. Globally, Fig. 6.3 proves how

the control strategy can satisfy both car-following and path-following

purposes at the same time.

6.4.2 Energy Consumption Results

The different weighting configurations of the NMPC controller stronger

affect the energy consumption results. Indeed, by embedding a power-

related term with the cost function, it is possible to smooth the behaviour

of the Ego-Vehicle (as showed in Fig. 6.38a)) which results in a reduction

of energy consumption. As shown in Tab. 6.3, all the power-related

operating configurations have improved energy performance w.r.t. the

baseline scenario. It is worth noting that, by increasing the weight of the

power-related term, it is possible to obtain an energy-saving up to +1.63%

(condition 3). On the other hand, this implies a smoother behaviour of

the Ego-Vehicle during driving operations, i.e., in operating scenario 3 it

has a smoother speed profile w.r.t. the other ones (Fig. 6.3(a)). Overall,

operating configuration 2 seems to provide the best trade-off w.r.t. the

other configurations since it allows reducing the energy consumption up

to −1.36% while guaranteeing good tracking performance.
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6.5 Concluding Remarks

In this chapter, the problem of computing an eco-driving speed profile for

an autonomous electric vehicle travelling along curvy roads while ensuring

both path-following and car-following functionalities w.r.t. possible

preceding vehicles ahead has been addressed. To solve this problem,

a double-layer control architecture that combines the classical ACC

controller for guaranteeing car-following functionality with a NMPC

for optimising the Ego-Vehicle trajectory from an energy-saving point

of view while ensuring lateral stability has been proposed. Numerical

analysis, carried out exploiting MiTraS platform, has been performed to

evaluate the effectiveness of the proposed control strategy. Results have

confirmed how the combined use of classical ACC controller and NMPC

one allows accomplishing different control goals at the same time and, in

particular, to improve the energy-saving performances



■ 128
6 Combined Energy-Oriented Path Following and Collision Avoidance

Approach for Autonomous Electric Vehicles



CHAPTER 7

Decentralized Cooperative

Crossing at Unsignalized

Intersections via

Vehicle-to-Vehicle

Communication in Mixed

Traffic Flows

CAVs will share the road environment with human drivers until their full

market deployment achievement. In this context, this chapter deals with

the open challenge of decentralised crossing at unsignalized road intersec-

tions for mixed traffic flows composed of connected CHVs and CAVs. To

this end, a cooperative fully-distributed control protocol for CAVs, aug-

menting the classical ACC control action with an additional networked

protocol exploiting V2V, is proposed. This further collaborative action

automatically adapts the CAVs motion at road intersections to avoid

collisions and reduce both waiting time and stop-time at intersections.

The analysis for an exemplary two-lane four-way unsignalised intersec-

tion considers different traffic demands and CAVs penetration rates.
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Moreover, variable delays in information delivery due to the wireless

communication network have also been explicitly accounted for control

design and validation process. The extensive simulation analysis confirms

how the presence of CAVs, equipped with the proposed control algorithm,

strongly improves both the safety and efficiency of the intersection.

7.1 Cooperative Crossing at Intersection in

Mixed Traffic

Road traffic environment will achieve a significant market deployment of

CAVs in 20/25 years [213]; as a consequence, road traffic will be composed

of a mix of CAVs and human-driven vehicles for a relatively long time.

The interaction among them will be unavoidable and will create complex

traffic scenarios. Hence it is crucial to make up for the lack of studies

related to mixed traffic, which will likely be the prevalent traffic condi-

tion in the very next future [214]. In this technological framework, most

researchers focus on designing cooperative control strategies for CAVs to

mitigate traffic congestion in extra-urban traffic environments by exploit-

ing information shared by CAVs and CHVs vehicles through wireless

communication technologies [215, 216, 217]. All these works assume that

human-driven vehicles are equipped with V2X communication devices

and share information with the other road actors by exploiting the IoT

paradigm [218]. Indeed, with the increasing numbers of heterogeneous

devices connected to the IoT, connected vehicles represent a significant

portion of these devices [219, 214], and it is estimated that the number

of connected vehicles on the road will be more than 250 million [220]. In

addition, it is also crucial to highlight that, given the relatively low cost

of V2X devices compared with driving automation systems (e.g., ACC),

it is desirable to exploit the benefits of V2X without being restricted

by the penetration rate of automation (see, e.g., [215] and references

therein). Indeed, equipping conventional vehicles with V2X capability

is not tricky as equipping it with automated features and, along this

line, nowadays, different solutions, such as the smartphone-based system

one, have been proposed [221]. Therefore, based on the facts mentioned

above, it is reasonable to assume human-driven vehicles to be connected

in the very next future.
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In this mixed traffic environment, the urban intersection crossing is

an open challenge due to, for instance, complex traffic conditions and

occlusions in line of sight [222].

The technical literature proposes different urban road junction manage-

ment systems for signalised and unsignalised intersections. In signalised

intersections-based approaches, TLSs separate conflicting traffic move-

ments to improve road safety even in mixed traffic [223, 224]. CAVs can

play an active role in enhancing the efficiency of the intersection. By

leveraging the V2I communication paradigm, TLSs can exploit informa-

tion shared by connected vehicles to adapt signal timing and phases to

improve the efficiency of the intersection. Several studies have shown that

CAVs can help road intersection management (see [223] and references

therein). Indeed, based on signals and vehicles data, they can adequately

adapt and optimise their motion so to achieve specific objectives, such

as the minimisation of the fuel consumption [225], the reduction of the

travel times, and the increasing of the traffic safety [226]. However, TLS-

based approaches do not eliminate all traffic conflicts among vehicles,

hence increasing crossing time-delay [227] and intersection capacity is

not exploited at all [224]. Moreover, it is not feasible to make all urban

intersections regulated by TLSs and equipped by RSU.

Unsignalised intersections represent the most common intersection type

in urban areas, and existing technical literature their crossing manage-

ment assume the presence of only fully autonomous vehicles [5, 6, 7].

Cooperative unsignalised intersection crossing for mixed traffic is still

an unexplored research challenge rarely addressed [7]. A recent attempt

along this direction is given in [13], where a cooperative control strategy

for CAVs is proposed by regulating their motion based on both the on-

board ranging sensors and V2V communication data to cross a four-way

intersection safely. Based on the information shared by the oncoming

vehicle at a T-intersection, a finite state machine determining the optimal

driving profile to be imposed to the CAV to avoid collisions is proposed

in [228]. However, both the works above do not consider realistic traffic

flow conditions, considering few vehicles approaching the intersection.

Finally, [229] proposes a decentralised control strategy for CAVs aimed

at optimising the acceleration profile of vehicles and minimising both

energy consumption and intersection throughput. However, each CAV is

modelled via a second-order linear system, and the conflicting intersection
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area is partially controlled, i.e., vehicles on the main road have priority

to cross w.r.t. vehicles on the minor one.

Alternative attempts to solve this problem consider only partially-

automated vehicles, rather than CAVs, i.e. cars equipped with ADAS,

but not replacing, the drivers in complex traffic situations [230]. Along

this line, most of the attempts focus on the development of Cooperative

Collision Warning Systems [231], which provide warnings to drivers based

on information coming from V2V or roadside units, and Intersection

Advanced Driver Assistant Systems (I-ADAS), which solely exploit on-

board ranging sensors to help drivers during the crossing [232].

Based on the above considerations, this chapter deals with the open

challenge of the safe crossing of an unsignalised intersection under mixed

traffic flow conditions without exploiting a centralised signalling system

(e.g., a physical TLS or virtual one communicating via V2I). Moreover, al-

though all vehicles are connected, only CAVs are equipped with on-board

control algorithms adapting their motion to the surrounding environment.

A cooperative fully-distributed control strategy for CAVs is proposed to

deal with such a problem. By leveraging on-board sensors and informa-

tion shared by all the connected vehicles via V2V, the control strategy

guarantees a safe intersection crossing, manages unfavourable traffic

situations to slowing-down phenomena, and improves the intersection

throughput. Indeed, by controlling some portion of the traffic flow, it is

possible to regulate the intersection crossing, without requiring a central

arbiter or an orchestrating infrastructure communicating with vehicles

via V2I, since the behaviour of human-driven vehicles is strongly affected

by the presence of CAVs, even if they do not adequately coordinate their

motion with other road users [233, 234].

The novel proposed cooperative control strategy augments the classi-

cal ACC [210], computed the on basis of on-board proximity sensor

measurements, with an additional networked control action that exploit

the shared information for the cooperative evaluation of the Time-to-

Intersection (TTI) of all incoming vehicles within the communication

range. This further action allows avoiding collisions at the intersection

with vehicles beyond the CAVs line of sight. Moreover, wireless V2V

networks are not ideal and, hence, are affected by unavoidable techno-

logical impairments; therefore, information is affected by time-varying

delay whose current value depends on the actual network condition. To
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this end, the control strategy is designed in the presence of time-varying

communication delays affecting each communication link of the vehicular

network [71, 52]. It is worth noting that the proposed approach is feasible

since, in the very next future, road networks will also be equipped with

intelligent systems (e.g., intelligent cameras, loop detectors, RSU) to

collect and share some helpful information [220] with connected vehicles

[235, 236]. In so doing, each CAV can share information with different

sources (via V2X communication) and, combining them, obtain a com-

plete representation of the surrounding road environment. Finally, the

effectiveness of the proposed control strategy is tested by exploiting the

proposed Integrated Simulation Environment MiTraS (see Chapter 4)

under different under different mixed traffic flows conditions (e.g. differ-

ent CAVs penetration rates) so to investigate how and if the safety of

crossing, as well as mobility performance, can be preserved and improved.

To summarise, the main contributions w.r.t. the technical literature are:

• The open challenge of fully-decentralised safe crossing at an

unsignalised intersection for mixed traffic flow conditions, i.e. com-

posed by both CHVs and CAVs, is addressed, and a viable solution

is proposed;

• A novel cooperative fully-distributed control protocol is proposed

for the CAVs that, combining information from V2V communica-

tion and on-board ranging sensors, can safely drive them through

the unsignalised intersection, avoiding collisions and intersection

deadlock. The proposed control protocol augments only at crossing

any state-of-the-art ACC controller, hence behaving as an addi-

tional networked control action, based on the cooperative evaluation

of the TTI (i.e., arrival time to the intersection entrance or border)

of all incoming vehicles. Once the intersection is crossed, only the

classical ACC drives the CAVs. Furthermore, since it is based

on information shared via V2V, the networked action explicitly

accounts for the presence of different time-varying delays affecting

each of the communication links between vehicles.

• The analysis, performed exploiting the novel Integrated Simula-

tion Environment MiTraS, is carried out under mixed traffic flows

conditions considering different CAVs penetration rates, different

traffic demand, and heterogeneity of the CAVs.
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7.2 Unsignalised Intersection Crossing

The crossing coordination problem at n urban unsignalised intersection

is related to the proper scheduling of the vehicles approaching it [237].

Therefore, a mixed traffic flow composed of N human-driven vehicles

and M fully autonomous vehicles incoming an unsignalised urban inter-

section is considered. Both CHVs and CAVs vehicles are assumed to be

equipped with on-board sensors (e.g., GPS and IMU to measure their

absolute position and speed). The CAVs are also equipped with ranging

sensors (camera and radar) measuring relative position and velocity with

respect to surrounding vehicles within their line of sight and an OBU,

where online autonomous driving control algorithms run. Furthermore,

all vehicles are connected, i.e., they share their state information in a

broadcast way via the V2V communication paradigm with all the other

vehicles within the communication range. Note that, while CHVs exploit

the state information shared among vehicles for improving info-mobility

services [114], CAVs can combine them with the local measurements ob-

tained from on-board ranging sensors to adapt their motion to conflicting

vehicles autonomously.

The exemplary unsignalised intersection is a typical two-lane (one for

each direction) four-way intersection (also named four-branches), with

both four entrances and four exits as in Fig. 7.1 (a). These kinds of

junctions, where drivers usually have to negotiate the crossing since

no rules of priority are provided, are prevalent in the urban and rural

environment. Assume that overtaking manoeuvre is not allowed along

road edges. Moreover, assuming that vehicles can perform all the turning

manoeuvres at intersection entrance (i.e. turn left, go straight, turn

right), 12 movements can be performed at the intersection, generating

32 possible conflict points: 16 crossing, 8 merging and 8 diverging, as

depicted in Fig. 7.1 (b). Accordingly, the Conflicting Area (CA), i.e., the

area in which collisions could occur, is formed by both overlapping zone

and safe zones of each road edge [238]. In contrast, the larger circular

zone around the CA (say rcz its radius) is the Cooperative Zone (CZ), i.e.,

the intersection zone where vehicles share information via V2V. Note that

such intersection configuration involves the presence of traffic disturbance

due to both the presence of high conflicts among approaching vehicles

and the possibility to perform curved trajectories. As evidence of this,
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the Highway Capacity Manual explicitly takes into account turning ma-

noeuvres as a reduction factor in calculating the capacity of intersections

[239].

The aim is to disclose how and if, taking advantage of information

beyond the vehicle line of sight via connectivity in the CZ, the road

safety in mixed traffic conditions can be increased, avoiding collisions

and dangerous driving manoeuvres in the CA. Note that most of the

works in the technical field usually assume the 100% penetration rate

of CAVs for unsignalised intersection, neglecting possible interactions

among autonomous and human-driven cars [7]. To achieve this goal, a

novel TTI-based consensus protocol for CAVs that adds to the classical

ACC algorithm a further collaborative action based on shared information

is designed with the aim of:

• guaranteeing a safe intersection crossing by ensuring that each

CAV maintains a safe distance to all the vehicles approaching the

collision area;

• adapting the speed of each CAV to avoid sudden hard braking

manoeuvres, avoid unnecessary standstill, reduce waiting time, and

reduce slowing-down phenomena occurrence;

• eliminating the need for a centralised traffic controller (hence re-

ducing infrastructure costs).

7.2.1 CHV Dynamics

The longitudinal behaviour of i-th CHV (i = 1, . . . , N) is modelled

according to the classical car-following approach proposed in [240], under

the assumption that humans can detect by vision the distance from the

vehicle ahead and safely drive to keep a desired distance gap from it.

The gap-distance between the i-th CHV and its vehicle ahead can be

described in terms of distances from the entrance of CA as:

gi(t) = di(t) − di−1(t) − li−1 − gimin
, (7.1)

where di(t) [m] and di−1(t) [m] are the the euclidean distance from the

entrance (border) of the CA of the generic CHV i and its vehicle ahead

(i − 1), respectively (where the vehicle (i − 1) can be, without loss of
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(a)

(b)

Figure 7.1: Unsignalised Intersection Crossing Problem: a) example of

Two-lane four-way unsignalised intersection; b) conflict points for the

two-lane four-way intersection. The dashed circle is the Cooperative

Zone (CZ), while the red zone is the Conflicting Area (CA).
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generality, CHV or CAV); li−1 [m] is the length of the i − 1 vehicle

ahead; gimin
[m] is the minimum gap that the i-th vehicle intends to keep

from the vehicle ahead. The safe speed for the i-th vehicle can be then

expressed as:

visafe(t) = −τi · bi +
√

(τi · bi)2 + vi−1(t− τi)2 + 2 · bi · gi(t− τi) (7.2)

where τi [s] is the reaction time of the i-th driver [241, 242]; bi [m/s2] is

the maximum deceleration of the i-th vehicle, while vi−1(t− τi) [m/s] is

the speed of the vehicle ahead at time t− τi.

Since vehicles must respect the legal requirements related to the maximum

speed limits at a given intersection, letting vmax [m/s] the maximum

allowable speed on the current road edge, the reference, or desired, speed

for the human driver i is:

vides(t) = min{visafe(t); (vi(t− τi) + aimax); vmax} (7.3)

being aimax [m/s2] the maximum acceleration according to the mechanical

features.

Since a human driver is not able to perfectly track its desired reference

speed profile due to driving imperfection, the actual speed profile of the

human-driven vehicle i can be modelled as:

vi(t) = max{0; (vides(t) − η)}, (7.4)

where η is a random variable with uniform discrete distribution within

[0, η̄], being η̄ = aimax · ϵ and ϵ ∈ [0, 1]. Here it is assumed ϵ = 0.5 for all

CHVs according to [240]. Note that the information shared by the CHVs

over the wireless V2V communication network are the current distance

to the CA entrance and velocity, i.e. x̃i(t) = [di(t) vi(t)]
⊤, i = 1, . . . , N .

Finally, the model already implemented into the SUMO platform is used

for the lateral dynamics [243].

7.2.2 CAV Dynamics

The behaviour of each CAV k (k = N + 1, . . . , N + M), is derived

according to [13] from the classical bicycle model [244, 208] as the
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following non-linear longitudinal, lateral and yaw dynamics:

ψ̇k = rk, (7.5a)

ÿk = −vkrk +
Fk,l,f sin δk,f + Fk,c,r cos δk,f + Fk,l,r

mk

, (7.5b)

ẍk = ẏkrk +
Fk,l,f cos δk,f − Fk,l,r sin δk,f + Fk,l,r

mk

, (7.5c)

ṙk =
ℓk,f (Fk,l,f sin δk,f + Fk,c,f cos δk,f ) − ℓk,rFk,c,r

Ik,z
. (7.5d)

where ψk [rad] and rk [rad/s] are the yaw-angle and the yaw-rate of the

k-th vehicle, respectively; xk(t) and yk(t) are the k-th vehicle longitudinal

and lateral position, respectively; vk [m/s] and ẏk [m/s] are the k-th

vehicle longitudinal and lateral speed, respectively; mk [kg] is the k-th

vehicle mass; ℓk,f [m] and ℓk,r [m] are the distances of front and rear

wheels w.r.t. the centre of gravity; Ik,z [kg/m2] is the k-th vehicle body

inertia moment about the vehicle-fixed z-axis; Fk,l,r [N ] and Fk,c,r [N ]

are the longitudinal and lateral forces acting on the rear tire; Fk,l,f [N ]

and Fk,c,f [N ] are the longitudinal and lateral forces acting on the front

tire; δk,f [rad] is the front wheel steering angle. Note that in the case

of forward driving δk,r [rad] is equal to 0, since the guiding wheel is the

front wheel. Assuming a linear tire model [244], the lateral front and

rear tire forces Fk,c,r and Fk,c,f are proportional to the tire slip angles,

say αk,r(t) [rad] and αk,f (t) [rad] as:

Fk,c,f (t) = −Ck,y,fαk,f (t),

Fk,c,r(t) = −Ck,y,rαk,r(t),

where Ck,y,f [N/rad] and Ck,y,r [N/rad] are the front and rear corner

stiffness of the k-th vehicle, respectively, that are computed on the basis

of the steering angle δk,f as:

αk,f (t) = arctan

(

ẏk(t) + rk(t)ℓk,f
ẋk(t)

)

+ δk,f (t),

αk,r(t) = arctan

(

ẏk(t) − rk(t)ℓk,r
ẋk(t)

)

.
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The steering angle δk,f (t) has to be commanded to guarantee that the

k-th CAV follows the desired path.

The longitudinal forces Fk,l,f , Fk,l,r, acting respectively on the front and

rear tire, are instead computed based on the desired acceleration profile

that has to be imposed to the k-th CAV for controlling its longitudinal

motion. Specifically, introducing the notation ⋆ ∈ {f, r} to denote the

variables related to the front and rear part of the vehicle, the longitudinal

forces are computed according to the following linear dynamical system

[52]:

Fk,l,⋆(t) =
mk,⋆

φs+ 1
uk(t) (7.8)

where φ is the drivetrain constant, assumed to be equal to 0.5 [s];

mk,⋆ [kg] is the vehicle mass on rear or front side; uk(t) [m/s2] is the

desired longitudinal acceleration profile to be imposed so to adapt the

motion of the k vehicle w.r.t. the presence of conflicting vehicles.

Now, by taking into account (7.8) and (7.5), the non-linear vehicle

dynamics for the k-th vehicle can be recast as:

ζ̇k(t) = F(ζk(t), ūk(t)), (7.9a)

ηk(t) = h(ζk(t)), (7.9b)

where ζk = [ψk, xk, vk, yk, ẏk, rk, Fk,l,f , Fk,l,r]
⊤ and ūk(t) = [uk(t), δk,f (t)]

are the state variable vector and the control input vector, respec-

tively; the output map h(ζk(t)) is such that the output vector is

ηk = [ψk, dk, vk, ẏk, rk]⊤, where dk(t) (computed on the basis of xk(t) and

yk(t)) is the euclidean distance of CAV k w.r.t. to the border (entrance)

of the CA. The information embedded into the output vector ηk is shared

among the CAVs over the V2V communication network.

7.3 Cooperative Distributed Control Protocol

for CAV in a Mixed-Traffic Flow

Here the design of the control actions uk(t) and δk,f (t), able to steer the

longitudinal and the lateral dynamics in (7.9) of the CAVs approaching

the CA, is described.
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(a)

(b)

Figure 7.2: Definition of the intersection crossing sequence leveraging

the Virtual Platoon control concept: a) example of a mixed traffic

flow composed by M = 2 autonomous vehicles and N = 3 human-

driven vehicles approaching the intersection; b) virtual crossing sequence

definition on the basis of the TTI of each incoming vehicle.

7.3.1 Cooperative Time-to-Intersection-Based Longitudi-

nal Controller

The cooperative coordination problem in mixed traffic at the intersection

stated in Sec. 7.2 is here solved by taking advantage from the Virtual
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Platoon control concept (see [245] and reference therein). The idea is to

form a virtual platoon by considering the virtual gap-distance between

vehicles driving on different lanes by a cooperative longitudinal controller

individually driving the automated vehicles in a fully-distributed fashion.

This approach leaves the task of gap−making (i.e., to ensure the safe

crossing of a vehicle with higher priority) solely in the hands of the

longitudinal control system.

This control approach is here extended to mixed-traffic flows via the

V2V cooperative estimation of the TTI: by leveraging the arrival time at

intersection information of each vehicle, the crossing sequence is mapped

at each time instant into a position within a virtual formation, where

all vehicles (CHVs and CAVs) are sorted in ascending order of TTI, say

TTIj(t), j = 1, . . . , N + M , see Fig. 7.2. Hence, at each instant, the

position within the virtual formation defines the current intersection

crossing sequence for all the M +N approaching the CA. The vehicle

with the smallest TTI goes first, the one with the second smallest TTI

crosses as second, and so on. Note that, in the particular case when

two or more vehicles have the same TTI, their index within the virtual

platoon is defined by comparing their distance w.r.t. the CA entrance,

i.e., the one having the shortest distance crosses first. Side and rear-

end collisions are hence avoided by the networked control action that

adapts the longitudinal acceleration of each CAV to preserve the order of

the virtual formation and reach and maintain a prefixed inter-vehicular

gap-distance to the other vehicles.

Following this approach, each incoming CAV is driven by the classi-

cal ACC augmented with the additional networked control protocol

leveraging V2V information as:

uk(t) = ukACC
(t) + uknet(t), (7.10)

where ukACC
[m/s2] is the classical ACC driving command depending

from the distance and speed of the preceding vehicle, evaluated on-

board by proximity sensors (e.g., radar, lidar), while uknet [m/s2] is the

networked control action that weights the information shared over the

wireless V2V network. Since the networked action uknet augments any

state-of-the-art ACC controller, the one proposed by [210] is considered.

Note that, since the ACC controller weights the measured distance

between a specific vehicle and the nearest point of the ones that are in its
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Algorithm 2: On-board computation of the minimum gap Dk,j

for the k-th CAV approaching the CA (see (7.13)).

Data: dj(t), vj(t) (∀ j = 1, · · · , N +M)

Result: Dk,j (∀j ̸= k)

Declarations

Let Dst a fixed gap distance between consecutive vehicles in the virtual

platoon at standstill.

Let lν the length of the ν-th vehicle in the virtual platoon.

Let vpp and vpρ the vehicle priority index associated to the CAV k and to

the generic vehicle j, corresponding to their position within the virtual

platoon, respectively.

Initialisation

Λ← initialise a vector with size (N +M)

Procedure

At each time instant t:

while dk < rcz do

Compute TTTj(t) ∀j as in (7.14)

TTI(t) = [TTI1(t), . . . , TTIj(t), . . . , TTIN+M (t)]← Built the TTI

vector

TTI(t) = [TTI1(t), . . . , TTIρ(t), . . . , TTIN+M (t)]← Sort TTI(t) in

increasing order

vpρ ← Assign to each vehicle its priority crossing index (i.e. the ρ-th

position within the virtual platoon) depending on TTIρ(t)

Λ = [vp1, . . . , vpρ, . . . , vpN+M ] ← Build the crossing index vector

vpp ← Find the priority crossing index of CAV k

for vpρ = 1 : length(Λ) & vpρ ̸= vpp do

if vpp > vpρ then

Dk,j = Dst · (vpp − vpρ) +

vpp
−vpρ

−1
∑

ν=vpp
−1

lν ;

else

Dk,j = Dst · (vpp − vpρ)−

vpρ
−1

∑

ν=vpp

lν

end

end

end

line of sight [246], it plays a crucial role in preventing vehicles collisions

in the narrow space at the conflicting area when they perform conflicting

left/right turning manoeuvre [232, 247].
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Instead, the networked control protocol uknet is composed of two different

actions; one is distance-based, i.e., imposes the prescribed inter-spacing

policy, while the other one is velocity-based, i.e., aims to impose a desired

speed profile, as:

uknet(t) = udknet
(t) + uvknet

(t). (7.11)

Note that the proposed cooperative control strategy is active within the

CZ, so that all inside vehicles approaching the intersection will take part

in the current crossing. In contrast, vehicles outside will be considered

in subsequent passing.

The two actions mentioned above are designed as follows.

Cooperative gap-regulation action. The first control action in (7.11) is

designed as:

udknet
(t) =

1

∆k

N+M
∑

j=1,
j ̸=k

αkjKkj(dk(t−τkj(t))−dj(t−τkj(t))−Dk,j), (7.12)

where dk [m] and dj [m] are the euclidean distances w.r.t. the CA

entrance (border) of the k-th CAV and the j-th vehicle, respectively

(being j = 1, . . . N + M, j ≠ k); Dk,j is the desired gap between the

CAV k and the vehicle j; Kkj are positive control gains; αkj models

the presence/absence of communication links among the CAV k and

vehicle j, while ∆k is the number of vehicles j communicating with the

CAV k according to the communication topology (see Sec. 3.1.2 for more

detail); τkj(t) [s] is the time-varying communication delay affecting the

communication link between the CAV k and vehicle j.

The inter-vehicle spacing policy [73] in the virtual formation Dk,j (be-

tween the k-th CAV and the j-th vehicle j = 1, . . . , N +M with j ̸= k)

is computed at each time instant as:

Dk,j = Dk,j + hkvk(t), (7.13)

where hk [s] is the time gap and vk(t) is the current speed of the CAV

k, while Dk,j [m] is the minimum gap distance between the CAV k and

vehicle j, depending on their relative TTI.

Specifically, each CAV estimates its TTI on the basis of on-board sensor
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measurements as well as the ones of all the other vehicles approaching

the CA based on V2V information as:

TTIj(t) =















dj(t)

vth
if vj(t) < vth ,

dj(t)

vj(t)
otherwise,

(7.14)

where j = 1, · · · , N +M ; vth [m/s] is a fixed speed threshold that allows

to compute the TTI also when vehicles are at standstill (by default set

to 0.1 [m/s]) [248].

At each time instant, based on the current value assumed by TTIj (∀j),
a priority crossing index (corresponding to the actual position within

the virtual platoon) is associated with each vehicle approaching the CA

according to a FAFP strategy (First Arrive First Pass [237]). Then,

all indexes are embedded within the crossing index vector Λ and the

minimum gap-distance Dk,j is computed according to Algorithm 2.

Cooperative speed-regulation action. The second control action in (7.11)

aims to avoid intersection deadlocks and slowing-down phenomena.

Specifically, this control action adapts the longitudinal speed of the

k-th CAV to the desired one ensuring collision-free access according to

the FAFP strategy based on the cooperative estimation of the TTI of all

vehicles approaching the CA, as:

uvknet
(t) =

1

∆k

N+M
∑

j=1
j ̸=k

βkjαkj(vk(t− τkj(t)) − vkj
⋆(t− τkj(t)), (7.15)

where βkj is a positive constant control gain, vk [m/s] is the speed of

the CAV k and vkj
⋆ [m/s] is the desired reference speed computed as

the non-linear smooth function of the differences between the TTI of the

CAV k and of the vehicle j depicted in Fig. 7.3, i.e.:

vkj
⋆(t) = f(∆TTIkj (t))

being ∆TTIkj (t) = TTIk(t) − TTIj(t) (j = 1, . . . , N + M ; j ≠ k).

More specifically, the function vkj
⋆ assumes its minimum zero value for

∆TTIkj ∈ [−ϵkj ,+ϵkj ], the cut-off value VR [m/s] for ∆TTIkj (t) = Rdx [s]

and ∆TTIkj (t) = Rsx [s], while it tends asymptotically to a maximum

value VM [m/s] as ∆TTIkj (t) → ±∞. In so doing, the CAV k reduces
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Figure 7.3: Desired reference speed vkj
⋆(t) (see Eq. (7.15)) computed as

a function of the difference ∆TTIkj between the Time-to-Intersection of

the CAV k and of the vehicle j.

Figure 7.4: Example of the left-turning manoeuvre allowing to compute

the value assumed by of Rdx and Rsx in Fig. 7.3

its longitudinal speed if there exists a conflicting vehicle j, while it

autonomously increases its longitudinal speed with respect to the neigh-

bouring vehicle j, until its maximum value VM , if safety conditions are

fulfilled.

Zero-speed range can be computed as ϵkj = (lk + lj)/(2 ·VM ), being lk [m]

and lj [m] the length of vehicles k and j, respectively. Furthermore,

following the approach in [238] the values Rdx and Rsx, at witch the

cut-off velocity VR is commanded to the CAV, are set on the basis of the
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time required by a generic vehicle j to perform a turn-left manoeuvre,

accelerating from standstill to a minimum crossing speed. Specifically,

computing the length of this trajectory (see Fig. 7.4) as:

Lleft−turn = Lbound + Lturn + lj ,

where Lbound [m] is the length of a safe bound to the intersection (set

as 0.7 [m]); Lturn [m] is the arc-length of the left-turn path with radius

Rturn = 3/2 ·Wlane + Lbound, being Wlane the width of each lane [m];

lj [m] is the length of the vehicle. The time required to perform the

left-turn manoeuvre is [238]:

Tleft−turn = |Rdx| = |Rsx| = Tmin + TF , (7.16)

where Tmin [m/s] is the time needed to reach the minimum crossing

speed vmin [m/s] and TF [m/s] is the time needed to complete the left-

turning manoeuvre at the constant minimum speed. It follows that,

for example, setting lj = 4.0 [m], the width of each lane as 3.25 [m], a

minimum crossing speed of vmin = 4.5 [m/s] and a constant-comfortable

acceleration rates of 2 [m/s2], the value of Tmin is equal to 2.2 [s], while

the value of TF is equal to 2.3 [s], and therefore Rdx = Rsx = 4.5 [s].

Remark 1. Note that, in the appraised driving scenario, the specific

path each vehicle has to follow is unknown to other vehicles within the

cooperation zone until this vehicle itself starts crossing the intersection.

Therefore, for safety reasons and without loss of generality, each CAV

k (k = N + 1, · · · , N + M) has to assume that all the communicating

vehicles j (j = 1, · · · , N+M with j ≠ k) approaching the intersection are

a foe. Consequently, the control algorithm driving each CAV k has to take

into account the position and speed information of each communicating

vehicle j. Once the vehicle j enters the CA, following a path that does

not conflict with any CAV k within the CZ, its information is neglected

in the computation of control action for the k-th CAV.

7.3.2 Lateral Control

Given the vehicle dynamics in (7.9), the automatic control of the lateral

behaviour of the k-th CAV, is achieved by commanding the front steering
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wheel angle as in [249]:

δk,f (t) = (ψk(t) − ψ⋆
k(t)) + arctan

Ke
kek(t)

K+vk(t)
+Kr

k(rk(t) − r⋆k(t)),

(7.17)

where ψk(t) [rad] and rk(t) [rad/s] are the yaw angle and the yaw rate of

the CAV k, respectively; ψ⋆
k(t) [rad] and r⋆k(t) [rad/s] are the reference

yaw angle and yaw rate to be tracked, respectively; ek is the cross-track

error [250]; Ke
k, K, K

r
k are control gains to be tuned (see [249] and

references therein for further details, also about the controller stability

analysis).

7.4 Numerical Analysis

The assessment of the proposed approach is performed for an exemplar

case study considering different mixed traffic flows conditions leveraging

MiTraS platform described in Chapter 4. Since each road edges have

the same crossing priority, based on the surrounding traffic conditions,

each CHV has a twofold behaviour: under high traffic demand condition,

it follows the right-before-left passing policy; otherwise, it follows the

first-in-first-out policy. Regarding the CAVs, they always follow the

proposed scheduling passing order (according to the Algorithm 2).

Mobility and safety transportation performances indexes are used to

quantify the performance of the proposed control strategy. Specifically,

for mobility the following indexes [251] are used: i) average travel time

[s]; ii) intersection throughput; iii) average speed [m/s]; iv) number of

stops; v) average waiting time [s]; vi) total waiting time [s]. As for safety

the following are considered [252]: i) Time-to-Collisions [s]; ii) number

of near-crash conditions; iii) number of collisions. Finally, the vehicles

Table 7.1: Dynamic Parameters for each CAV vehicle type

Parameters

Vehicle

Type

mk

[kg]

ℓk
[m]

Izk
[m ·N · s2]

ℓk,f
[m]

ℓk,r
[m]

Ck,y,f

[N/rad]

Ck,y,r

[N/rad]

δk,f,max

[◦]

ak,max

[m/s2]

ak,min

[m/s2]

1 1575 4.0 2875 1.10 1.30 19000 33000 ± 45° 2.5 -4.5

2 1600 4.5 2454 1.22 1.44 40000 35000 ± 45° 2.5 -4.5

3 2000 4.9 4000 1.40 1.60 12000 11000 ± 45° 2.5 -4.5
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acceleration [m/s2] is used to evaluate both mobility and safety impacts

of the proposed control strategy.

7.4.1 Case Study

Consider a four branches unsignalised intersection, as formerly described

in Sec. 7.2 and depicted in Fig. 7.1, where the CZ has a radius rcz = 40 [m]

[253] according to the features of the V2V communication equipment.

The vehicles, entering randomly at 100 [m] far from the CA, move along

the road edges with a maximum allowable speed of 10 [m/s] and perform

all turning manoeuvres at the intersection. Here 5 symmetric traffic

demand distribution within [300, 500] veh/h/ln with variable CAVs

penetration rate within [0, 60]% are considered. Demand distribution,

turning movement percentage and CAVs penetration rate are summarised

in Tab. 7.2, while heterogeneous CAVs specific parameters are listed in

Tab. 7.1. Moreover, since the behaviour of the CHVs is unpredictable,

the simulations have been performed for each traffic scenario under two

different driving conditions: A) Deterministic Desired Driving Speed -

Table 7.2: Demand Patterns

Scenario Flow Left-turn Right-turn CAV

(veh/h/ln) (%) (%) (%)

1 300 15 25 0,20,40,60

2 350 15 25 0,20,40,60

3 400 15 25 0,20,40,60

4 450 15 25 0,20,40,60

5 500 15 25 0,20,40,60

Table 7.3: CAV Controllers Parameters (∀k = N + 1, . . . , N +M)

Parameter Description Value Parameter Description Value

Dst min gap distance 2 [m] Kkj networked control gain 0.11 [1/s2]

hk min time gap 1.0 [s] βkj networked control gain 0.5 [1/s]

vk,set ACC speed set-point 10 [m/s] Kk,soft lateral control gain 1 [m/s]

Kv ACC control gain 0.5 [1/s] Kk,d,yaw lateral control gain 0.2 [rad · s]
K̃k,e ACC control gain 0.2 [1/s] Kk,e lateral control gain 2.5 [1/s]

K̃k,d ACC control gain 0.4 [1/s2] dk(0) initial distance 100 [m]

K̃k,v ACC control gain 0.2 [1/s]
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all CHVs have the same desired driving speed vides(t) = 10 [m/s]; B)

Stochastic Desired Driving Speed - each CHVs has a different desired

driving speed vides(t), which is modelled as a stochastic variable with

normal distribution, i.e. vides(t) ∈ [8, 12] [m/s].

Control parameters, as well as initial conditions for each of the CAV, are

summarised in Tab. 7.3. The heterogeneous time-varying delays affecting

each of the V2V communication link are emulated as stochastic variables

with a uniform discrete distribution within typical delay ranges exhibited

by vehicular networks in normal operating conditions, i.e. τkj(t) ∈ [0, τ⋆],

being τ⋆ = 10−2 [s] as in [142].

7.4.2 Mobility Performance

Results related to mobility performance are reported Tab. 7.4 and disclose

how traffic mobility conditions improve as the number of CAVs increases.

Indeed, their driving behaviour allows to increase the throughput up

to +7.39% in the scenario A-5 with a 60% of CAVs compared to the

same scenario with 0% of CAVs. As expected, the average speed follows

the same growing trend with a simultaneous variance reduction (see

also Figure 7.6). The Average Travel Time decreases, except for a few

scenarios characterised by a very low traffic demand. In these cases, the

simultaneous presence of a few vehicles within the CA does not affect

the vehicular outflow. Indeed, the benefits of the proposed approach

w.r.t. mobility are obviously more evident as traffic demand grows as

also shown in Fig. 7.5-Fig. 7.6, and in Fig. 7.8-Fig. 7.9-Fig. 7.10-Fig. 7.11,

where it is disclosed how the cooperative control prevents CAVs from

performing sudden deceleration manoeuvres. Furthermore, results in

Tab. 7.4 show that, even in those cases when the number of vehicles that

stop at the beginning of the intersection tends to increase, the Total

Waiting Time decreases in all the appraised traffic scenarios.

In what follows, the results related to the two different human driving

conditions mentioned above, namely A) Deterministic Desired Driving

Speed and B) Stochastic Desired Driving Speed are analysed.

A) Deterministic Desired Driving Speed. The scenario A−1, characterised

by the lower traffic demand, does not benefit from the proposed control

strategy (see the result in Tab.7.4) since the level of interaction among

vehicles is low and, accordingly, does not affect the intersection crossing

manoeuvre. However, the presence of CAVs still reduces the Waiting
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Table 7.4: Mobility Performance

Scenario Mobility Indicator CAV Penetration Rate (%) Difference (%)

0 20 40 60 0-20 0-40 0-60

A-I Average Travel Time [s] 10.72 10.56 10.62 10.78 -1.49 -0.96 0.52
Throughput 345 348 348 348 0.87 0.87 0.87
Average Speed [m/s2] 8.01 8.13 8.09 7.98 1.51 0.97 -0.37
Number of Stop 173 195 180 177 13 4.35 2.61
Average Waiting Time [s] 0.76 0.56 0.35 0.27 -26.20 -53.66 -64.47
Total Waiting Time [s] 186.00 193.50 121.50 94.50 4.03 -34.68 -49.19

A-II Average Travel Time [s] 11.43 11.24 11.03 10.44 -1.67 -3.57 -8.70
Throughput 393 393 397 400 0.00 1.53 2.29
Average Speed [m/s2] 7.51 7.64 7.79 7.85 1.70 3.70 4.45
Number of Stop 197 225 171 168 14.50 -12.98 -14.50
Average Waiting Time [s] 0.88 0.66 0.43 0.25 -25.19 -62.81 -71.59
Total Waiting Time [s] 216.90 260.70 126.90 112.20 20.19 -40.25 -48.27

A-III Average Travel Time [s] 11.26 10.96 11.14 10.48 -2.64 -1.09 -6.91
Throughput 426 441 447 451 3.52 4.93 6.34
Average Speed [m/s2] 7.63 7.84 7.71 7.85 2.71 1.10 2.84
Number of Stop 256 249 264 225 -2.58 3.29 -11.97
Average Waiting Time [s] 0.81 0.72 0.0.36 0.29 -10.83 -55.32 -64.20
Total Waiting Time [s] 324.60 320.70 159.60 149.40 -1.20 -50.83 -53.97

A-IV Average Travel Time [s] 11.88 11.59 11.52 11.48 -2.46 -3.03 -3.38
Throughput 492 501 507 510 1.83 3.05 3.66
Average Speed [m/s2] 7.23 7.41 7.46 7.50 2.52 3.12 3.73
Number of Stop 295 300 318 306 1.63 7.72 3.66
Average Waiting Time [s] 1.98 1.00 0.67 0.48 -49.37 -66.08 -75.70
Total Waiting Time [s] 557.10 493.80 320.40 296.40 -11.63 -42.49 -46.80

A-V Average Travel Time [s] 12.10 11.73 11.83 11.02 -3.04 -1.85 -8.92
Throughput 528 561 564 567 6.25 6.82 7.39
Average Speed [m/s2] 7.10 7.32 7.23 7.30 3.13 1.89 2.82
Number of Stop 390 438 384 336 12.31 122.61 94.78
Average Waiting Time [s] 2.89 1.06 0.86 0.67 -63.19 -70.27 -76.84
Total Waiting Time [s] 615.90 571.80 418.80 336.60 -7.16 -32.10 -45.35

B-I Average Travel Time [s] 10.72 10.74 10.69 10.41 0.14 -0.31 -2.92
Throughput 345 348 351 351 0.87 1.74 1.74
Average Speed [m/s2] 8.02 8.01 8.04 7.89 -0.14 0.31 -1.61
Number of Stop 135 156 105 87 15.56 -22.22 -35.56
Average Waiting Time [s] 0.37 0.53 0.21 0.19 41.24 -43.55 -48.92
Total Waiting Time [s] 145.80 179.90 74.70 58.80 23.25 -48.77 -59.67

B-II Average Travel Time [s] 11.18 11.25 11.05 10.84 0.63 -1.21 -3.11
Throughput 387 387 390 396 0.00 0.78 2.33
Average Speed [m/s2] 7.69 7.64 7.78 7.74 -0.63 1.22 0.64
Number of Stop 165 171 123 117 3.64 -25.45 -29.09
Average Waiting Time [s] 0.46 0.48 0.33 0.27 5.36 -28.16 -40.74
Total Waiting Time [s] 174.90 188.70 75.60 63.90 7.89 -56.78 -63.46

B-III Average Travel Time [s] 10.86 10.74 10.71 10.96 -1.06 -1.36 0.92
Throughput 399 405 411 426 1.50 3.01 6.77
Average Speed [m/s2] 7.92 8.01 8.03 7.73 1.07 1.38 -2.40
Number of Stop 150 195 174 147 30.00 16.00 -2.00
Average Waiting Time [s] 0.28 0.38 0.20 0.20 35.71 -28.57 -28.57
Total Waiting Time [s] 114.90 149.10 102.90 90.00 24.87 -13.82 -24.62

B-IV Average Travel Time [s] 12.25 11.73 11.33 11.38 -4.26 -7.50 -7.11
Throughput 495 507 510 516 2.42 3.03 4.24
Average Speed [m/s2] 7.02 7.33 7.56 7.45 4.45 7.69 2.82
Number of Stop 261 270 285 246 3.45 9.20 -5.75
Average Waiting Time [s] 0.61 0.85 0.38 0.40 39.05 -38.17 -34.92
Total Waiting Time [s] 286.80 327.90 189.30 197.70 14.33 -34.00 -31.07

B-V Average Travel Time [s] 12.11 12.04 11.72 11.23 -0.56 -3.27 -7.29
Throughput 531 552 555 555 3.95 4.52 4.52
Average Speed [m/s2] 7.10 7.14 7.34 7.30 0.56 3.38 2.82
Number of Stop 300 312 345 303 4.00 15.00 1.00
Average Waiting Time [s] 2.41 1.12 1.07 0.98 -53.51 -55.58 -59.32
Total Waiting Time [s] 672.90 608.70 575.10 528.60 -9.54 -14.53 -21.44
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(a) (b)

Figure 7.5: Trend of the Throughput as function of both the traffic

demand and CAVs penetration rate for: a) the Deterministic Desired

Driving Speed scenario; b) the Stochastic Desired Driving Speed scenario.

(a) (b)

Figure 7.6: Trend of the Average Speed and the Speed Variance as

function of both the traffic demand and CAVs penetration rate for:

a) the Deterministic Desired Driving Speed scenario; b) the Stochastic

Desired Driving Speed scenario.

Time, even when the Number of Stop increases. Similar throughput

results can be obtained in the scenario A− 2 (20% of CAVs). Increasing

the number of autonomous vehicles in the CZ some improvements arise.

Indeed, a rise in the Average Travel Time and the Throughput compared

with 0% of CAVs is observed. As the traffic demand grows, the benefit

of the proposed control strategy becomes more evident. For instance,

by considering scenario A − III, where the presence of CAVs is no

more negligible, all mobility performances improve (see also Fig. 7.5

(a)). Similar outcomes are obtained in scenarios A − IV and A − V ,

where, except for the number of stops, all mobility indicators raise their

value as the number of CAVs boosts. More notably, for the traffic
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(a) (b)

Figure 7.7: Time histories of the trajectories of both CAVs and CHVs

approaching the unsignalized intersection for the scenario A-V consider-

ing: (a) 20% of CAVs penetration rate; (b) 60% of CAVs penetration

rate.

scenario with the higher traffic demand, i.e., A− 5, the variation of the

CAVs penetration rate from 0% to 60%, allows observing the following

improvements: i) a percentage increase of 7.39% for the Throughput;

ii) a percentage decrease of 8.92% for the Average Travel Time; iii)

a percentage decrease of 45.35% for the Average Waiting Time; iv) a

reduction of the Average Speed as depicted in Fig. 7.6 (a). Results in

Fig. 7.7 show the trajectories of both CAVs and CHVs approaching the

appraised unsignalized intersection in the case of traffic demand pattern

as in scenario A− 5 and penetration rate of 20% (Fig. 7.7(a)) and 60%

(Fig. 7.7(b)), where the dashed line shows the intersection location from

the beginning of each different lane. In contrast, the blue and red lines

represent the trajectories of CHVs and CAVs, respectively. Herein, it

is possible to observe how the variation of the penetration rate within

the mixed traffic flow reduces potential conflicts among vehicles to cross,

avoiding a too long waiting-time.

Moreover, comparing results in Fig. 7.7(a) and Fig. 7.7(b), it can be

observed how a penetration rate variation from 20% to 60% enhances

the road mobility efficiency, allowing the grow of the number of vehi-

cles crossing the intersection. This aspect is also highlighted by the

accelerations-related results reported in Fig. 7.8 and Fig. 7.9. More in

detail, results in Fig. 7.8, obtained for the exemplary scenario A − V ,

prove how the proposed control strategy can impose a smother driving

behaviour to the CAVs compared to CHVs, i.e., CAVs perform the brak-

ing manoeuvres with bounded acceleration values ([−3, 2] [m/s2]) while
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(a) (b)

(c) (d)

Figure 7.8: Comparison among the CAVs and CHVs accelerations for

the scenario A-V: (a) boxplot; (b) histogram of 20% of CAVs penetration

rate; (c) histogram of 40% of CAVs penetration rate; (d) histogram of

60% of CAVs penetration rate.

the CHVs reach lower values up to −5 [m/s2]. Indeed, as it is possible to

observe in Fig. 7.8(a), the presence of CAVs affects the driving behaviour

of CHVs that, hence, have smoother deceleration values. This outcome

is also confirmed by outputs in Fig. 7.8(b),(c), and (d) that clearly show

the difference in acceleration distribution frequency among CAVs and

CHVs. For the sake of completeness, in Fig. 7.9 the acceleration box-plot

for the other scenarios under investigation, which disclose similar results

to the one presented in Fig. 7.8(a), are also reported.

B): Stochastic Desired Driving Speed. The traffic scenarios B − I and

B − II confirm that the benefits of the proposed strategy are minimal in

low traffic demand conditions. However, differently from what happens

in A− I and A− II, all mobility indicators have an improvement as the

penetration rate of CAVs increases, especially for CAVs penetration rate

greater than 40%. As expected, also in the presence of this human be-

haviour, for an increase of the traffic demand, the benefits of the proposed

control strategy are more significant (see results for B − II, B − III
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(a) (b)

(c) (d)

Figure 7.9: Comparison among the CAVs and CHVs accelerations for

the other scenarios under investigation: (a) boxplot for the scenario A-I;

(b) boxplot for the scenario A-II; (c) boxplot for the scenario A-III; (d)

boxplot for the scenario A-IV.

and B − V in Tab. 7.4). The plot in Fig. 7.5 (b) confirms this latter

improvement in terms of Throughput. More notably, for the traffic

scenario with the higher demand pattern B − 5, the variation of the

CAVs penetration rate from 0% to 60% allows obtaining the following

main performance improvement: i) a percentage increase of 4.52% for the

Throughput; ii) a percentage decrease of 7.29% for the Average Travel

Time; iii) a percentage decrease of 21.44% for the Average Waiting

Time; iv) a reduction of the Average Speed (see also Fig. 7.6(b)). The

accelerations-related results are reported in Fig. 7.10 and Fig. 7.11. More

in detail results in Fig. 7.10, obtained for the exemplary scenario B − V ,

prove how the proposed control strategy can impose a smother driving

behaviour to the CAVs w.r.t. CHVs. This aspect is also highlighted

by results in Fig. 7.10(b),(c), and (d) that clearly show the difference

in acceleration distribution frequency among CAVs and CHVs. For the

sake of completeness, in Fig. 7.11 the acceleration box-plot for the other

scenarios under investigation are also reported.
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(a) (b)

(c) (d)

Figure 7.10: Comparison among the CAVs and CHVs accelerations for

the scenario B-V: (a) boxplot; (b) histogram of 20% of CAVs penetration

rate; (c) histogram of 40% of CAVs penetration rate; (d) histogram of

60% of CAVs penetration rate.

7.4.3 Safety Performance

Robust safety performance can be evaluated by the results in Tab. 7.5.

Indeed, according to [252], the Average TTC is always higher than the

Table 7.5: Safety Performance

Scenario Safety Indicator CAV Penetration Rate %

Driving condition A Driving condition B

0 20 40 60 0 20 40 60

I Average TTC [s] > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5

# near-crash conditions 60 87 81 114 57 75 114 141

II Average TTC [s] > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5

# near-crash conditions 72 96 138 162 84 108 135 153

III Average TTC [s] > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5

# near-crash conditions 108 123 129 126 99 117 126 111

IV Average TTC [s] > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5

# near-crash conditions 144 207 258 246 122 234 270 255

V Average TTC [s] > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5 > 1.5

# near-crash conditions 168 267 342 330 144 258 339 306
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(a) (b)

(c) (d)

Figure 7.11: Comparison among the CAVs and CHVs accelerations for

the other scenarios under investigation: (a) boxplot for the scenario B-I;

(b) boxplot for the scenario B-II; (c) boxplot for the scenario B-III; (d)

boxplot for the scenario B-IV.

(a) (b)

Figure 7.12: Trend of the Collisions Number as function of both the

traffic demand and CAVs penetration rate for: a) the Deterministic

Desired Driving Speed scenario; b) the Stochastic Desired Driving Speed

scenario.

minimum desirable TTC threshold of 1.5 [s] in all the appraised traffic

scenarios. Moreover, the number of possible collisions is strongly reduced

as depicted in Fig. 7.12. Obviously, in the cases of a very crowded CZ,
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the number of near-crash conditions increases since it is directly related

to the Throughput growth (vehicles are moving closer to each other).

However, as confirmed by results depicted Fig. 7.7, the strategy can

guarantee safety and collision avoidance also in these more challenging

cases. At the same time, results in Fig. 7.8-Fig. 7.9-Fig. 7.10-7.11 confirm

the ability of the proposed control approach in avoiding hard braking

manoeuvres for CAVs by imposing a proper speed profile which positively

affects the driving behaviour of the CHVs.

7.5 Concluding Remarks

This chapter has addressed the safe crossing problem of an unsignalised

intersection for mixed-traffic flows composed of CHVs and CAVs. To this

aim, a novel longitudinal control strategy for CAVs that combines the

use of on-board ranging sensors with V2V communications is proposed.

The effectiveness of the proposed control strategy has been validated via

the MiTraS Integrated Simulation Environment. Simulation analyses are

carried out considering different CAVs penetration rates, traffic demand,

and heterogeneous vehicles. The obtained results have confirmed how

V2V communications can benefit mixed traffic conditions by improving

mobility and safety performance indexes at unsignalizeds intersections.
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CHAPTER 8

Distributed Robust

PID-like Control for

Heterogeneous Nonlinear

Uncertain Autonomous

Vehicles Platoon: Design,

Analysis and Cooperative

Manoeuvres Evaluation

This chapter addresses the leader-tracking control problem for uncer-

tain heterogeneous nonlinear autonomous vehicles platoon sharing state

information through a vehicular communication network and perform-

ing cooperative manoeuvres in extra-urban traffic environments. The

nonlinear vehicle dynamics are affected by time-varying parameters un-

certainties and explicitly consider the air-drag reduction effect arising

from the different driving conditions the platoon is involved in. At the

same time, the changing of V2V links due to cooperative manoeuvres,

are modelled via switching into the communication network topology.
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To this aim, a novel robust distributed proportional-integral-derivative

(PID)-like control protocol is proposed, which ensures that all vehicles

within the platoon robustly track the leader behaviour despite unknown

parameters uncertainties and network switching. The stability of the pro-

posed control strategy is analytically proven by leveraging the Lyapunov

theory. Sufficient stability conditions are expressed as a set of feasible

LMIs whose solution allows the proper tuning of the robust control gains.

The effectiveness of the approach is evaluated via the MiTraS Integrated

Simulation Environment. The exhaustive simulation analysis, involv-

ing the Monte Carlo method, considers different cooperative platooning

manoeuvres and confirms the theoretical derivation.

8.1 Tracking Issues in Cooperative Driving Sys-

tems

Tracking ability plays a crucial role in platooning applications for: i)

normal operations, when acceleration and deceleration manoeuvres has

to be safely performed to avoid collisions [60]; ii) joining/leaving or

manoeuvre, where vehicles have to accelerate/decelerate to create a new

formation [44].

Several different control approaches focus on leader-tracking or

predecessor-tracking in the existing technical literature when all the

autonomous vehicles are moving together as a string. In this perspective,

the very first attempt is the so-called CACC, which adopts a pre-fixed

information flow topology for control design (e.g., P-F). In so doing, the

controller aims at providing robustness to the string of vehicles, i.e., it

avoids downstream amplification of small perturbations only acting on the

leader motion (see e.g., [60]). More recently, some advanced distributed

platoon strategies have been proposed by leveraging the framework of

multi-agent systems. For instance, distributed Model Predictive Control

(MPC) [254], sliding mode [1] approaches have been proposed to tackle

the problem of vehicular communication topology variety, while the ro-

bustness of the vehicles platoon w.r.t. external disturbances has been

instead addressed via H∞ control protocols (e.g., see [69, 255] and refer-

ence therein). Consensus-based approaches have also been proposed in

[48, 253, 256] to deal with both topology variety and heterogeneity in the
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time-varying communication delays, or in [71] to cope with uncertainties

affecting the dynamics of the vehicle.

However, all the works mentioned above assume linear dynamics to

describe the vehicle motion and do not consider its nonlinear behaviour,

which is supposed to be compensated via some feed-forward control

actions. However, in practical implementation, feed-forward approaches

suffer from well-known difficulty due to the exact knowledge or the

real-time measuring of the various characteristic parameters [19, 92]. It

follows that the nonlinearities induced by the vehicle powertrain system

(arising, for instance, from the engine, driveline, aerodynamic drag, and

so on) need to be taken into account for a more accurate and realistic

problem formulation. Consequently, their effect should be considered

from the beginning of the control design phase [89, 257].

Control protocols for copying with platoon nonlinearities are usually

designed under the restrictive assumption of neglecting uncertainties

affecting the dynamics of the vehicle. For instance, authors in [89] pro-

posed a DMPC algorithm for heterogeneous nonlinear vehicles restricting

the attention to unidirectional topologies and unknown set points. In-

stead, a Distributed Sliding Mode Control (DSMC) framework has been

presented in [90] for a class of generic topologies. Again, a two-layer

distributed and adaptive control architecture was developed in [258] for

a heterogeneous platoon of bi-directionally connected vehicles.

Nevertheless, the robustness to uncertain nonlinear dynamics is crucial

when deploying cooperative driving applications. Indeed, there are a lot

of mismatches between the actual plant and its control-oriented model

that inevitably arise due to different environmental conditions, parame-

ter variations, and unmodelled dynamics. This problem has been, very

recently, addressed, for example, in [95] where a collision-free optimal

robust control for heterogeneous uncertain nonlinear platoon has been

proposed for the specific case when vehicles share information via the

P-F communication topology. The case of uncertain platoon undergoing

bi-directional P-F communication topology has been instead dealt in

[259] and in [260] where a back-stepping technique has been proposed

for achieving leader-tracking and string stability, respectively.

The presence of unknown parameters has been instead treated in [261].

Still, the investigation restricts its focus to the sole string stability analy-

sis in the presence of unknown constant driving resistance that has been
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identified via a neural network. Under the assumption of unknown but

constant parameters of the overall vehicle dynamics, a neighbour-based

adaptive control law has been proposed in [91], where the estimation of

these parameters (e.g., rolling resistance and air drag force coefficients)

is also provided and exploited to compensate the nonlinear behaviour

via feed-forward control actions. However, in practice, the time-varying

nature of the parameters can not be neglected since uncertainties strongly

depend on the different driving conditions in which the autonomous vehi-

cles platoon is involved [262, 71]. Along this direction, by modelling the

vehicle uncertainties as external disturbances, [263] proposes a robust

strategy able to guarantee the longitudinal control of heterogeneous

nonlinear vehicle platoon sharing information via a fixed communication

topology, i.e., P-F topology or bidirectional one. Conversely, to deal with

the problem of both uncertainties and external disturbances, [257] and

[264] propose robust control techniques able to guarantee the longitudinal

control for heterogeneous nonlinear platoon sharing information via fixed

communication topologies. Again, to counteract vehicle uncertainties

acting in heterogeneous vehicles platoons sharing information only via the

classical L-P-F topology, [265] proposes an additional state-observer that,

however, increases the control action computational burden. Besides un-

certain nonlinear dynamics, another critical issue within the platooning

driving paradigm is related to communication topology among vehicles:

it may not be fixed due to communication constraints, environmental

disturbances, or platooning manoeuvres (e.g., create, merge and disen-

gage platoons). Hence, there is the need to investigate the performance

of vehicle platoon control also under switching topologies, i.e., when

some communication links among the vehicles within the platoon are

created and/or disrupted (see [266] and references therein for details).

This problem has usually been tackled in the technical literature with

consensus-based strategies [266, 267] or adaptive controllers [268]. Nev-

ertheless, the proposed solutions have been developed under the main

restrictive assumptions that vehicles dynamics are linear and perfectly

known, i.e., by neglecting nonlinear behaviours and time-varying param-

eter uncertainties.

This chapter aims to provide a unified framework for efficiently dealing

with nonlinear vehicle dynamics that are affected by time-varying uncer-

tainties and variations in the vehicular network topology. To this end,
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a novel distributed proportional-integral-derivative (PID)-like control

strategy ensures that all vehicles within the platoon track the leader

behaviour despite the unknown uncertainties acting on the vehicle dy-

namics and simultaneously cope with the time-varying structure of the

communication network is proposed. The control strategy weights the

vehicles state information via proportional actions that are augmented

with an additional integral action on the position state information so

as to improve steady-state and robustness performances [71]. Each ve-

hicle is described via a nonlinear dynamical system accounting for the

effect of the air-drag reduction due to platooning effect (whose effects

are usually neglected into the different control-oriented model proposed

into the technical literature about platoons), as well as of time-varying

uncertainties ones depending on the different driving conditions in which

the platoon is currently involved. In addition, the changing of topologies

is modelled via a time-varying communication network.

To analytically prove the ability of the proposed controller in ensuring

the above mentioned robust leader-tracking, the closed-loop network

stability is disclosed by leveraging Lyapunov theory. Sufficient conditions

expressed as a set of feasible LMIs allow the proper tuning of the robust

control gains.

The proposed Integrated Simulation Environment MiTraS (see Chapter 4)

is exploited to investigate the effectiveness of the proposed control strategy

in a realistic traffic environment. The extensive simulation analysis,

considering different cooperative driving manoeuvres (e.g., move as a 1-D

formation tracking a time-varying speed profile, joining in-the-middle and

leaving from-the-middle), confirms the theoretical validation and discloses

both the effectiveness and the robustness of the proposed approach. It is

worth noting that, since the design of a high-level coordination controller

required to perform a successful platoon manoeuvre [46] is beyond the

scope, platooning manoeuvres [269] are served to emulate variations in

the communication topology.

The main contributions of this work can be summarised as follows:

• a nonlinear vehicle model for the control design is considered,

differently from most of the recent works addressing the problem

of vehicle uncertainties and/or switching topologies that, instead,

leverage linearied model of the vehicle dynamics (e.g., see [19]

and references therein). Moreover, the proposed control-oriented
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model explicitly considers the air-drag reduction coefficient, which

is usually neglected in the recent technical literature dealing with

heterogeneous nonlinear platoon (see, e.g., [263, 257, 264, 265,

89, 90, 91]). In so doing, the vehicle dynamics also consider the

effects of the transient cooperative manoeuvres such as join/ leave

in-the-middle;

• the proposed approach, to counteract the effects of model nonlin-

earities, does not require feed-forward action, which suffers from

the well-known issue of knowing real-time measuring of vehicles

parameters (as in [89, 90, 91]) or additional state-observer for their

compensation (as in [265]);

• the approach deals with the simultaneous presence of uncertainties

of parameters that vary in time and in the commutation topologies,

which derive from the cooperative manoeuvres carried out by the

platoon, differently from the very recent alternative robust protocols

proposed in [257, 264].

• the assessment of the control strategy is performed exploiting the

Integrated Simulation Environment MiTraS for emulating different

realistic traffic scenarios, while, usually, the validation takes place

leveraging simplified simulation environments (e.g., see [263, 257,

264]).

8.2 Cooperative Tracking

Consider a heterogeneous platoon composed of N autonomous vehicles

plus a leading vehicle, indexed with 0. Assume that vehicles platoon

dynamics are nonlinear and uncertain. Each vehicle is equipped with

on-board sensors (e.g., IMU, GPS, radars, and camera) measuring

its absolute position, speed, acceleration, and relative position and

speed w.r.t. the preceding vehicle. Vehicles are also equipped with

wireless V2V communication devices that allow them to share their state

information with the neighbouring vehicles and receive the reference

behaviour signal as imposed by the leader. It is worth noting that

different communication topologies may arise any time due to platoon

manoeuvres (e.g., join and leave the platoon) that imply the creation
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and disruption of virtual couplings links within the vehicular network

topology [266].

In this framework, the main aim is to design a distributed robust platoon

control strategy ensuring that each vehicle tracks the leader reference

behaviour while preserving a pre-fixed inter-vehicle distance, despite

the presence of both heterogeneous and uncertain dynamics (mainly

governed by aerodynamics drag, rolling resistance, gravitational force

[60]) and switching topologies. In so doing, the autonomous vehicles

platoon robustly moves as a rigid and cohesive 1-D formation in any

driving conditions.

8.2.1 Nonlinear Longitudinal Uncertain Vehicle Dynamics

Model for Control Design

The behaviour of each i-th vehicle within the platoon (i = 1, . . . , N) can

be described by its nonlinear longitudinal motion as [90, 144]:

ṗi(t) = vi(t)

v̇i(t) =
ξi(t)

ri(t)mi(t)
ui,σ(t) − gsin(θ(t)) − gµi(t)cos(θ(t))

− 0.5

mi(t)
ρairCD,i(t)(1 − ϕi(pi(t), pi−1(t)))Ch,i(t)Af,i(t)v

2
i (t),

(8.1)

where pi(t) [m] ∈ R and vi(t) [m/s] ∈ R are the position and the speed

of the i−th vehicle, respectively; ui,σ(t) [Nm] is the switching control

input representing the driving/braking torque; mi(t) [kg] is the mass of

the vehicle; ξi(t) is the drive-train mechanical efficiency; ri(t) [m] is the

radius of the wheel; µi(t) is the rolling resistance coefficient; ρair [kg/m3]

is the air density; CD,i(t) is the vehicle air-drag coefficient; Af,i(t) [m2]

is the frontal area of the vehicle; Ch,i(t) is a correction factor (unitless)

due to the altitude of the road where vehicle moves; ϕi(pi(t), pi−1(t)) is

the air-drag reduction coefficient due to the platooning effects; g [m/s2]

is the gravity acceleration while θ(t) [rad] is the road-track slope. The

air-drag reduction factor ϕi(pi(t), pi−1(t)) is computed as in [2]. More

specifically, as yet illustrated in Fig. 4.2, the reduction is zero for the

first vehicle (the leader in this case), increases as the position index

of a vehicle within the platoon increases, and, in the end, it assumes
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the same value as 4th vehicle for each nth vehicle (n ≥ 4). Thus, by

embedding this factor into the dynamical model of each vehicle i, the

variations of ϕi(pi(t), pi−1(t)) during the different platoon manoeuvres

can be explicitly taken into account.

The value of the vehicle parameters strongly depends on the different

driving conditions [71] and the change of the operating speed [262]. Here,

to take into account this variability,the uncertain parameters are modelled

as:

mi(t) = m̄i + δmi(t),

ξi(t) = ξ̄i + δξi(t),

ri(t) = r̄i + δri(t),

µi(t) = µ̄i + δµi(t),

CD,i(t) = C̄D,i + δCD,i(t),

Ch,i(t) = C̄h,i + δCh,i(t),

Af,i(t) = Āf,i + δAf,i(t),

(8.2)

where m̄i, ξ̄i, r̄i, µ̄i, C̄D,i, C̄h,i and Āf,i are the nominal values of the vehicle

parameters, assumed to be known, while δ(·)(t) is the corresponding

time-varying uncertainty satisfying the following assumption.

Assumption 2. Time-varying uncertainties are bounded with a known

upper-bound [262, 71], i.e.

∥δ(·)∥ ≤ δ̄(·) < +∞. (8.3)

▲

Remark 2. The property of boundedness of the vehicle uncertainties usu-

ally holds in the transportation system (e.g., see [262, 257] and references

therein).

Now, naming fi(vi(t)) = −gsin(θ(t))−gµi(t)cos(θ(t))− 0.5
mi
ρairCD,i(t)(1−

ϕi(pi(t), pi−1(t)))Ch,i(t)Af,i(t)v
2
i (t) and bi(t) = ξi(t)

ri(t)mi(t)
, the i-th nonlin-

ear vehicle dynamics in (8.1) can be rewritten as

ṗi(t) =vi(t)

v̇i(t) =fi(vi(t)) + bi(t)ui,σ(t).
(8.4)
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According to the uncertainties decomposition in (8.2), the i-th vehicle

uncertain nonlinear dynamics in (8.4) can be written as

ṗi(t) =vi(t)

v̇i(t) =(f̄i(vi(t)) + ∆fi(vi(t))) + (b̄i + ∆bi(t))ui,σ(t)
(8.5)

where

f̄i(vi(t)) =− gsin(θ(t))− gµ̄icos(θ(t))

−
0.5

m̄i

ρair(1− ϕi(pi(t), pi−1(t)))C̄D,iC̄h,iĀf,iv
2
i (t),

∆fi(vi(t)) =− gδµi(t)cos(θ(t))− 0.5ρair(1− ϕi(pi(t), pi−1(t)))
( ∆Φi(t)

m̄i + δmi(t)

−
C̄D,iC̄h,iĀf,iδmi(t)

m̄i(m̄i + δmi(t))

)

v
2
i (t),

b̄i =
ξ̄i

m̄iR̄i

∆bi(t) =
m̄ir̄i(ξ̄i + δξi(t))− ξ̄i(m̄i + δmi(t))(r̄i + δri(t))

m̄ir̄i(m̄i + δmi(t))(r̄i + δri(t))

(8.6)

with

∆Φi(t) =C̄D,iC̄h,iδAf,i(t) + C̄D,iδCh,i(t)Āf,i + C̄D,iδCh,i(t)δAf,i(t)

+ δCD,i(t)C̄h,iĀf,i + δCD,i(t)C̄h,iδAf,i(t)+

δCD,i(t)δCh,i(t)Āf,i + δCD,i(t)δCh,i(t)δAf,i(t).

(8.7)

Note that, according to (8.3), one has that:

∥∆Φi(t)∥ ≤ ∆Φ̄i < +∞,

∥∆fi(vi(t))∥ ≤ ∆f̄i < +∞,

∥∆bi(t)∥ ≤ ∆b̄i < +∞.

(8.8)

By introducing the following state vectors ζi(t) = [pi(t), vi(t)]
⊤ ∈ R

2,

the i-th agent dynamics in (8.5) can be rewritten in a more compact

notation as:

ζ̇i(t) = Aζi(t) +B(f̄i(vi(t)) + ∆fi(vi(t))) +B(b̄i + ∆bi(t))ui,σ(t), (8.9)

being

A =

[

0 1

0 0

]

, B =

[

0

1

]

. (8.10)
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Instead, the following nonlinear system, exploited for generating the

desired trajectories to be commanded [270], describes the leader dynamics:

ṗ0(t) = v0(t),

v̇0(t) = f̄0(v0(t)) + ∆f0(v0(t)) + u0(t),
(8.11)

where p0(t) [m] ∈ R and v0(t) [m/s] ∈ R are the position and the speed

of the lead vehicle, respectively; u0 is a reference control input, assumed

to be bounded due to physical constraints [270], driving the motion of

the leader. It is worth noting that, according to [271, 270, 257], the

proper setting of the time-varying reference control input u0(t) allows

emulating different driving conditions. For instance, the case in which

the leader has to brake suddenly or reduce its velocity due to the various

legal speed limits of the road it travels across.

Again, by introducing the state vectors ζ0(t) = [p0(t), v0(t)]
⊤ ∈ R

2, the

leader dynamics in (8.11) can be recast as:

ζ̇0(t) = Aζ0(t) +B(f̄0(v0(t)) + ∆f0(v0(t)) + u0(t)). (8.12)

Hence, the problem of robust platooning can be assimilated to the

following problem of second-order nonlinear consensus.

Problem 1 (Robust Nonlinear Platooning). Consider the heterogeneous

nonlinear vehicles dynamics as in (8.9). The platooning control problem

consists in defining a distributed control protocol ui,σ(t) such that each

vehicle tracks the reference behaviour imposed by the leader (8.12) and

keeps a desired inter-vehicle gap-distance from all its neighbors j within

the communication range, say dij, i.e.:

lim
t→∞

∥vi(t) − v0(t)∥ = 0,

lim
t→∞

∥pi(t) − pj(t) − dij∥ = 0
(8.13)

despite the presence of both unknown time-varying uncertainties acting on

the vehicles dynamics (∀i = 1, · · · , N), and time-varying communication

topologies.
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8.3 Robust Nonlinear Platooning Control Pro-

tocol

To solve Problem 1, the following switching nonlinear cooperative dis-

tributed PID-like control strategy, driving the platoon also when links

commutations and dynamic changes within the formation occur, is pro-

posed. For each vehicle i, the distributed controller updates its action

based on the errors among the state information shared by vehicles via

the communication network as

ui,σ(t) = − ασ b̄
−1
i Kp,σ

N
∑

j=0

aij,σ

(

pi(t) − pj(t) − dij

)

− ασ b̄
−1
i Ki,σ

N
∑

j=0

aij,σ

∫ t

0

(

pi(τ) − pj(τ) − dij

)

dτ

− ασ b̄
−1
i Kd,σ

N
∑

j=0

aij,σ

(

vi(t) − vj(t)
)

,

(8.14)

where σ(t) : [0,∞) → {1, 2, . . . ,m} is the switching signal that deter-

mines the actual communication topology among the finite collection of

graphs with a common node set V̄ and describes all the possible topolo-

gies that can be obtained for all the possible m platoon manoeuvres, i.e.,

Σ = {Ḡ1, Ḡ2, . . . Ḡm}, being Ḡ the augmented directed graph; ασ ∈ R+ is

a tuning parameter; Kp,σ, Kd,σ are the proportional gains weighting the

position and speed information, respectively, while Ki,σ is the integral

gain weighting the integral of the position information; aij,σ models

the actual network topology emerging from the presence/absence of the

communication link between vehicle i and vehicle j; b̄i, defined as in

(8.6), is computed on the basis of the solely nominal value of its own

parameters.

Note that, m specifies the finite number of all possible digraphs mim-

icking V2V connections among vehicles, i.e. Ḡσ (σ = 1, . . . ,m), while

σ(t), assumed to be a piecewise constant and right continuous function,

determines the index of the active graph at a specific time instant t. For

the sake of simplicity, it is assumed that some finite dwell-time separates

two consecutive switching instants, such to guarantee the boundedness

of the switching frequency and to avoid Zeno behaviour (see [49] and
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reference therein for further details).

Before proving the stability of the autonomous platoon under the action

of the distributed PID-like control in (8.14), the mathematical represen-

tation of the closed-loop platoon dynamical system is derived.

8.3.1 Closed-Loop Vehicular Network

Define the error vector w.r.t. the leading vehicle 0 for the i-th vehicle

within the platoon (i = 1, · · · , N) as

ζ̃i(t) = ζi(t) − ζ0(t) − d⋆ =

[

pi(t) − p0(t) − di0
vi(t) − v0(t)

]

, (8.15)

being d⋆ = [di0, 0]⊤, where di0 ∈ R+ defines, for each vehicle i, the desired

gap-distance distance from the leader. Given the i-th vehicle nonlinear

dynamics as in (8.9) and the leader ones as in (8.12), after some algebraic

manipulation, the closed-loop error dynamics for the generic vehicle i is

derived as

˙̃
ζi(t) = ζ̇i(t) − ζ̇0(t) = Aζ̃i(t) +B∆̃fi(t) +B(b̄i + ∆bi(t))ui,σ(t), (8.16)

where ∆̃fi(t) = ((f̄i(vi(t))−(f̄0(v0(t))+u0(t))+(∆fi(vi(t))−∆f0(v0(t)))).

Introduce the following augmented state vector:

ηi(t) =

[

ζ̃i(t)

zi(t)

]

∈ R
3×1 (8.17)

with

zi(t) =

∫ t

0
(pi(τ) − p0(τ) − di0)dτ = c̃⊤

∫ t

0
ζ̃i(τ)dτ, (8.18)

being c̃⊤ = [1 0] ∈ R
1×2.

Accordingly, the control input in (8.24) can be recast as

ui,σ(t) = − ασ b̄
−1
i [Kp,σ Kd,σ]

N
∑

j=0

aij,σ(ζ̃i(t) − ζ̃j(t))

− ασ b̄
−1
i Ki,σ

N
∑

j=0

aij,σ(zi(t) − zj(t)) =

= − ασ b̄
−1
i K⊤

σ

N
∑

j=0

aij,σ(ηi(t) − ηj(t)),

(8.19)
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being K⊤
σ = [Kp,σ Kd,σ Ki,σ] ∈ R

1×3. The i-th closed-loop dynamics

(8.16) can be thus recast as follows:

η̇i(t) = Āηi(t) + B̄∆̃fi(t) + B̄(b̄i + ∆bi(t))ui,σ(t), (8.20)

being

Ā =

[

A 02×1

c̃⊤ 0

]

∈ R
3×3, B̄ =

[

B

0

]

∈ R
3×1. (8.21)

Finally, by defining the global vectors

η(t) =











η1(t)

η2(t)

· · ·
ηN (t)











∈ R
3N×1, uσ(t) =











u1,σ(t)

u2,σ(t)

· · ·
uN,σ(t)











∈ R
N×1,

∆̃f(t) =











∆̃f1(t)

∆̃f2(t)

· · ·
∆̃fN (t)











, b = diag(b̄−1
1 , b̄−1

2 , . . . , b̄−1
N ) ∈ R

N×N ,

∆b(t) = diag(∆b1(t),∆b2(t), . . . ,∆bN (t)) ∈ R
N×N ,

(8.22)

the nonlinear closed-loop dynamics for the whole platoon can be described

as

η̇(t) = (IN ⊗ Ā)η(t) + (IN ⊗ B̄)∆̃f(t) + (IN ⊗ B̄)buσ(t)+

+ (IN ⊗ B̄)∆̃b(t)uσ(t),
(8.23)

where

uσ(t) = −ασb
−1(Hσ ⊗K⊤

σ )η(t), (8.24)

with Hσ = Lσ + Pσ ∈ R
N×N , being Lσ and Pσ, ∀σ = 1, · · · ,m, the

Laplacian and the Pinning matrix, respectively, as defined in Section

3.1.2.

8.4 Stability Analysis

Here the robust stability of the closed-loop vehicular dynamics in (8.23)

with respect to uncertainties affecting the nonlinear dynamics in the
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presence of switching among different communication network topolo-

gies originated by the occurrence of platoon manoeuvres is analytically

assessed. Before deriving the stability proof, some useful lemmas are

recalled.

Lemma 4 ([1]). If Ḡ satisfies Assumption 1, then the matrix H =

L + P ∈ R
N×N is positive definite.

Lemma 5. Given a generic matrix F ∈ R
n×n and a vector x ∈ R

n×1, F

and 1
2(F + F⊤) both generate the same quadratic form, i.e. the following

relation holds:

x⊤Fx =
1

2
x⊤(F + F⊤)x, (8.25)

where 1
2(F + F⊤) is a symmetric matrix.

Lemma 6 ([70]). For matrices A, B, C and D with appropriate di-

mensions, ⊗ defines the Kronecker product and satisfies the following

properties:

1. (A⊗B)⊤ = (A⊤ ⊗B⊤);

2. A⊗ (B + C) = (A⊗B) + (A⊗ C);

3. (A⊗B)(C ⊗D) = (AC) ⊗ (BD);

4. (A⊗B)−1 = (A−1 ⊗B−1) for any given invertible matrices A and

B;

Lemma 7 ( [102]). For any symmetric matrix D ∈ R
n×n, i.e. D = D⊤

and a vector x ∈ R
n×1, the following Rayleigh inequality holds

λmin(D)∥x∥2 ≤ x⊤Dx ≤ λmax(D)∥x∥2 (8.26)

being λmin(·) and λmax(·) are the minimum and the maximum eigenvalues

of the matrix, respectively.

Lemma 8 ([70]). Suppose that Assumption 1 holds. Then, there exist a

positive vector θ = [θ1, θ2, · · · , θN ]⊤ such that

Hθ = 1N (8.27)
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and

ΘH + H⊤Θ > 0 (8.28)

where Θ = diag(1/θ1, 1/θ2, · · · , 1/θN ) and H is an M -matrix according

to Lemma 4.

Then, according to [70, 49, 272] the following Assumption is introduced.

Assumption 3 ([70]). Each possible communication topology Ḡσ ∈ Σ

contains a directed spanning tree with the leader as the root. ▲

Remark 3. According to Assumption 3, it follows that each matrix Hσ,

related to the communication topology Ḡσ ∈ Σ, satisfies Lemma 8.25 and

Lemma 8. In so doing, for each communication topology Ḡσ ∈ Σ there

exists a positive vector θσ = [θ1,σ, θ2,σ, · · · , θN,σ]⊤ such that

Hσθσ = 1N (8.29)

and

ΘσHσ + H⊤
σ Θσ > 0 (8.30)

being Θσ = diag(1/θ1,σ, 1/θ2,σ, · · · , 1/θN,σ).

Considering the control input recast as in (8.24), the closed-loop vehicular

network in (8.23) can be expressed as

η̇(t) =(IN ⊗ Ā)η(t) + (IN ⊗ B̄)∆̃f(t) − ασ(IN ⊗ B̄)(Hσ ⊗K⊤
σ )η(t)

− ασ(IN ⊗ B̄)∆̃b(t)b−1(Hσ ⊗K⊤
σ )η(t).

(8.31)

Now, the stability of the heterogeneous uncertain nonlinear platoon

undergoing switching topologies can be proved according to the following

Theorem.

Theorem 2. Consider the uncertain nonlinear closed-loop platoon dy-

namics in (8.31) such that Assumptions 2 is fulfilled. Let Assumption

3 holds and assume there exists a finite dwell-time among consecutive

switching instants.

If, for each given communication topology Ḡσ ∈ Σ (σ = 1, . . . ,m), there

exist scalars ασ, γσ, cσ, a positive vector θσ ∈ R
N and matrices Θσ as in
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(8.29)-(8.30), a symmetric and positive definite matrix Pσ ∈ R
n×n such

that:

cσ < λσθ0,σ, (8.32)

Λσ =

[

Θσ ⊗ (ĀPσ + PσĀ
⊤ − ασcσB̄B̄⊤)− ασλ

⋆

σ
(IN ⊗ B̄B̄⊤) + I3N Θσ ⊗ B̄

⋆ −γ2
σIN

]

< 0,

(8.33)

being λσ = λmin(ΘσHσ +H⊤
σ Θσ), θ0,σ the minimum value of the positive

vector θσ, λ
⋆

σ
= λmin(Ψσ +Ψ⊤

σ ), where Ψσ is the value assumed by matrix

Ψσ(t) = (Θσ ⊗ 1)∆̃b(t)b−1(Hσ ⊗ 1) in correspondence the upper-bound of

the unknown time-varying uncertainties, then, by choosing control gains

as

Kσ = B̄⊤P−1
σ , (8.34)

the robust nonlinear platoon control problem as in Problem 1 is solved.

Proof. Consider the following multiple Lyapunov function [273]

Vσ(t) = η⊤(t)(Θσ ⊗ P−1
σ )η(t). (8.35)

Differentiating (8.35) along the trajectories of the closed-loop system

(8.31), after some algebraic manipulation, one has:

V̇σ(t) =η⊤(t)(Θσ ⊗ (P−1
σ Ā))η(t) + η⊤(t)(Θ ⊗ (Ā⊤P−1

σ ))η(t)

− 2αση
⊤(t)((ΘσHσ) ⊗ (P−1

σ B̄K⊤
σ ))η(t)

− 2αση
⊤(t)(Θσ ⊗ (P−1

σ B̄))∆̃b(t)b−1(Hσ ⊗K⊤
σ )η(t)

+ 2η⊤(t)(Θσ ⊗ (P−1
σ B̄))∆̃f(t).

(8.36)

Now, according to Lemma 6, it is possible to obtain:

V̇σ(t) =η⊤(t)(IN ⊗ P−1
σ )(Θσ ⊗ Ā)η(t)

+ η⊤(t)(Θσ ⊗ Ā⊤)(IN ⊗ P−1
σ )η(t)

− 2αση
⊤(t)((ΘσHσ) ⊗ (P−1

σ B̄K⊤
σ ))η(t)

− 2αση
⊤(t)(Θσ ⊗ (P−1

σ B̄))∆̃b(t)b−1(Hσ ⊗K⊤
σ )η(t)

− 2η⊤(t)(Θσ ⊗ (P−1
σ B̄))∆̃f(t).

(8.37)
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Following the approach in [70], by introducing the following vector

transformations:

η̃(t) = (IN ⊗ P−1)η(t) → η̃⊤(t) = η⊤(t)(IN ⊗ P−1)

η(t) = (IN ⊗ Pσ)η̃(t) → η⊤(t) = η̃⊤(t)(IN ⊗ Pσ),
(8.38)

(8.37) can be recast as

V̇σ(t) =η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− 2αση
⊤(t)((ΘσHσ) ⊗ (P−1

σ B̄K⊤
σ ))η(t)

− 2αση
⊤(t)(Θσ ⊗ (P−1

σ B̄))∆̃b(t)b−1(Hσ ⊗K⊤
σ )η(t)

+ 2η⊤(t)(Θσ ⊗ (P−1
σ B̄))∆̃f(t).

(8.39)

Substituting K⊤
σ = B̄⊤P−1

σ into (8.39), it yields:

V̇σ(t) =η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− 2αση
⊤(t)((ΘσHσ) ⊗ (P−1

σ B̄B̄⊤P−1
σ ))η(t)

− 2αση
⊤(t)(Θσ ⊗ (P−1

σ B̄))∆̃b(t)b−1(Hσ ⊗ B̄⊤P−1
σ )η(t)

+ 2η⊤(t)(Θσ ⊗ (P−1
σ B̄))∆̃f(t).

(8.40)

Considering again Lemma 6, (8.40) can be rewritten as

V̇σ(t) =η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− 2αση
⊤(t)(IN ⊗ P−1

σ )(ΘσH⊗ B̄B̄⊤)(IN ⊗ P−1
σ )η(t)

− 2αση
⊤(t)((IN ⊗ P−1

σ )(Θσ ⊗ B̄))∆̃b(t)b−1

((Hσ ⊗ B̄⊤) ⊗ (IN ⊗ P−1
σ ))η(t)

+ 2η⊤(t)((IN ⊗ P−1
σ )(Θσ ⊗ B̄))∆̃f(t).

(8.41)

Moreover, taking into account both vector transformation (8.38) and

Lemma 8.25, (8.41) can be re-formulated as

V̇σ(t) =η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− αση̃
⊤(t)((ΘσHσ + H⊤

σ Θσ) ⊗ B̄B̄⊤)η̃(t)

− 2αση̃
⊤(t)(Θσ ⊗ B̄)∆̃b(t)b−1(Hσ ⊗ B̄⊤)η̃(t)

+ 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t).

(8.42)
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Then, introducing Ψσ(t) = (Θσ ⊗ 1)∆̃b(t)b−1(Hσ ⊗ 1) and applying

Lemma 5, after some algebraic manipulations, one has:

V̇σ(t) =η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− αση̃
⊤(t)((ΘσHσ + H⊤

σ Θσ) ⊗ B̄B̄⊤)η̃(t)

− αση̃
⊤(t)(IN ⊗ B̄)(Ψσ(t) + Ψ⊤

σ (t))(IN ⊗ B̄⊤)η̃(t)

+ 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t).

(8.43)

Since Ψσ(t) + Ψ⊤
σ (t) is a symmetric matrix ∀σ, by applying Lemma 7,

one gets:

V̇σ(t) ≤η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t) − λσαση̃

⊤(t)(IN ⊗ B̄B̄⊤)η̃(t)

− ασλσ(t)η̃⊤(t)(IN ⊗ B̄B̄⊤)η̃(t) + 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t),

(8.44)

where λσ = λmin(ΘσHσ + H⊤
σ Θσ) and λ

σ
(t) = λminσ(Ψσ(t) + Ψ⊤

σ (t)).

By explicitly considering the upper bound of the unknown time-varying

uncertainties (see (8.8)) and exploiting Lemma 8, one has:

V̇σ(t) ≤ η̃⊤(t)(Θσ ⊗ (ĀPσ + PσĀ
⊤))η̃(t)

− λσασθ0,ση̃
⊤(t)(Θσ ⊗ B̄B̄⊤)η̃(t)

− ασλ
⋆

σ
η̃⊤(t)(IN ⊗ B̄B̄⊤)η̃(t)

+ 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t),

(8.45)

where θ0,σ is the minimum value of the positive vector θσ(t) as defined

in Lemma 8, while λ⋆
σ

= λmin(Ψσ + Ψ
⊤
σ ) is the minimum eigenvalue

of the matrix (Ψσ + Ψ
⊤
σ ), being Ψσ the value assumed by the matrix

Ψσ(t) in correspondence of the upper-bound of the unknown time-varying

uncertainties.

By defining the parameter cσ < λσθ0,σ, (8.45) can be finally recast as

V̇σ(t) < η̃⊤(t)
(

Θσ ⊗ (ĀPσ + PσĀ
⊤ − ασcσB̄B̄

⊤)

− ασλ
⋆

σ
(IN ⊗ B̄B̄⊤)

)

η̃(t) + 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t).
(8.46)

In order to guarantee robustness w.r.t. vehicle uncertainties, the following

performance index are introduced:

Jσ =

∫ +∞

0
(η̃⊤(s)η̃(s) − γ2σ∆̃f⊤(s)∆̃f(s))ds, (8.47)
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being γσ ∈ R+ an attenuation index ∀σ = 1, . . . ,m.

Now, following the approach [274, 275, 276], in order to minimise Jσ, it

s necessary to guarantee

Jσ ≤
∫ +∞

0
(η̃⊤(s)η̃(s) − γ2σ∆̃f⊤(s)∆̃f(s) + V̇ (s))ds < 0. (8.48)

Thus, according to (8.48), the robust leader-tracking is guaranteed if

V̇σ(t) + η̃⊤(t)η̃(t) − γ2σ∆̃f⊤(t)∆̃f(t) < 0 (8.49)

and, therefore, if

η̃⊤(t)
(

Θσ ⊗ (ĀPσ + PσĀ
⊤ − ασcσB̄B̄

⊤) − ασλ
⋆

σ
(IN ⊗ B̄B̄⊤)

)

η̃(t)

+ 2η̃⊤(t)(Θσ ⊗ B̄)∆̃f(t) + η̃⊤(t)η̃(t) − γ2σ∆̃f⊤(t)∆̃f(t) < 0.

(8.50)

Letting the following augmented vector as φ(t) = [η̃⊤(t), ∆̃f⊤(t)]⊤ ∈
R
4N×1, inequality (8.50) can be recast in a more compact form as:

φ⊤(t)Λσφ(t) = [η̃⊤(t) ∆̃f⊤(t)]Λσ

[

η̃(t)

∆̃f(t)

]

< 0, (8.51)

where

Λσ =

[

Λ11,σ Λ12,σ

⋆ Λ22,σ

]

,

with

Λ11,σ = Θσ ⊗ (ĀPσ + PσĀ
⊤ − ασcσB̄B̄

⊤) − ασλ
⋆

σ
(IN ⊗ B̄B̄⊤) + I3N ,

Λ12,σ = Θσ ⊗ B̄,

Λ22,σ = −γ2σIN .
(8.52)

From (8.51), it follows that if (8.33) holds (i.e, if Λσ < 0 ∀ σ), then one

has that η(t) → 0 as t→ ∞ and
∫∞
0 ∥η̃(s)∥2ds ≤ γ2

∫∞
0 ∥∆̃f(s)∥2ds. In

so doing, the robust platoon control problem is solved (see (8.13)) and

this completes the proof.
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Remark 4. Note that the control parameters in (8.14) are tailored for

each vehicle i since the control gains vector K⊤
σ = [Kp,σ Kd,σ Ki,σ] ∈

R
1×3 obtained as in Theorem 2, is weighted for the nominal value of each

vehicle mass b̄i (see (8.6)).

Remark 5. Note that, Theorem 2 provides sufficient conditions ensuring

the stability of the overall vehicular network as in (8.31) under the

hypothesis of a finite dwell-time (interested readers can refer to [277,

271, 278], and references therein, for an overview of the theoretical

framework).

Remark 6. The LMI in (8.33) is feasible and can be solved by using, for

example, the interior-point method [275] embedded in the Yalmip Toolbox

with SeDuMi solver [279].

8.5 Numerical Analysis

8.5.1 Driving Scenario and Manoeuvres

The assessment of the proposed control strategy in (8.14) and the evalu-

ation of the achievable performance for different platoon manoeuvres are

performed leveraging the Integrated Simulation Environment MiTraS

(see Chapter 4). As an exemplary case, a platoon composed of 5 vehicle

plus a leader, sharing information via the L-P-F communication topology

and travelling along a 5600 [m] long highway segment whose altitude

profile is reported in Figure8.1, is considered.

Table 8.1: Heterogeneous Nonlinear Vehicle Parameters

Vehicle Id
mi

[kg]

ξi
[−]

ri
[m]

µi
[−]

CD,i

[−]

Af,i

[m2]

amax

[m/s2]

amin

[m/s2]

0 1545 0.89 0.3060 0.020 0.28 2.3315 2.5 -6.0

1 1015 0.89 0.2830 0.022 0.30 2.1900 2.5 -6.0

2 1375 0.89 0.2880 0.019 0.24 2.4000 2.5 -6.0

3 1430 0.89 0.3284 0.021 0.28 2.4600 2.5 -6.0

4 1067 0.89 0.2653 0.023 0.29 2.1400 2.5 -6.0

5 1155 0.89 0.2880 0.024 0.33 2.0400 2.5 -6.0

Uncertainty ±20% ±5% ±2% ±10% ±10% ±10% - -
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Figure 8.1: Altitude profile for the appraised road network.

Heterogeneous vehicle parameters and their specific range of variation of

uncertainty are reported in Tab. 8.1 [255]. To evaluate the performances

of the platoon under the action of the proposed control strategy for

different values of the unknown time-varying parameters uncertainties,

as well as for various combinations of them, the Monte Carlo method is

exploited. Accordingly, it is possible to achieve broad test coverage by

varying a large number of parameters values in a wide range. Control

gains parameters are chosen according to theoretical derivation as in

Theorem 2. Specifically, Yalmip Toolbox and the SeDuMi solver are

exploited to solve the feasibility problem as in (8.32)-(8.33), tailored

for the appraised L-P-F communication topology and for the parameter

uncertainties bounds as in Table 8.1.

The analysis involves the following manoeuvres: i) platoon formation

and maintenance ii) leader-tracking; iii) join in-the-middle; iv) leave

from-the-middle. Note that considered platooning manoeuvres [269] are

here performed only to emulate variation in the communication topology.

Indeed, having a successful platoon manoeuvre requires a higher-level

coordination protocol (e.g. see [3, 46, 280]). Since the design of such a

high-level coordination controller is outside the scope, only the spread of

changes in the control topology is implemented.

8.5.1.1 Platoon Formation and Maintenance

Starting from different initial conditions, vehicles within the platoon

must reach and maintain the constant speed reference behaviour imposed

by the leader according to the desired spacing policy. Control gains
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Figure 8.2: Evolution of the communication topology in the join in the

middle manoeuvre: (a) communication topology Ḡ1; (b) communication

topology Ḡ2; (c) communication topology Ḡ3; (d) communication topology

Ḡ4.

parameters are: K⊤
σ = [Kp,σ Kd,σ Ki,σ] = [0.0246 0.0044 0.1209],

α = 4.8965, γ = 2.9195 and c = 1.5004.

8.5.1.2 Leader-Tracking

Each platoon vehicle has to correctly track the time-varying reference

speed profile (e.g., a trapezoidal one) imposed by the leader while main-

taining the desired inter-vehicle distance. Control gains parameters for

this manoeuvre are the ones presented in Sec. 8.5.1.1 since the appraised

communication topology is again the L-P-F one.

8.5.1.3 Join in-the-middle Manoeuvre

The join in-the-middle manoeuvre involves four platoon operations as

depicted in Figure 8.2. The H matrices for the switching communication

topologies involved during these operations are reported in Tab. 8.2. The

platoon is initially composed of 4 vehicles plus a leader and travels on a

dedicated lane. The sixth vehicle, travelling on an adjacent lane, requests

joining the platoon to the leader (Fig. 8.2(a)). The leader, based on some

algorithm, decides first whether the vehicle can join or not and, then,

in what position (see, e.g., the exemplary position decision algorithm

in [281]). After the leader decides that the requesting vehicle has to
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Table 8.2: Hσ matrices for the topologies related to the join in-the-middle

manoeuvre.















1 0 0 0 0

−1 2 0 0 0

0 −1 2 0 0

0 0 −1 2 0

0 0 0 0 1





























1 0 0 0 0

−1 2 0 0 0

0 0 1 0 0

0 −1 0 2 0

0 0 0 −1 2















σ = 1 σ = 2














1 0 0 0 0

−1 2 0 0 0

0 −1 2 0 0

0 0 0 1 0

0 0 0 −1 2





























1 0 0 0 0

−1 2 0 0 0

0 −1 2 0 0

0 0 −1 2 0

0 0 0 −1 2















σ = 3 σ = 4

join the platoon in the third position, it triggers the manoeuvre and

sends to all other vehicles within the platoon the updated adjacency

matrices [282] More specifically, to allow the newly sixth vehicle to enter

the platoon, it needs to create enough space within the formation. Hence,

the leader communicates to vehicles in third and fourth positions to

become the vehicles in fourth and fifth positions, respectively, and to

change their inter-vehicle distances to accommodate the new vehicle

(Fig. 8.2(b)). When the sixth vehicle becomes a platoon member, it

establishes communication with both its preceding and following vehicles

to create the new platoon formation (Fig. 8.2(c)-(d)).

Control gains parameters for this manoeuvre are reported in Tab. 8.4.

8.5.1.4 Leave from-the-middle Manoeuvre

The leave from-the-middle manoeuvre involves four platoon operations

as depicted in Fig. 8.3. The H matrices for the switching communication

topologies involved during these operations are reported in Tab. 8.3.

The manoeuvre starts with a platoon composed of 5 vehicles plus a

leader; then, the vehicle in the third position decides to leave the platoon

(Fig. 8.3(a)). After the request is accepted and the leaving vehicle changes

lane (Fig. 8.3(b)-(c)), vehicles in fourth and fifth positions close the gap

distance by becoming vehicles three and four respectively, hence, creating

a new platoon formation (Fig. 8.3(d)). Control gains parameters for this

manoeuvre are reported in Tab. 8.4.
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Figure 8.3: Evolution of the communication topology in the leave from-

the-middle manoeuvre: (a) communication topology Ḡ4; (b) communi-

cation topology Ḡ3; (c) communication topology Ḡ2; (d) communication

topology Ḡ1.

Table 8.3: Hσ matrices for the topologies related to the leave from-the-

middle manoeuvre.














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
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





1 0 0 0 0

−1 2 0 0 0
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0 0 0 1 0
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


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





σ = 4 σ = 3














1 0 0 0 0

−1 2 0 0 0

0 0 1 0 0

0 −1 0 2 0

0 0 0 −1 2





























1 0 0 0 0

−1 2 0 0 0

0 −1 2 0 0

0 0 −1 2 0

0 0 0 0 1















σ = 2 σ = 1

Switching Signal K⊤
σ = [Kp,σ Kd,σ Ki,σ] ασ γσ cσ

σ = 1 [0.0246 0.0048 0.2207] 4.8955 2.9192 1.5012

σ = 2 [0.0246 0.0047 0.1209] 4.8964 2.9195 1.5012

σ = 3 [0.0247 0.0045 0.1204] 4.8951 2.9182 1.5189

σ = 4 [0.0246 0.0044 0.1209] 4.8965 2.9195 1.5004

Table 8.4: Control Parameters for join in-the-middle and leave from-the-

middle manoeuvres.
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8.5.2 Simulation Results

Here are discussed the performances obtained via the proposed PID-like

control strategy when considering the manoeuvres described Sec. 8.5.1.

8.5.2.1 Platoon Formation and Maintenance

Simulation outputs, depicted in Fig. 8.4, confirm the ability of the

proposed approach in creating and maintaining the platoon. Indeed, all

vehicles, starting from random initial gap-distances and speed, reach the

consensus and converge toward the desired positions (Fig. 8.4(b)-(c))

and the leader speed (Fig. 8.4(d)-(e)) with no collisions (Fig. 8.4(a)) and

a comfortable driving experience (Fig. 8.4(f)) [283], despite the presence

of the different uncertainties acting on vehicles dynamics.
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(a) (b)

(c) (d)

(e) (f)

Figure 8.4: Platoon Formation and Maintenance performances. Robust-

ness analysis via the Monte Carlo Method. Time history of: (a) vehicles

position pi(t); (b) vehicles position errors computed pi(t) − p0(t) − di0;

(c) vehicles inter-vehicle distance computed pi(t) − pi−1(t); (d) vehicles

speed vi(t); (e) vehicles acceleration ai(t); (f) vehicles jerk ȧi(t);
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8.5.2.2 Leader Tracking for Trapezoidal Speed Profile

Once the platoon is formed, the proposed control strategy ability to

track the leading vehicle when it moves according to a trapezoidal speed

profile is tested. Specifically, at t = 100 [s], the leader accelerates from

15 [m/s] to 20 [m/s] with a constant acceleration of 1 [m/s−2]; then, at

t = 180 [s], it decelerates to 10 [m/s] with a constant deceleration of

−1 [m/s−2]; again, at t = 270 [s], the leader accelerates from 10 [m/s]

to 15 [m/s] with a constant acceleration of 1 [m/s−2].

Results in Fig. 8.5 confirm the theoretical derivation and show how

all vehicles, despite the presence of parameters uncertainties, track the

leader speed profile (Fig. 8.5(b)-(c)) while preserving at the same time

the required mutual positions (Fig. 8.5(a)-(f)). As expected, speed and

acceleration plots in Fig. 8.5(b)-(c) disclose that the fast-tracking of the

leader motion is achieved with a smooth behaviour (see also Fig. 8.5(g)).

Moreover, tiny bounded sudden changes naturally arise in the errors

profiles corresponding to transient variations in the reference speed signal

(Fig. 8.5(d)-(e)-(f)). Note that instantaneous variations in the acceler-

ation profile are unrealistic since they usually occur within a specific

time interval related to the powertrain features. So, results in Fig. 8.5

have to be considered as a test of robustness to challenging variation in

the leader acceleration profile. Indeed, even if an instantaneous varia-

tion in acceleration profile occurs, the performance of the system is still

admissible and does not degrade considerably.
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Figure 8.5: Leader Tracking performance for trapezoidal speed profile.

Robustness analysis via the Monte Carlo Method. Time history of: (a)

vehicles positions pi(t); (b) vehicles speed vi(t); (c) vehicles acceleration

ai(t); (d) vehicles position errors computed pi(t)−p0(t)−di0; (e) vehicles

speed errors computed vi(t) − v0(t); (f) vehicles inter-vehicle distance

computed pi(t) − pi−1(t); (g) vehicles jerk ȧi(t).
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8.5.2.3 Join in-the-middle Manoeuvre

Fig. 8.6 discloses the results for the join in-the-middle manoeuvre. The

manoeuvre starts with four vehicles (named V1, V2, V4, V5) plus a leader

(i.e., V0) moving in platoon formation, while the vehicle labelled as V3
is still not a member of the platoon and travels in an adjacent lane. At

t = 55 [s], V3 sends a join request to the leader V0, which, after accepting

it, shares the H2 matrix (Tab. 8.2) to all the platoon members, indicating

that the vehicle V3 is going to become the new predecessor of vehicle V4.

Accordingly, the desired inter-vehicle distance of V4 is updated (see the

dashed cyan line in Fig. 8.6(b)) and for t ∈ [55; 60], vehicles V4 and V5
decelerate to create the required space to let the vehicle V3 performing

safely its cut-in manoeuvre (Fig. 8.6(a) and Fig. 8.6(d)). It is worth

noting that, within this time interval, the vehicle V3 is still travelling

along a different lane from the one occupied by the platoon. Thus, since

V3 and V4 travel along different lanes, no collisions occur for t ∈ [55; 60],

even if the inter-vehicle distance of vehicle V4 w.r.t. the vehicle V3
assumes negative values (see dashed line in Fig. 8.6(b) and Fig. 8.6(c)).

At t = 60 [s], the safe space has been created, and hence vehicle V3
is allowed to perform the required cut-in manoeuvre, bringing itself to

the correct third platoon position. Afterward, once the new formation

is achieved, all vehicles travel as a convoy on the same lane, and the

inter-vehicle distance of vehicle V4 w.r.t. the vehicle V3 only assumes

positive values (Fig. 8.6(b)-(c)).

Finally, it is worth noting that a comfortable driving experience is ensured,

as depicted in Fig. 8.6(d).
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(a) (b)
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(e)

Figure 8.6: Join in-the-middle manoeuvre performances. Robustness

analysis via the Monte Carlo Method. Time history of: (a) vehicles

position pi(t); (b) inter-vehicle distance computed as pi(t) − pi−1(t); (c)

vehicles position pi(t) vs predecessor-follower gap distance for vehicle 4;

(d) vehicles speed vi(t); (e) vehicles jerk ȧi(t).
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8.5.2.4 Leave from-the-middle Manoeuvre

Fig. 8.7 discloses the results for the leave from-the-middle manoeuvre.

The manoeuvre starts with five vehicles (i.e. V1, V2, V3, V4, V5) plus a

leader (i.e. V0) moving in platoon formation. At t = 55 [s], the vehicle

V3 send to the leader the request to leave the platoon. After V3 leaves

the platoon, vehicles V4 and V5 change their platoon index position from

the fourth to third and from fifth to fourth, respectively (Fig. 8.7(a)).

Accordingly, they accelerate so to converge towards the desired inter-

vehicle gap-distance (Fig. 8.7(b)) and the speed profile imposed by the

leader. close the gap distance (Fig. 8.7(c)). Note that the manoeuvre

is performed ensuring a comfortable driving experience as depicted in

Fig. 8.7(d).
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(a) (b)

(c) (d)

Figure 8.7: Leave from-the-middle manoeuvre performances. Robustness

analysis via the Monte Carlo Method. Time history of: (a) vehicles

position pi(t); (b) vehicles inter-vehicle distance computed pi(t)−pi−1(t);

(c) vehicles speed vi(t); (d) vehicles jerk ȧi(t).
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8.5.3 Robustness with respect to Communication Delays

In the real-world, cooperative driving strategies like platooning have to

cope with time-varying delays affecting wireless communication. Indeed,

CAVs exchange information through a non-ideal wireless channel affected

by unavoidable communication impairment [52]. In this perspective,

the proposed control strategy is evaluated in a realistic communication

environment by considering, as an exemplary driving scenario, the leader-

tracking one described in Sec. 8.5.1.2. Specifically, it is assumed that

each communicating link, allowing the information sharing between a

vehicle i and a vehicle j (∀i = 1, · · · , N , ∀j = 0, 1, · · · , N with i ≠ j), is

affected by a different time-varying communication delay whose value is

influenced by the actual conditions of communication channels, i.e., τij(t).

Since, in practice, the V2V communication delay is bounded [284], each

τij(t) is emulated as random variables, uniformly distributed in [0, 0.1] [s]

(Fig. 8.8(f)), with an upper bound that is greater than the average end-

to-end communication delay typical of the IEEE 802.11p. The appraised

communication topology is again the L-P-F one, and, accordingly, control

gains parameters are the ones presented in Sec. 8.5.1.1.

The outcomes in Fig. 8.8 show that all vehicles within the platoon, de-

spite the presence of time-varying communication delays, track the leader

speed profile (Fig. 8.8(a)-(b)) while preserving at the same time the

required inter-vehicle distance (Fig. 8.8(c)). Speed and accelerations pro-

files in Fig. 8.8(b)-(d) disclose that the fast-tracking of the leader motion

is achieved with a smooth behaviour (see also Fig. 8.8(e)), while bounded

acceptable variations in the errors profiles (Fig. 8.8(b)-(c), respectively)

arise in correspondence of transient variations in the reference speed

signal. Summarising, although the tracking performances slightly de-

grades compared to the nominal case in Fig. 8.5, Fig. 8.8 proves that the

robustness of the proposed approach w.r.t. the presence of time-varying

communication delays.
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Figure 8.8: Leader Tracking performance for trapezoidal speed profile

in presence of time-varying communication delays. Robustness analysis

via the Monte Carlo Method. Time history of: (a) vehicles speed vi(t);

(b) vehicles speed errors computed vi(t) − v0(t); (c) vehicles inter-vehicle

distance computed pi(t) − pi−1(t); (d) vehicles acceleration ai(t); (e)

vehicles jerk ȧi(t); (f) communication delays τij(t).
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8.6 Concluding Remarks

This chapter addressed the cooperative leader-tracking control problem

for uncertain heterogeneous nonlinear vehicles platoon performing co-

operative manoeuvres. A distributed robust PID-like control strategy

is proposed to deal with this challenging issue. By exploiting the V2V

communication, the algorithm tracks the leader behaviour and regulates

the gap distance among vehicles during manoeuvres, despite unknown

time-varying parameter uncertainties due to varying driving conditions.

The effectiveness of the proposed control strategy has been numerically

evaluated via MiTraS Integrated Simulation Environment and the Monte

Carlo method by carrying out different manoeuvres, including the join

in-the-middle and the leave from-the-middle ones. Numerical results

have confirmed the theoretical derivation and have disclosed good leader-

tracking performances and the control strategy robustness w.r.t. both

uncertainties and switching information topologies.
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CHAPTER 9

Distributed Fixed-Time

Leader-Tracking Control for

Heterogeneous Uncertain

Autonomous Connected

Vehicles Platoons

Longitudinal control for platoons of connected autonomous vehicles is an

open research topic in the C-ITS domain. Most existing approaches solve

the platooning problem asymptotically without ensuring the achievement

of the consensus in a finite settling time. To this aim, in this chapter the

problem of guaranteeing the leader-tracking for heterogeneous vehicles

platoons in a fixed time despite the presence of external disturbances

is addressed. To solve this problem, by exploiting the integral sliding

mode ISM approach and the Lyapunov theory, a distributed control

strategy ensuring the leader-tracking in a finite settling time independent

from any vehicles initial conditions is proposed. The simulation analysis,

carried out in two different driving scenarios via MiTraS, confirms the

effectiveness of the theoretical derivation..
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9.1 Leader-Tracking Control Issues

Over the past decades, the advances in information communication

technology have attracted considerable attention in C-ITS domain due

to the benefit they could lead in terms of road safety increasing, and

the decreasing of the environmental pollution [21]. Specifically, the

deployment of connected autonomous vehicles platoons moving in a

formation with a joint velocity while keeping a prefixed inter-vehicular

distance may significantly improve different aspects of the vehicular

traffic flow such as the traffic congestion [285]. In this driving scenario,

all vehicles are connected through V2V wireless communication paradigm

and exchange information by exploiting different communication protocol

(see Sec. 2.4). Leveraging these information, the cooperative control

strategies aim to guarantee that each vehicle within the platoon tracks

the reference behaviour imposed by the leader, i.e., the first vehicle of

the fleet, while achieving the desired formation w.r.t. the communicating

vehicles [256].

Exploiting the Multi-Agent Systems (MASs) paradigm [286], in the

wide technical literature, different cooperative driving controllers have

been proposed both for homogeneous vehicles platoons (see for example

[287, 69, 288] and the reference therein) and for heterogeneous ones

(see for example [90, 289, 49]). Among them, robust protocols are

suggested to counteract both the parameter uncertainties in [262] and

the co-presence of parameter uncertainty and time-delays in [71]. Again,

resilient strategies able to deal with cyber-attacks have been recently

proposed in [256, 287, 290], while adaptive approaches have been designed

in [291] and in [289].

However, all the works mentioned above focus on the design of an

appropriate distributed control able to achieve consensus asymptotically;

however, it is expected that the final prescribed inter-gap formation could

be formed in a finite-time interval [271]. Moreover, it has been shown in

[292, 293] that finite-time consensus controllers have a faster convergence

rate and better disturbance rejection to system uncertainty and external

disturbance w.r.t. the typical consensus-based strategies. Despite these

crucial aspects, few works have designed finite-time cooperative control

for autonomous vehicles platoons. Along this line, nonlinear finite-

time consensus protocols are suggested in [271] to solve the platooning
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problem over fixed and switching communication topologies and in [294]

to guarantee the string-stability of heterogeneous vehicles platoons in

finite-time.

Although the consensus is pursued in a finite time, the settling time

estimation explicitly relies on the initial conditions of each agent within

the MAS [295, 296]. It implies that there might be an applicability

limit of the finite-time consensus approaches in those cases when initial

states of agents are unknown or unavailable apriori. This brought to the

emergence of fixed-time consensus protocols whose stability, as well as

the settling time estimation, is entirely independent of initial conditions

of agents [297].

To this aim, to the best of the author knowledge, the fixed-time leader-

tracking control problem for heterogeneous uncertain autonomous vehicles

platoons is addressed here for the first time. To solve this problem, here is

proposed a fixed-time control protocol able to: i) counteract the vehicles

heterogeneity and unknown external disturbances; ii) guarantee the

leader-tracking in a fixed settling time whose estimation only depends

on the proper choice of the control gains, not on any vehicle’s initial

conditions. The stability of the vehicular network under the action

of the proposed distributed control protocol is analytically proved by

exploiting the fixed-time stability tools and the Lypaunov theory, and

an estimation of the fixed settling time is provided. Numerical analysis,

carried out considering two exemplar driving scenarios through MiTraS,

confirms the theoretical derivation and discloses the effectiveness of the

control strategy in ensuring the robust leader-tracking in a fixed settling

time, despite the variation of vehicles initial conditions and the network

communication topology.

9.2 Mathematical Preliminaries on Fixed-Time

Here some definitions and lemmas useful for deriving the main result are

introduced.

Definition 2 (Fixed-Time Stability [298]). Considering the system

ẋ(t) = f(x(t)),

if there exist a continuous, positive definite function V (x(t)) : R
n → R,

such that V̇ (x(t)) ≤ −a V p(x(t))− b V q(x(t)), ∀x(t) ∈ R
n, a, b > 0, p ∈
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(0, 1) and q ∈ (1,∞), then the system is fixed-time stable and the fixed

settling time is bounded by T ≤ 1
a(1−p) + 1

b(q−1) .

Lemma 9. [299] Consider the n (n ≥ 2) order integrator system ẋ1(t) =

x2(t), ẋ2(t) = x3(t), · · · , ẋn(t) = u(t), x(0) = x0, with xk(t) ∈ R(i =

1, · · · , n) and u(t) ∈ R. Let ki (∀i = 1, · · · , n) positive constants such

that the characteristic polynomial, defined with the Laplace operator,

sn + kns
n−1 + · · · + k2s + k1 and sn + 3kns

n−1 + · · · + 3k2s + 3k1 is

Hurwitz. There exists a constant ϵ ∈
(

n−2
n+2 , 1

)

such that, for every

γ ∈ (ϵ, 1), the integrator system is stabilised at the origin in fixed-time

under the feedback control

u(t) = −
n
∑

r=1

kr(⌈xr(t)⌋γr + ⌈xr(t)⌋ + ⌈xr(t)⌋γ
′
r),

with parameters γr and γ
′

r satisfying γn−g = γ
(g+1)−gγ

, γ
′

n−g = 2−γ
gγ−(g−1) ,

(g = 0, 1, · · · , n− 1).

Lemma 10. [300] Let x1, x2, · · · , xN ≥ 0. If p ∈ (0, 1], one has

N
∑

i=1

xpi ≥
(

N
∑

i=1

xi

)p

. (9.1)

Instead, if p ∈ (1,+∞), one has

N
∑

i

xpi ≥ N1−p
(

N
∑

i=1

xi

)p

. (9.2)

For easiness, throughout the section, the following notation is adopted.

Given a non-negative value of c, the sig function [301] is indicated as

⌈x⌋c = |x|csign(x), ∀x ∈ R

being sign(·) is the signum function. According the above notation, one

has x⌈x⌋c = |x|c+1.
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9.3 Platooning Control Problem in Fixed-Time

Consider a platoon composed of N autonomous connected vehicles plus

a leader sharing information about their position and velocity through a

V2V wireless communication network. The behaviour of each vehicle i

(∀i = 1, · · · , N) can be described by its linearized longitudinal dynamics

as [257]

ṗi(t) = vi(t),

v̇i(t) = ui(t) + wi(t),
(9.3)

where pi(t) [m] and vi(t) [m/s] are the i−th vehicle absolute position

(w.r.t. a given reference framework) and longitudinal velocity, respec-

tively; ui(t) [m/s2] the desired longitudinal acceleration to be imposed

to the vehicle, which can be computed as 1
Mi
ũi(t), being Mi [kg] the

i−th vehicle mass and ũi(t) [kg m/s2] the desired driving/brake force;

wi(t) [m/s2] is the unknown external disturbance acting on the vehicle

dynamics arising from environmental factors, such as variations in wind

velocity and/or road slope.

Similarly, the leading vehicle, which imposes the reference behaviour for

the whole vehicles platoon, is described by the following non-autonomous

dynamical system [271]:

ṗ0(t) = v0(t)

v̇0(t) = u0(t),
(9.4)

where p0(t) [m] and v0(t) [m/s] are the leading vehicle absolute po-

sition (w.r.t. a given reference framework) and velocity, respectively;

u0(t) [m/s2] the leader acceleration which can be computed as 1
M0
ũ0(t),

being M0 [kg] its mass and ũ0(t) [kg m/s2] the leader driving/brake

force.

Given the autonomous vehicles platoon dynamics as in (9.3) and (9.4),

the following assumptions hold.

Assumption 4 ([257]). The unknown disturbances wi(t), i = 1, · · · , N
are bounded, i.e. |wi(t)| < w̄i < +∞, with w̄i are finite constant known

to all vehicles.
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Assumption 5. The leader behaviour is unknown, but bounded due to

physical constraints [270], i.e. |u0(t)| < umax
0 < +∞, with the finite

constant umax
0 known to all vehicles.

Now the platooning control problem can be stated as follows.

Problem 2 (Platooning Control in fixed-time). Given a platoon com-

posed of N connected autonomous vehicles plus a leader imposing the

reference behaviour for the whole vehicular network, find a distributed

control input ui(t) (∀i = 1, · · · , N) such that each vehicle i, in a fixed-

time T ⋆, tracks the leader motion v0(t) while maintaining a desired

inter-vehicular distance dij w.r.t. its neighbours j (j = 0, 1, 2, · · · , N),

i.e.

lim
t→T ⋆

∥pi(t) − pj(t) − dij∥ = 0,

lim
t→T ⋆

∥vi(t) − v0(t)∥ = 0,
(9.5)

where T ⋆ < Tmax < +∞, being Tmax [s] the settling time estimation,

independent from the platoon initial conditions and computed according

to Definition 2.

9.4 Distributed Fixed-Time Platooning Control

This section introduces a novel distributed fixed-time control protocol

able to solve Problem 2. Then, the fixed-time stability of the vehicular

network under the action of the proposed controller is analytically proved.

9.4.1 Control Design

Define for each vehicle i (∀i = 1, · · · , N) the position and velocity tracking

errors vectors as

δpi(t) =

N
∑

j=1

aij(pi(t) − pj(t) − dij) + bi(pi(t) − p0(t) − di0) (9.6)

δvi(t) =
N
∑

j=1

aij(vi(t) − vj(t)) + bi(vi(t) − v0(t)), (9.7)
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where aij and bi model the network communication topology as defined

in Sec. 3.1.2.

By introducing the state error of the i−th vehicle w.r.t. the leader as

p̃i(t) = pi(t) − p0(t) − di0,

ṽi(t) = vi(t) − v0(t),
(9.8)

the disagreement vectors in (9.6) and (9.7) can be recast as

δpi(t) =

N
∑

j=1

aij(p̃i(t) − p̃j(t)) + bip̃i(t) (9.9)

δvi(t) =

N
∑

j=1

aij(ṽi(t) − ṽj(t)) + biṽi(t). (9.10)

Now, taking into account the definition of the disagreement vectors as in

(9.9) and (9.10), from (9.3) and (9.4), the error tracking dynamics can

be derived as

δ̇pi(t) = δvi(t),

δ̇vi(t) =

N
∑

j=1

aij

(

ui(t) + wi(t) − uj(t) − wj(t)
)

+ bi

(

ui(t) + wi(t) − u0(t)
)

.

(9.11)

Now, to solve the fixed-time platooning control as stated in Problem 2,

the following integral sliding surface for each vehicle i is introduced:

σi(t) = δiv(t) +

∫ t

0
ki1(⌈δpi(s)⌋γ1 + ⌈δpi(s)⌋ + ⌈δpi(s)⌋γ

′

1)

+ ki2(⌈δvi(s)⌋γ2 + ⌈δvi(s)⌋ + ⌈δvi(s)⌋γ
′

2)ds

(9.12)

where ki1, ki2, γ1,2 and γ
′

1,2 have to be chosen according to Lemma 9.

Specifically, regarding the choice of ki1, ki2, since the error dynamics

as in (9.11) is of order n = 2, it is sufficient selecting ki1 and ki2 ∈ R+.

In view of (9.12), for each vehicle i, the following distributed fixed-time
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control protocol is proposed:

ui(t) = −
(

N
∑

j=1

aij + bi

)−1
(ki1(⌈δpi(t)⌋γ1 + ⌈δpi(t)⌋

+ ⌈δpi(t)⌋γ
′

1) + ki2(⌈δvi(t)⌋γ2 + ⌈δvi(t)⌋ + ⌈δvi(t)⌋γ
′

2

−
N
∑

j=1

aijuj(t) + ⌈σi(t)⌋p + ⌈σi(t)⌋ + ⌈σi(t)⌋q

+ κisign(σi(t)))

(9.13)

being p ∈ (0, 1), q ∈ (1,∞) and κi a control gain to be properly tuned.

9.4.2 Stability Analysis

The fixed-time stability of the heterogeneous autonomous vehicles platoon

under the action of the proposed controller in (9.13) is guaranteed by

the following theorem.

Theorem 3. Consider a platoon composed of N heterogeneous vehicles

plus a leader imposing the reference behaviour, whose dynamics are as

in (9.3) and (9.4), respectively. Let Assumptions 4 and 5 hold. The

Problem 2 is solved in a fixed-time T ⋆ by the distributed control input

(9.13) if one selects the control κi, ∀i as:

κi ≥
N
∑

j=1

aij(w̄i + w̄j) + bi(w̄i + umax
0 ), (9.14)

being w̄i and w̄j the known upper bound of the external disturbances acting

on the vehicles i and j, respectively, and umax
0 the maximum known value

of the leader acceleration.

Proof. Consider the following candidate Lyapunov function:

V =
1

2

N
∑

i=1

σ2i (t). (9.15)

Differentiating (9.15), by taking into account the definition of the sliding

surface as in (9.12) as well as the error tracking dynamics as in (9.11), it
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is possible to obtain:

V̇ =

N
∑

i=1

σi(t)
(

(

N
∑

j=1

aij + bi)ui(t) −
N
∑

j=1

aijuj(t)

+ ki1(⌈δpi(t)⌋γ1 + ⌈δpi(t)⌋ + ⌈δpi(t)⌋γ
′

1)

+ ki2(⌈δvi(t)⌋γ2 + ⌈δvi(t)⌋ + ⌈δvi(t)⌋γ
′

2)

+

N
∑

j=1

aij(wi(t) − wj(t)) + bi(wi(t) − u0(t))
)

.

(9.16)

Now, substituting the control input (9.13) in (9.16), after some algebraic

manipulation, it is possible to write:

V̇ = −
N
∑

i=1

(

|σi(t)|p+1 + |σi(t)|2 + |σi(t)|q+1 + κi|σi(t)|

−
N
∑

j=1

aijwj(t)|σi(t)| − (
N
∑

j=1

aij + bi)wi(t)|σi(t)|

− bi|σi(t)|u0(t)
)

.

(9.17)

Now, consider the Assumptions 4 and 5, and select the control gains

κi, i = 1, · · · , N as in (9.14). In so doing, leveraging also Lemma 10,

(9.17) can be recast as

V̇ (t) ≤ −
N
∑

i=1

(

|σi(t)|p+1 + |σi(t)|2 + |σi(t)|q+1
)

≤ −
(

N
∑

i=1

|σi(t)|2
)

p+1
2 −N

1−q
2

(

N
∑

i=1

|σi(t)|2
)

q+1
2
.

(9.18)

Considering the Lyapunov function as in (9.15), inequality (9.18) can be

finally re-written as

V̇ (t) ≤ −2
p+1
2 V (t)

p+1
2 − 2

q+1
2 N

1−q
2 V (t)

q+1
2 . (9.19)

Hence, according to the fixed-time stability theory (see Definition 2), the

sliding surface σi(t) (∀i = 1, · · · , N) converges to zero in a fixed-time
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T1 ≤ 1

2
1+q
2 (1−p)

+ 1

2
q+1
2 N

1−q
2 (q−1)

.

Note that, during the sliding motion, i.e. when σi(t) = 0, it is possible

to obtain σ̇i(t) = 0. This implies that, according to (9.11) and (9.12),

for t ≥ T1, the reduced closed-loop error dynamics can be derived as

δ̇pi(t) = δvi(t),

δ̇vi(t) = −ki1(⌈δpi(t)⌋γ1 + ⌈δpi(t)⌋ + ⌈δpi(t)⌋γ
′

1)

− ki2(⌈δvi(t)⌋γ2 + ⌈δvi(t)⌋ + ⌈δvi(t)⌋γ
′

2).

(9.20)

From Lemma 9, the reduced closed-loop error system (9.20) is fixed-time

stable at the origin. It follows that δpi(t), δvi(t) → 0 (∀i) in a settling

time T2 that is independent of any initial condition.

Accordingly, p̃i(t), ṽi(t) → 0 (∀i). Indeed, by introducing the

global error vectors δp(t) = [δp1(t), δp2(t), · · · , δpN (t)]⊤ ∈ R
N , δv(t) =

[δv1(t), δv2(t), · · · , δvN (t)]⊤ ∈ R
N p̃(t) = [p̃1(t), p̃2(t), · · · , p̃N (t)]⊤ ∈ R

N

and ṽ(t) = [ṽ1(t), ṽ2(t), · · · , ṽN (t)]⊤ ∈ R
N , according to (9.9) and (9.10),

one can express the disagreement vector as function of (9.8) as

δp(t) = (L + B)p̃(t),

δv(t) = (L + B)ṽ(t).
(9.21)

Given the Assumption 1, it follows that L+B is a non-singular diagonally

dominant M -matrix and all its eigenvalues have positive real parts.

This assumption holds since L + B is a positive definite M−matrix,

δp(t), δv(t) → 0 in a fixed-time implies that p̃(t), ṽ(t) → 0.

Therefore, each vehicle within the platoon tracks the leader behaviour

while maintaining the formation in a fixed-time T ⋆ ≤ Tmax = T1 + T2,

depending on the proper choice of the control gains. In so doing the

statement is proven.

9.5 Numerical Analysis

In this section, the effectiveness of the proposed distributed sliding mode

control approach in guaranteeing the fixed-time leader-tracking consensus

is validated considering an exemplar heterogeneous platoon composed of
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N = 5 vehicles plus a leader and leveraging MiTraS Integrated Simulation

Environment. In the designed scenario, it is assumed that the leading

vehicle moves according to a trapezoidal velocity profile. Specifically,

it drives at an initial velocity of 15 [m/s]. At t = 15 [s] it begins

accelerating with a constant acceleration of 2 [m/s2] until reaching the

constant velocity of 25 [m/s]. Then, at t = 32 [s] it starts decelerating

with a constant deceleration of −1.9 [m/s2] until reaching the final

constant velocity of 10 [m/s]. External disturbances are chosen as

Figure 9.1: Exemplar platoon of five heterogeneous vehicles plus a leader

connected via the L-P-F topology.

Figure 9.2: Exemplar platoon of five heterogeneous vehicles plus a leader

connected via a Random topology.

Mass mi [kg]
m0 = 1400, m1 = 1500, m2 = 1445,

m3 = 1550, m4 = 1200, m5 = 1600

Max acceleration [ms−2] 5

Min acceleration [ms−2] −5

Desired spacing policy dij [m] 20

Control parameter p 0.5

Control parameter q 1.5

Control parameter γ1 0.53

Control parameter γ
′

1 1.85

Control parameter γ2 0.7

Control parameter γ
′

2 1.3

Control gains ki1 [s−2] 0.1 ∀i = 1, · · · , 5
Control gains ki2 [s−1] 1.1 ∀i = 1, · · · , 5

Table 9.1: Vehicle and Control parameters.
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Figure 9.3: Leader-tracking performance under the control in (9.13).

Leader-Predecessor-Follower topology scenario. Time history of: (a)

sliding surface σi(t) (i = 1, 2, 3, 4, 5); (b) position error p̃i(t) = pi(t) −
p0(t) − di0 (i = 1, 2, 3, 4, 5); (c) vehicles velocity vi(t) (i = 0, 1, 2, 3, 4, 5).

w1(t) = 0.2sin(0.5t), w2(t) = 0.2sin(0.1t), w3(t) = 0.3sin(t), w4(t) =

0.6sin(t) and w5(t) = 0.1sin(0.1t).

The vehicle parameters as well as the control ones, selected according

to Definition 2 and Lemma 9, are reported in Tab. 9.1. To disclose the

effectiveness of the control strategy and how it can ensure the leader-

tracking in a fixed-time (which only depends on the proper choice of the

control gains and not on any vehicles initial condition), two representative

scenarios are considered where different initial conditions as well as

different communication networks are considered, namely: i) L-P-F

topology case (Fig. 9.1); ii) Random topology scenario (Fig. 9.2).
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Figure 9.4: Leader-tracking performance under the control in (9.13).

Random topology scenario. Time history of: (a) sliding surface σi(t) (i =

1, 2, 3, 4, 5); (b) position error p̃i(t) = pi(t) − p0(t) − di0 (i = 1, 2, 3, 4, 5);

(c) vehicles velocity vi(t) (i = 0, 1, 2, 3, 4, 5).

9.5.1 Leader-Predecessor-Follower Topology Scenario

In the first driving scenario, vehicles are connected through the common L-

P-F topology, where each vehicle shares information with its predecessor

and the leader. The position/velocity initial conditions for this scenario,

as well as the control gains tuned according to Theorem 3 are listed in

Tab. 9.2.

Results in Fig. 9.3 confirm the theoretical derivation and disclose the

effectiveness of the proposed fixed-time controller in guaranteeing the

leader-tracking in a settling time T ⋆ ≤ Tmax = T1 + T2 ≈ 10 [s]. Specif-

ically, Fig. 9.3 (a) shows the time history of the sliding surface which

converges to zero in a finite settling time T1 ≈ 2.45 [s]. Conversely,

Fig.s 9.3 (b)-(c), disclosing the time histories of the position error p̃i(t)

(∀i = 1, · · · , 5) and the vehicles velocities vi(t) (∀i = 0, 1, · · · , 5), high-

light that, once the manifold γi = 0 (∀i) is reached, each vehicle tracks
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the leader motion (Fig. 9.3(c)) while maintaining the desired spacing

distance (Fig. 9.3(b)) in T2 ≈ 7.55 [s].

9.5.2 Random Topology Scenario

In this operating scenario, it is assumed that vehicles are connected

through the random communication topology depicted in Fig. 9.2, where

the leader information is available just for a subset of vehicles, i.e. the

first and fourth. The position/velocity initial conditions for this scenario,

as well as the control gains tuned according to Theorem 3 are listed in

Tab. 9.3.

Fig. 9.4 confirms the theoretical derivation also for this operative scenario

and disclose how, despite the changing of vehicles initial conditions and

the network communication topology, the proposed control approach

ensures the leader-tracking in the fixed-time T ⋆ ≤ Tmax = T1+T2 ≈ 10 [s]

(equal to one obtained into the L-P-F scenario). Note that this result

is consistent with the theoretical derivation and proves the ability of

the proposed distributed fixed-time controller in solving Problem 2 in a

settling time which is fixed and independent from any initial conditions.

Specifically, Fig. 9.4 (a) shows the time history of the sliding surface

which converges to zero in a finite settling time T1 ≈ 2.45 [s], despite the

changing of initial conditions and the network connections. Conversely,

Fig. 9.4s (b)-(c), disclosing the time histories of the position error p̃i(t)

(∀i = 1, · · · , 5) and the vehicles velocities vi(t) (∀i = 0, 1, · · · , 5), highlight

that, once the manifold γi = 0 (∀i) is reached, each vehicle, under the

action of the proposed controller, tracks the leader motion (see Fig.

9.4(c)) while maintaining the desired spacing distance (see Fig. 9.4(b))

in T2 ≈ 7.55 [s].

Initial position

[p0(0), · · · , p5(0)]⊤ [m]
[100, 82, 58, 42, 22,−2]

Initial velocity

[v0(0), · · · , v5(0)]⊤ [ms−1]
[15.0, 14.0, 13.5, 16.0, 15.5, 14.5]

Control gains [κ1, · · · , κ5] [s−2] [5.7, 5.94, 6.14, 6.8, 6.06]

Table 9.2: Simulation parameters for the L-P-F topology scenario.
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Initial position

[p0(0), · · · , p5(0)]⊤ [m]
[103, 86, 62, 45, 21, 0]

Initial velocity

[v0(0), · · · , v5(0)]⊤ [ms−1]
[15, 12, 17, 14, 13, 14]

Control gains [κ1, · · · , κ5] [s−2] [6.15, 1.3, 1.15, 8.07, 1.15]

Table 9.3: Simulation parameters for Random topology scenario.

9.6 Concluding Remarks

This sections has addressed the fixed-time leader-tracking control problem

for heterogeneous uncertain autonomous connected vehicles platoons via

a distributed sliding-mode based control approach. Leveraging the fixed-

time stability tools and the Lyapunov theory, it has analytically proved

how the proposed distributed control strategy can ensure the leader-

tracking in a fixed-time which only depends on the proper choice of the

control gains, and not on any vehicles initial conditions. Moreover an

estimation of this settling time has been provided. Numerical analysis,

carried out considering two exemplar driving scenarios, have confirmed

the theoretical derivation and have disclosed the effectiveness of the

distributed fixed-time protocol in solving the leader-tracking problem in

a finite settling time.
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CHAPTER 10

Distributed Nonlinear

Model Predictive Control

for Connected Autonomous

Electric Vehicles Platoon

with Distance-Dependent

Air-Drag Formulation

This chapter deals with the leader-tracking problem for a platoon of

heterogeneous autonomous, connected, fully-electric vehicles, where the

selection of the inter-vehicle distance between adjacent vehicles plays

a crucial role in energy consumption reduction. In this framework, a

cooperative driving control strategy lets electric vehicles move as a convoy

while keeping a variable energy-oriented inter-vehicle distance between

adjacent vehicles is designed. To this aim, by exploiting a distance-

dependent air drag coefficient formulation, a novel DNMPC is proposed,

which cost function is designed to ensure leader-tracking performances

and optimise the inter-vehicle distance to reduce energy consumption.

Extensive simulation analyses, involving a comparative analysis compared
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to to the classical CTG spacing policy, are performed to confirm the

capability of the DNMPC in guaranteeing energy saving.

10.1 Energy-Saving Challenge in Platooning Ap-

plications

Electric Vehicles (EVs) are considered the most promising and viable

near-term technology to reduce the exploitation of fossil fuels and re-

sulting greenhouse gas (GHG) emissions produced by ICE vehicles [4].

Although sustainability and environmental benefits may have a significant

influence on the EVs adoption, they are usually behind performance in

the customers’ ranking [302]; it follows that the maximisation of range

autonomy of EV is a crucial aspect for their massive market deployment.

An efficient solution to improve the energy performance of EVs is to oper-

ate along with the road platoons of Connected Autonomous Distributed

Electric Vehicles (CADEVs) since they could bring many benefits in

terms of driving safety and comfort, as well as the traffic congestion

[303]. It is well known that, when in a platoon, vehicles move in a fleet

tracking the desired velocity profile (provided by the leading vehicle or

by an external infrastructure) while maintaining a small inter-vehicle

distance to reduce air resistance and energy consumption [304, 256, 71].

Due to the advantages mentioned above, platooning control problem for

ICE vehicles has become a hot research topic during the last decades in

automotive and intelligent transportation research fields [305]. For in-

stance, recent control solution have been suggested in [306, 287, 307, 114].

Specifically, a proportional-derivative based CACC controller has been

suggested in [306] to address the problem of CAVs platoon under a dy-

namic information flow topology that allows considering communication

failures, while also Denial-of-Service (DoS) attacks phenomena have been

tackled in [287] via a sampled-data diffusive control law whose exponen-

tial stability analysis is proven by exploiting time-delay system theory.

Instead, the coexistence of CAVs and Human-driven Vehicles (HDVs)

on the road has been considered in [307, 114], where new modelling for

the mimicking of the mixed platoon has been introduced by leveraging

MASs theory and car-following model, while consensus controllers have

been used to stabilize the overall mixed vehicular network. The problem
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of heterogeneous vehicle platoons affected by model uncertainties and

external disturbances was addressed in [265], where authors developed a

tube-based MPC aiming at guaranteeing leader-tracking purpose in the

presence of spatial-geometry constraints.

Although the deployment of CADEVs is going to play a crucial role for

the eco-intelligent transportation systems, few works explore the energy-

saving benefit of EVs platoon consisting of more than two vehicles

[308, 309, 310].

In addition to considering a platoon of CADEVs with a comprehensive

dynamical model to represent all the required internal components,

another crucial issue to be tackled in platooning application for energy-

saving purposes is the choice of the spacing policy to impose between

adjacent vehicles. Most commonly used spacing policies are described in

detail in Sec. 3.1.3.

Based on these facts, it is possible to observe that both the selection

of the platoon control protocol and the selection of the spacing policy

are pertinent with the aerodynamic interactions among the vehicles

belonging to the platoon [311]. The drag force generated on a vehicle

consists of two main components, namely: i) the skin friction drag; ii)

the form drag. The skin friction drag depends mainly on the roughness

and the total area of the vehicle subjected to the air flow; hence it is

not affected by the distance gap between vehicles. On the other hand,

the form drag is affected by the distance between consecutive vehicles

travelling a platoon/convoy. At steady-state operation, the aerodynamic

drag coefficient depends on the specific position of each vehicle within the

platoon, and it is usually assumed to be known and constant. Conversely,

during the transient phase associated with different manoeuvres (e.g.,

acceleration or braking), the aerodynamic effects result in significant

variations of the air drag coefficient that should be taken into account

[311]. Indeed, for each vehicle belonging to the platoon, the coefficient of

the air-drag force varies as a function of the distance to the predecessor

vehicle. This distance-dependent formulation should be considered from

the initial control design phase to explicitly consider the impact of the

spacing policy on the aerodynamic forces, especially from an energy-

saving point of view [311, 312, 313]. Along this line, [311] addresses the

longitudinal platoon control problem with more precise modelling of the

effects of the air-drag force via two H∞ controller able to guarantee the
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string stability and the achievement of smaller spacing errors without

aggressive manoeuvres, respectively. The same distance-dependent air-

drag formulation has been used in [312] for heavy-duty fuel vehicle platoon

with the aim of safely and fuel-efficiently coordinating its motion. Again,

considering the same air drag formulation, [313] introduces a stochastic

optimisation procedure aiming at finding both controller parameters and

an optimal CTG spacing policy by taking into account disturbances and

transmission time delays.

From the literature overview on platooning control, it is clear that the

choice of the spacing policy plays a crucial role in guaranteeing energy-

saving requirements, especially in electric vehicle platooning, where

battery management strongly affects the vehicle life cycle. Therefore,

avoiding energy waste is very crucial for prolonging the life-cycle of the

battery [314]. To this end, here, by embedding a distance-dependent

air drag formulation into the vehicle prediction model, an energy-saving

oriented DNMPC for a heterogeneous platoon of CADEVs to guarantee

a threefold control objective is designed: i) to ensure that each vehicle

tracks the leader speed profile, assumed to be already optimised in

terms of energy consumption and directly or indirectly known by each

vehicle within the platoon; ii) to compute, for each time instant, the

optimal variable inter-vehicle distance from the vehicle ahead by taking

into account safety and road capacity constraints, as well as electric

power saving requirement and distance-dependent air-drag formulation;

iii) to guarantee the minimisation of the required battery power, thus

achieving energy saving objective. Note that the proposed energy-oriented

architecture computes a variable inter-vehicle gap-distance that directly

impacts the air drag coefficient. In so doing, based on typical values of

minimum and maximum values of time-gap [79], inter-vehicle distance

constraints are defined to guarantee a trade-off between smaller inter-

vehicles distances, which increase the rear-end collisions risk, and larger

spacing that, instead, reduce the road capacity. An extensive numerical

analysis carried out in MiTraS, involving a comparison analysis compared

to a typical CTG spacing policy and a discussion about the computational

load, confirms the benefits of the proposed control approach in ensuring

energy saving.
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10.2 E-Platoon Modelling and Control Objec-

tives

Consider an heterogeneous e-platoon consisting on N vehicles plus a

additional one, labelled as 0, acting as a leader in providing the reference

behaviour to the whole vehicular network. The platoon is arranged

as a convoy, with vehicles travelling along a straight road and able

to share their position, speed and acceleration information via V2V

wireless communication networks (based on IEEE 802.11p communication

standard or 5G communication) [43, 315]. In the appraised technological

scenario, each Electric Vehicle (EV) is equipped with on-board inertial

sensor and GPS receiver for measuring its state information, as well

as with transmitting devices enabling the connectivity among vehicles

within the e-platoon [316]. The aim is to guarantee that each EV tracks

the leader behaviour while maintaining a safe and energy-saving oriented

inter-vehicle distance compared to the predecessor vehicle ahead. Indeed,

the desired optimal gap distance is properly computed in order to reduce

the energy consumption of each i-th vehicle within the platoon by acting

on air-drag coefficient reduction, which varies as a function of inter-

vehicle distance.

In the sequel, a detailed model of the EV by describing its nonlinear

longitudinal dynamics is given.

10.2.1 Nonlinear Longitudinal EV Model

The longitudinal behaviour of each EV i (∀i = 1, · · ·N) can be depicted

by the following nonlinear dynamics [90, 317, 9, 318]:

ṗi(t) = vi(t)

v̇i(t) =
ηi
rimi

ui(t) − gsin(θi(t)) − gcos(θi(t))
Cr

1000
(c1v(t) + c2)

− ρair
2mi(t)

CDi
(di,i−1(t))Afiv

2
i (t),

(10.1)

being pi(t) [m] ∈ R and vi(t) [m/s] ∈ R the position and the speed

of vehicle i; ui(t) [Nm] is the control input representing the vehicle

propulsion torque; mi [kg] is the mass of vehicle; ηi is the drive-train

efficiency; ri [m] is the radius of the wheel; the parameters Cr, c1 and c2
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are related to the rolling resistance force and vary on basis of the road

surface condition and the type of the vehicle tire; ρair [kg/m3] is the air

density; Afi [m2] is the frontal area of vehicle i; g [m/s2] is the gravity

acceleration, while θi(t) [rad] is the road-track slope. Furthermore,

CDi
(di,i−1(t)) is the vehicle drag coefficient of vehicle i, which varies on

the basis of the distance compared to the ahead (i− 1) vehicle as [313]:

CDi
(di,i−1(t)) = Ca

(

1 − Cb

Cc + di,i−1(t)

)

, (10.2)

where Ca is the i-th vehicle air-drag coefficient in the absence of any

slipstream, i.e. it represents the leading vehicle air-drag coefficient, while

Cb and Cc are positive constants, whose value have been experimental

found in [319]. Note that drag coefficient formulation as in (10.2) takes

into account the fact that the air-drag force is strictly related to both

vehicle shape and airflow around it. Indeed, the aerodynamic resistance

depends on how fast and uniformly the air cut by the vehicle rejoins

the vehicle downstream, i.e., turbulence level and wake shape. This

implies that, when the shape of a vehicle is streamlined or a vehicle

follows another one at closer spacing, the aerodynamic resistance is

lower (see [45] and references therein). Moreover, some experimental

works on the aerodynamic interactions among the vehicles in convoys are

presented in the technical literature about automated highway systems

[2, 320] and based on them, the air-drag coefficients are found. By

exploiting state space formalism and by introducing the state vector for

the vehicle i as xi(t) = [pi(t), vi(t)] ∈ R
2×1, the nonlinear system in

(10.1) ∀i ∈ {1, . . . , N} can be re-written in a more compact notation as

[317]:

ẋi(t) =

[

vi(t)

φi(vi(t))

]

+

[

0

bi

]

ui(t), (10.3)

being bi = ηi/(miRi), while φi(vi(t)) ∈ R is nonlinear vector field,

assumed to be bounded, continuous and differentiable. On the other

hand, the leader dynamics acting as a reference for the whole vehicular

network is described by the following autonomous nonlinear system:

ẋ0(t) =

[

v0(t)

φ0(v0(t))

]

(10.4)
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where x0(t) = [p0(t), v0(t)] ∈ R
2×1 the leader state vector, with p0(t) [m]

and v0(t) [m/s] its position and speed, respectively.

10.3 Design of Distributed Distance-Based Non-

linear Model Predictive Control

E-platoon control aim is to guarantee that each EV i (∀i = 1, . . . , N),

in a distributed fashion, tracks the leading vehicle dynamics, which

provides an optimal reference behaviour guaranteeing the safety and the

energy-saving requirements by explicitly taking into account air-drag

reduction due to the presence of distance-dependent air drag coefficient

CDi
(di,i−1(t)). More specifically, the objective is to design a distributed

controller ui(t) in (10.3) for each vehicle i such that ∀i ∈ {1, . . . , N}:

lim
t→∞

∥vi(t) − v0(t)∥ = 0;

lim
t→∞

∥pi(t) − p0(t) − d̃i,0(t)∥ = 0;

ui = arg
(

min
ui

Preq,i(ui(t), d̃i,i−1(t))
)

,

(10.5)

being d̃i,0(t) the desired spacing policy between vehicle i and vehicle 0

while and d̃i,i−1(t) is the desired one between vehicle i and its predecessor

i− 1. Note that these desired safe distances are computed by considering

safety constraints without assuming a fixed time-headway value.

To fulfil (10.5), the energy-optimal control input ui(t) is designed via a

DNMPC strategy as the solution of the following constrained multiple

optimisation problem.

Problem Fi: Let Assumption 1. Given the optimal reference trajectory to

be tracked, i.e. x0(t), and the information sent by neighbouring vehicles
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Ni, for each vehicle i, find ui(t) such that, at each time instant t:

min
ui

Ji =

∫ t+T

t

Li(x
p
i (τ, t), x

a
i (τ, t), x0(τ, t), x

a
j (τ, t), d̃i,i−1(τ, t), u

p
i (τ, t))dτ

subject to

ẋi = fi(xi, ui)

xpi (τ, t) = xi(t)

upi (τ, t) = hi(v
p
i (t))

vi,min ≤ vi(τ, t) ≤ vi,max

ai,min ≤ ai(τ, t) ≤ ai,max

ui,min ≤ ui(τ, t) ≤ ui,max

dmin
i,i−1(t) ≤ d̃i,i−1(τ, t) ≤ dmax

i,i−1(t)

(10.6)

where ui and upi denote the unknown control input to be optimised

and its prediction, respectively; xpi (τ, t) and xai (τ, t) are the predicted

and the assumed state of the EV i, respectively; xaj (τ, t) is the assumed

state of the communicating EV j (∀j ∈ Ni); hi(v
p
i (t)) = Ri

ηi
φi(v

p
i (t)) is

used to counterbalance the external forces [89]; (·)max and (·)min stand

for the maximum and the minimum bounds for the related variable

(·). More specifically, dmax
i,i−1(t) and dmin

i,i−1(t) are related to the maximum

and minimum allowed inter-vehicle distances between vehicle i and its

predecessor. To ensure emergency braking manoeuvres, as well as air

drag reduction, they can be computed considering the minimum and

maximum value of vehicle time-headway as [74]:

dmin
i,i−1 = dst + hminvi(t), dmax

i,i−1 = dst + hmaxvi(t), (10.7)

being dst [m] the standstill distance, while hmin [s] and hmax [s] the

lower and upper time-gap, commonly selected as hmin = 0.4 [s] and

hmax = 1 [s] [79].

The integral part of the cost function Ji in (10.8), i.e. Li, is designed as:

Li = ω1Li,1 +ω2Li,2 +ω3Li,3 +ω4Li,4 +ω5Li,5 +ω6Li,6 +ω7Li,7, (10.8)



10.3 Design of Distributed Distance-Based Nonlinear Model Predictive
Control ■ 219

where ω1, ω2, ω3, ω4, ω5, ω6, ω7 are positive weights to be properly selected

and

Li,1 =
(

ppi (t) − p0(t) − d̃i,0(t)
)2

(10.9a)

Li,2 =
(

vpi (t) − v0(t)
)2

(10.9b)

Li,3 =
∑

j∈Ni

(

ppi (t) − paj (t) − d̃i,j(t)
)2

(10.9c)

Li,4 =
∑

j∈Ni

(

vpi (t) − vaj (t)
)2

(10.9d)

Li,5 =
(

xpi (t) − xai (t)
)2

(10.9e)

Li,6 =
(

upi (t) − hi(vi(t))
)2
, (10.9f)

Li,7 = Preq,i(t, ui(t), d̃i,i−1(t)) + Paux. (10.9g)

Note that, Li,1 and Li,2 in (10.9a)-(10.9b) guarantee that the i-th EV

tracks the leader behaviour, with Li,1 ̸= 0 and Li,2 ̸= 0 if and only

if pi = 1, being pi the pinning matrix element defined in Sec. 3.1.2;

conversely if pi = 0 the i-th EV is unable to directly know the leader

behaviour so that Li,1 = Li,2 = 0. Li,3 and Li,4 in (10.9c)-(10.9d) ensure

that the i-th EV tries to reach a coordination with the assumed trajectory

of the j-th communicating EV and, hence, Li,3 ≠ 0 and Li,4 ≠ 0 for all

j ∈ Ni, being Ni the set of the neighbours of the i-th EV as defined in

Sec. 3.1.2. Term Li,5 in (10.9e) weights the deviations of the i-th EV

state trajectories compared to the corresponding assumed state, which is

its shifted last-step optimal state and sent to the EVs belonging the set

Oi; Li,6 (10.9f) counterbalances the deviations of the input error from

the equilibrium, according to [89]. Finally, Li,7 in (10.9g) ensures the

minimisation of the instantaneous power consumption.

It is worth noting that the DNMPC allows emulating the typical

attitude of a driver by pre-estimating the trajectory that each EV has

to maintain for a defined horizon [321]. Besides the advantages of this

kind of controller, it is fundamental to choose a proper plant model to

ensure coherence between reality and simulations, hence obtaining correct

and effective results. However, more detailed vehicle models describing,

for instance, both longitudinal and lateral dynamics, as well as the
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Figure 10.1: Energy-oriented optimal spacing policy for the EV i.

interaction forces [322, 323], require more computational resources and

efforts. In this case, the requirement of high-performances architectures

arises to deal with this kind of problem (see, e.g., [321] ).

Note that, since the formulation of the spacing policy is not fixed, the

procedure allows to embed within the architecture an energy oriented

variable spacing policy that, unlike the classical CTG (with typical value

of h = 0.8 [s] [74]), guarantees the minimisation of the inter-vehicle

distance between two adjacent EVs while satisfying safety requirements.

This results in an air-drag reduction and, hence, in energy consumption

improvement. Indeed, in so doing, for each time instant, the inter-vehicle

gap distance between the i-th and its i − 1-th predecessor is found

according to constraints in (10.7), while ensuring the power optimisation

as well as the air drag reduction.

To better disclose the advantages of exploiting this kind of energy-oriented

spacing policy within the control design, the classical CTG spacing policy

for the i-th EV with the proposed one is compared in Fig. 10.1. Herein,

pi(t
−) and pi−1(t

−) are the positions of the i-th and i− 1 EVs at time

instant t−, while p̃i(t
+) and p̃i−1(t

+) are the position of i-th and i− 1

EVs at time instant t+ by embedding them with our DNMPC. Instead,

p̄i−1(t
+) is the ideal position of the EV i − 1 at time t+ under CTG

spacing policy with h = 0.8 [s]. Hence, two inter-vehicle distances can

be considered: d̃i,i−1 and d̄i,i−1, consisting of a common part, i.e. dst,

plus an additional term that depends on the time-headway value. As it

is possible to observe, the suggested energy-oriented strategy permits to
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Table 10.1: Heterogeneous Nonlinear Vehicles Parameters

Vehicle ID
mi

[kg]

ηi
[−]

ri
[m]

Ca,i

[−]

Af,i

[m2]

amax

[m/s2]

amin

[m/s2]

Cbatt,i

[Ah]

nb,i
[−]

ηbatt,i
[−]

0 1545 0.89 0.3060 0.28 2.3315 2.5 -6.0 65 96 0.97

1 1015 0.89 0.2830 0.30 2.1900 2.5 -6.0 65 96 0.97

2 1375 0.89 0.2880 0.24 2.4000 2.5 -6.0 65 96 0.97

3 1430 0.89 0.3284 0.28 2.4600 2.5 -6.0 65 96 0.97

4 1067 0.89 0.2653 0.29 2.1400 2.5 -6.0 65 96 0.97

5 1155 0.89 0.2880 0.33 2.0400 2.5 -6.0 65 96 0.97

select, whenever it is possible, a value for time-headway that is lower

than the one commonly pre-fixed with a typical CTG spacing policy.

Of course, this reduction strongly affects energy-saving through the

distance-dependent air drag coefficient formulation.

10.4 Numerical Analysis

To show the effectiveness of the proposed DNMPC in (10.6), an exemplar

heterogeneous e-platoon consisting of N = 5 EVs plus a leader moving

along a flat road highway segment and connected among them via a

L-P-F topology (see Sec. 3.1.2 and Fig. 3.6) is considered. According to

Sec. 3.1.2, the communication topology is described by leveraging graph

theory, thus obtaining a static graph whose characteristic matrices are:

P =















1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1















, L =















0 0 0 0 0

−1 1 0 0 0

0 −1 1 0 0

0 0 −1 1 0

0 0 0 −1 1















. (10.10)

To disclose the benefits of the proposed architecture, two simulation

scenarios are considered: i) basic scenario, where the DNMPC embeds

a CTG spacing policy, i.e. d̄i,i−1 = dst + hvi(t), with a constant time-

headway h = 0.8 [s]; ii) energy-oriented scenario, where the inter-vehicle

distance d̃i,i−1(t) is online computed, for each vehicle i, via the solution

of the optimisation problem in (10.6) which explicitly takes into account

energy saving requirement, leader-tracking control objectives, as well as

the safety constraints (10.7). The aim is to evaluate how the proposed
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architecture, by embedding distance safety constraints in (10.7), as well

as distance-dependent air-drag formulation as in (10.2), can further

reduce the energy consumption compared to the case where the pre-fixed

time-gap value h = 0.8 [s] is considered.

Note that the time-gap values for cooperative platoon systems have to

be chosen to avoid vehicles collisions during emergencies. [324].

The numerical analysis is carried out via MiTraS Integrated Simulation

Environment, and the EVs parameters are listed in Tab. 10.1. Note that

the vehicle dynamics parameters are the one of a typical passenger car

and they are selected according to [255]. The battery pack parameters,

as well as the electric motor efficiency, are related to a Nissan Leaf-type

electric vehicle, and they are chosen according to [4]. The initial leader

state is set as p0(0) = 2000 [m], while its energy-optimal speed profile,

which has to be imposed on the whole vehicular network, is assumed to be

known and it is highlighted in Fig. 10.2(a). Moreover, in both scenarios,

the prediction horizon in Problem Fi, ∀i is set as Np = 20, while the

control horizon is Nc = 2. The corresponding weights ωz, z ∈ {1, . . . , 7}
in the cost functional in (10.8) are tuned, according to the trail and error

procedure [325, 326], as : ω1 = 10; ω2 = 10; ω3 = 20; ω4 = 20; ω5 =

0.1; ω6 = 0.1; ω7 = 10.

Note that this choice of selecting the same weighting factors for both the

appraised scenario guarantees the fairness of the comparison analysis.

Indeed, in so doing, it is possible to focus mainly on the effect the different

spacing policies can have on energy-saving requirements.

Table 10.2: Percentage of energy saving in [kWh/km] under Energy-

Oriented Architecture compared to basic scenario.

Configuration Vehicle 1 Vehicle 2 Vehicle 3 Vehicle 4 Vehicle 5 Mean

Energy-oriented strategy -2.1220 -2.1971 -2.2549 -2.2686 -2.2150 -2.2115

Table 10.3: Percentage of energy saving in [kWh/km] under Energy-

Oriented Architecture compared to basic scenario with proportional

controller.

Configuration Vehicle 1 Vehicle 2 Vehicle 3 Vehicle 4 Vehicle 5 Mean

Energy-oriented strategy -3.6553 -3.3454 -3.0981 -2.8665 -2.6365 -3.1204
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(a) (b)

(c) (d)

Figure 10.2: basic scenario. Tracking performances. Time history of: a)

Energy-optimal leader speed profile; b) vehicles speed vi(t); c) vehicles

acceleration ai(t); d) inter-vehicle distances d̄i,i−1(t)

Results in Fig. 10.2(b)-(c) show the behaviour of the e-platoon in basic

scenario, in terms of speed and acceleration profiles respectively, while

the inter-vehicle distance of each vehicle within the platoon compared to

its predecessor is reported in Fig. 10.2(d).

For the same energy-optimal leader speed profile as in Fig. 10.2(a),

Fig. 10.3 discloses the results of energy-oriented scenario, where the inter-

vehicle distances between two adjacent vehicles, adequately computed

by the DNMPC, is shown in Fig. 10.3(d). Good tracking performances

in terms of speed and acceleration can also be appreciated in this sce-

nario (Fig. 10.3(b)-(c)), while also the time history of the longitudinal
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positions of EVs is shown in Fig. 10.3(a). To disclose the benefits of the

proposed DNMPC, the inter-vehicle distance obtained with the proposed

approach compared to the basic scenario is compared. In this perspective,

Fig. 10.3(e) shows the comparison between the two spacing gap distances

in these two simulation scenarios, i.e. d̄i,i−1(t) and d̃i,i−1(t) in basic and

energy-oriented scenarios, respectively. As it is possible to observe, a

smaller inter-vehicle gap-distance can be achieved under the proposed

energy-oriented strategy with distance-dependent air drag formulation,

thus achieving better performances in terms of energy consumption.

Indeed, one can find that the minimum and maximum spacing for the

energy-oriented scenario are 6.4 [m] and 16.3 [m], respectively, while in

the basic scenario these thresholds are 7.6 [m] and 21.5 [m] respectively.

To further illustrate the benefits of the proposed energy-oriented archi-

tecture in terms of energy savings, the percentage variation of energy

consumption in [kWh/km] is computed as in (4.21). Results, reported

in Tab. 10.2, confirm how the proposed DNMPC guarantees an average

energy reduction of 2.2% for the entire e-platoon.

10.4.1 DNMPC vs Pure Diffusive Controller

In order to highlight the benefits of the proposed DNMPC in guaranteeing

leader-tracking performances while ensuring energy-saving requirements,

here its performance are compared with the one achievable via the

following more classic distributed diffusive linear controller:

ui(t) = −KP

N
∑

j=0

aij(pi(t) − pj(t) − dij(t)) −KV

N
∑

j=0

aij(vi(t) − vj(t)),

(10.11)

where the control gains are selected as KP = 250 and KV = 220 accord-

ing to [317]; dij(t) is the inter-vehicle distance between the i-th and j-th

EV, properly selected exploiting CTG spacing policy with h = 0.8 [s].

The aim is to disclose that, despite the higher computational load re-

quired by the proposed control action (10.6), the online computation of

d̃i,i−1(t) allows guaranteeing improved energy-saving and leader-tracking

performances, while complying with safety constraints. As an exemplar

driving scenario, the one presented in Fig. 10.2(a) is considered, while

Simulink Profiler Tool is exploited to compare the two control approaches

in terms of computational load.
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To this aim, an Intel Core i5 − 8300H processor is exploited, while the

Graphics Processing Unit (GPU) is the Nvidia GeForce GTX.

The Pie-charts in Fig. 10.4 summarise the simulation profile reports for

the strategies in comparison, while the required total computational

times are 572.9731 [s] and 24.057 [s] for the DNMPC approach and

(10.11), respectively. Specifically, for both the cases, based on these

total times, it is possible to disclose in Fig. 10.4 the time percentage

required by each distributed control action ui(t), ∀i ∈ {1, . . . , N}, while

the label Other represents the residual computational load requested by

the other software parts of the simulation scheme. This analysis reveals

the high computational burden required by the DNMPC compared to

more classical consensus-based controllers as in (10.11). However, even

if these latter ask for a less computational cost, they suffer from the

problem of managing multiple variable constraints [321], such as the

energy-saving ones appraised in this work.

Indeed, although (10.11) ensures good tracking leader performances (see

Fig. 10.5(a)), the inter-vehicle distance di,i−1(t) the diffusive controller

let the vehicles maintain is greater than d̃i,i−1(t), ensured by the DNMPC

(see Fig. 10.5(b)-(c)). This implies that the proposed energy-oriented

strategy with a distance-dependent drag coefficient allows achieving im-

proved performances in terms of energy consumption, with an average

energy reduction of 3.1204% for the entire e-platoon (see Tab. 10.3).

Finally, it is necessary to underline that the higher computational load

required by the DNMPC does not preclude its real-time implementation.

Indeed there exists an extensive research line devoted to this crucial

aspect, and different effective solutions have been found (see, e.g., [327]

and references therein).

10.5 Concluding Remarks

In this chapter, the energy-saving and leader-tracking control problem

for an heterogeneous platoon of CADEVs with nonlinear dynamics has

been explored and solved through a Distributed Nonlinear Model Pre-

dictive Control, where the cost function for each vehicle is properly

chosen according to both leader-tracking and power minimisation control

objectives. Specifically, the energy consumption reduction is ensured via

the integration of a distance-dependent air drag formulation, which, for
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each vehicle, varies in function of the distance from the ahead vehicle.

The suggested energy-oriented control architecture allows embedding an

optimised variable spacing policy that considers distance constraints aim-

ing at avoiding both smaller, which could lead to rear-end collision risk,

and larger inter-vehicle gaps that, instead, could bring to road capacity

reduction. Finally, numerical analysis have highlighted the effectiveness

and the capability of the DNMPC in guaranteeing an improvement of

energy performance for EVs platoon compared to a basic scenario, where

traditional CTG spacing policy is used, with an average energy saving of

about 2.2%.
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(a) (b)

(c) (d)

(e)

Figure 10.3: Energy-oriented scenario. Tracking performances. Time

history of: a) vehicles longitudinal position pi(t); b) vehicles speed vi(t);

c) vehicles acceleration ai(t)5; d) inter-vehicle distances d̃i,i−1(t); e)

Comparison between inter-vehicle distances d̄i,i−1(t) and d̃i,i−1 in basic

and energy-oriented scenarios.
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Figure 10.4: Computational load in energy-oriented scenario and basic-

scenario with controller (10.11).
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(a) (b)

(c)

Figure 10.5: Tracking performances with the classic distributed diffusive

control in (10.11). Time history of: a) vehicles speed vi(t); b) inter-

vehicle distances di,i−1(t); c) Comparison between inter-vehicle distances

di,i−1(t) and d̃i,i−1(t) in basic and energy-oriented scenarios.
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CHAPTER 11

Conclusions

This thesis has addressed the problem of developing new fully automated

and connected C-ITS services to mitigate traffic congestion and improve

both road safety and energy performance. The attention has been focused

on two different but closely related open challenges in the context of

automated and connected driving applications, namely:

1. Research and develop innovative C-ITS strategies based on reliable

and resilient control architectures that, exploiting V2X communica-

tion, allow to increase the performance of automated and connected

driving in both urban and extra-urban traffic environments.

2. Test and validate C-ITS strategies in several complex traffic con-

texts to develop and deploy flexible, adaptable, and safety services

to any traffic situation.

Firstly, a novel virtual, holistic and modular Integrated Simulation En-

vironment, named MiTraS, has been proposed to address challenge 2.

It embeds different interacting tools to accurately model both automat-

ed/autonomous connected vehicles and surrounding traffic environments.

The evaluation assessment of all the strategies proposed through the

thesis has been performed by exploiting the proposed platform.

To address the challenge 1, different C-ITS strategies have been proposed

within the thesis, for both urban and extra-urban traffic scenarios.

Regarding the urban environment, the first issue that has been addressed
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is related to crossing manoeuvres at signalised/unsignalised intersections

under mixed-traffic conditions. For signalised intersection, Chapter 5

introduced a GLOSA algorithm aiming at reducing both waiting time

and stop&go phenomena by computing an optimal speed profile to

follow, based on Traffic Light Signals information shared via I2V wireless

communication. The algorithm has been embedded on a single connected

vehicle, while all other vehicles have been assumed to be human-driven.

A more challenging open issue for urban environment is the crossing of

unsignalised intersections under mixed-traffic conditions. To deal with

this latter problem, in Chapter 7 a novel longitudinal control strategy

for CAVs that combines the use of on-board ranging sensors with V2V

communications to safely drive vehicles across the intersection, despite

the presence of human-driven vehicles, has been proposed.

Another crucial problem in the urban environment is accomplishing

different complex driving tasks simultaneously, such as avoiding collisions

with obstacles, tracking a path along a curved road, and reducing energy

consumption. To this end, in Chapter 6 a double layer control architecture

combining the classical ACC with the multi-objective NMPC approach,

able to drive the vehicle along a predefined path while keeping a safe

distance from the predecessor and ensuring energy-saving consumption,

has been designed. Moreover, the cornering effects affecting energy

consumption have been explicitly considered.

Regarding extra-urban traffic scenarios, three platooning applications

have been considered. In Chapter 8 the cooperative leader-tracking

control problem for uncertain heterogeneous nonlinear vehicles platoon

performing cooperative manoeuvres has been addressed. A distributed

robust PID-like control strategy has been proposed to face the issue

mentioned above: exploiting information shared via V2V communication

allows tracking the leader behaviour and regulating the longitudinal gap

among vehicles during manoeuvres, despite the presence of unknown

time-varying parameter uncertainties.

Another crucial issue for leader-tracking is to guarantee the consensus

for heterogeneous vehicles platoons in a fixed time despite external

disturbances. This problem has been addressed in Chapter 9 where, by

exploiting the ISM approach and the Lyapunov theory, a distributed

control strategy able to ensure the leader-tracking in a finite settling

time which is independent of any initial conditions of vehicles has been
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proposed.

In addition to the leader-tracking problem, Chapter 10 addressed the

problem of energy-saving for a heterogeneous platoon of electric vehicles

with nonlinear dynamics. The problem has been solved through a

Distributed Nonlinear Model Predictive Control, where the cost function

for each vehicle has been chosen according to both leader-tracking and

power minimisation control objectives.

Future works of this thesis could include:

• a further improvement of both the Integrated Simulation Environ-

ment in Chapter 4 and the assessment methodology in Chapter 5;

• an improvement of the GLOSA service described in Chapter 5, con-

sidering, for instance, a multi-segment approach or the estimation

of queue at intersection;

• the stability analysis of the controller proposed in Chapter 7;

• a theoretical theoretical robustness analysis of the distributed ro-

bust cooperative control in Chapter 8 in presence of communication

impairments originated by the wireless networks;

• a theoretical extension of the framework of the distributed robust

cooperative controller, proposed in Chapter 8, to ensure precise

leader-tracking performance with a desired transient behaviour;

• a theoretical extension of the framework of the distributed fixed-

time controller, discussed in Chapter 9, considering nonlinear vehi-

cle dynamics for control purposes;

• the experimental validation of the controllers proposed in Chapter 7

and Chapter 8.
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APPENDIX A

Terminology

A description of the terminology used within the thesis is provided to

provide a common basis of discussion and make understanding the thesis

easier. It is worth noting that the definitions given are not definitive and

will undoubtedly evolve

A.1 Autonomous vs. Automated Vehicle

There is some inconsistency in the terminology used in the self-driving

car industry; indeed, the words automated and autonomous are usually

used together. A representative definition for automated/autonomous

driving can be: Automated or autonomous driving systems are complex

combinations of various components that can be defined as systems where

perception, decision making, and operation of the automobile are per-

formed by electronics and machinery instead of a human driver, and as

the introduction of automation into road traffic. This includes handling

the vehicle, destination, and awareness of surroundings. While the auto-

mated system has control over the vehicle, it allows the human operator

to leave all responsibilities to the system [328].

Accordingly, it is possible to deduce that automated driving implies that

the driver has passed the driven control to the vehicle automation system,

being, at the same time, ready to retake the control at any moment in

case of necessity [328]. In other words, the automation system is capable
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of automated driving, but not for all conditions encountered during

regular operation. Instead, autonomous driving means self-governing: it

implies satisfactory performance under significant uncertainties in the

environment, and the ability to compensate for system failures without

external intervention, i.e., the vehicle moves autonomously without any

driver supervision.

A.2 Platooning

Platooning is a a viable control solution for cooperatively driving a

group of vehicles together. The goal is to achieve the fleet of vehicles

so that they all converge towards some common target motion specified

by a leader vehicle: for instance, follow a reference speed profile while

maintain a desired inter-vehicle distance.

A.3 Virtual Environment Components

In the following, some the components of virtual simulation environment

are described in detail. Readers interested in deepening the topic can

refer to [329].

Ego-Vehicle The term Ego-Vehicle is used to describe the set com-

posed of the vehicle itself, the driver, and optional automation. Depend-

ing on the research focus, driver action, automation action, or driver and

automation action can be predefined.

Use Case Test cases need to be specified for simulating and testing an

automated/autonomous vehicle and/or its components. Each of them

involves a scenario and criteria to be able to analyse the results of the

same. In addition, the functional description of the system (use case)

must be defined in the early stages of the system design. The term

use case, therefore, refers to a description of the operating range and

the desired behaviour, the specification of the system limits, and the

definition of one or more use scenarios. While these scenario descriptions

may be approximate and incomplete in the first phase, they can be

detailed to achieve fully verifiable test runs in the development process.

A possible scheme of use case and its components is shown in Fig. A.1.
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Figure A.1: Exemplary scheme of a Use-Case

Situation A situation is the set of circumstances, which must be

considered for the selection of an appropriate model of behaviour at

a given moment. It includes all conditions, options, and determinants

of behaviour. A situation arises from the scene and from a process of

selecting and augmenting information based on transitory (eg, mission-

specific) and/or permanent goals and values. Thus, a situation is always

subjective, representing the point of view of an element.

Scene A scene describes a snapshot of the environment, including

the scenic and dynamic elements of which it is composed, as well as

the self-representations of all the actors and observers as well as the

relationships between these entities. Only a stage representation in a

simulated world can be all-encompassing (e.g., objective scene). In the

real world, it is incomplete, incorrect, uncertain, and from the point of

view of one or more observers (subjective scene). It can be considered

as the representation of a specific environment in a short period and is

characterised by several different elements: i) background, i.e., the set
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of static components, such as road geometry, state of the carriageway;

location of road signs and traffic lights, static obstacles such as buildings

and trees; ii) dynamic elements, i.e., elements whose state changes over

time, such as vehicles, state of traffic lights, and atmospheric conditions;

iii) self-representation, i.e., the definition of the abilities of the actors in

the scene.

Scenario A scenario describes the temporal development between

multiple scenes in a sequence of scenes. Each scenario begins with an

opening scene. Actions and events, as well as goals and values, can be

specified to characterise this temporal development in a scenario. The

scenes that make up a scenario are connected by actions and events;

consequently, a scenario is to be understood as a temporal sequence

of actions/events and scenes. A scenario needs to include at least one

(initial) scene and actions and events to specify an end. Hence, a scenario

spans over a considerable period.

Dynamic Elements Dynamic elements describe all objects other than

the Ego-Vehicle, that change their state throughout the scenario. These

are, for instance, other vehicles, pedestrians, or objects like traffic signals.

Static Elements Static elements are objects that are stationary and

do not change their state during the scenario; for example, traffic signs,

trees, and buildings.

Environment The environment describes the road layout and lane

network with the lane markings, for example. Additionally, it describes

environmental states, such as lighting and weather conditions (i.e., rain,

snow, fog, etc.).



APPENDIX B

Typical Architecture of

Automated/Autonomous

Cars

Here is an overview of the typical architecture of the automation system of

automated/autonomous cars. A block diagram of the typical architecture

of the automation system, according to [23], is shown in Fig. B.1: it is

possible to clearly distinguish Perception and Decision Making systems,

as well as each of their subsystems. More detail about the architecture,

as well as about its equipment, can be found in [23, 330, 328, 151].

B.1 Vehicle Equipment

State-of-the-art automated driving systems employ a wide selection of

on-board sensors. Indeed, high sensor redundancy is needed in most

tasks for robustness and reliability. Then, the equipment of a typical

automated vehicle is briefly described below.

B.1.1 Proprioceptive Sensors

Proprioceptive sensings are exploited for internal vehicle state monitoring

tasks. Indeed, vehicle states such as speed, acceleration, and yaw must
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Figure B.1: Overview of the typical architecture of the automation

system of automated/autonomous vehicle.

be continuously measured to operate the platform safely with feedback.

These signals can be accessed through the Controller Area Network

(CAN) protocol of modern cars. CAN bus is a robust vehicle bus standard

designed to allow micro-controllers and devices to communicate without

a host computer.

Global Positioning System The Global Positioning System (GPS)

is a satellite-based radio navigation system owned by the United States

government and operated by the United States Space Force. It is one of
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the global navigation satellite systems (GNSS) that provides geo-location

and time information to a GPS receiver. Obstacles (e.g., buildings) can

block the relatively weak GPS signals.

Inertial Measurement Unit An inertial measurement unit (IMU) is

an electronic device that measures and reports the force, angular rate,

and orientation of the vehicle, using a combination of accelerometers,

gyroscopes, and sometimes magnetometers. Recent developments allow

for the production of IMU-enabled GPS devices: IMU allows a GPS

receiver to work when GPS signals are unavailable (e.g., in tunnels).

Accelerometer An accelerometer is a tool that measures the accelera-

tion of the vehicle in its instantaneous rest frame.

Gyroscope A gyroscope is a device used for measuring or maintaining

orientation and angular velocity.

Odometer An odometer is a tool used for measuring the distance

traveled by a vehicle. The device may be electronic, mechanical, or a

combination of the two (electromechanical). Modern cars include a trip

meter (trip odometer) that can be reset at any point in a journey, making

it possible to record the distance traveled in any particular journey or

part of a trip.

B.1.2 Exteroceptive Sensors

Exteroceptive sensors are mainly used to perceive the environment,

which includes dynamic and static objects, e.g., drivable areas, buildings,

pedestrian crossings, etc.

Monocular Cameras Cameras can sense colours and are passive, i.e.,

they do not emit any signal for measurements and, accordingly, it does

not interfere with other systems. Sensing colours is extremely important

for tasks such as traffic light recognition. Furthermore, 2D computer

vision is an established field with remarkable state-of-the-art algorithms.

However, cameras have certain shortcomings. For instance, illumination

conditions affect their performance drastically, and depth information is

challenging to obtain from a single camera.
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Omnidirectional Cameras Omnidirectional cameras are used as

an alternative to camera arrays for 360° 2D vision. They have seen

widespread use, with increasingly compact and high-performance hard-

ware being constantly released. Panoramic view is particularly desirable

for navigation, localisation, and mapping applications.

Event Cameras Event cameras record data asynchronously for in-

dividual pixels concerning visual stimulus. Therefore, the output is

an irregular sequence of data points or events triggered by changes in

brightness. The main limitation of current event cameras is pixel size

and image resolution.

Radar Radar helps cover the shortcomings of cameras. Distance to

objects can be measured effectively to retrieve 3D information since it is

not affected by illumination conditions. However, they are active sensors.

However, being active sensors, radars emit radio waves that bounce

back from objects and measure the time of each bounce. Emissions

from active sensors can interfere with other systems. Such technology

is a well-established technology since it is lightweight and cost-effective.

For instance, radars can fit inside side mirrors, are cheaper, and detect

objects at longer distances than lidars.

Lidars Lidar operates similarly to radar, but it emits infrared light

waves instead of radio waves. It has much higher accuracy than radar

under 200 meters. However, weather conditions are negatively affected

(e.g., fog or snow). Regarding the sensor size, lidars are generally larger

than radars.

B.1.3 Computational Units and Actuators

Besides sensors, actuators are required to manipulate the vehicle and

advanced computational units for processing and storing sensor data.

Electronic Control Unit The electronic control unit (ECU) is an

embedded system in automotive electronics that controls one or more of

the electrical systems or subsystems in a car.
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Battery management System A battery management system (BMS)

is any electronic system that manages a rechargeable battery (e.g. by

protecting the battery from operating outside its safe operating area),

monitoring its state and controlling its environment.

B.1.4 Communication Systems

On-board Unit An On-board unit (OBU) is an electronic device that

connects vehicles to infrastructure (V2I) and/or to other vehicles (V2V).

B.2 Perception System

Perception system is responsible for estimating the state of the car and

for creating an internal representation of the surrounding environment,

using data captured by on-board sensors, such as lidar, radar, camera,

GPS, IMU, odometer, etc., and prior information about the models of

sensors, road network, traffic rules, car dynamics, etc.

Localiser Subsystem The localizer subsystem estimates the state of

the car (position, linear and angular velocities, etc.) with static maps

of the environment; information regarding the rules and regulations

(e.g., direction of traffic, maximum speed, lane demarcation, etc.) are

typically embedded in road maps, and are represented using geometrical

and topological properties. The subsystem receives the offline maps,

sensors data, and the odometry of the automated/autonomous vehicle

and returns the state of the vehicle as output. It is worth noting that

GPS alone is not enough for proper localisation in urban environments

due to interference caused, for instance, by tall trees, buildings, tunnels,

etc., that makes GPS positioning unreliable.

Offline Maps Offline maps (or static maps) are computed automat-

ically before the autonomous operation, typically using the sensors of

the vehicle itself. One or more offline maps may be used for localisation,

such as occupancy grid maps, remission maps, or landmark maps.
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Mapper Subsystem The mapper subsystem receives as input both

the offline maps and the state of the vehicle, generating the online map

as output. This latter is typically a merge of information present in the

offline maps and an occupancy grid map computed online using data

from sensors and the current state of the car.

Moving Objects Tracker subsystem The Moving Objects Tracker

(MOT) subsystem receives the offline maps and the self-driving and the

state of the vehicle, then detects and tracks, i.e., calculates the position

and velocity of the nearest moving obstacles to avoid collision with them.

Traffic Signalisation Detector subsystem The Traffic Signalisation

Detector (TSD) subsystem detects the position of traffic signals and

recognises their class or status.

B.3 Decision Making System

The Decision-making system is responsible for navigating the car from

its initial position to the final goal defined by the user, considering the

current state of the car and the internal representation of the environment,

traffic rules, and passengers safety and comfort.

Route Planner Subsystem The route planner subsystem computes

a route to follow in the offline maps, starting from the current state of

the car to the final goal.

Path Planner Subsystem The path planner subsystem computes,

considering the current state of the vehicle and the internal representation

of the environment and traffic rules.

Behaviour Selector Subsystem The behaviour selector subsystem

chooses the desired driving behaviour, such as lane-keeping, intersection

handling, traffic light handling, and so on. The final goal is selected con-

sidering the current driving behaviour and avoiding collisions with static

and moving obstacles in the environment within the decision horizon time

frame (prediction of the future state of both automated/autonomous

vehicle and other road actors).
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Obstacle Avoidance Subsystem The obstacle avoidance subsystem

receives the desired trajectory computed by the motion planner and

changes it to avoid collisions.

Controller Subsystem The controller subsystem receives the motion

planner trajectory, eventually modified by the obstacle avoidance sub-

system, and computes and sends control commands to the actuators of

the steering wheel, throttle and brakes in order to follow the desired

trajectory as best as the physical features of the car allow.

Motion Planner Subsystem The controller subsystem receives the

motion planner trajectory, eventually modified by the obstacle avoidance

subsystem, then computes and sends control commands to the actuators

of the steering wheel, throttle, and brakes to follow the desired trajectory

as best as possible physical features of the car allow.
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List of Acronyms

3GPP 3rd Generation Partnership Project

5GAA 5G Automotive Association

5G NR 5G New Radio

ABS Anti-lock Braking System

ACC Adaptive Cruise Control

ADAS Advanced Driver Assistance Systems

B-F Bidirectional-Follower topology

B-L-F Bidirectional-Leader-Follower topology

BR Broadcast or All-to-All topology

C2C-CC Car2Car Communication Consortium

CA Conflicting Area

CACC Cooperative Adaptive Cruise Control

CADEVs Connected Autonomous Distributed Electric Vehicles

CAM Cooperative Awareness Messages

CAV Connected and Automated/Autonomous Vehicle

CAVs Connected and Automated/Autonomous Vehicles
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CC Cruise Control

CCAM Cooperative, Connected and Automated Mobility

CCRW Cooperative Collision Risk Warning

CHV Connected Human-driven Vehicle

CHVs Connected Human-driven Vehicles

CSF Constant Safety Factors

CSP Constant Spacing Policy

C-V2X Cellular Vehicle

C-ITS Cooperative Intelligent Transportation Systems

CPEM Comprehensive Power-based EV Energy consumption Mode

CTG Constant Time Gap

CTH Constant Time Headway

CV Connected Vehicle

C-V2X Cellular Vehicle-to-Everything

CZ Cooperative Zone

DENM Decentralized Environmental Notification Message

DGPS Differential GPS

DGPS Differential GPS

DiL Driver-in-the-Loop

DoF Degree-of-Freedom

DoS Denial-of-Service

DMPC Distributed Model Predictive Controller

DNMPC Distributed Nonlinear Model Predictive Controller
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DP Dynamic Programming

DSMC Distributed Sliding Mode Control

DSRC Dedicated Short Range Communications

EC European Commission

EM Electric Motor

ESC Electronic stability control

ETSI European Telecommunications Standards Institute

EU European Union

EV Electric Vehicle

EVs Electric Vehicles

EVA Emergency Vehicle Approaching

FAFP (First Arrive First Pass

FCW Forward Collision Warning

FOT Field Operational Test

GHG greenhouse gas

GLOSA Green Light Optimal Speed Advisory

GPS Global Positioning Systems

GPU Graphics Processing Unit

HDB Human Driving Behavior

HDVs Human-driven Vehicles

HiL Hardware-in-the-Loop

I2V Infrastructure-to-Vehicle

ICE Internal Combustion Engine
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IEEE Institute of Electrical and Electronic Engineers

IMU Inertial Measurement Unit

IoT Internet-of-Things

ISA Intelligent Speed Assistance

ISM Integral Sliding Mode

ITS Intelligent Transportation Systems

KPI Key Performance Index

KPIs Key Performance Indexes

LDW Lane Departure Warning

LMIs Linear Matrix Inequalities

L-P-F Leader-Predecessor-Follower topology

LTE Long-Term Evolution

LTE-V Long-Term Evolution for vehicles

MASs Multi-Agent Systems

MAC Medium access control layer

MAP Map Data message

MFD Macroscopic Fundamental Diagram

MiL Model-in-the-Loop

MiTraS Mixed Traffic Simulator

MOT Moving Objects Tracker

MPC Model Predictive Controller

NMPC Nonlinear Model Predictive Controller

NLoS Non-Line of Sight
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OBU On-Board unit

ODD Operational Design Domain

OEMs Original Equipment Manufacturers

OPC Optimal Control Problem

PF Predecessor-Follower topology

PHY Physical access control layer

PID Proportional-Integral-Derivative

QoS Quality of Service

RSU Road-Side unit

RWW Road Works Warning

SAE Society of Automotive Engineers

SiL Software-in-the-Loop

SMC Sliding Mode Control

SOC State Of Charge

SPaT Signal Phase and Timing Message

SUMO Simulation of Urban Mobility

SWD Shockwave Damping

TEN-T Trans-European Network-Transport

TLS Traffic Light Signal

TLSs Traffic Light Signals

TJW Traffic Jam ahead Warning

TSD Traffic Signalisation Detector

TSR Traffic Sign Recognition
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TTC Time-to-Collision

TTI Time-to-Intersection

TTG Time To Green

UE user equipment

VANETs Vehicular-ad-hoc-networks

V2I Vehicle-to-Infrastructure

V2N Vehicle-to-Network

V2P Vehicle-to-Pedestrian

V2V Vehicle-to-Vehicle

V2X Vehicle-to-Everything

ViL Vehicle-in-the-Loop

VSGN In-Vehicle Signage

VSPD In-Vehicle Speed limit

VTG Variable Time-Gap

VT-CPFM Virginia Tech Comprehensive Power-Based Fuel Consump-

tion Model

VTH Variable Time-Headway

WTC Weather Conditions



List of Abbreviations

Fig. Figure

Sec. Section

Tab. Table

w.r.t. with respect to
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Cigno, “Platooning maneuvers in vehicular networks: A distributed

and consensus-based approach,” IEEE Transactions on Intelligent

Vehicles, vol. 4, no. 1, pp. 59–72, 2018.

[267] Z. Wang, G. Wu, and M. J. Barth, “Developing a distributed

consensus-based cooperative adaptive cruise control system for het-

erogeneous vehicles with predecessor following topology,” Journal

of Advanced Transportation, vol. 2017, 2017.

[268] S. Baldi, M. R. Rosa, P. Frasca, and E. B. Kosmatopoulos, “Pla-

tooning merging maneuvers in the presence of parametric uncer-

tainty,” IFAC-PapersOnLine, vol. 51, no. 23, pp. 148–153, 2018.

[269] D. Bevly, X. Cao, M. Gordon, G. Ozbilgin, D. Kari, B. Nelson,

J. Woodruff, M. Barth, C. Murray, A. Kurt et al., “Lane change

and merge maneuvers for connected and automated vehicles: A

survey,” IEEE Transactions on Intelligent Vehicles, vol. 1, no. 1,

pp. 105–120, 2016.

[270] D. Li and G. Guo, “Prescribed performance concurrent control of

connected vehicles with nonlinear third-order dynamics,” IEEE

Transactions on Vehicular Technology, 2020.

[271] Y. Li, C. Tang, K. Li, S. Peeta, X. He, and Y. Wang, “Nonlinear

finite-time consensus-based connected vehicle platoon control under

fixed and switching communication topologies,” Transportation

Research Part C: Emerging Technologies, vol. 93, pp. 525–543,

2018.



■ 286 BIBLIOGRAPHY

[272] Z. Yu, H. Jiang, D. Huang, and C. Hu, “Consensus of nonlinear

multi-agent systems with directed switching graphs: a directed

spanning tree based error system approach,” Nonlinear Analysis:

Hybrid Systems, vol. 28, pp. 123–140, 2018.

[273] D. Liberzon, Switching in systems and control. Springer Science

& Business Media, 2003.

[274] A. Shariati, H. Taghirad, and A. Fatehi, “A neutral system ap-

proach to H∞ PD/PI controller design of processes with uncertain

input delay,” J. Process Contr., vol. 24, no. 3, pp. 144–157, 2014.

[275] S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan, Linear

matrix inequalities in system and control theory. Siam, 1994,

vol. 15.

[276] S. Xu, J. Lam, and Y. Zou, “New results on delay-dependent robust
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