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Chapter 1

Introduction

In [14] a new function space B was introduced by J. Bourgain, H. Brezis
and P. Mironescu, along with its subspace B0. This space was introduced in
relation to the problem of finding the smallest function space such that an
integer-valued function in this space must be constant: it is known that this
property holds for the spaces VMO, W 1,1 and the family of spaces W 1/p,p

with 1 < p < ∞, and the authors prove that the space B0 contains these
spaces while still keeping the required property.
This space sparked interesting research: for example a new formula for the
perimeter of sets was found [3, 4], using a variant of the B norm, which led
to the discovery of oscillation-type norms for Sobolev spaces and BV spaces
[26, 27]; more research inspired by this space can be found in [21, 40, 43, 54,
24].
This pair of spaces also sparked interest in pairs of spaces where one of the
spaces has a ”big-O” type definition, and the other space is a subspace of the
first space whose elements satisfy a corresponding ”little-o” property.
In [45], K. M. Perfekt introduced a framework to study these spaces. A pair
of Banach spaces (E0, E) form a little-o/big-O structure if they are of the
form

E =

{
x ∈ X : ‖x‖E = sup

L∈L
‖Lx‖Y <∞

}
and

E0 =

{
y ∈ E : lim sup

L→∞
‖Lx‖Y = 0

}
for some Banach spaces X, Y and L ⊂ L(X,Y ) a set of linear maps from X
to Y having suitable properties. A more precise definition will be given in
Section 3. Under additional assumptions, there exists a canonical isometry
between the second dual E∗∗

0 of E0 and E, and they also satisfy additional
properties: among others, one can use the functionals L to characterize the
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CHAPTER 1. INTRODUCTION 3

distance of an element of E (identified with E∗∗
0 ) from the subspace E0, and

it is possible to prove that E0 is an M -embedded space, i.e. the space E∗

admits an `1 decomposition

E∗ ' E∗
0 ⊕ℓ1 E

⊥
0 ,

where E⊥
0 denotes the set of elements of E∗ that annihilate E0, identified

as a subspace of E. One can also prove some properties of the intermediate
space E∗ := E∗

0 : for example, the M -embedding property of E0 implies
that E∗ is the unique predual of E up to isometry; moreover, we can find a
decomposition formula for the elements of E∗ in terms of the operators L:
we can say that the elements of E∗ have atomic decomposition. Additional
properties for these spaces can be found in [46, 47, 41].
In this paper we will show examples of little-o/big-O structures, along with
some applications. In Section 3.3 we consider a classical example: after
recalling the definition of the space BMO of functions of bounded mean
oscillation introduced by F. John and L. Nirenberg in [33]:

f ∈ BMO ⇔ sup
Q

1

|Q|

ˆ
Q

∣∣∣∣f(x)− ( 1

|Q|

ˆ
Q

f(y) dy

)∣∣∣∣ dx <∞,

where the supremum is taken between all cubes having sides parallel to the
axes, and its subspace VMO of functions of vanishing mean oscillations in-
troduced by D. Sarason in [50];

g ∈ VMO ⇔ lim
|Q|→0

1

|Q|

ˆ
Q

∣∣∣∣g(x)− ( 1

|Q|

ˆ
Q

g(y) dy

)∣∣∣∣ dx = 0,

we show how the little-o/big-O construction can be applied to this pair and
recover classical properties of these spaces, as well as the intermediate space,
the (real) Hardy space H1.
Our next example [8] involves a class of rearrangement-invariant Banach
spaces, called Marcinkiewicz (endpoint) spaces. After defining some basic
notions on rearrangement-invariant spaces, such as the non-increasing rear-
rangement f ∗ of a measurable function f :

f ∗(t) = sup
µ(E)>t

essinfx∈E |f(x)|

and the maximal (non-increasing) rearrangement function f ∗∗ of f :

f ∗∗(t) =
1

t

ˆ t

0

f ∗(s) ds = sup
µ(E)=t

1

t

ˆ
E

|f(x)|,
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we introduce the spaces Mφ as the space of all functions such that

sup
t
ϕ(t)f ∗∗(t) <∞

for a function ϕ : [0, T ) → [0,∞) (with T ∈ (0,∞]) having the property of
being quasi-concave, i.e. it attains the value 0 for t = 0 and the functions ϕ(t)
and t/ϕ(t) are both non-decreasing for t > 0. This class includes positive-
valued concave functions ϕ such that ϕ(0) = 0, such as power functions tα
for α ∈ [0, 1].
The definition of these spaces through the supremum of a quantity makes
them a natural candidate for being a big-O space. The little-o space can
be proven to be the closure Mφ

b of L∞ in the Marcinkiewicz space Mφ by
proving a distance formula between elements of Mφ and L∞:

distMφ(f, L∞) = lim sup
t→0+

ϕ(t)f ∗∗(t).

We also need to make some assumptions on the function ϕ so that all the
necessary properties of the little-o/big-O construction actually work.
The following topic is Orlicz spaces [6]. These spaces [49, 17] generalize the
Lp spaces by replacing the power p in the conditionˆ

|f |p <∞

with a general function A: ˆ
A(|f |) <∞.

With a small modification on the integral condition to make sure to obtain
a linear space - more precisely, one requires the existence of a number k > 0
such that

´
A(k|f |) is finite - one obtains that the corresponding function

space LA is a (rearrangement invariant) Banach space, provided the function
A is an Orlicz function, i.e. it is continuous, increasing and convex. Some
classical examples are the exponential spaces EXPα, which are involved in
the classical Sobolev space embedding for the limit case p = N [55, 44], which
correspond to A(t) ' et

α , the Zygmund spaces Lp logβ L, corresponding to
A(t) ' tp logβ t.
The strategy used in [6] was to reduce this case to the case of a Marcinkiewicz
space: it is well known [11] that the exponential space EXP = EXP1 defined
on a probability space admits the Marcinkiewicz norm

sup
t
(1 + | log t|)−1f ∗∗(t)
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as a norm which is equivalent to other classical norms for EXP . We therefore
studied conditions for an Orlicz space to admit a Marcinkiewicz norm, finding
the condition ˆ

A

(
ka

(
1

t

))
<∞

for some k > 0, where a is the inverse function of A. We also give exam-
ples of Orlicz functions satisfying this condition: examples include nested
exponentials

A(t) ' exp(exp(t)), A(t) ' exp(exp(exp(t))) etc.,

and in general functions with growth for large t of the form exp(ν(t)), where
ν is a convex function. We also prove that functions with growth of the form
exp(t) expα(exp(t)) satisfy the condition if and only if α is greater or equal to
the threshold value 1, giving both an affirmative example and a counterex-
ample to the main result.
In chapter 5 we consider spaces defined by giving conditions on the oscilla-
tions of its functions. The first example is the space of Lipschitz functions
on a compact metric space. Duality and biduality problems about Lipschitz
spaces have been studied thoroughly in many papers: in one of the first of
these papers, de Leeuw [22] proved that the Hölder space

C0,α([0, 1]) = Lipα([0, 1]) =

f : [0, 1] → R | sup
x,y∈S
x ̸=y

|f(x)− f(y)|
|x− y|α

<∞

 ,

with α ∈ (0, 1), is the double dual of

c0,α([0, 1]) = lipα([0, 1]) =

{
f ∈ Lipα([0, 1]) : lim sup

|x−y|→0

|f(x)− f(y)|
|x− y|α

= 0

}
.

Hölder spaces can be considered as Lipschitz spaces when we replace the
usual euclidean distance deucl(x, y) = |x − y| with dα(x, y) = |x − y|α: this
procedure of replacing d with dα is usually called snowflaking.
There is a wide literature on the study of duality and biduality properties of
Lipschitz spaces: see for instance [59, 9, 12, 34, 56, 36, 57]. In [5] and [7] we
mainly follow the approach found in [30, 31]. Here, we consider the space of
finite signed Borel measures M(S) of a compact metric space (S, d) endowed
with the Kantorovich-Rubinstein norm [37, 38, 39], which is inspired by op-
timal transport.
In [30] a characterization of compact metric spaces (S, d) such that (lip(S, d))∗∗ '
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Lip(S, d) is shown, by proving that for those spaces (lip(S, d))∗ can be identi-
fied with the completion of M(S, d) with respect to the Kantorovich-Rubinstein
norm, for which it is known that (M(S, d))∗ ' Lip(S, d). In [5] we show that
the condition is equivalent to the o-O structure of (lip(S, d), Lip(S, d)), under
the assumption that (S, d) is a doubling compact metric space, and show a
”weak” atomic decomposition result for M(S, d), while in [7] we study the
case of euclidean distance, for which lip is trivial, and consider the problem
of atomic decomposition for M(K, d) in this case.
Finally, we consider the family of spaces BMO(s), which can be defined
through a uniform exponential condition on oscillations:

f ∈ BMO(s) ⇔ sup
Q

∥∥∥∥f − 1

|Q|

ˆ
Q

f

∥∥∥∥
EXP

<∞

and the corresponding vanishing space VMO(s). These spaces were intro-
duced in [52] and later studied in [53, 2, 1] in relation to the family of
spaces X(s), a family of spaces defined by atomic decomposition spanning
from L1

0 =
{
f ∈ L1 :

´
f = 0

}
to the Hardy space H1.

Here we will show some properties of these spaces shown in [42], of future pub-
blication. In particular, we find the rearrangement-invariant hull of VMO(s),
and in particular of VMO, prove that VMO(s) and BMO(s) form a o-O pair
and thus a distance formula between elements of BMO(s) and the subspace
VMO(s), and a Sobolev type embedding:

W 1LN,q ↪→ VMO( q
q−1)

.



Chapter 2

Preliminary notation

• N denotes the set of all positive integers. N0 denotes the set of all
non-negative integers.

• All vector spaces are considered over the field of real numbers R.

• The letter N will denote the dimension of the euclidean space RN we
consider.

• The Lebesgue measure of the measurable set E ⊆ RN will be denoted
by |E|.

• For a measure space (Ω, µ) we denote by M(Ω) the space of all mea-
surable functions on Ω, by M0(Ω) the subset of all elements of M(Ω)
that are finite µ-almost everywhere and M+(Ω) the subset of all non-
negative elements of M0(Ω).

• All cubes considered in this paper have sides parallel to the axes, i.e.
they are of the form

[x1, x1 + l]× · · · × [xN , xN + l]

for some x = (x1, . . . , xN) ∈ RN and side length l > 0.

• The characteristic function χE of a set E is the function defined as

χE(x) =

{
1 if x ∈ E

0 if x /∈ E.

• A simple function s is a finite linear combination of characteristic func-
tions of sets of finite measure: in other words, there exists finitely many

7
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disjoint sets E1, . . . , Ek having finite measure and constants α1, . . . , αk ∈
R such that

s(x) =
k∑
j=1

αiχEi(x).

The set of all simple functions of (Ω, µ) is denoted by S(Ω, µ), or just
S when the space is clear from the context.

• When S is a finite measure subset of a measure space (Ω, µ) and f is a
function such that the restriction f |S belongs to L1(S), we denote by
fS, or by

ffl
S
f(x) dµ(x), the average of f on the set S:

fS =

 
S

f(x) dµ(x) :=
1

µ(S)

ˆ
S

f(x) dµ(x).

• When X and Y are two Banach spaces, we will say that X embeds
continuously into Y , and write X ↪→ Y if X ⊂ Y and there exists a
constant C > 0 such that ‖z‖Y ≤ C‖z‖X for all z ∈ X.

• For 1 ≤ p ≤ ∞, we denote by p′ its dual exponent, defined by the
relation

1

p
+

1

p′
= 1,

where we use the convention 1/∞ = 0. If p < N , also denote by p∗ its
Sobolev conjugate exponent (in dimension N)

p∗ =
Np

N − p
.

• If X is a Banach space and F ⊂ X∗, we define the weak topology
σ(X,F) induced by F to be the weakest topology such that the maps
f : X → R are continuous for all f ∈ F (where R is equipped with the
euclidean topology).



Chapter 3

Abstract o-O structure and
properties

3.1 Basic definitions and properties
Consider a reflexive and separable Banach space X, a Banach space Y and
L ⊂ L(X,Y ) a set of bounded linear maps L : X → Y which is equipped
with a topology τ which is Hausdorff, σ-compact, locally compact and such
that the maps

Tx : L ∈ L 7→ Lx ∈ Y

are continuous for all x ∈ X. We now define

E = E(X,L) =

{
x ∈ X : ‖x‖E := sup

L∈L
‖Lx‖Y <∞

}
(3.1)

and
E0 = E0(X,L) =

{
x ∈ E : lim sup

L→∞
‖Lx‖Y = 0

}
(3.2)

where L → ∞ is intended in the sense of the one-point compactification of
L, i.e.

lim sup
L→∞

‖Lx‖Y = sup lim
n→∞

‖Lnx‖Y

where the supremum is taken among all sequences Ln such that for every
compact K ⊂ L we have Ln /∈ K for every n ∈ N sufficiently large.
One usually wants additional properties from these spaces: for instance, to
have a meaningful structure, we assume that E, equipped with the norm
‖ · ‖E, embeds continuously in X; moreover, to make sure the vanishing
subspace E0 is not too small, we make the following Assumption AP:

∀x ∈ E∃ {yn}n∈N ⊂ E0 : yn
X
⇀ x, sup

n∈N
‖yn‖E0 ≤ ‖x‖E.

9
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Theorem 3.1. [45, 47] Assume that the pair (E0, E) satisfies Assumption
AP. Then there is a continuous embedding I : X∗ → E∗

0 ; moreover, the
adjoint J = I∗ : E∗∗

0 → X induces an isometry between E∗∗
0 and E. Moreover,

E0 is M-embedded, i.e. the decomposition (up to isometry)

E∗ = E∗
0 ⊕ℓ1 E

⊥
0

holds.

Proposition 3.2. Assume that the pair (E0, E) satisfies Assumption AP.
Then the following distance formula holds for all x ∈ E:

distE(x,E0) = lim sup
L→∞

‖Lx‖Y .

3.2 Properties of the intermediate space
In a o-O structure (E0, E), it is also interesting to study properties of the
intermediate space E∗ = (E0)

∗. Combining 3.1 with [32, Proposition III.2.10]
we get the following.

Proposition 3.3. Let (E0, E) be a o-O pair satisfying assumption AP. Then
the space E∗ is the unique isometric predual of E.

Another important property is a decomposition formula for the elements
of E∗ in terms of simpler objects. We say that the elements of E∗ enjoy what
is called an atomic decomposition. This decomposition follows from the next
proposition, which is a particular case of a classical result [23, 35], which is
a general result concerning preduals of a Banach space, and can be applied
to the pair (E∗, E), assuming Y = R, even if assumption AP does not hold,
so that in this case E∗ 6= (E0)

∗.

Proposition 3.4. Let E be a Banach space and F = {fn}n∈N ⊂ E∗ be a
countable norming set of linear functionals on E (i.e. ‖x‖E = supf∈F |〈f, x〉E|)
such that BE = {x ∈ E : ‖x‖E ≤ 1} is σ(E,F)-compact.
Then E∗ := clE∗(span(F)) is an isometric predual of E, i.e. (E∗)

∗ ∼= E; in
particular E is the dual of a separable Banach space.

Remark 3.5. When Y = R, the result is applied in the following way: the
map

V : x ∈ E 7→ {〈fn, x〉E}n∈N ∈ `∞
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induces an isometry between E and the weak-star closed subset V (E) of `∞.
The space E∗ can thus be identified with `1/V (E)⊥, and the element fn of F
can be identified with the equivalence class of δn = {δj,n}j∈N, where

δj,n =

{
1 if j = n

0 if j 6= n.

If Y is not R, a similar construction (see [24, Theorem 3] and [5, Theorem
2.2] for details) can be performed with the space

`1(Y ∗) =

{
z = {zn}n∈N ∈ (Y ∗)N : ‖z‖ℓ1(Y ∗) :=

∑
n∈N

‖zn‖Y ∗ <∞

}

replacing `1.
The weak compactness assumption can be obtained from X by using the

following lemma.

Lemma 3.6. Let X be a reflexive Banach space, F ⊂ X∗ and assume that
the space E of all elements x of X such that

‖x‖E := sup
f∈F

|〈f, x〉X | <∞

is a Banach space when endowed with the norm ‖ · ‖E and E ↪→ X. Then
BE is σ(E,F)-compact.

Proof. Without loss of generality, we assume that E is densely contained in
X. Since E ↪→ X, there exists λ > 0 such that BE ⊂ λBX , which implies
that BE has weakly compact closure in X. But BE is closed in X: for
every net {xα}α∈A ⊂ BE converging to x̃ ∈ X and for every f ∈ F we have
〈f, xα〉X → 〈f, x̃〉X , which implies that |〈f, x̃〉X | ≤ 1, and since |〈f, x〉X | <∞
if and only if x ∈ E we have x̃ ∈ BE, which implies that BE is weakly compact
in X, and in particular σ(E,F)-compact in E.

3.3 Space of functions of bounded mean os-
cillation

As an example, we will now see how this construction can be applied to
the classical space BMO of functions of bounded mean oscillation [33]. For
simplicity, we will limit ourselves with functions defined on the unit cube Q0.
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Definition 3.7. We say that f ∈ L1
loc(Q0) has bounded mean oscillation,

and we write f ∈ BMO(Q0), if the quantity

[f ]∗ = sup
Q⊂Q0

 
Q

|f(x)− fQ| dx (3.3)

is finite, where the supremum is taken among all the subcubes Q of Q0 with
sides parallel to the axes.

Definition 3.8. We say that g ∈ BMO(Q0) has vanishing mean oscillation,
and we write f ∈ VMO(Q0), if

lim sup
ε→0

sup
Q⊂Q0

|Q|≤ε

 
Q

|f(x)− fQ| dx = 0. (3.4)

The level sets of BMO functions satisfy an important inequality.

Proposition 3.9 (John-Nirenberg inequality). [33] There exist two constants
c1, c2 > 0, such that for every u ∈ BMO(Q0) and every cube Q ⊂ Q0 it holds

|{x ∈ Q : |u(x)− uQ| > λ} ≤ c1 · exp
(
− c2λ

[u]∗

)
|Q|.

Corollary 3.10. Let 1 < p <∞. Define

[u]BMOp := sup
Q⊂Q0

( 
Q

|u(x)− uQ|p dx
)1/p

.

Then [u]∗ ≤ [u]BMOp ≤ Cp[u]∗, with Cp = O(p). In other words, [·]BMOp

defines an equivalent norm in BMO.

The spaces BMO and VMO are related to the (real) Hardy space H1.
There are multiple ways to characterize this space [51]. Here we define this
space through atomic decomposition.

Definition 3.11. We say that a function a ∈ Lp(Q0) is an Lp-atom if

• supp(a) ⊂ Q for a cube Q;

•
´
Q
a(x) dx = 0;

• ‖a‖Lp(Q) ≤ |Q|−1/p.
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We say f ∈ H1(Q0) if and only if there exists a sequence of L2-atoms {aj}j∈N
and real coefficients {λj}j∈N such that

f(x) =
∑
j∈N

λjaj(x) a.e.

where the aj are Lp cubes for a fixed p > 1. We also define the norm

‖f‖H1
atom

= inf
∑
j∈N

|λj|

where the infimum is taken among all representations of f .

Remark 3.12. The decomposition of elements of H1 can also be given in terms
of Lp-atoms, instead of L2 atoms, for any fixed p > 1.

Proposition 3.13. [25] The Hardy space H1(Q0) can be identified with the
dual of VMO(Q0) via the duality 〈f, g〉 =

´
Q0
f(x)g(x) dx, and BMO(Q0)

can be identified with the dual of H1(Q0) via the same pairing.

Let us now see how to apply the o-O construction. First, we need to
consider the spaces BMO(Q0)/R and VMO(Q0)/R so that [·]∗ is a norm.
We now chooseX = L2(Q0)/R, Y = L1(Q0)/R and the family L of operators
of the form

LQ : f + R ∈ L2(Q0)/R 7→ χQ
|Q|

(f − fQ)

with Q a subcube of Q0; this family is equipped with the topology in-
duced by the embedding Q = [x1 − l/2, x1 + l/2] × · · · × [xN − l/2, xN +
l/2] 7→ (x1, . . . , xn, l) ∈ RN+1. With this construction we easily recover
E = BMO/R and E0 = VMO/R, and Assumption AP is easily recovered
by using regularization.
To recover the atomic decomposition of H1 we can apply remark 3.5, but
we need to make a small alteration to the construction first: instead of
Y = L1(Q0)/R we take Y = L2(Q0)/R and alter the operators LQ appro-
priately so that we recover BMO/R with the [·]BMO2 norm. The following
distance formula was discovered in [50] up to equivalence. We can use the
o-O construction to prove equality.

Corollary 3.14. Let u ∈ BMO (modulo constants). Then the following
holds:

distBMO(u, V MO) = distBMO(u,C
∞) = lim sup

|Q|→0

 
Q

|u(x)− uQ| dx.



Chapter 4

Rearrangement-invariant spaces

4.1 Definitions
4.1.1 Banach function spaces
Let (Ω, µ) be a measure space.
Definition 4.1. A function ρ : M+(Ω) → [0,+∞] is called a Banach func-
tion norm if it satisfies the following properties for all f, g ∈ M+(Ω):

i. ρ(f) = 0 ⇔ f = 0 almost everywhere;

ii. ρ(λf) = λρ(f) for all λ ≥ 0;

iii. ρ(f + g) ≤ ρ(f) + ρ(g);

iv. f ≤ g almost everywhere ⇒ ρ(f) ≤ ρ(g) (lattice property);

v. ρ(fn) ↑ ρ(f) for all sequences {fn}n∈N ⊂ M+(Ω) such that fn ↑ f
almost everywhere (Fatou property);

vi. ρ(χF ) < ∞ for all measurable subsets F of Ω, where χF denotes the
characteristic function of F ;

vii. for every measurable subset F of Ω there exists a constant CF , depen-
dent on F but not the function f , such that

‖fχF‖L1 =

ˆ
F

f(x) dµ(x) ≤ CFρ(f).

A Banach function space is a vector space X of the form

X = X(Ω, ρ) = {f ∈ M(Ω) : ρ(|f |) < +∞} (4.1)

for some Banach function norm ρ, equipped with the norm ‖f‖X = ρ(|f |).

14
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It can be shown [48] that a Banach function space X, endowed with the
norm ‖ · ‖X , is a Banach space. Inclusions of Banach function spaces behave
in a simple way.

Proposition 4.2. [11, 48] Let ρ, σ be two Banach function norms, (Ω, µ)
a measure space and X = X(Ω, ρ), Y = Y (Ω, σ) be the Banach function
spaces generated by these functions. Then X ↪→ Y if and only if X ⊂ Y . In
particular, they coincide as sets if and only if they have equivalent norms.

If ρ is a Banach function norm, one can define the functional

ρ′ : f ∈ M+(Ω) 7→ inf

{ˆ
Ω

fg : g ∈ M+(Ω), ρ(g) ≤ 1

}
,

called the associate norm. The associate norm is also a Banach function
norm, thus it generates a Banach function space X ′, called the associate
space of the Banach function space X = X(ρ) generated by ρ. The associate
ρ′′ of the associate norm coincides with ρ.

4.1.2 The spaces Xa and Xb

There are two important subsets of a Banach function space X.

Definition 4.3. Let X be a Banach function space. An element f of X is
said to have absolutely continuous norm if

‖fχEn‖X → 0

for every sequence of subspaces {En}n∈N such that χEn → 0 µ-almost every-
where.
The subset of all elements of X having absolutely continuous norm is denoted
by Xa.

Definition 4.4. Let X be a Banach function space defined on (Ω, µ). The
closure in X of the set S = S(Ω, µ) of all simple functions is denoted by Xb.

Proposition 4.5. [48] Let X be a Banach function space. The following
inclusions hold:

Xa ⊆ Xb ⊆ X.

Proposition 4.6. [48] Let X be a Banach function space. We have that
Xa = Xb if and only if χE ∈ Xa for all sets E with finite measure.

Proposition 4.7. [48] Let X be a Banach function space. Then X ′ = X∗ if
and only if X = Xa. In particular, X is reflexive if and only if X = Xa and
X ′ = (Xa)

′.
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4.1.3 Rearrangements and rearrangement-invariant Ba-
nach function spaces

For a measurable function f , we define its distribution function µf as

µf : λ ∈ [0,∞) → µ ({x ∈ Ω : |f(x)| > λ})

and its non-increasing rearrangement f ∗ as

f ∗(t) = inf {λ : µf (λ) ≤ t} .

Two measurable functions f, g : Ω → R are said to be equimeasurable if
f ∗ ≡ g∗. A Banach Function space X is said to be rearrangement-invariant
if f ∈ X if and only if g ∈ X for all measurable functions g equimeasurable
to f .
Definition 4.8. A measure space (Ω, µ) is said to be resonant if for every
pair of measurable functions f, g ∈ M0(Ω, µ) we have

ˆ µ(Ω)

0

f ∗(t)g∗(t) dt = sup
g̃

ˆ
Ω

|f g̃| dµ,

where the supremum is taken between all g̃ ∈ M0(Ω, µ) such that g̃ is
equimeasurable to g.
A resonant measure space (Ω, µ) is said to be strongly resonant if for every
f, g ∈ M0(Ω, µ) there exists g̃ ∈ M0(Ω, µ) equimeasurable with g such that

ˆ
Ω

|fg̃| dx =

ˆ µ(Ω)

0

f ∗(t)g∗(t) dt.

For these spaces there is a characterization.
Proposition 4.9. [48] A measure space is resonant if it is either σ-finite and
non-atomic or it is completely atomic and all atoms have the same measure.
A resonant measure space is strongly resonant if µ(Ω) <∞.

We are mainly going to be concerned with the non-atomic case, as it is
the case for open subsets of RN when equipped with the Lebesgue measure
(or a measure that is absolutely continuous with respect to the Lebesgue
measure).
Proposition 4.10. [48] Let (Ω, µ) be a resonant measure space and let X
be a rearrangement-invariant Banach function space defined on (Ω, µ). Then
there is a rearrangement-invariant Banach function space X, called the (Lux-
emburg) representation space of X, defined on the interval (0, µ(Ω)) such that
for every f ∈ X we have

‖f‖X = ‖f ∗‖X .
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An important tool to study rearrangement-invariant Banach function
spaces is the fundamental function

Proposition 4.11. Let X be a rearrangement-invariant function space. Its
fundamental function ϕX is defined as

ϕX(t) := ‖χEt‖X

where Et is any set of measure t.

Proposition 4.12. [11, 48] Let X be a r.i. Banach function space defined
on a measure space (Ω, µ). The fundamental function ϕX of X and the
fundamental function ϕX′ of the associate space X ′ of X are related in the
following way:

ϕX(t)ϕX′(t) = t

Definition 4.13. Let I be an interval of the form [0, T ) with T ∈ (0,∞]. A
function ϕ : I → [0,+∞) is called a quasi-concave function if ϕ(0) = 0, ϕ is
non-decreasing and the function t 7→ ϕ(t)/t is non-increasing.

Fundamental functions of r.i. Banach function spaces are closely related
to quasi-concave functions:

Proposition 4.14. [11, 48] Let X be a r.i Banach function space and ϕX be
its fundamental function. Then ϕX is a quasi-concave function. Conversely,
if ϕ is a quasi-concave function, there exists a r.i. Banach function space X
such that ϕ = ϕX .

One could ask what is the link between concave and quasi-concave func-
tion. Concerning this question, one can prove the following Lemma.

Lemma 4.15. [48] Any rearrangement-invariant Banach function space can
be equivalently renormed so that its fundamental function is concave.

4.2 Marcinkiewicz spaces
Definition 4.16. Let (Ω, µ) be a resonant measure space and ϕ be a quasi-
concave function. The Marcinkiewicz space Mφ(Ω, µ) is defined as

Mφ(Ω, µ) =

{
u ∈ M0(Ω, µ) : ‖u‖Mφ := sup

0<t<µ(Ω)

u∗∗(t)ϕ(t) <∞

}
.

If ϕ = ϕX is the fundamental function of a r.i. Banach function space X on
Ω, we denote MφX by M(X).
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Example 4.17. • The weak Lebesgue spaces Lp,∞ are obvious examples
of Marcinkiewicz spacesm with ϕ(t) = ϕLp(t) = t1/p.

• A non-trivial example is the space EXP (Ω), where Ω has finite mea-
sure: this space can be defined (see [11]) as the space of functions f
such that the quantity

‖f‖M(EXP (Ω)) = sup
0<t≤|Ω|

f ∗∗(t)

1− log
(

t
|Ω|

)
is finite. We will later give another definition of this space.

The following proposition shows that a Marcinkiewicz space is the largest
r.i. space among those having a fixed fundamental function.

Proposition 4.18. Let X be a r.i. Banach function space defined on a
measure space (Ω, µ) and ϕ its fundamental function. Then

‖f‖Mφ(Ω) ≤ ‖f‖X

for every f ∈ X.

For the rest of this section all measure spaces will be implicitly assumed
to be finite and non-atomic, unless stated otherwise.
We now need to find a good candidate for a little-o subspace of Mφ: this is
given by

Mφ
b (Ω) = L∞(Ω)

Mφ(Ω)
.

Lemma 4.19. Let ϕ be a continuous quasi-concave function. Then Mφ
a (Ω) =

Mφ
b (Ω).

Proof. By [48, theorem 6.3.18] we only need to show that χE ∈ Mφ
a for all

E having finite measure.
We have that χ∗∗

E (t) = 1
t
max{t, |E|}, so that

lim
t→0+

ϕ(t)χ∗∗
E (t) = lim

t→0+
ϕ(t) = 0.

Since obviously χE ∈ L1 we can use [48, theorem 7.10.23] in the case

lim
t→∞

ϕ(t)

t
> 0.

For the case limt→∞
φ(t)
t

= 0 we have

lim
t→∞

ϕ(t)χ∗∗
E (t) = lim

t→∞
ϕ(t)

|E|
t

= 0

so we can use the other part of [48, theorem 7.10.23].
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By using the fact that Mφ
a (Ω) =Mφ

b (Ω), we can also show a separability
result for Mφ

b (Ω).

Lemma 4.20. Let ϕ be a continuous quasi-concave function. Then the space
Mφ

b (Ω) is separable.

Proof. By [48, theorem 6.3.16] the space Mφ
b (Ω) is an ideal in Mφ(Ω). We

obtain the separability from [48, theorem 6.5.9] since Mφ
b (Ω) contains the

simple functions by definition, by lemma 4.19 it coincides with Mφ
a (Ω) and

the Lebesgue measure is separable.

To obtain the o-O structure for the Marcinkiewicz space, we want to know
when we can embed Mφ in a reflexive space. We therefore study embedding
properties for Mφ. We start with the following simple proposition.

Proposition 4.21. Let X be a rearrangement invariant space with funda-
mental function ϕ. Let X be the representation space of X. If 1

φ
∈ X, then

X coincides Mφ and the quantity

|f |Mφ = sup
t∈[0,1]

f ∗(t)ϕ(t)

is equivalent to ‖·‖X . Moreover the converse is true if and only if there exists
a constant M > 0 such that

ˆ t

0

ds

ϕ(s)
≤ Mt

ϕ(t)
.

Proof. We can write

‖f‖X = ‖f ∗‖X =

∥∥∥∥f ∗ϕ

ϕ

∥∥∥∥
X

≤ ‖1/ϕ‖X ‖f ∗ϕ‖L∞

= ‖1/ϕ‖X |f |Mφ

≤ ‖1/ϕ‖X ‖f‖Mφ

which together with the inequality ‖f‖Mφ ≤ ‖f‖X proves the first half of the
statement. The second half of the proof is just [48, Proposition 7.10.5].

We are interested in finding a characterization of this problem.

Lemma 4.22. [8, Lemma 4] Let ϕ : [0, 1] → R be a quasi-concave function.
Then there is a function θ ∈ L1(Ω) and a quasi-concave function ψ : [0, 1] →
R such that
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• Mφ(Ω) is equivalent to Mψ(Ω);

• It holds
θ∗∗(t) =

1

ψ(t)
(4.2)

Proof. Let us first consider the case Ω = [0, 1]. The function

η(t) =
t

ϕ(t)

is the fundamental function of (Mφ)′ by Proposition 4.12. By using lemma
4.15 we know there exists a rearrangement invariant space Y such that its
fundamental function η is concave and its norm ‖·‖Y is equivalent to ‖·‖(Mφ)′ ,
so in particular Y ′ = Mφ with equivalent norm. Let us consider ψ the
fundamental function of Y ′. It is not hard to show that Y ′ contains every
rearrangement invariant space with fundamental function ψ, therefore Y ′ =
Mφ = Mψ. The fundamental function η of Y ′ is absolutely continuous in
[ε, 1] for all ε ∈]0, 1[, so that if we consider its weak derivative θ we can write

η(t)− η(ε) =

ˆ t

ε

θ(s) ds

for all ε ∈]0, 1[ and for all t ∈]ε, 1], and since θ(s) ≥ 0 because η is increasing
we can use the monotone convergence theorem to show that

ˆ t

0

θ(s) ds = η(t) =
t

ψ(t)
,

i.e., since θ is non-decreasing by the convexity of η and then θ∗ = θ, θ∗∗(t) =
1

ψ(t)
.

For generic Ω we can build a function h : Ω → R such that h∗ = θ by
approximating with simple functions.

The next result allows us to characterize the inclusion of a Marcinkiewicz
space in a Banach function space in terms of the function θ defined before.
Moreover, this function can be used to give a control of the norm of the
inclusion. Indeed, we have the following Proposition.

Proposition 4.23. [8, Proposition 5] Let ϕ : [0, 1] → R be a quasi-concave
function and X(Ω) a rearrangement invariant space. Let θ, ψ be the functions
defined in 4.22. Then Mφ(Ω) ↪→ X(Ω) if and only if θ ∈ X(Ω). Moreover,
if we denote by J :Mφ(Ω) → X(Ω) the inclusion, then ‖J‖ ≤ C ‖θ‖X where
C is such that

ϕ ≤ Cψ.
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Proof. First of all, let us suppose that θ ∈ X(Ω). Consider f ∈Mφ and ob-
serve that, by definition of Marcinkiewicz space and the equivalence between
Mφ and Mψ,

f ∗∗(t) ≤ ‖f‖Mψ

ϕ(t)
= ‖f‖Mψ θ

∗∗(t) = (‖f‖Mψ θ)
∗∗(t).

Now, since θ ∈ X(Ω), also ‖f‖Mψ g ∈ X(Ω) and by Hardy-Lettlewood-Polýa
principle, we have

‖f‖X ≤ ‖‖f‖Mψ θ‖X = ‖f‖Mψ ‖θ‖X ≤ C ‖f‖Mφ ‖θ‖X .

Now let us suppose θ 6∈ X(0, 1). Then let us consider the functions ψ and θ
as in 4.22. From Cψ ≤ ϕ we have

1

ϕ
≤ 1

C1ψ

hence 1
ψ
6∈ X(0, 1). Now, since θ∗∗ = 1

ψ
, we have that ‖θ∗∗‖Mψ = 1 and then,

by equivalence, θ ∈Mφ, concluding the proof.

This also leads to a characterization of spaces that are equivalent to
Marcinkiewicz spaces.

Corollary 4.24. Let X be a rearrangement invariant space with fundamental
function ϕ and let θ, ψ be the functions defined in 4.22. Then X is equivalent
to the Marcinkiewicz space if and only if θ ∈ X.

A distance formula between f ∈Mφ(Ω) and L∞(Ω) can be proven, gener-
alizing some results in [16]. This in particular gives an alternative description
of Mφ

b (Ω).

Proposition 4.25. [8] Let ϕ be a quasi-concave function that is continuous
at 0. Then for all f ∈Mφ(Ω) the following holds:

distMφ(f, L∞(Ω)) = lim sup
t→0+

(f ∗∗(t)ϕ(t)). (4.3)

Proof. In the following f will be a generic function of Mφ(Ω) and g a generic
function of L∞. Let us write [f ] for lim supt→0+(f

∗∗(t)ϕ(t)). This quantity
is easily seen to be subadditive, and one also has that

[g] ≤ lim sup
t→0+

(‖g‖∞ϕ(t)) = 0; (4.4)

as a consequence we obtain that [f + g] = [f ].
Now, we have [f ] = [f−g] ≤ ‖f−g‖Mφ for all f, g, so that [f ] ≤ distMφ(f, L∞).
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For the other inequality, we have that for every ε > 0 there is a δ ∈ (0, 1)
such that f ∗∗(t)ϕ(t) ≤ [f ] + ε for all t ∈ (0, δ). We define

fε(x) =

{
f(x) if f(x) < f ∗(δ)

0 if f(x) ≥ f ∗(δ).
(4.5)

We have that fε ∈ L∞ and (f − fε)
∗(t) = χ[0,δ](t)f

∗(t), so that

distMφ(f, L∞) ≤ ‖f−fε‖Mφ = sup
0<t<1

((f−fε)∗∗(t)ϕ(t)) = sup
0<t<δ

(f ∗∗(t)ϕ(t)) ≤ [f ]+ε,

(4.6)
where we used the fact that if f ∗(t) = 0 for t > t0 then f ∗∗(t)ϕ(t) ≤
f ∗∗(t0)ϕ(t0), which is easy to prove. As a consequence, we proved the equality
of the two quantities.

Now that we have this formula, we can show the following theorem.

Theorem 4.26. [8] Let ϕ be a quasi-concave function that is continuous at
0. Consider the functions g and ϕ defined in Lemma 4.22. Suppose there
exists a reflexive rearrangement-invariant space X(Ω) such that g ∈ X(0, 1)
and the fundamental function ϕX′ of the associate of X is continuous at 0.
Then the pair (Mφ

b (Ω),M
φ(Ω)) is an o-O pair satisfying assumption AP.

We are going to use a technical lemma for this theorem. A proof can be
found in [8].

Lemma 4.27. Let (Ω, µ) be a finite measure space. There exists a family of
set functions K = {ω : [0, µ(Ω)] → P(Ω)} such that:

• µ(ω(t)) = t for all ω ∈ K, t ∈ [0, µ(Ω)];

• 0 ≤ s < t ≤ µ(Ω) ⇒ ω(s) ⊂ ω(t) for all ω ∈ K;

• for every measurable subset E ⊂ Ω having positive measure there exists
ω ∈ K such that ω (µ(E)) = E.

Proof of Theorem 4.26. Proposition 4.23 insures that Mφ(Ω) embeds con-
tinuously into X(Ω), so we only need to focus on Y and L.
We will use the following representation formula for u∗∗:

f ∗∗(t) =
1

t
sup
|E|=t

ˆ
E

|f |. (4.7)

We can take as space Y the following:

Y =

{
u := {uω}ω∈K : ‖u‖Y := sup

ω∈K
‖uω‖L1 <∞

}
,
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where we take K as in Lemma 4.27. The corresponding space is a Banach
space. We then take L = {Lt : t ∈ (0, 1]}, where

Ltf :=

{
1

t
χω(t)ϕ(t)f(t)

}
ω∈K

, (4.8)

we have ‖f‖M(X(Ω),L) = ‖f‖Mφ , as required. It remains to check that L,
endowed with the induced topology from [0, 1], satisfies our hypotheses.
Compactness, σ-compactness and the Hausdorff separation property are im-
mediate from our choice for the topology, while boundedness of the operators
is a consequence of the continuous immersion of X in L1, which is a conse-
quence of the definition of Banach function norm.
We now need to prove the continuity of Tf : t 7→ Ltf for fixed f . We take
h > 0 and we consider the upper bound:

‖Lt+hf − Ltf‖Y = sup
ω∈K

∥∥∥∥fχω(t+h)ϕ(t+ h)

t+ h
−
fχω(t)ϕ(t)

t

∥∥∥∥ ≤

sup
ω

ˆ
ω(t)

∣∣∣∣ϕ(t+ h)

t+ h
− ϕ(t)

t

∣∣∣∣ |f(x)| dx+
+ sup

ω

ˆ
ω(t+h)\ω(t)

∣∣∣∣ϕ(t+ h)

t+ h

∣∣∣∣ |f(x)| dx ≤

h

t(t+ h)
ϕ(t)‖f‖L1 +

ϕ(t+ h)

t+ h
sup
ω

ˆ
ω(t+h)\ω(t)

|f(x)| dx ≤

h

t2
ϕ(t)‖f‖L1 +

ϕ(t)

t
‖f‖XϕX′(h)

where ϕX′ is continuous at 0 by assumption.
Concerning Assumption AP, let us first observe that since X(Ω) is a re-
flexive Banach function space, then L∞(Ω) is dense in X(Ω) (as a conse-
quence of [48, Corollary 6.4.6]). In particular, for f ∈ Mφ(Ω) ⊂ X(Ω)
there exists a sequence (gn)n∈N ⊂ L∞(Ω) ⊂ Mφ

b (Ω) such that gn → f in
X(Ω). By the continuous embedding of X(Ω) in L1(Ω), we can suppose,
up to a subsequence, that gn → f almost everywhere; let us denote by
V the (negligible) set where gn 9 f . Let us define the sequence hn =
min{g+n , f+}χ{f≥0} − min{g−n , f−}χ{f≤0}. It is easy to see that |hn| ≤ |f |.
Moreover we have

|hn − f | = |gn − f |χ{fgn>0}∩{|gn|≤|f |} + |f |χ{fgn<0} ≤ |gn − f |+ |f |χEn .

where En = {fgn < 0}. Denote Fn =
⋃+∞
k=nEk. Now, since gn(x) → f(x) for

any x ∈ Ω\V , for any x ∈ Ω\V we have that there exists a νx ∈ N such that
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for n ≥ νx x 6∈ En and then x 6∈ Fn. Hence Fn ↓ F where F ⊆ V . Thus we
have that En → ∅ almost everywhere. Now, by definition of Banach function
norm, we have

‖hn − f‖X ≤ ‖gn − f‖X + ‖fχEn‖X
and, since by [48, Corollary 6.4.6] X(Ω) = Xa(Ω), gn → f in X(Ω) and
En → ∅ almost everywhere, we have

lim sup
n→+∞

‖hn − f‖X ≤ lim
n→+∞

‖gn − f‖X + lim
n→+∞

‖fχEn‖X = 0

hence hn → f in X(Ω). Finally, since we have that |hn| ≤ |f |, we also obtain
by definition of Banach function norm ‖hn‖Mφ(Ω) ≤ ‖f‖Mφ(Ω) for any n ∈ N,
completing the proof.

4.3 Orlicz spaces
We now consider o-O structures for Orlicz spaces [49, 17], which are an
important class of rearrangement-invariant Banach spaces generalizing the
Lebesgue spaces.

Definition 4.28. A function A : [0,+∞[→ [0,∞[ is said to be a Young
function (also Orlicz function or N -function) if it is continuous, strictly in-
creasing and convex on [0,+∞).
Let (Ω, µ) be a finite measure space. The Orlicz modular ρA of A is the
function

ρA(f) =

ˆ
E

A(f) dµ f ∈ L1
loc(Ω)

The Orlicz space is the space

LA(Ω) =
{
f ∈ M0(Ω) | ∃λ > 0 : ρA(λ

−1f) <∞
}
.

For the rest of this section, without loss of generality, (Ω, µ) will be a
probability space, i.e. a measure space such that µ(Ω) = 1.

Example 4.29. • The simplest example of Orlicz space is with A(t) = tp

with 1 < p < ∞: in this case, LA(Ω) coincides with the usual Lp(Ω)
space.

• If |Ω| < ∞, another example is with a function A(t) that grows like
et
α asymptotically as t→ ∞, with α > 0: in this case the correspond-

ing space is the exponential space EXPα(Ω). One can show that this
definition does not depend on the function A.
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• If A(t) = tp(log+ t)β, with 1 < p < ∞ and β ∈ R, or p = 1 and β ≥ 0,
we obtain the Zygmund space Lp logβ L(Ω).

Remark 4.30. Most of the properties of an Orlicz space we are interested in
depend only on the behaviour of the behaviour of A at infinity. However
some properties, especially concerning the geometry of the space, depend on
the choice of equivalent norm (more details on the geometry of Orlicz spaces
can be found in [17]).

There are multiple equivalent norms that can be given to an Orlicz space:
the usual one is the Luxemburg norm:

‖f‖LA = inf
{
λ > 0 : ρA(λ

−1f) ≤ 1
}

Remark 4.31. We have that ‖f‖LA(Ω) ≤ 1 if and only if ρA(f) ≤ 1.

Proposition 4.32. [48] The space LA(Ω), endowed with the Luxemburg norm
‖ · ‖LA, is a rearrangement-invariant Banach function space. If A−1 denotes
the inverse function of A, the fundamental function of LA(Ω) is

ϕLA(t) =
1

A−1
(
1
t

) .
From an Orlicz function A one can construct a function related to it.

Definition 4.33. Let A be an Orlicz function. Then the function Ã(t) :=
infs>0(st− A(s)) is called the complementary function of A.

Proposition 4.34. [48] The complementary function Ã of A is an Orlicz
function. Moreover, up to equivalence of norms, LÃ(Ω) is the associate space
of LA(Ω).

This proposition gives an equivalent norm for LA.

Definition 4.35. Let A be an Orlicz function and let Ã be its complementary
function. The Orlicz norm of a function f ∈ LA(Ω) is defined as

‖f‖oLA = sup

{ˆ
E

fg : g ∈ LÃ(Ω), ‖g‖LÃ ≤ 1

}
= sup

{ˆ
E

fg : g ∈ LÃ(Ω), ρÃ(g) ≤ 1

}
The following facts are obvious consequences of this definition.
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Corollary 4.36. Let A be an Orlicz function and let Ã be its complementary
function. The associate space of LA(Ω), equipped with the Luxemburg norm,
coincides with LÃ(Ω), equipped with the Orlicz norm. In particular, the
following generalized Hölder inequality holds:

‖fg‖L1(Ω) ≤ ‖f‖LA(Ω)‖g‖oLÃ(Ω)
.

Corollary 4.37. Let A be an Orlicz function. The fundamental function of
LA(Ω), equipped with the Orlicz norm, is

ϕoLA(t) = tA−1

(
1

t

)
.

Some properties of an Orlicz space depend on the behaviour of its Orlicz
function A. Let us define the following.

Definition 4.38. An Orlicz function A satisfies the ∆2 condition (at infin-
ity), and we write A ∈ ∆2 if there exists T > 0 such that

sup
t>T

A(2t)

A(t)
<∞.

An Orlicz function A satisfies the ∇2 condition (we also write A ∈ ∇2) if its
complementary function Ã satisfies the ∆2 condition.

Proposition 4.39. [48] Let A be an Orlicz function satisfying ∆2. Then the
dual space of LA(Ω) coincides with its associate LÃ(Ω).
In particular, LA(Ω) is reflexive if and only if A ∈ ∆2 ∩∇2.

Since we are not interested in the reflexive case, our case of interest is with
A ∈ ∇2\∆2. To study what happens in this case, we introduce a subspace
of LA.

Definition 4.40. Let A be an Orlicz function. Then we define the Morse
space EA(Ω) as the set of all functions g ∈ LA(Ω) such that ρA(αg) <∞ for
all α > 0.

Proposition 4.41. [48] The subspace EA(Ω) of LA(Ω) coincides with the
space LAa (Ω) of all elements of LA(Ω) having absolutely continuous norm,
and with the closure LAb (Ω) of L∞(Ω) in LA(Ω).

Proposition 4.42. [48] Let A be an Orlicz function satisfying the ∆2 con-
dition. Then EA(Ω) = LA(Ω).



CHAPTER 4. REARRANGEMENT-INVARIANT SPACES 27

Proposition 4.43. [48] Let A be an Orlicz function. Then the dual space
of EA(Ω), equipped with the Luxemburg norm induced by LA(Ω), is LÃ(Ω),
equipped with the Orlicz norm.

We now need an equivalent norm for LA(Ω) defined using a supremum.
As we saw before, EXP (Ω) admits an equivalent Marcinkiewicz type norm.
Inspired by this fact, in [6] we looked for a criterion that tells us when an
Orlicz space admits an equivalent Marcinkiewicz norm.

Proposition 4.44. [6, Theorem 1] Let A be an Orlicz function and let us
denote by α(t) the fundamental function of LA, i.e.

α(t) =
1

A−1(1/t)

The following statements are equivalent.

i. 1/α(t) = A−1(1/t) ∈ LA(0, 1), i.e. there exists β > 0 such that
ˆ 1

0

A

(
βA−1

(
1

t

))
<∞;

ii. f ∈ LA(Ω) if and only if ‖f‖Mα <∞, i.e. LA(Ω) =Mα(Ω);

iii. f ∈ LA(Ω) if and only if the quasinorm |f |MA := sup0<t≤1 α(t)f
∗(t) is

finite;

iv. The quasinorm | · |MA and the norms ‖ · ‖LA and ‖ · ‖Mα are equivalent;
more precisely there exist constants c1, c2 > 0 such that

c1|f |Mα ≤ c1‖f‖Mα ≤ ‖f‖LA ≤ c2|f |Mα ≤ c2‖f‖Mα

for all f ∈ LA(Ω).

Proof. i.⇒ii. Since ‖f‖Mα ≤ ‖f‖LA , we only need to prove that f ∈ Mα ⇒
f ∈ LA. Let λ > 0. If we divide by λ and then apply the modular ρA to
both sides of the inequality

f ∗∗(t) ≤ A−1

(
1

t

)
‖f‖MA

we get ˆ
Ω

A(λ−1f ∗∗(t)) ≤
ˆ
Ω

A

(
λ−1A−1

(
1

t

)
‖f‖Mα

)
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which by i. implies that f ∗∗, and therefore f ∗, belongs to LA(0, 1), and by
the Luxemburg representation theorem f ∈ LA(Ω).
ii.⇒iii. Immediate consequence of the inequality f ∗ ≤ f ∗∗.
iii.⇒i. Using approximations by simple functions, one obtains that there is
a function f ∈ LA(Ω) such that f ∗ = α, which implies i.
iii.⇒iv. The inequality ‖f‖Mα ≤ ‖f‖LA is well known, so that one can always
take c1 = 1. On the other hand, we can write

‖f‖LA(Ω) = ‖f ∗‖LA(0,1) =
∥∥∥∥f ∗(t)α(t)

α(t)

∥∥∥∥
LA(0,1)

≤
∥∥∥∥A−1

(
1

t

)∥∥∥∥
LA(0,1)

|f |Mα

≤
∥∥∥∥A−1

(
1

t

)∥∥∥∥
LA(0,1)

‖f‖Mα

so that we can take c2 = ‖A−1(1/t)‖LA(0,1).
iv.⇒ii. Trivial.

Using this criterion, we can just use the results from the previous section
to show

Theorem 4.45. [6] Let A be an Orlicz function satisfying the conditions of
Proposition 4.44 and such that

lim inf
t→∞

A(t)

tp
= +∞

for some p > 1. Then the pair (EA(Ω), LA(Ω)) forms a o-O pair.

Remark 4.46. The condition that

lim inf
t→∞

A(t)

tp
= +∞

is there to exclude some Orlicz functions that exhibit both growth faster than
all polinomials and slower than every power tp with p greater than one: for
example, one can construct counterexamples by alternating an exponential
behaviour and a linear behaviour. Of course, the theorem still holds if we can
find a reflexive space X, not necessarily of the form Lp such that LA ↪→ X.

Corollary 4.47. Let A be an Orlicz function satisfying the assumptions of
Theorem 4.45 and let α(t) = 1

α(1/t)
, where a is the inverse function of A.

Then EA, equipped with the Marcinkiewicz norm ‖ · ‖Mα, is M-embedded in
LA.
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Remark 4.48. The property of EA being M -embedded in LA depends on
the norm chosen: it is known that EA is M -embedded when you use the
Luxemburg norm [49], but this is not the case if you endow it with the Orlicz
norm [18].

4.3.1 Examples
In the following, for an Orlicz function A we will denote by a its inverse
function and by α the function α(t) = 1

α(1/t)
. Let us also introduce the

following growth condition.

Definition 4.49. An Orlicz function A is said to satisfy the ∆0 condition,
and we write A ∈ ∆0, if there exists λ > 1 such that

lim inf
t→∞

A(λt)

A(t)
= +∞.

It is not hard to show that a ∆0 function A satisfies

lim inf
t→∞

A(t)

tp
= +∞

for all p > 0. Let us show a result covering a large class of functions.

Proposition 4.50. Let A be an Orlicz function with growth of the form
eν(t), where ν is a convex function. Then A satisfies the ∆0 condition and
a(1/t) ∈ LA(I0). In particular, they satisfy the assumptions of Theorem 4.45

Proof. For simplicity we will do our calculations with the function A(t) =
eν(t) − 1. The ∆0 condition easily follows from the inequality

A(kt) = eν(kt) − 1 ≥ ekν(t) − 1

for any k > 1 and ν(t) → +∞ as t→ +∞.
Now observe that, since A is an Orlicz function, ν(0) = 0 and ν is strictly
increasing. Moreover for any r > 0

eν(r/2) ≤
√
eν(r) ≤ eν(r)√

eν(r) − 1
,

since ν(r/2) ≤ ν(r)/2. Since ν is convex, it is also derivable a.e., so let r be
such that ν ′(r) and ν ′(r/2) both exist. For such r we have ν(r/2) ≤ ν ′(r),
and if we combine this with (4.3.1) we get

1

2
ν ′
(r
2

)
eν(r/2) ≤ 1

2

ν ′(r)eν(r)√
eν(r) − 1

.
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Integrating this inequality in the interval [0, r], applying first the logarithm
and then ν−1 we obtain

r

2
≤ ν−1

(
log
(√

eν(r) − 1 + 1
))

.

Now, for any t > 0, consider r = a(1/t) = ν−1(log(1 + 1/t)) to obtain

1

2
a

(
1

t

)
≤ ν−1

(
log

(√
1 +

1

t

))
= a

(√
1

t

)
and then applying A we finally have

A

(
1

2
a

(
1

t

))
≤
√

1

t

hence t 7→ a(1/t) ∈ LA(0, 1).

Observe that A(t) = et − 1, which is the Orlicz function defining EXP ,
falls in this case, together with the functions A(t) = et

α − 1 for α > 1, as
well as functions that grow asymptotically as Aeet or more general nested
exponentials.
However, Orlicz functions with asymptotic growth A(t) = exp

(
log1+ε(t)

)
,

with ε > 0, do not fall in the previous cases. For these we can show the
following Proposition.

Proposition 4.51. Let A be the Orlicz function with asymptotic growth
A(t) = exp

(
log1+ε(t)

)
, with ε > 0. Then A satisfies the ∆0 condition and

a(1/t) ∈ LA(I0).

Proof. It is easy to prove that A satisfies the ∆0 conditon. To study this
case, one can consider the change of variable t = 1/s, by which the condition
a(1/t) ∈ LA(I0) is shown to be equivalent to the existence of a k > 1 such
that ˆ 1

0

A

(
1

k
a

(
1

s

))
ds =

ˆ +∞

1

1

t2
A

(
1

k
a(t)

)
dt < +∞.

Let us study the case in which ε ∈ (0, 1). We have

a(t) ' exp
(
log

1
1+ε (t)

)
,

where the symbol ' means we are considering functions with the same
asymptotic behaviour at +∞, and then, after some calculations

A

(
1

k
a(t)

)
' t exp

(
−(1 + ε) log

ε
1+ε (t)

)
.
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This asymptotic equivalence follows from Taylor expansion of t 7→ (1 + t)1+ε

near 0 up to the second order term.
Since for t large enough

e(1+ε) log
ε

1+ε t ≥ logp t

for any p > 1, we obtain
ˆ +∞

1

1

t2
A

(
1

k
a(t)

)
dt < +∞.

A similar argument works for ε > 1 by considering a Taylor expansion of
higher order.

Other interesting cases are covered by the following Proposition.

Proposition 4.52. Let A be a Young function of the form eν(t) − 1 where ν
is a definitely derivable concave function such that

• for any p > 1

lim
t→+∞

ν(t)

logp t
= 0;

•
lim
t→+∞

ν(t)

log t log log t
= +∞;

• there exists a M1 > 0 such that
ˆ +∞

M1

1

tν(t)
dt < +∞.

Then a(1/t) ∈ LA(I0).

Proof. To work with this case let us also notice that, because of the regularity
properties of A, the condition a(1/t) ∈ LA(I0) is equivalent to the existence
of a k > 1 such that (by using the change of variables t = a(1/s))

ˆ +∞

a(1)

A′(t)A(t/k)

A2(t)
dt =

ˆ +∞

a(1)

(log(A(t)))′
A(t/k)

A(t)
dt < +∞. (4.9)

Notice that this condition can be verified quite easily since a appears in this
formula only as integration extrema. Also, since A is sufficiently regular
(in particular definitively derivable), it is also possible to replace A with a
(sufficiently regular) function that is asymptotically equivalent to it.
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In our case, from Equation (4.9), we only need to show that there exist a
M > 0 and a k > 1 such that

ˆ +∞

M

ν ′(t)eν(t/k)−ν(t)dz < +∞.

To do this, let us observe that, by Lagrange theorem and the fact that ν ′ is
decreasing, we obtain

ˆ +∞

M

ν ′(t)eν(t/k)−ν(t)dz ≤
ˆ +∞

M

elog(ν
′(t))−ν′(t)(1− 1

k)tdz.

Hence, taking α = 1− 1/k, our aim is to show that there exists a α ∈ (0, 1)
such that

log(ν ′(t))− αν ′(t)t ≤ − log t− log(ν(t))

that is to say
αtν ′(t) ≥ log(tν(t)ν ′(t)).

Now, if we apply l’Hopital rule to the growth conditions we can infer that, for
t > M (with M > 0 large enough), tν ′(t) ≥ 4 log log t and log2 t ≥ tν(t)ν ′(t),
so that

1

2
tν ′(t) ≥ log(tν(t)ν ′(t))

that leads to
ˆ +∞

M

ν ′(t)eν(
t
k)−ν(t)dt ≤

ˆ +∞

M2

elog(ν
′(t))−ν′(t)(1− 1

k)tdt ≤
ˆ +∞

M2

1

tν(t)
dt < +∞.

With this result in mind, we can show the following result.

Proposition 4.53. Let A be an Orlicz function with asymptotic growth
elog(t) log

p(log(t)), with p > 0. Then A satisfies the ∆0 condition, and a(1/t) ∈
LA(I0) if and only if p ≥ 1.

Proof. Let us first observe that for any k 6= 1 we have

A(t/k)

A(t)
' e− log k logp log t.

In particular for k < 1 we have limt→+∞
A(t/k)
A(t)

= +∞, so the ∆0 condition is
still satisfied.
Now observe that for p > 1 we are under the hypotheses of the previous
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proposition, hence we only need to check the case in which p ∈ (0, 1].
In general we have

(log(A(t)))′ ' logp log t

t

(
1 +

1

log log t

)
hence it is easy to check that for p = 1, k > e and for some M > 0

ˆ +∞

M

(log(A(t)))′
A(t/k)

A(t)
dt < +∞.

Instead for p ∈ (0, 1), we know that

lim
t→+∞

log log t

logp log t
= +∞

hence for any k > 1 there exists a M > 0 such that for any t > M

log log t ≥ log k logp log t.

Hence we have, for t > M :

log(A(t))′
A(t/k)

A(t)
' logp log t

t
e− log k logp log t ≥ logp log t

t log t

and finally ˆ +∞

M

log(A′(t))
A(t/k)

A(t)
dt = +∞.



Chapter 5

Oscillation-type spaces

5.1 Lipschitz spaces
An important class of functions is the class of Lipschitz functions [57].

Definition 5.1. Let (S, d) a metric space. We define the space of Lipschitz
functions on (S, d) as

Lip(S, d) =

f : S → R | sup
x,y∈S
x ̸=y

|f(x)− f(y)|
d(x, y)

<∞

 .

If f ∈ Lip(S, d), the constant [f ]Lip := L = sup
x,y∈S
x ̸=y

|f(x)−f(y)|
d(x,y)

is called the

Lipschitz constant of f .

The quantity [·]Lip is a seminorm that can be made into a norm in two
main ways:

• the first way is to only consider functions that take the value 0 at a
prescribed point, that we denote by 0: this way [f ]Lip becomes a norm
in the space that we denote by Lip0(S, d);

• the second way is to consider the norm ‖f‖Lip := max {[f ]Lip, ‖f‖L∞}:
this way, the space Lip(S, d) becomes a Banach space. Note that this
case can be reduced to the first one by adding an artificial point having
distance 1 from every other point, and imposing the condition f = 0
at this point.

34
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We will mainly consider the second approach.
We define the following subspace of Lip(S, d):

lip(S, d) =

u ∈ Lip(S, d) : lim sup
ε→0

sup
x,y∈S
d(x,y)≤ε

ε−1|u(x)− u(y)| = 0

 .

If S ⊂ RN and d = dE is the Euclidean distance, one finds that lip(S, d)
contains only constant functions; however, if we consider d = dαE with α ∈
(0, 1) we have that Lip(S, dE) ⊂ lip(S, dαE).
We denote by M(S, d) the space of all signed Borel measures on (S, d) having
bounded total variation. This space can be made into a Banach space when
equipped with the total variation, which defines a norm on M(S, d). This
norm, however, does not have any correlation with the distance d: for any
two distinct points x, y of S we have ‖δx − δy‖ = |δx − δy| (S) = 2. One
can however define another norm on M(S, d), inspired by optimal transport
theory, that is connected to the distance. If M0(S, d) denotes the elements
ν of M(S, d) such that ν(S) = 0, we define, for ν ∈ M0(S, d), the quantity

‖ν‖0KR = inf

{ˆ
S×S

d(x, y) dΨ(x, y)

}
,

where Ψ varies among all finite signed Borel measures on (S×S, d× d) such
that Ψ(S × F ) − Ψ(F × S) = ν(F ) for all Borel subsets F of S, and for
µ ∈ M(S, d) the quantity

‖µ‖KR = inf
ν∈M0(S,d)

(
|µ− ν|(S) + ‖ν‖0KR

)
.

For example, we have that ‖δx − δy‖0KR = d(x, y) (while ‖δx − δy‖KR =
min{2, d(x, y)}) and ‖δz‖KR = 1. The quantity ‖ · ‖KR defines a norm
on M(S, d), however the space (M(S, d), ‖ · ‖KR) is not complete: we can
consider the completion Mc(S, d) with respect to this norm. This norm is
connected to Lipschitz spaces through the following results.

Proposition 5.2. [37, 38, 39] Let (S, d) be a compact metric space. The topo-
logical dual of the normed vector space M(S, d), endowed with the Kantorovich-
Rubinstein norm, coincides with Lip(S, d), via the duality

〈·, ·〉M(S,d) : (f, µ) ∈ Lip(S, d)×M(S, d) 7→
ˆ
S

f dµ.

This identification is an isometry if Lip(S, d) is endowed with the norm ‖·‖Lip.
Moreover, we have (M0(S, d))

∗ ' Lip0(S, d) (this result is independent from
the choice of the distinguished point 0).
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Proposition 5.3. [30] Let (S, d) be a compact metric space. The following
are equivalent:

• The dual of lip(S, d) can be identified with the completion Mc(S, d) of
M(S, d), via the duality defined for g ∈ lip(S, d) and µ ∈ M(S, d) by

〈µ, g〉lip(S,d) =
ˆ
S

g dµ

and extended on Mc by continuity.

• (Assumption H) For any f ∈ Lip(S, d), A a finite subset of K and
C > 1 real constant, there exists a function g ∈ lip(S, d) such that
g|A ≡ f |A and ‖g‖ ≤ C‖f‖.

Remark 5.4. One can show that euclidean distance deucl on a compact sub-
set K of RN does not satisfy Assumption H: indeed, the space lip(K, deucl)
becomes trivial in this case. However, if one considers the distance dα(x, y) :=
(deucl(x, y))

α, where α ∈ (0, 1), and the corresponding (Hölder) spaces C0,α(K) =
Lipα(K) := Lip(K, dα) and c0,α(K) = lipα(K) := lip(K, dα) one obtains that
Assumption H is satisfied and (c0,α)∗∗ ' C0,α.

Assumption H is actually equivalent to an approximation property in
Lip(S, d): for any function f ∈ Lip(S, d) we can find a sequence of functions
in a suitable subspace that pointwise converges towards f . This property will
take the role of Assumption AP in proving the o-O structure of (lip, Lip).

Proposition 5.5. [5] Let us suppose Assumption H holds. Let f ∈ Lip(S, d).
There is a sequence {fn}n∈N ⊂ lip(S, d) pointwise converging to f and such
that supn∈N ‖fn‖1 ≤ ‖f‖1.

Proof. Since S is totally bounded, it can be covered by a finite number of balls
of radius 1, so let’s call A0 the set of centers of these balls. Suppose now that
we have defined the set An and consider the set Kn+1 := S\

⋃
x∈An B2−n−1(x).

Since Kn+1 is a compact and thus totally bounded subset of S, it can be
covered by balls of radius 2−n−1, so if we denote by Bn+1 the corresponding
set of centers, we can take An+1 := An ∪ Bn+1. This ensures that every
point of S has distance less that 2−n from the points in An. We also take
Cn := 1 + 1

n+1
.

Let gn be the function from Assumption H obtained by considering A = An
and C = Cn and define fn := gn

Cn
∈ lip(S, d). We have that ‖fn‖α ≤ ‖f‖α, so

the only thing that’s left to show is the pointwise convergence, which implies
weak convergence in X. We notice that, by definition of fn, it is enough to
show that gn → f pointwise. If we define A∞ :=

⋃
n∈NAn we see that A∞ is
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dense and for all x ∈ A∞ the sequence gn(x) eventually becomes constantly
equal to f(x). By using the Lipschitz property we can easily extend the
pointwise convergence to the whole S.

We now need to find a good candidate for the reflexive space X. This is
given by a class of fractional Besov spaces, under additional assumptions on
(S, d).

Definition 5.6. We say that a metric space (S, d) has the doubling condition
if there exists a positive integer C such that any ball B can be covered by at
most C balls having half the radius.
A Borel measure µ on a metric space (S, d) is said to have the doubling
condition if

(i) there exist two balls B1, B2 such that µ(B1) > 0 and µ(B2) < +∞;

(ii) there exists a constant C > 0 such that

µ(B2r(x)) ≤ Cµ(Br(x)) (5.1)

for all x ∈ S and all r > 0. The space (S, d, µ) is said to be a doubling
metric measure space. A measure µ that satisfies (i) is said to be non-
degenerate. Condition (ii) is called doubling condition and the constant
C is called doubling constant.

Definition 5.7 ([29]). Let (S, d, µ) be a doubling measure space. The Besov
space of parameters s ∈ (0, 1) and p, q ∈ [1,∞) on (S, d, µ) is the space

Bsp,q(S, d, µ) =
{
f : K → R : f ∈ Lp(S, µ) and

[f ]Bsp,q :=

 +∞ˆ

0

dr

r

[ˆ
S

 
Br(x)

|f(x)− f(y)|p

rsp
dµ(y) dµ(x)

]q/p1/q

< +∞
}
.

It is a Banach space when endowed with the norm

‖f‖Bsp,q = ‖f‖Lp + [f ]Bsp,q .

Lemma 5.8. Let (K, ρ) be a compact doubling metric space and µ a doubling
measure on it. Then there exist two constants C,Q > 0 such that

µ(Br(x)) ≥ CrQ.
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It can be shown that the Besov space Bsp,p is separable, and it is reflexive
when p > 2. We also need an embedding result for this space (see e.g. [5]).

Proposition 5.9. Let (S, d, µ) be a doubling compact metric measure space
and p > Q

s
, with Q as in Lemma 5.8 Then Bsp,p(S, d, µ) embeds continuously

in L∞.

Proposition 5.10. [5] Consider α ∈ (0, 1]. Then the space Lipα(S, d) con-
tinuously embeds in Bsp,p for s ∈ (0, α) and p ∈ [1,+∞).

Proof. To prove that Lipα(S, d) embeds continuously in X, it is necessary to
assume s < α.
Indeed, if so, assume that C = ‖f‖1. Then ‖f‖Lp ≤ ‖f‖L∞ ≤ C and[ˆ +∞

0

dr

r

ˆ
K

 
Br(x)

|f(x)− f(y)|p

rsp
dµ(y) dµ(x)

]1/p
≤

≤
[ˆ D

0

1

r
Cpr(α−s)pdr +

ˆ +∞

D

2Cp dr

r1+sp

]1/p
≤ kC

where in the first integral the idea was using the fact that C bounds the
Lipschitz constant, while in the second one the fact that C bounds the L∞

norm of f was used.

Now we are ready to prove that (lip, Lip) form an o-O structure.

Theorem 5.11. [5] Let (S, d, µ) be a doubling compact metric measure space.
Then the pair (lip(S, d), Lip(S, d)) exhibit a o–O structure if and only if
Assumption H holds. Supposing that Assumption H holds, as a consequence
we have the following properties:

• (lip(S, d))∗∗ ' Lip(S, d) isometrically;

• for f ∈ Lip(S, d) the following distance formula holds:

distLip(S,d)(f, lip(S, d)) = lim sup
d(x,y)→0

|f(x)− f(y)|
d(x, y)

; (5.2)

• lip(S, d) is an M-ideal in Lip(S, d), that is

(Lip(S, d))∗ ' (lip(S, d))∗ ⊕1 (lip(S, d))
⊥, (5.3)

• (lip(S, d))∗ is the strongly unique predual of Lip(S, d).
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Proof. First we choose the reflexive and separable space to beX = Lip(S, d)
Bsp,p ,

with s ∈ (0, 1) and p > max{Q/s, 2}, with Q taken as in Lemma 5.8.
As Banach space Y let us choose R×R, endowed with the `∞ norm, i.e.
‖(x, y)‖R×R = max{|x|, |y|}.
Our family of operators will be the following:

L =

{
Lx,y,z : f ∈ X 7→

(
f(x)− f(y)

d(x, y)
,
d(x, y)

D
f(z)

)
∈ R×R, x, y, z ∈ S, x 6= y

}
,

where D = diamS = supx,y∈S d(x, y). It is clear that these operators are
linear.
If we set V := S2\Diag(S2), we can give L the product topology of V × S,
where on V we have the trace topology induced by the topology on S2. In
the following we will identify L with W := V × S.
Since S is a compact metric space, it is σ-compact, locally compact, Hausdorff
and separable and so is also V . These properties easily transfer to L, being it
a product space. In particular an exhaustive sequence Sn of compact subsets
of L is given by

Sn =

{
(x, y) ∈ S2 : d(x, y) ≥ 1

n

}
hence taking the limit as L→ ∞ is equivalent to taking the limit as d(x, y) →
0. Now we need to show the continuity of the maps Tf : L ∈ L 7→ L(f) ∈
R×R for f ∈ X. We notice that it is enough to prove this for f ∈ Lip(S, d),
since we can use a diagonal argument, combined with the boundedness of
the operators themselves, to extend this to the whole X.
This is easy because (xn, yn, zn) → (x, y, z) as n goes to infinity implies
d(xn, yn) → d(x, y) and d(zn, z) → 0, so using the continuity of f and d we
easily obtain

max

{∣∣∣∣f(xn)− f(yn)

d(xn, yn)
− f(x)− f(y)

d(x, y)

∣∣∣∣ , ∣∣∣∣d(xn, yn)D
f(zn)−

d(x, y)

D
f(z)

∣∣∣∣}→ 0

proving that Tf is continuous for any f ∈ Lip(S, d).
It is easy to observe that

sup
(x,y,z)∈W

‖Lx,y,zf‖R×R = sup
(x,y,z)∈W

max

{∣∣∣∣f(x)− f(y)

d(x, y)

∣∣∣∣ , d(x, y)D
|f(z)|

}
= max{[f ]1, ‖f‖∞} = ‖f‖1 ,

Concerning the continuity of Lx,y,z, let us recall, from Proposition 5.9, that
there exists a constant C such that ‖f‖Bsp,p ≥ C ‖f‖L∞ . Hence we have

|f(x)− f(y)|
d(x, y) ‖f‖Bsp,p

≤ 2

Cd(x, y)
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while
d(x, y)|f(z)|
D ‖f‖Bsp,p

≤ d(x, y)

CD
,

thus Lx,y,z : X → R×R is a bounded linear operator.
Finally let us observe that we have shown that, supposed that Assumption H
holds, for any f ∈ Lip(S, d) there exists a sequence {fn}n∈N ⊂ lip(S, d) such
that fn → f point-wise and supn∈N ‖fn‖1 ≤ ‖f‖1, hence, by Banach-Alaoglu
theorem, we can extract a subsequence of fn that weakly converges to f in
X, concluding the proof of one implication.
Concerning the other implication, let us suppose that the o–O structure
holds. Then we know that (lip(S, d))∗∗ ' Lip(S, d) isometrically. However, in
[30] it is shown that such isometry is equivalent to Assumption H, concluding
the proof.

Remark 5.12. A proof of Theorem 5.11 without the requirement of the dou-
bling property of the space was found in [58], using a different space X.

We can give many examples of metric spaces that satisfy assumption H.

Proposition 5.13. [30] Let (S, d) be a compact metric space and ω : [0,∞) →
[0,∞) be a quasiconcave function such that limt→0 ω(t) = limt→0 t/ω(t) = 0.
Then (S, ω(d)) is a compact metric space satisfying Assumption H.

Remark 5.14. If (S, d) is doubling, it is not hard to see that (S, ω(d)) is also
doubling.

In particular, we recover the case dα, corresponding to ω(t) = tα.

5.1.1 Arens-Eells space and atomic decomposition
We can give a result on an incomplete atomic decomposition of M(S, d)
(since the space is not complete). This result easily extends to an atomic
decomposition of (M(S, d))c

Proposition 5.15. [5] Let (S, d) be a compact metric space satisfying the
assumptions of Theorem 5.11 and let µ ∈ M(S). Then there exist a sequence
of atomic measures (µn)n∈N ⊂ M(S) with card(supp(µn)) ≤ 3 and a sequence
(γn)n∈N ∈ `1(R) with γn ≥ 0 such that

µ =
+∞∑
n=1

γnµn
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where the convergence is intended in the Kantorovich-Rubinstein norm. More-
over there is C > 0 such that

C
+∞∑
n=1

γn ≤ ‖µ‖KR ≤
+∞∑
n=1

γn (5.4)

Proof. Let {xn}n∈N, {yn}n∈N and {zn}n∈N be three dense sequences in S such
that xm 6= yn for all m,n ∈ N. Applying remark 3.5 to Theorem 5.11 we can
obtain (lip(S, d))∗ is spanned by the functionals

Lm,n,p,λ : f ∈ lip(S, d) 7→ λ
f(xm)− f(yn)

d(xm, yn)
+ (1− λ)

f(zp)d(xm, yn)

diamS

with m,n, p ∈ N and λ ∈ [0, 1]∩Q. These functionals can be identified with

λ
δxm − δyn
d(xm, yn)

+ (1− λ)
δzpd(xm, yn)

diamS
, (5.5)

which easily implies our result.

Since the atomic decomposition does not require the space E0 to be non-
trivial, we can show this result in cases where Assumption H does not hold. In
particular, we can show the following results about Lip(K, deucl) and M(K),
where K is a compact subset of RN .

Proposition 5.16. [7] Let K ⊂ RN be a compact set. There exists a constant
C ∈ (0, 1) such that for any functional µ ∈ M0(K)c there exists a sequence
(αj)j∈N ∈ `1(R) such that

µ =
+∞∑
j=1

δxj − δyj
|xj − yj|

αj,

where the series converges in KR0, and

C

+∞∑
j=1

|αj| ≤ ‖µ‖KR0
≤

+∞∑
j=1

|αj|, (5.6)

where the sequences (xj)j∈N and (yj)j∈N are defined in Lemma ??. Moreover,
the sequence of δ-atoms (µj)j∈N ⊂ M0(K) defined as

µj =
δxj − δyj
|xj − yj|

spans M0(K)c, with ‖µj‖KR0
= 1 for any j ∈ N. In particular, the δ-atoms

µj are dipoles, hence have support of cardinality exactly 2.
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Proposition 5.17. [7] Let K ⊂ RN be a compact set. There exists a constant
C ∈ (0, 1) such that for any functional µ ∈ M(K)c there exists a sequence
((α1

j , α
2
j ))j∈N ∈ `1(R2) such that

µ =
+∞∑
j=1

(
δxj − δyj
|xj − yj|

α1
j + δxjα

2
j

)
,

where the series converges in KR, and

C

+∞∑
j=1

(|α1
j |+ |α2

j |) ≤ ‖µ‖KR ≤
+∞∑
j=1

(|α1
j |+ |α2

j |), (5.7)

where the sequences (xj)j∈N and (yj)j∈N are defined in Lemma ??. In partic-
ular, the sequence of δ-atoms (µj)j∈N ⊂ M(K) defined as

µj =

{
δxk−δyk
|xk−yk|

j = 2k − 1

δxk j = 2k
(5.8)

spans M(K)c, and ‖µj‖KR ≤ 1 for any j ∈ N.

Remark 5.18. There are other representations of the predual of Lip, known in
literature as the Lipschitz-free space or the Arens-Eells space. For example,
in [13] and in [28] the predual of Lip0(S) is characterized, for S ⊆ RN ,
as the quotient of L1(S;RN) modulo its elements having null distributional
divergence. For these spaces, a result of atomic decomposition also holds,
with different atoms from M(S).

5.2 BMO(s) spaces
Definition 5.19. [52] Let 1 ≤ s < ∞. A function f ∈ L1(Q0) belongs to
the space BMO(s)(Q0) if the quantity

[f ]s = sup
1≤p<∞

sup
Q⊂Q0

p−1/s

( 
Q

|f(x)− fQ|p dx
)1/p

is finite.

Again, as in the BMO and B cases, the quantity [f ]s is a seminorm,
which becomes a norm if we identify functions modulo constants.
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Remark 5.20. If s = 1, we obtain by Corollary 3.10 that BMO(s)(Q0) =
BMO(Q0), with equivalence of seminorms. Moreover, if we extend the defi-
nition to the case s = ∞, we recover that BMO(∞)(Q0) = L∞(Q0):

sup
1≤p<∞

sup
Q⊂Q0

( 
Q

|f(x)− fQ|p dx
)1/p

= lim
1≤p<∞

sup
Q⊂Q0

p−1/s

( 
Q

|f(x)− fQ|p dx
)1/p

= sup
Q⊂Q0

‖f − fQ‖L∞(Q)

Just like for BMO, it is possible to define a vanishing subspace

Definition 5.21. Let 1 ≤ s < ∞, f ∈ L1(Q0) and Q ⊂ Q0 a cube. We
define the quantity

[f ]s,Q := sup
1≤p<∞

p−1/s

( 
Q

|f(x)− fQ|p dx
)1/p

.

We say that a function g ∈ L1(Q0) belongs to VMO(s)(Q0) if

lim sup
ε→0

sup
Q⊂Ω
|Q|≤ε

[g]s,Q = 0.

Just like for BMO(s), VMO(1) coincides with VMO. However, if we
extend the definition to s = ∞, the corresponding space is trivial.
The main motivation for the introduction of the spaces BMO(s) in [52] is their
relation to the spaces Xs, introduced in the same paper and later expanded
upon in [1, 2].

Definition 5.22. Let 1 < q ≤ 2 and 1 ≤ s <∞. A (q, s)-atom is an Lq(Q0)
function a such that:

1. supp(a) ⊆ Q for some cube Q;

2.
´
Q
a(x) dx = 0;

3. ‖u‖Lq(Q) ≤ (q′)−1/s|Q|−1/q′ .

A function f ∈ L1
loc(Q0) belongs to the space Xs(Q0) if there exists a sequence

λ = {λj}j∈N ∈ `1 and there exist (qj, s) atoms aj, with qj possibly varying
with the index j, such that f(x) =

∑
j∈N λjaj(x) almost everywhere.

This family spans from the Hardy space H1, for s = 1, to L1
0(Q0) ={

f ∈ L1(Q0) :
´
Q0
f = 0

}
for s→ ∞. The relation between BMO(s) and Xs

is the following.
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Proposition 5.23. [52, 2] Let 1 ≤ s < ∞. Then the dual space of Xs is
isomorphic to BMO(s)/R, via the duality

〈f + R, u〉Xs =
ˆ
Q0

fu.

This result actually holds for s = ∞ as well. This implies an atomic
decomposition formula for L1:

Theorem 5.24. [1] A function f ∈ L1
loc(Q0) belongs to L1(Q0) if and only

if there exists a sequence {qj}j∈N with 1 < qj ≤ 2, a sequence {aj}j∈N of
functions such that aj is a qj-atom and a sequence {λj}j∈N0 of real numbers
such that

f(x) = λ0 +
∑
j∈N

λjaj(x)

holds almost everywhere.

There are many equivalent seminorms in BMO(s).

Lemma 5.25. Let (Ω, µ) be a probability space and let α > 0. Then the
quantity

|f |α := sup
1≤p<∞

‖f‖Lp(Ω)

pα

defines an equivalent norm in EXP1/α(Ω).

Definition 5.26. We consider the case α = 1 for simplicity. The other cases
are similar. Let us recall Stirling’s formula:

lim
n→∞

√
2πn

(
n
e

)n
n!

= 1.

We are going to use this in the form of the inequality (for n > 0)

Cn! ≤
√
2πn

(n
e

)n
≤ n!,

where in particular we can take C =
√
2πe−1 ∼ 0.922 Together with the

Taylor expansion for the exponential, this gives

Cex ≤ 1 +
∞∑
n=1

(ex)n

nn
√
2πn

≤ ex

and, using dominated convergence and monotone convergence, the inequality

C

ˆ
Ω

e|f(x)| dx ≤ 1 +
∞∑
n=1

en

nn
√
2πn

ˆ
Ω

|f(x)|n dx ≤
ˆ
Q0

e|f(x)| dx
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for every measurable function f . If f ∈ L1
loc(Q0) satisfies |f |1 < ∞, we have

that ˆ
Ω

1

nn

(
|f(x)|
λ|f |1

)n
dx ≤ λ−n

and therefore
ˆ
Ω

e
|f(x)|
λ|f |1 ≤ C−1

(
1 +

∞∑
n=1

en√
2πnλn

)
λ→+∞−→ C−1,

so that for some constant c > 0 we have ‖f‖EXP ≤ c|f |1. On the other hand,
we have

2 ≥
ˆ
Q0

e
|f(x)|

∥f∥EXP ≥ 1+
∞∑
n=1

en√
2πn

ˆ
Ω

|f(x)|n

nn‖f‖nEXP
dx ≥ 1+

1√
2π

ˆ
Ω

1

nn

(
2|f(x)|
‖f‖EXP

)n
dx

and therefore

‖f‖Lp
p

≤ 2
‖f‖L⌈p⌉

dpe
≤ (2π)

1
2⌈p⌉‖f‖EXP ≤ 2π‖f‖EXP ,

where dpe denotes the smallest integer that is larger or equal to p.

Corollary 5.27. The quantity

{f}s := sup
Q⊂Q0

‖f − fQ‖EXPs

is equivalent to [f ]s.

Corollary 5.27, together with paragraph 4.3, imply that, after some com-
putation, the quantity

sup
Q⊂Q0

sup
E⊂Q

 
E

|u(x)− uQ| dx

log1/s
(
e|Q|
|E|

)
and the quasinorm

Ns(u) := sup
Q⊂Q0

sup
0<t≤|Q|

((u− uQ)χQ)
∗(t)

log1/s
(
e|Q|
t

) (5.9)

are equivalent to [u]s. We can use these quantities to show a version of the
John-Nirenberg inequality for BMO(s)(Q0).
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Proposition 5.28. There exist two constants c1, c2 such that for every u ∈
BMO(s)(Q0) and every cube Q ⊂ Q0 we have

|{x ∈ Q : |u(x)− uQ| > λ}| ≤ c1 exp

(
−c2

(
λ

[u]s

)s)
|Q|. (5.10)

Proof. By using the quasinorm (5.9), we see that u ∈ BMO(s)(Q0) is equiv-
alent to the existence of a constant M > 0 such that

((u− uQ)χQ)
∗(t) ≤M log1/s

(
e|Q|
t

)
(5.11)

for all cubes Q ⊂ Q0. If we now fix a cube Q and call λ = ((u− uQ)χQ)
∗(t),

we get from the properties of the non-increasing rearrangement that t = |Eλ|,
with Eλ := {x ∈ Q : |u(x)− uQ| > λ}. We can then rewrite (5.11) as

|Q|
|Eλ|

≥ e−1 · e
λ
M ,

which is exactly (5.10) with c1 = 1/e, c2 = 1.

An application of the BMO(s) spaces is in Sobolev type embeddings. Let
us define the Lorentz spaces.

Definition 5.29. Let 0 < p, q ≤ ∞ and Ω a bounded domain in RN . The
Lorentz space Lp,q(Ω) [11] is defined as the space of measurable functions f
such that ‖f‖p,q is finite, where

‖f‖p,q =

(ˆ |Ω|

0

(t1/pf ∗(t))q
dt

t

)1/q

=

(ˆ |Ω|

0

µ
q/p
f (λ) d (λq)

)1/q

if q is finite, while for q = ∞ we have

‖f‖p,∞ = sup
0<t≤|Ω|

t1/pf ∗(t).

It is trivial to see that Lp,p = Lp for 0 < p ≤ ∞, and we have the
embedding Lp,q ↪→ Lp,r if q < r. Notice that ‖ · ‖Lp,q only defines a norm if
1 ≤ q ≤ p < ∞ or p = q = ∞, but if 1 < p < q ≤ ∞ it is equivalent to a
norm.

Definition 5.30. Let Ω ⊂ Rn be an open set and X ⊂ L1(Ω) a Banach
space. The Sobolev-type space W 1X(Ω) is defined as

W 1X(Ω) = {u ∈ W 1,1(Ω) ∩X(Ω) : |Du| ∈ X}.
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This space is a Banach space when endowed with the norm ‖u‖W 1X(Ω) =
‖u‖X + ‖Du‖X .

Proposition 5.31. Let 1 ≤ q < ∞, and u ∈ W 1LN,q(Q0). Then u ∈
BMO(q′)(Q0) and [u]q′ ≤ C‖Du‖LN,q(Q0), with C depending only on N and
q.

Proof. We start by noticing that if u ∈ W 1LN,q(Ω), where Ω ⊂ RN is a
generic domain, then for all λ > 0 and x0 ∈ RN it follows from an easy com-
putation that the function v(x) := u

(
x− x0
λ

)
satisfies ‖Dv‖LN,q(λΩ+x0) =

‖Du‖LN,q(Ω), where λΩ + x0 = {x ∈ RN : x = λy + x0, y ∈ Ω}. From [19]
we have ˆ

Q0

exp

(
α

∣∣∣∣ u(x)− uQ0

‖Du‖LN,q(Q0)

∣∣∣∣ q
q−1

)
≤ β

for all u ∈ W 1LN,q(Q0) for some constants α, β depending on N and q. Using
the scaling and translation properties of ‖Du‖LN,q we obtain that

ˆ
Q

exp

(
α

∣∣∣∣ u(x)− uQ
‖Du‖LN,q(Q)

∣∣∣∣ q
q−1

)
≤ β|Q|

for every u ∈ W 1LN,q(Q0) and every Q ⊂ Q0, with the same constants α and
β. Considering equivalence of norms, one obtains that [u]q′ ≤ C‖Du‖LN,q(Ω),
so that u ∈ BMO(q′).

It is actually possible to prove a stronger result.

Lemma 5.32. Let 1 < p < ∞ and 1 ≤ q < ∞. Then C∞(Q0) is dense in
W 1Lp,q(Q0).

Proof. Let us define, for a function f ∈ L1(Q0), the Hardy-Littlewood max-
imal operator [11]:

Mf(x) = sup
Q⊂Q0
Q∋x

ˆ
Q

|f(x)| dx.

Using standard interpolation techniques [11], one can prove that M maps
Lp,q(Q0) into itself continuously:

‖Mf‖Lp,q ≤ C‖f‖Lp,q . (5.12)

This implies that using regularization by convolution with standard mollifiers
one can find for every f ∈ W 1Lp,q(Q0) a sequence {fn}n∈N such that fn → f
in Lp,q(Q0) and fn → f in W 1Lp,q(Ω) for every Ω ⊂⊂ Q0. Using a partition
of unity we can find a sequence that converges on the whole Q0.
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Proposition 5.33. Let 1 < q <∞ u ∈ W 1LN,q(Q0). Then u ∈ VMO(q′)(Q0).

Proof. By Lemma 5.32, we know that C∞(Q0) is dense in W 1LN,q: we
therefore consider, for u ∈ W 1LN,q(Q0), a sequence {uj}j∈N ⊂ C∞(Q0)

such that uj → u in W 1LN,q(Q0). Since [v]q′ ≤ C‖Dv‖LN,q(Q0), we have
that uj → u in BMO(s)(Q0), and since C∞(Q0) ⊂ VMO(s)(Q0) we have
u ∈ VMO(s)(Q0).

The spaces BMO(s) are not rearrangement invariant; it can be interesting
to give a characterization of the rearrangement-invariant hull of these spaces,
i.e. the set of all functions (on Q0) equimeasurable to a function in BMO(s);
we are also going to do the same for VMO(s).

Proposition 5.34. Let Q0 ⊂ RN be the unit cube. For f ∈ L1
loc(Ω) and

t ∈ (0, 1] we consider the following quantity:

Rsf(t) := sup
1≤p<∞

1

p1/s

(
1

t

ˆ t

0

|f ∗(τ)− f ∗(t)|p dτ
)1/p

Let us now define

W(s) =

{
f ∈ L1

loc(Q0) : sup
0<t≤1

<∞
}
.

and
w(s) =

{
g ∈ W(s)(Q0) ∩ C(Q0) : lim sup

t→0
Rsg(t) = 0

}
.

Then W(s) is the rearrangement invariant hull of BMO(s), in the sense that u
belongs to W(s) if and only if it is equimeasurable to a function u ∈ BMO(s),
and w(s) the rearrangement invariant hull of VMO(s).

Remark 5.35. The spaces W(s) and w(s) are not vector spaces.
To prove this result we need a lemma.

Lemma 5.36. [10, 11] Let O be a relatively open subset of a cube Q such
that 2| O | ≤ |Q|. Then there exists a family of cubes {Qj}j∈N with pairwise
disjoint interiors such that

• | O ∩Qj| ≤ |Qj|/2 ≤ |Qj\O |;

• O ⊂
⋃
j∈NQj ⊂ Q;

• | O | ≤
∑

j∈N |Qj| ≤ 2N+1|Q|.
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Proof of Proposition 5.34. A proof that Ws(Q0) is the rearrangement invari-
ant hull of BMO(s)(Q0), which generalizes the classical result by Bennett,
Sharpley and Devore on BMO and W = W1 (also called weak-L∞) [10], can
be found in [53]. We will therefore focus on ws and VMO(s).
We claim that the inequality( t

0

(f ∗(τ)− f ∗(t))p dτ

)1/p

≤ C sup
Q⊂Q0

|Q|≤4t

( 
Q

|f(x)− fQ|p dx
)1/p

holds for all f ∈ L1
loc(Q0), 1 ≤ p < ∞ and t < 1/4, with a constant C > 0

independent from these quantities. Let f ∈ L1
loc(Q0) and 1 ≤ p <∞.Without

loss of generality, we can assume f ≥ 0, since
ˆ
Q

||f | − |f |Q| ≤
ˆ
Q

|f − fQ|.

Consider the set E = {x : f(x) > f ∗(t)}; we have |E| < t, so we can consider
a relatively open set O ⊃ E such that | O | < 2t. We now consider a sequence
of cubes Qj as in Lemma 5.36 and obtain(ˆ t

0

(f ∗(τ)− f ∗(t))p dτ

)1/p

=

(ˆ
E

(f(x)− f ∗(t))p dx

)1/p

=

(∑
j∈N

ˆ
E∩Qj

(f(x)− f ∗(t))p dx

)1/p

≤
∑
j∈N

(ˆ
E∩Qj

(f(x)− f ∗(t))p dx

)1/p

.

Let us denote by J1 the set of indexes j for which fQj > f ∗(t) and by J2 the
other indexes. We have

∑
j∈J2

(ˆ
E∩Qj

(f(x)− f ∗(t))p dx

)1/p

≤
∑
j∈J2

(ˆ
E∩Qj

(f(x)− fQj)
p dx

)1/p

≤
∑
j∈J2

(ˆ
Qj

(f(x)− fQj)
p dx

)1/p

=
∑
j∈J2

|Qj|1/p
( 

Qj

|f(x)− fQj |p dx

)1/p

,
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while the sum on the J1 indexes can be controlled by

∑
j∈J1

(ˆ
E∩Qj

(f(x)− fQj)
p dx

)1/p

+
∑
j∈J1

(ˆ
E∩Qj

(fQj − f ∗(t))p dx

)1/p

≤
∑
j∈J1

(ˆ
Qj

(f(x)− fQj)
p dx

)1/p

+
∑
j∈J1

(ˆ
E∩Qj

(fQj − f ∗(t))p dx

)1/p

=
∑
j∈J1

|Qj|1/p
( 

Qj

|f(x)− fQj |p dx

)1/p

+
∑
j∈J1

|E ∩Qj|1/p(fQj − f ∗(t)).

Now, we have∑
j∈J1

|E ∩Qj|1/p(fQj − f ∗(t)) ≤
∑
j∈J1

| O ∩Qj|1/p(fQj − f ∗(t))

≤
∑
j∈J1

| Oc ∩Qj|1/p(fQj − f ∗(t))

=
∑
j∈J1

(ˆ
Oc ∩Qj

(fQj − f ∗(t))p dx

)1/p

≤
∑
j∈J1

(ˆ
Oc ∩Qj

(fQj − f(x))p dx

)1/p

≤
∑
j∈J1

(ˆ
Qj

(fQj − f(x))p dx

)1/p

=
∑
j∈J1

|Qj|1/p
( 

Qj

|f(x)− fQj |p dx

)1/p

,

where we used the fact that so that | O ∩Qj| < | Oc ∩Qj| and that f(z) ≤
f ∗(t) on Oc. Putting everything together we obtain

(
1

t

ˆ t

0

(f ∗(τ)− f ∗(t))p dτ

)1/p

≤ 2t−1/p
∑
j∈N

|Qj|1/p
( 

Qj

|f(x)− fQj |p dx

)1/p

,

and since
∑

j∈N |Qj|1/p ≤
(∑

j∈N |Qj|
)1/p

≤
(
2N+1| O |

)1/p ≤ 2
N+2
p t1/p and
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|Qj| ≤ 4t for all j ∈ N we get that(
1

t

ˆ t

0

|f ∗(τ)− f ∗(t)|p dτ
)1/p

≤ 2t−1/p
∑
j∈N

|Qj|1/p sup
Q⊂Q0

|Q|≤4t

( 
Q

|f(x)− fQ|p dx
)1/p

≤ 2
N+2
p sup

Q⊂Q0

|Q|≤4t

( 
Q

|f(x)− fQ|p dx
)1/p

≤ 2N+2 sup
Q⊂Q0

|Q|≤4t

( 
Q

|f(x)− fQ|p dx
)1/p

for all t ≤ 1/4, which proves our claim. In particular, this implies that if
g ∈ VMO(s)(Q0) then

lim sup
t→0

Rsg(t) = 0.

To show that VMO(s)(Q0) ⊆ ws(Q0), we need to show that g∗ is continuous
for all g ∈ VMO(s)(Q0). Since g∗ is monotone, the only discontinuity it
can have is a jump discontinuity, so let us assume α := limτ→t+ g

∗(τ) <
limτ→t− g

∗(τ) =: β for some t > 0. By [20], the truncated function

g(x) =


α if g(x) < α

g(x) if α ≤ g(x) ≤ β

β if g(x) > β

is also in VMO(s) and g∗(τ) = α if τ > t and g∗(τ) = β if τ < t, which implies
that g(x) = α + (β − α)χE(x) almost everywhere, with E = {x : g(x) > β},
but such a function cannot be in VMO(s), so we obtain a contradiction.
Therefore, g∗ is continuous.
To complete the proof, it is necessary to show that every function g in w(s)

is equimeasurable to a function in VMO(s). In fact, g∗ ∈ VMO(s)(0, 1):
since for a bounded monotone function continuity is equivalent to belonging
to VMO(s), it it enough to show the vanishing condition only for intervals
approaching zero. Fix ε > 0 and let t be such that

sup
1≤p<∞

1

p1/s

(
1

t

ˆ t

0

|g∗(τ)− g∗(t)|p dτ
)1/p

≤ ε;
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if 0 < a < b < t, by [20, Proposition 4.5] we have

1

p1/s

( b

a

|g∗(x)− (g∗)[a,b]|p dx
)1/p

≤ 2

p1/s

( b

a

|g∗(x)− g∗(b)|p dx
)1/p

≤ 2

p1/s

( b

0

|g∗(x)− g∗(b)|p dx
)1/p

≤ 2ε

which concludes the proof.

To incorporate the pair (VMO(s), BMO(s)) in the o-O framework, we
need to use a different seminorm than the usual one.

Proposition 5.37. Let 1 < s <∞, p0 ∈ (1,∞) and u ∈ L1
loc(Q0). Define

[f ](s;p0) = sup
p0≤p<∞

sup
Q⊂Q0

p−1/s

( 
Q

|f(x)− fQ|p dx
)1/p

.

Then
[f ](s;p0) ≤ [u]s ≤ p

1/s
0 [f ](s;p0)

.

Proof. The first inequality is obvious. Concerning the second one, using the
Hölder inequality we get that ‖f‖Lp(Ω) ≤ ‖f‖Lq(Ω) for every Ω having measure
1. As a consequence, we have

p−1/s

( 
Q

|f − fQ|p
)1/p

≤
(
p0
p

)1/s

(p0)
−1/s

( 
Q

|f − fQ|p0
)1/p0

≤ p
1/s
0

(
(p0)

−1/s

( 
Q

|f − fQ|p0
)1/p0

)
,

which implies [u]s ≤ p
1/s
0 [u](s;p0).

We are now ready to state the main theorem of this section

Theorem 5.38. [42] Let 1 ≤ s < ∞ and p0 > 1. Consider the space
BMO(s)(Q0)/R endowed with the norm [·](s;p0). Then (VMO(s)/R, BMO(s)/R)
is a o-O pair.

In the proof, we use the following result.

Lemma 5.39. Let Ω ⊂ RN be a bounded open set, 1 < p ≤ ∞ and u ∈ Lp(Ω).
Then the function q ∈ [1, p] 7→ ‖u‖Lq(Ω) is continuous.
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Proof of Theorem 5.38. Write

[f ](s;p0) = sup
Q⊂Q0

sup
p0≤p<∞

1

p1/s

( 
Q

|f(x)− fQ|p dx
)1/p

= sup
Q⊂Q0

sup
p0≤p<∞

sup
∥g∥

Lp
′
(Q)

≤1

1

p1/s

 
Q

(f(x)− fQ)g(x) dx.

Since Lp0(Q) is dense in Lq(Q) for 1 ≤ q < p0 for all cubes Q ⊂ Q0, we have

sup
∥g∥Lq(Q)≤1

 
Q

f(x)g(x) dx = sup
g∈Lp0 (Q)\{0}

1

|Q|‖g‖Lq(Q)

ˆ
Q

f(x)g(x) dx,

therefore
[f ](s;p0) = sup

g∈Lp0 (Q)\{0}

C(g)

|Q|

ˆ
Q

(f(x)− fQ)g(x) dx,

where C(g) = sup1≤q<p0
1

∥g∥Lq(Q)
.

We now need to introduce, for Ω ⊂ RN a bounded open set and 1 < p <∞,
the spaces Lp0(Ω) =

{
u ∈ Lp(Ω) :

´
Ω
u(x) dx = 0

}
, endowed with the usual

Lp norm, and Lp(Ω)/R, endowed with the quotient norm ‖u+ R ‖Lp(Ω)/R =

infc∈R ‖u + c‖Lp(Ω). We have that for all u + R ∈ Lp(Ω)/R and ϕ ∈ Lp
′

0 (Ω)
it is possible to consider the duality 〈ϕ, [u]〉Lp(Ω)/R =

´
Ω
f(x)g(x) dx, which

is independent from the choice of the representative g, and using some stan-
dard results on duals of subspaces and quotient spaces [15, Section 11.2] we
have (Lp0(Ω))∗ ≡ Lp

′
(Ω)/R and (Lp(Ω)/R)∗ ≡ Lp

′

0 (Ω) via the previously men-
tioned duality. Define Q̃ as the set of all cubes contained in Q0 and denote by
BX the unit ball of a Banach space X. We consider F̃ = {ϕQ,h}Q∈Q̃,h∈B

L
p0
0 (Q)

defined on X = Lp0(Ω)/R in the following way:

〈ϕQ,h, u〉Lp0 (Ω)/R := C(h)

ˆ
Q0

(u(x)− uQ)h(x) dx,

where C(h) = max1<q≤p′0
1

|Q|1/q(q′)1/s‖h‖q
. We will also consider the sub-

set(s) F = {ϕQ,h}Q∈Q,h∈SQ , where Q is the set of all rational cubes contained
in Q0 and SQ is any countable dense subset of the unit ball of Lp00 (Q) with
respect to the strong topology. It is not hard to see that F ⊂ X∗.
We now need to define a topology on F̃. Identifying a cube with the pair
center-sidelength, we can induce a topology on Q̃ from the natural topology
of RN+1, and BL

p0
0 (Q) with the topology induced by the weak topology in

Lp0(Q)\R; finally, by identifying each Lp0(Q) naturally with Lp0(Q0), we
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can ’glue’ the various balls in a continuous way. We remark that F is count-
able and dense in F̃.
With our choice of topology we have ϕ→ ∞ iff |Q| → 0, so we have that E0 =
VMO(s)(Ω), so let us show assumption AP. Since C∞(Q0) ⊂ VMO(s)(Q0),
it is enough to show it for a sequence in C∞. Reasoning in a similar way as
in [24], we take ρ ∈ C∞

c (RN), supp(ρ) ⊂ [−1, 1]N , ρ ≥ 0,
ˆ
[−1,1]N

ρ = 1 and

for δ > 0 define ρδ(x) = δ−Nρ(x/δ). Let x0 ∈ Q0 and for f ∈ BMO(s)(Q0)
define h = hε(x) = f ((1− ε)x+ εx0) and g = gε = ρδ ∗ hε, with δ = κε and
κ such that the cube centered in x0 with side length 2κ is entirely contained
in Q0. We have that gε ∈ C∞(Q0) ⊂ VMO(s)(Q0) and that gε ⇀ u.
For simplicity, let us denote by Mp(f,Q), with 1 ≤ p < ∞ and Q a cube,
the quantity:

Mp(f,Q) =

( 
Q

|f(x)− fQ|p dx
)
.

We have:

g(x)− gQ = g(x)− 1

|Q|

ˆ
Q

ˆ
RN
ρδ(y)h(z − y) dy dz

=
1

|Q|

ˆ
RN
ρδ(y)g(x− y)− ρδ(y)

ˆ
Q

h(z − y) dz dy

=
1

|Q|

ˆ
RN
ρδ(y)(g(x− y)− gQ−y) dy

so that

Mp(g,Q) =

 
Q

∣∣∣∣ˆ
[−δ,δ]N

ρδ(y)(h(x− y)− hQ−y) dy

∣∣∣∣p dx
=

 
Q

(2δ)N
∣∣∣∣ 

[−δ,δ]N
ρδ(y)(h(x− y)− hQ−y) dy

∣∣∣∣p dx
≤
 
Q

(2δ)N
 
[−δ,δ]N

|ρδ(y)(h(x− y)− hQ−y)|p dy dx

= (2δ)N(p−1)

ˆ
RN
ρδ(y)Mp(h,Q− y) dy

≤
ˆ
RN
ρδ(y)Mp(h,Q− y) dy.

Now, we have Mp(h,Q−y) =Mp(f,Q(y, ε)), with Q(y, ε) = (1−ε)(Q−y)+
εx0 = (1−ε)Q+ε(x0+(1−ε)y), which by using the assumption on κ and the
convexity of Q0 implies that Q(y, ε) ⊂ Q0, so that Mp(g,Q) ≤Mp(f,Q(y, ε))
for all cubes Q and all p ∈ [p0,∞), which gives [g](s;p0) ≤ [f ](s;p0).
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Just like in [45], this result implies a distance formula. However, the proof
is slightly more involved.

Corollary 5.40. Let u ∈ BMO(s) (modulo constants). The following dis-
tance formula holds:

distBMO(s)

(
u, V MO(s)

)
= inf

v∈VMO(s)

[u− v]s = lim sup
|Q|→0

[u]s,Q

Proof. We notice that, for any fixed f ∈ BMO(s), the map p ∈ [1,∞) 7→
[u](s;p) is continuous. If we denote by Dp0(f) the distance of a function
f ∈ BMO(s) from VMO(s) with respect of the norm [·](s;p0), we have by
Proposition 3.2 that

Dp0(f) = lim sup
|Q|→0

sup
p0≤p<∞

1

p1/s

( 
Q

|f(x)− fQ|p dx
)1/p

for all p0 > 1. Since D1(f) = limp0→1+ Dp0(f), all we need to show is that

lim sup
|Q|→0

[f ]s,Q = lim
p0→1+

(
lim sup
|Q|→0

sup
p≤p<∞

1

p1/s

( 
Q

|u(x)− uQ|p dx
)1/p

)
.

Using Lemma 5.39 we have that, for a fixed cube Q,

[u]s,Q = lim
p0→1+

sup
p0≤p<∞

1

p1/s

( 
Q

|u(x)− uQ|p dx
)1/p

,

so the claim follows by a diagonal argument, concluding the proof.

We can also recover the atomic decomposition of the space Xs. Let us
show that the conditions of Proposition 3.4 hold: BE is σ(E,F)-compact.
As mentioned before, we just need to apply 3.6, using the fact that F ⊂ F̃ ⊂
X∗.
F is norming. We use the fact that

‖f‖p = sup
∥g∥p′≤1

ˆ
Q0

f(x)g(x) dx

and the density of SQ in every Lq(Q) with 1 < q ≤ 2:

sup
h∈SQ

〈ϕQ,h, u〉 ≥
1

p1/s

( 
Q

|u(x)− uQ|p dx
)1/p

∀p ∈ [2,+∞)
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since C(h)‖h‖q ≥ 1
p1/s|Q|1/p by definition of C(h), and we complete by taking

the supremum over all q and Q.
For the other inequality, Lemma 5.39 implies that 1

|Q|1/q(q′)1/s∥h∥q
is continuous

with respect to q and

lim
q→1+

1

|Q|1/q(q′)1/s‖h‖q
= 0,

so that it attains its maximum at p′ ∈ (1, 2], and

〈ϕQ,h, u〉 ≤
1

p1/s

( 
Q

|u(x)− uQ|p dx
)1/p

≤ [[u]]s.

Let us now show that E∗ coincides with the space Xs. An element ϕQ,h of F
can be represented, via the usual duality by the function

ϕQ,h = C(h)h(x).

It can easily be seen that this function is actually a (q, s)-atom for a suitable
q: by definition, it is supported on Q and it has zero average, and by letting
q be the exponent where 1

|Q|1/q(q′)1/s∥h∥q
attains its maximum, we easily obtain

that ‖ϕQ,h‖Lq(Q) ≤ (q′)−1/s|Q|−1/q′ , and by using Proposition 3.4 we obtain
that E∗ has an atomic representation. To show that it actually coincides with
Xs it is necessary to show that the same formula holds for any choice of atoms,
but this can be obtained by varying the sets SQ among all possibilities.
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