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Abstract

High Energy Physics is now accessing a new era. The research for Physics Beyond
Standard Model requires more and more data to prove the existence of eventual rare
phenomena. This involves a big challenge on the processing of the considerable
amount and complexity of data collected and Machine learning (ML) provides a
valid solution. The work presented here is about the search for a heavy resonance
Y decaying into a Standard Model Higgs boson H and a new particle X in a fully
hadronic final state, with several ML applications which helped to improve several
aspects of the analysis. The results presented are based on the 139 fb−1 dataset of
proton-proton collisions at

√
s = 13 TeV, collected by the ATLAS detector from

2015 to 2018, during LHC Run-2. A novel anomaly detection signal region is
implemented based on a jet-level score for signal model-independent tagging of the
boostedX , representing the first application of fully unsupervised ML to an ATLAS
analysis. Two additional signal regions are implemented to target a benchmark X
decay to two quarks, covering topologies where the X is reconstructed as either
a single large-radius jet or two small-radius jets. The Higgs is assumed to decay
to bb̄ and its boosted topology is recognized among Quantum Chromodynamics
and Top jets using a new ML-based tagger. The background estimation is totally
data-driven and performed with the help of a Deep Neural Network. No significant
excess of data is observed over the expected background, and the results are
interpreted in upper limits at 95% confidence level on the production cross section
σ(pp→ Y → XH → qq̄bb̄) for signals with mY between 1.5 and 6 TeV and mX

between 65 and 3000 GeV.
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Introduction

The success of the Standard Model (SM) in describing the wide range of precise
experimental measurements is a remarkable achievement. It is constructed from a
number of beautiful and profound theoretical ideas put together in order to repro-
duce the experimental data. However, many mysteries remain, such as the nature of
dark matter and the origin of matter-antimatter asymmetry in the universe, which
confirm the need for new physics beyond the Standard Model (BSM).
Several theories have been formulated, which describe the SM predictions at higher
energy and many of them predict the existence of heavy resonances.

The Large Hadron Collider (LHC), as the world’s highest energy proton-proton (pp)
collider, is a unique facility for the search of these hypothetical new particles. This
thesis documents the work realized with 139 fb−1of pp collisions data collected by
the ATLAS detector during LHC Run-2, looking for final states with two large-R
jets, coming from the decay of a new TeV-scale narrow-width heavy resonance
Y into a SM Higgs boson and another particle X, with the mass varying from
O(10) GeV to O(1) TeV.

A search for the Y → XH process was previously performed by ATLAS us-
ing 36.1 fb−1 under the assumption of X → qq̄, with no significant excess found
covering Y masses from 1 to 4 TeV and X masses from 50 to 1000 GeV [32]. In
addition to the increased luminosity of the dataset, the current round of the analysis
includes several key improvements with respect to this last iteration, such as a
neural net-based tagger optimized for the boosted H → bb̄ topology, anomaly
detection for enhanced signal model independence, a deep neural network-based
method for the background estimation and the usage of two orthogonal regions to
capture both boosted and resolved reconstruction of the nominal X decay to two
quarks.

This thesis consists of four chapters. In Chapter 1 an overview of the Standard
Model and the Higgs mechanism is presented; in Chapter 2 the ATLAS detector
with all its sub-constituents is described, with additional details about the ATLAS
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trigger system and the LHC long term schedule; Chapter 3 is about the recon-
struction of the main physics objects; finally, in Chapter 4 the Y → XH analysis
is described in detail and the obtained results are discussed. In addition, two
Appendices with insights on the ATLAS New Small Wheels and on several aspects
of the analysis are present at the end of the Thesis.
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CHAPTER 1
The Standard Model of the
elementary particles

All of nature springs from a handful of components, the fundamental particles,
that interact with one another via fundamental forces. Consistently with nature’s
predilection for economy, there appears to exist only four of such forces: gravita-
tion, whose theoretical formulation was given by Isaac Newton and Albert Einstein;
electromagnetism, described by James Clerk Maxwell’s and Richard Feynman’s
theories; the strong and the weak interactions, firstly described by Hideki Yukawa
and Enrico Fermi’s models, respectively. While both gravitational and electromag-
netic force ranges of action are large enough to let us have direct experience of their
effects in our everyday lives, the strong and the weak forces exert their influence
over very short distances (from 10−16 cm to 10−13 cm) and are therefore mainly
involved in nuclear and sub-nuclear phenomenology. In the 1970s, physicists
developed a set of equations describing these particles and interactions (excluding
gravity). Together, the equations formed a succinct theory known as the Standard
Model (SM) of particle physics.
Despite actually not providing a full unification to the three fundamental inter-
actions it is involved with (not to mention the fact that gravitation is completely
excluded from the picture), the Standard Model has successfully predicted the exis-
tence of many particles, including the massive gauge bosons, Z and W, alongside
with the Higgs boson, whose observation has confirmed the Standard Model to be
a self-consistent theory.
In this chapter a summary of the main theoretical aspects of the Standard Model is
displayed.
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1.1. Elementary particles

1.1 Elementary particles
Each particle is described by a set of quantum numbers, referred to as internal
since they do not deal with the kinematic state of the particle itself. One of these
numbers is the spin (whose value shall be from now on expressed in units of
Planck’s constant ℏ) and, according to its value, elementary particles can be split
into two fundamental categories:

• fermions: particles whose spin is a semi-integer number and which obey the
Fermi-Dirac statistics;

• bosons: particles whose spin is an integer number and which obey the
Bose-Einstein statistics.

As a general rule, to every particle corresponds a so-called antiparticle, a copy
which differs only in the sign of its quantum numbers (first of all, the electric
charge). In some cases, the particle cannot be distinguished from its antiparticle.

Matter constituents happen to be a few: the atom is the result of negatively charged
electrons (e−) being bound to positively charged nuclei by the electromagnetic
force (a low-energy manifestation of QED, short for Quantum Electrodynamics).
Both electrons and nuclei are capable of interacting electromagnetically as a result
of their electric charge (−1 for the electron and +1 for the proton in units of the
elementary charge e ≈ 1.6 · 10−15 C).

Electrons are fermions with s = 1/2 and belong to the lepton class. Looking
at scales smaller then atom’s, protons and neutrons are found to be formed from
half-spin fermions called quarks (of type up and down, respectively denoted by u
and d).
Fermions are further classified into:

• Leptons grouped in three families, one for each flavor, each comprising a
charged lepton (e−, µ−, τ−) and a weakly interactive neutral particle, called
neutrino (νe, νµ, ντ ).

• Quarks existing in six different ”flavours” and grouped in three families.

1.1.1 Leptons and quarks
Leptons are half-spin fermions interacting electromagnetically and weakly, but
never strongly. There exist three families, or generations, of lepton doublets, the

10



1.1. Elementary particles

first being composed of the electron and its neutrino, while the muon (µ−) and the
tau (τ−) leptons, together with their own neutrinos (νµ and ντ ), belong to the sec-
ond and third generation, respectively. The masses of the charged leptons (whose
electric charge is −1) increase from the first to the last generation, whereas all
neutrinos are nearly mass-less. Neutrinos are also electrically uncharged, therefore
they can only interact via the weak force.
Leptons and anti-leptons are respectively assigned a lepton number L = 1 and
L = −1, that is always conserved in any physical processes. Each lepton doublet
is also given a so-called family lepton number Ll = 1, with l = e, µ, τ (Ll = −1
for anti-leptons), which empirically appears to be always conserved in physical
processes: specifically, the number of leptons minus the number of anti-leptons
within the same generation does not change from the initial to the final state of any
reaction.
Similarly to leptons, quarks can interact electromagnetically (being provided with
fractional electric charges) and weakly, but the difference with the latter is that they
also interact strongly. As well as leptons, they are organized into doublets, each
doublet containing a particle with an electric charge of +2/3 and a particle with
an electric charge of −1/3: we have the up-quark and the down-quark (u and d)
for the first generation, the charm-quark and the strange-quark (c and s) for the
second generation, and the top-quark and the bottom- (or beauty-) quark (t and b)
for the third generation: a schematic illustration is given in Figure 1.1 (including
the antiparticles as well).
Quarks are given a barion number B = 1/3 (B = −1/3 for anti-quarks) to account
for the experimental fact that they are only found within composite hadrons, the
latter being formed from either three quarks states (barions, identified by B = 1
and an integer electric charge) or quark-anti-quark (not necessarily of the same
type) states (mesons, identified by B = 0 and an integer electric charge).

1.1.2 Force-carriers
In classical physics, matter and forces have always belonged to two completely
separated worlds. Despite some initial difficulties in digesting the idea that inter-
actions at-a-distance would be possible by means of fields permeating the space
surrounding massive (in the case of gravitation) and electronic and magnetic (in
the case of electromagnetism) bodies, the distinction between matter and forces
seemed to be clear until the early twentieth century, when quantum mechanics
made its appearance in the modern physics scenario. On one hand, experiments
like the photoelectric effect and the Compton effect unmistakably proved light to
have a particle-like nature (i.e. the photon) beside its wave-like one. On the other
hand, the interference and the diffraction observed for electrons made it clear that
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1.1. Elementary particles

Figure 1.1: The elementary particles and antiparticles, divided into quarks, leptons
and force-carrying particles, together with the scalar Higgs boson.

particle-like objects displayed a wave-like behaviour as well.

Whereas matter and contact forces were studied on a intuitive basis, the nature of
interactions between distant bodies was always problematic to deal with. Only
with the introduction of field concept it found an explanation. A classical field is a
function assigning a vector at each point of space and time, and every (gravitational
or charged) body ”feels” the presence of the field, which is responsible of the
(gravitational or electrical) force to act on it.

At present, interactions between particles are not described by classical fields
any more: relativistic Quantum Field Theory describes the interactions by the
means of quantum fields. Let us consider a particle receiving a push in some
direction: to produce an effect on a particle nearby, the first particle emits a quan-
tum which is in charge of carrying the amount of energy and momentum to be
transferred to the second particle, so that the two particles are actually capable of
interacting at-a-distance by means of an intermediate: the force carrier.
But how can a particle emit an energy quantum of mass m, or equivalently lose an
energy amount of ∆E = mc2, without energy conservation being violated? Actu-
ally, according to Heisenberg’s principle, energy conservation violation is allowed
as long as it occurs in a fraction of time satisfying the condition ∆t∆E ≥ ℏ/2.
Since they cannot directly being experimentally observed, force carriers are re-
ferred to as virtual quanta.
An example of interaction by exchange of virtual quanta is schematically rep-
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1.2. The Standard Model

resented in Figure 1.2 by a Feynman diagram, where two electrons (the upper
and the lower straight lines) interact by exchanging a photon (the middle wavy
line). Considering time as running from left to right, two time-ordered diagrams
are equally probable, as the exchanged particle is not observed: therefore, the
combination of the two virtual processes is what is physically meaningful.

Figure 1.2: The electromagnetic interaction between two electrons by exchange of
a photon.

The existence of virtual particles at each point of space and time is encoded in the
concept of field, whose quantized fluctuations with respect to its ground state result
in having particle-like features.
The force carriers are summarized in Figure 1.1, alongside with their basic prop-
erties. They are all bosons with s = 1. As we shall see later on, there exist eight
different gluons (g), which are carriers of the strong force and exhibit zero mass,
as well as the photon (γ), which is responsible for the electromagnetic force. In
contrast, the three carriers of the weak force (Z0, W+, W−) have non-vanishing
values for masses and electric charges. The gauge boson mass is crucially related to
the force range of action through the condition c∆t = ℏ/mc, that is the maximum
distance the boson can travel within ∆t accordingly to Heisenberg’s principle.

1.2 The Standard Model
Bearing in mind the local gauge invariance principle [45] as a starting point, the
Standard Model can be built on the following steps:

• a symmetry group G is chosen;

• the fields describing the particles are picked, alongside with their representa-
tions under G (i.e. the way the fields transform under G);

• the free Lagrangian of the fields is written;

• the request for the free Lagrangian being locally invariant under G gives rise
to as many mass-less gauge fields as the number of generators of G;
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1.2. The Standard Model

• the Brout–Englert–Higgs mechanism (see section 1.2.2) is applied in order
to take the masses of some gauge bosons into account in a gauge-invariant
way.

The symmetry group of the Standard Model is G = SU(2)L ⊗ U(1)Y ⊗ SU(3)c.
In particular:

• SU(2)L ⊗ U(1)Y allows for the weak and the electromagnetic interactions;

• SU(3)c is responsible for the strong interaction.

In the following section we will get acquainted with the fundamentals of the
electroweak and the strong interactions, alongside with the Brout–Englert–Higgs
mechanism and the model behind fermions masses.

1.2.1 The Electroweak theory
The electroweak theory consists in the electromagnetic and the weak forces unified
description, which was firstly provided by Sheldon Glashow in 1961 [80]. Later on,
Steven Weinberg [111] and Abdus Salam [105] integrated the Brout–Englert–Higgs
mechanism in Glashow’s theory, giving birth to the modern GWS model.
In SU(2)L⊗ U(1)Y , SU(2)L is the symmetry group of the weak interaction. The
subscript L is related to a symmetry called chiral: two chiral projection operators
are defined, namely the left-handed and the right-handed chiral operators:

PL =
1

2
(1− γ5) , PR =

1

2
(1 + γ5) (1.1)

Since PL + PR = ⊮, any fermion field can be decomposed into the sum of its
left-handed and right-handed components: f = PLf + PRf = fL + fR. The
fermions fields actually interacting via the charged weak force carriers are fL,
whereas both fL and fR are involved with the neutral current weak processes (i.e.
those mediated by Z0).
In the GWS model, the chosen representation of SU(2) is the fundamental one,
so that the generators are represented by the 2× 2 trace-less and hermitian Pauli
matrices {σ1, σ2, σ3}:

Ti =
σi
2
, [σi, σj] = 2iεijkσk (1.2)

where the Levi-Civita symbol εijk provides SU(2) with its structure constants.
In the GWS model, the generators are referred to as weak isospin operators Ii
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1.2. The Standard Model

and the eigenvalues of I3 give the possible values of the quantum number called
weak isospin. Given the bi-dimensional representation of SU(2)L, the left-handed
components of the fermion fields are organized into doublets which undergo SU(2)L
transformations, while the right-handed components remain unchanged and are
therefore arranged into weak isospin singlets:

SU(2)L :
(
f1
f2

)′
L
= e−igσ

2
·θ(x)( f1

f2

)
L
, f ′

R = fR (1.3)

The opposite categorization applies to the antifermions fields: the right-handed
components are doublets of SU(2)L, whereas the left-handed components are
singlets. A summary of SU(2)L doublets and singlets is given in Table 1.1. The
down-like quark fields actually involved in weak processes are those obtained from
the quark mass eigenstates by means of the Cabbibo-Kobayashi-Maskawa matrix:d′s′

b′

 = VCKM

ds
b

 . (1.4)

Moreover, as far as the Standard Model is concerned, neutrinos are described by the
left-handed components only (antineutrinos are described by right-handed fields
only). As regards U(1)Y , the subscript Y stands for the weak ipercharge operator,
which is the generator of the group and whose combination with I3 by means of
the Gell-Mann-Nishijima formula

I3 +
Y

2
= Q (1.5)

gives rise to the generator Q of the electromagnetic interaction symmetry group
U(1)em. By way of explanation, in order to consider the weak and the electromag-
netic interaction as one, a non-trivial combination of SU(2)L and U(1)em generators
must be taken into account.

Both SU(2)L doublets and singlets undergo U(1)Y transformations:

U(1)Y :
(
f1
f2

)′
L
= e−ig′Y δ(x)

(
f1
f2

)
L
, f ′

R = e−ig′Y δ(x)fR (1.6)

It is noteworthy that SU(2)L and U(1)Y have different coupling constants (g ̸= g′).
Temporarily neglecting the mass terms of the fermions, the free Lagrangian is

L = iψ̄Lγ
µ∂µψL + iψ̄Rγ

µ∂µψR + h.c. (1.7)

where:

• ψL and ψR are a left-handed doublet and a right-handed singlet of SU(2)L,
respectively;
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1.2. The Standard Model

Generation Quantum numbers
I II III I I3 Y Q[e]

Leptons

(
νe
e−

)
L

(
νµ
µ−

)
L

(
ντ
τ−

)
L

1/2
1/2

+1/2
−1/2

−1
−1

0
−1

e−R µ−
R τ−R 0 0 −2 −1

Antileptons

(
e+

ν̄e

)
R

(
µ+

ν̄µ

)
R

(
τ+

ν̄τ

)
R

1/2
1/2

+1/2
−1/2

+1
+1

+1
0

e+L µ+
L τ+L 0 0 +2 +1

Quarks

(
u
d′

)
L

(
c
s′

)
L

(
t
b′

)
L

1/2
1/2

+1/2
−1/2

+1/3
+1/3

+2/3
−1/3

uR cR tR 0 0 +4/3 +2/3
d′R s′R b′R 0 0 −2/3 −1/3

Antiquarks

(
d̄′

ū

)
R

(
s̄′

c̄

)
R

(
b̄′

t̄

)
R

1/2
1/2

+1/2
−1/2

−1/3
−1/3

+1/3
−2/3

ūL c̄L t̄L 0 0 −4/3 −2/3
d̄′L s̄′L b̄′L 0 0 +2/3 +1/3

Table 1.1: Overview of the quantum numbers of the Standard Model fermions
in the GWS model. The right-handed neutrinos do not participate in the SM
interactions and they are therefore not considered here.

• the sum over all the fermions is implied;

• h.c. stands for the hermitian conjugate and takes account of the antifermions.

Since SU(2)L ⊗ U(1)Y is the direct product of two different groups, we can define
two separate covariant derivatives to make L locally invariant:

DL
µ = ∂µ + ig

σ

2
·Wµ + ig′Y Bµ , DR

µ = ∂µ + ig′Y Bµ (1.8)

where DL
µ and DR

µ act on doublets and singlets, respectively. While the gauge fields
Wµ satisfy the condition 1.9 with respect to SU(2)L, the gauge field Bµ changes
like 1.10 under U(1)Y .

W
′(k)
µ = W (k)

µ + ∂µϵk − gfijkϵiW
(j)
µ (1.9)

Bµ
′ = Bµ + ∂µθ . (1.10)
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The locally invariant to SU(2)L ⊗ U(1)Y Lagrangian is then

L = iψ̄Lγ
µDL

µψL + iψ̄Rγ
µDR

µψR − 1

4
CµνCµν −

1

4
Gµν ·Gµν (1.11)

where Cµν and Gµν are tensors which satisfy the relations:

Cµν = ∂µBν − ∂νBµ (1.12)

G(i)
µν = ∂µW

(i)
ν − ∂νW

(i)
µ − g(Wµ ×Wν)

(i) (1.13)

Any massive term for the gauge fields would break the local gauge invariance.
Nevertheless, the phenomenology of the weak interactions suggests that the weak
force carriers have non vanishing masses: here is where the Brout–Englert–Higgs
mechanism comes into play.

1.2.2 The Brout–Englert–Higgs mechanism
In 1962, Jeffrey Goldstone, Salam and Weinberg showed [82] that if there is con-
tinuous symmetry transformation under which the Lagrangian is invariant, then
either the vacuum state is also invariant under the transformation, or there must
exist as many spinless particles of zero mass (Goldstone bosons) as the generators
of the continuous group. This concept is at the heart of the spontaneous symmetry
breaking: the fact that the system falls into a ground state that does not exhibit
the same symmetry of the Lagrangian results in that very symmetry being hidden
or broken. Two years later, Peter Higgs [86] and, independently, Robert Brout
and Francois Englert [76] applied the spontaneous symmetry breaking concept
to a locally invariant to U(1) Lagrangian, showing that the massless gauge boson
arising from the gauge principle could acquire mass in a gauge invariant way at the
expense of the Goldstone scalar boson.

The asymmetric ground state, on whose existence the spontaneous symmetry
breaking lies, can be realised by requiring that the expectation value of some field
be non-zero. Let us therefore consider a complex scalar field

ϕ =
1√
2
(ϕ1 + iϕ2) (1.14)

The Lagrangian of this field is made invariant under U(1) by means of the covariant
derivative ??:

L = (Dµϕ)
∗(Dµϕ)− 1

4
F µνFµν − V (ϕ) (1.15)
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where V (ϕ) = µ2ϕ†ϕ+ λ(ϕ†ϕ)2 is the potential term. For the vacuum state of the
system to be stable (i.e. for V to exhibit a minimum value), the condition λ > 0 is
essential. If µ2 < 0, the values of ϕ for which V is minimum define a circle (in the
complex plane) of radius v such that

v2 = 2ϕ∗
vacϕvac = −µ

2

λ
(1.16)

Figure 1.3: Higgs potential for a complex scalar field. Choosing any of the points at
the bottom of the potential breaks spontaneously the rotational U(1) symmetry. [75]

One can therefore write ϕvac as

ϕvac =
v√
2
eiα (1.17)

with α being an arbitrary phase factor. Whereas L is invariant to U(1) by definition,
ϕvac is not: the action of a U(1) transformation on 1.17 leads to a different point
of the circle. Let us suppose that the vacuum state which the system falls spon-
taneously into is defined by α = 0. One can think of the field ϕ as an expansion
around this vacuum state, namely

ϕ =
v +H(x)√

2
ei

θ(x)
v (1.18)

where H(x) and θ(x) take account of the radial and phase oscillations around
ϕvac = v/

√
2, respectively (Figure 1.3). Substituting 1.18 in 1.15, one can find that,

while the Goldstone boson θ(x) remain massless, massive terms for both the scalar
boson field H(x) and the gauge field Aµ arise, so that the system seems to gain
one extra degree of freedom. Actually, the local gauge invariance of L allows for a
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U(1) transformation such that

ϕ′ = e−iqβ(x)ϕ =
(v +H(x))√

2
(1.19)

In doing so, one degree of freedom belonging to the Goldstone boson θ(x) is
gauged away, letting the gauge boson Aµ acquire mass while preserving gauge
invariance.

After Glashow proposed SU(2)L⊗ U(1)Y as the electroweak symmetry group,
Weinberg and Salam probed the Brout-Englert-Higgs mechanism in the case of a
weak isospin doublet of complex scalar fields with Y = 1 (namely, the Higgs field)

ϕ =

(
ϕ+

ϕ0

)
=

1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
(1.20)

by adding the term

LH = (DL
µϕ)

†(DLµ
ϕ)− V (ϕ) (1.21)

to the Lagrangian 1.11. Here, DL
µ is the covariant derivative 1.8, while the potential

V (ϕ) is

V (ϕ) = µ2ϕ†ϕ+
λ

4
(ϕ†ϕ)2 (1.22)

Again, picking one quadruplet ϕ1, · · · , ϕ4 among the set of all the (physically)
equivalent vacuum states, writing the Higgs field as an expansion around the
chosen ϕvac after a gauge transformation such that the massless Goldstone bosons
are gauged away, and substituting such a ϕ in the Lagrangian, one finds (as the
gauge fields and the Higgs field are concerned):

LGϕ =
1

2
∂µH∂

µH − λv2H2+

− 1

4
(∂µW

(1)
ν − ∂νW

(1)
µ )(∂µW (1)ν − ∂νW (1)µ) +

1

8
g2v2W (1)

µ W (1)µ+

− 1

4
(∂µW

(2)
ν − ∂νW

(2)
µ )(∂µW (2)ν − ∂νW (2)µ) +

1

8
g2v2W (2)

µ W (2)µ+

− 1

4
(∂µW

(3)
ν − ∂νW

(3)
µ )(∂µW (3)ν − ∂νW (3)µ)− 1

4
CµνCµν+

+
1

8
v2(gW (3)

µ − g′Bµ)(gW
(3)µ − g′Bµ)

(1.23)
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The first line refers to the massive Higgs field (mH =
√
2λv); the second and third

lines contain the kinetic and the massive terms of W (1)
µ and W (2)

µ (MW = gv/2);
the fourth line takes account of W (3)

µ and Bµ kinetic terms, while the last line is
a massive term of a combination of W (3)

µ and Bµ. Given the Weinberg angle θW
such that

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

(1.24)

one can define the gauge fields Zµ and Aµ

Zµ = W (3)
µ cos θW −Bµ sin θW (1.25)

Aµ = W (3)
µ sin θW +Bµ cos θW (1.26)

Rearranging the Lagrangian in terms of these fields, Aµ is found to be massless,
while Zµ has mass mZ = mW/ cos θW ; in addition, W (1)

µ and W (2)
µ turn out to be

mixed into two fields W (+)
µ and W (−)

µ (with the same mass as before) such that

W (±)
µ =

W
(1)
µ ∓ iW

(2)
µ√

2
(1.27)

Last but not least, in order to obtain the proper electromagnetic covariant derivative,
the following condition must be true:

q = g sin θW . (1.28)

Equation 1.28 encodes the essence of the electroweak unification.

In summary, the gauge fields responsible for the electroweak interaction are Aµ,
W

(+)
µ , W (−)

µ and Zµ, whose quanta are the massless photon γ and the massive
bosons W+, W− and Z0, respectively. The existence of the weak neutral current
(mediated by Z0) was proven in 1973 by the Gargamelle collaboration [85]; ten
years later, the UA1 [26, 27] and the UA2 [68, 67] collaborations provided the
observation of the W and Z bosons at the Super Proton Synchroton.

In 2012, the ATLAS and CMS Collaboration announced the observation of a
particle with a 125GeV mass compatible with the Standard Model Higgs boson
[50, 64]. This discovery earned Higgs and Englert the Nobel Prize in Physics in
2013.
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1.2.3 The Quantum Chromodynamics
The QCD is the theory of the strong interaction between quarks and gluons inside
the hadrons. It is a non-abelian local gauge theory based on SU(3)c, where the
subscript c stands for color. The strong charge, also called the color charge, is
the QCD counterpart of the electromagnetic charge and was proposed in 1964
by Greenberg [83] and Han-Nambu [84], independently. They theorized three
different ”values” for the color charge, so that the field representing a quark of
flavour f would be

ψf (x) =

ψf
R(x)

ψf
G(x)

ψf
B(x)

 (1.29)

with ψf
i (x) being Dirac spinors: each quark flavour was theorized to exist into three

different color states and SU(3), with its fundamental representation consisting of
3× 3 matrices acting on color triplets, was designated as the symmetry group of
the strong interaction.

SU(3)c transformations are generated by the eight Gell-Mann matrices λi:

ψ
′f
i (x) = eigs

λ
2
·θψf

i (x) (1.30)

where gs =
√
4παs is the strong coupling constant. The local gauge invariance

principle gives rise to eight massless gauge fields A(i)
µ (x), which are directly

associated with the strong interaction massless carriers, the gluons. The QCD
Lagrangian turns out to be

LQCD = iψ̄f
i (x)γ

µDµψ
f
i (x)−

1

4
Gµν ·Gµν (1.31)

where

Dµ = ∂µ + igs
λ

2
·Aµ (1.32)

G(i)
µν = ∂µA

(i)
ν − ∂νA

(i)
µ − gsfijkA

(j)
µ A(k)

ν (1.33)

with fijk being the SU(3) structure constants.

Since an octet arises from the 3 ⊗ 3̄ direct product, each gluon is associated
with a color-anticolor combination, so that gluons are said to be bi-coloured: dif-
ferently from the photon, gluons carry the strong charge. In consequence, they are
capable of self-interactions, a feature that is taken account of by the non-abelian
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nature of the symmetry group, due to which auto-interactions terms arising from
1.33 appear in the QCD Lagrangian.
Studying the quark-antiquark interaction and the three quarks interaction from a
perturbation point of view, one can find that the short-distance potential is in both
cases attractive, provided that the system is in a singlet state of SU(3)c. Mesons
(quark-antiquark) and barions (three quarks) being SU(3)c singlets is consistent
with the experimental fact that no color charge is observed for composite hadrons.
Indeed, QCD exhibits a peculiar property, the so-called color confinement, which
is itself a consequence of another distinctive feature of the quantum chromo-
dynamics: the asymptotic freedom.
The asymptotic freedom arises from the non-abelian structure of SU(3)c. Both
QED and QCD predictions can be obtained by means of a perturbation approach,
so that a given quantity is actually the sum of all the terms of a perturbation series.
High order terms of the series are involved with Feynman diagrams containing
loops. The existence of such loops results in the theory providing infinite values of
the predictions; fortunately, Yang-Mills theories are proved to be renormalizable,
meaning that divergences are taken care of by substituting the bare parameters
with physical parameters, including the renormalized coupling constant. In the
QCD case, due to the auto-interaction terms of the Lagrangian coming from the
non-abelian structure of SU(3)c (terms that are therefore absent from the QED
picture), higher order Feynman diagrams containing quark-antiquark and gluon
loops result in the strong coupling constant gs depending on the distance in such
a way that the closer the quarks are, the weaker the intensity of the interaction is,
to the point that they can actually be considered free. In contrast, distant quarks
undergo such an intense attraction that separating two quarks would require an
infinite amount of energy. Therefore, as the quark-quark distance increases, the
color field creates additional quarks and anti-quarks, which bind to the original
quarks in such a way that no free quark can be observed in the final state.

1.2.4 Fermions masses
Up until now, we have taken fermion masses into account by adding a Dirac mass
term mψψ̄ to the Lagrangian. This term can actually be written as

mψψ̄ = m(ψLψ̄R + ψRψ̄L) (1.34)

Even though equation 1.34 is invariant under U(1), this is not the case for the
Standard Model symmetry group SU(2)L⊗U(1)Y⊗SU(3)c: more precisely, ψL and
ψR undergo different transformations under SU(2)L, so that the Dirac term 1.34
results in not being invariant. In order to take account of fermion masses in a gauge
invariant way, an interaction term between the fermion field and the Higgs field can
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be added to the Lagrangian, so that mass terms arise by means of the spontaneous
symmetry breaking mechanism. This additional term is referred to as Yukawa
interaction term and has the form

LYukawa = −Gij
l L̄

i
Lϕl

j
R −Gij

d Q̄
i
Lϕd

j
R −Gij

u Q̄
i
LϕCu

j
R + h.c. (1.35)

where Li
L and Qi

L (i = 1, 2, 3) are leptons and quarks SU(2)L doublets (first and
fifth row of Table 1.1, respectively), ljR, ujR, djR (j = 1, 2, 3) are leptons and quarks
SU(2)L singlets (second, sixth and seventh row of Table 1.1, respectively), ϕ is the
Higgs field 1.20 and ϕC is the conjugate SU(2)L doublet of ϕ, defined as

ϕC = iσ2ϕ
∗ =

(
ϕ0∗

−ϕ−

)
=

1√
2

(
ϕ3 − iϕ4

−(ϕ1 − iϕ2)

)
(1.36)

As usual, the hermitian conjugate takes account of the anti-fermion terms of the
Lagrangian. The 3 × 3 matrices Gij

l , G
ij
d , G

ij
u are known as Yukawa matrices:

while Gij
l has a diagonal form, Gij

d and Gij
u are non-diagonal in order to take

account of the quark mixing. Operating the symmetry breaking mechanism, i.e.
choosing a specific vacuum state, writing the Higgs field as expansion terms around
ϕvac and applying a SU(2)L transformation to ϕ such that the Goldstone bosons are
gauged away, the lepton Yukawa term of the Lagrangian turns out to be

Llepton
Yukawa = −

(
1 +

H

v

)[
l̄iLm

i
ll
i
R + l̄iRm

i
ll
i
L + h.c.

]
=

= −mi
l l̄
ili − gmi

l

2mW

l̄iliH + h.c.
(1.37)

where mi
l = Gii

l v/
√
2 are the lepton masses, while the quark term is

Lquark
Yukawa = −

(
1 +

H

v

)[
ūiLM

ij
u u

j
R + d̄iLM

ij
d d

j
R + h.c.

]
(1.38)

where

M ij
d = Gij

d

v√
2
, M ij

u = Gij
u

v√
2

(1.39)

are non-diagonal matrices that need to be diagonalized in order to write the La-
grangian in terms of the quark mass fields. The diagonalization can be carried out
by means of unitary matrices UL

u , UR
u , UL

d , UR
d . In summation, the Yukawa term

for all the fermions is

LYukawa = −mi
l l̄
ili − gmi

l

2mW

l̄iliH −mα
d d̄

αdα − gmα
d

2mW

d̄αdαH+

−mα
u ū

αuα − gmα
u

2mW

ūαuαH + h.c.
(1.40)
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where dα and uα (α = 1, 2, 3) are mass eigenstates that are connected to the weak
interaction eigenstates ui, di:

uαL = (UL
u )

αiuiL uαR = (UR
u )

αiuiR (1.41)

dαL = (UL
d )

αidiL dαR = (UR
d )

αidiR (1.42)

and mα
d , mα

u are the eigenvalues of M ij
d and M ij

u , respectively. The U matrices are
involved with the CKM matrix, which appears in the charged weak currents for the
quarks:

V αβ =
[
UL
u U

L†
d

]αβ
(1.43)

As it is made clear from equation 1.40, Dirac mass terms for both leptons and
quarks are obtained in a gauge invariant way, as it should be. In addition, the
spontaneous symmetry breaking gives rise to interaction terms that couple the
Higgs field to the fermion fields, these terms being proportional to the fermion
masses. Since the G matrices eigenvalues are not fixed by the theory, the Standard
Model does not predict the values of the fermion masses.
As the right-handed neutrino fields do not participate in the Standard Model inter-
actions, the corresponding Yukawa term is vanishing, so that the SM neutrinos are
rigorously massless.

1.3 Beyond Standard Model
The SM has proven over the years to be an incredibly solid theory capable to resist
many decades of continuous attempts to find its flaws. Nevertheless it is now clear
it is not a complete description of how Nature works and some of the reasons are
summarized in this section.
Higgs Mass Hierarchy Problem
A first hint of the incompleteness of the SM is given by the hierarchy problem,
which underlines the inability of the model to homogeneously include gravity.
Being a scalar particle, the Higgs boson mass is subject to radiative corrections
beyond LO from all particles coupled to it. These corrections ∆mh (diagram in
Figure 1.4) are in the form:

∆m2
h =

λf
16π2

(
2Λ2 +O

[
m2

f ln
Λ

mf

])
(1.44)

24



1.3. Beyond Standard Model

Figure 1.4: Diagram representing fermion loop contributing to Higgs mass.

with λf being the fermions Yukawa coupling, mf their mass, and Λ the scale up to
which SM validity holds. The mass correction is quadratically divergent in Λ. If
the SM holds up to the Planck scale (O(1019), and no other phenomena come into
play, to obtain the relatively low value observed for the mass of the Higgs boson,
a particularly fine tuning in the cancellation of different huge terms is necessary.
This fine tuning seems unnatural and unlikely, even when the anthropic principle
is brought up. The problem would be solved by the discovery of new physics
at a scale, assuming Λ ∼ O(1) (still undetected), or proving an extended theory
capable to justify it (like the Supersymmetry theory [73]).

Yukawa Couplings Hierarchy
Another problem is found in the vast hierarchy of fermions Yukawa couplings.
Table 1.2 reports the value of the couplings divided by the Higgs vacuum expec-
tation value v. This structure with dimensionless parameters spanning six orders

Table 1.2: Fermions Yukawa couplings in the standard models, divided by Higgs
vacuum expectation value (∼ 246 ), grouped by family.

First Family Second Family Third Family
yu 10−5 yc 7.3× 10−3 yt ∼ 1
yd 3× 10−5 ys 6× 10−4 yb 2.4× 10−2

ye 2.9× 10−6 yµ 6.1× 10−4 yτ 1× 10−2

of magnitude requires some kind of explanation, not provided by the SM. Many
theories have been proposed to justify this phenomenon, but yet to be proven right.

Neutrino Masses
An additional omission of the SM, but this time at low energies, is the non-zero
mass of neutrinos, demonstrated through their flavour oscillations. This opens the

25



1.3. Beyond Standard Model

question of how to obtain a mass so small in a natural way. A Yukawa coupling
to achieve this mass would make the hierarchy another factor of 106 wider, and
the same kind of coupling as the other fermions assumes the existence of a right-
handed neutrino [96] which has yet to be observed.

Dark Matter
Many independent astrophysical observations have proven the existence in the
universe of a large quantity of energy density which acts as ordinary matter in
terms of gravitational effects, but interacts with SM particles in no other noticeable
way. Indeed this component seems to be five times more abundant than ordinary
matter. Since not emitting, it has been called Dark Matter (DM)[78].
The observed DM abundance in the early Universe can arise from different produc-
tion mechanisms depending on the DM coupling to the SM. In the case where the
DM reached a thermal equilibrium with the SM, the production can be explained
by a freeze-out mechanism. It consists of the particle density freezing when the
interaction rate between DM and SM particles cannot compensate anymore the
Hubble expansion rate. Considering a DM particle χ and a simple annihilation
process χχ↔ SM we can use Boltzmann equation to describe the density of DM
particles n as a function of time t:

dn

dt
= −3Hn− ⟨σv⟩ (n2 − neq) (1.45)

with H being Hubble parameter, ⟨σv⟩ the thermal average of the annihilation rate
and neq the density value reached at equilibrium. Figure 1.5 shows the evolution
of n as a function of x, the ratio between the DM mass m and the temperature of
the Universe T (x ∝ t). When T was very high, the production and annihilation
processes impact was much more intense than the one from expansion and thus
the density followed this equilibrium. Once T ≤ m, pair production reduced as
well as annihilation, up until the number of particles ceased to evolve and a relic
density was left. The final value for the relic density is inversely proportional to
the thermal average of the annihilation rate.
The approximate solution of equation 1.45 yields the estimated DM relic density
Ωχ

Ωχh
2 ∼ 3 · 1027cm3s−1

⟨σv⟩ (1.46)

where the Hubble parameter is defined as h = H0/100 kms−1Mpc−1. Weak-scale
values for the interaction cross-section match this result if the DM candidate has
masses in the range GeV-TeV.
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Figure 1.5: Evolution of DM particle number as a function of x = m/T . Three
different asymptotic limits based on different hypothesis on the cross-section are
underlined. [108].

Many theories have been formulated in order to answer these open questions
and provide a valid alternative/extension of the SM. The work described in this
thesis is about searches for evidence of Physics Beyond Standard Model (BSM)
but in a model-independent way, without relying on a specific model prediction,
even though the Heavy Vector Triplet (HVT) framework [102] has been considered
to interpret results and set upper limits on the cross-section.

1.3.1 Heavy Vector Triplet
The HVT model is a simplified parametric Lagrangian, designed to reproduce a
large class of explicit descriptions of heavy vector particles (with masses of the
order of TeV) in different regions of its parameter space. It provides a Lagrangian
that fulfills SM symmetry constraints with an isospin SU(2) triplet formed of a
neutral Z ′ (or V 0) and two charged W ′ (or V ±) bosons, defined by the familiar
relations:

V ±
µ =

V 1
µ ∓ V 2

µ√
2

, V 0
µ = V 3

µ (1.47)

27



1.3. Beyond Standard Model

The simple phenomenological Lagrangian is the following:

LV = −1

4
D[µV

a
ν]D

[µV ν]a +
m2

V

2
V a
µ V

µa

+igV cHV
a
µH

†τaDµH +
g2

gV
cFV

a
µ J

µa
F

+
gV
2
cV V V ϵabcV

a
µ V

b
νD

[µV ν]c + g2V cV V HHV
a
µ V

µaH†H

−g
2
cV VW ϵabcW

µνaV b
µV

c
ν

(1.48)

where a = 1, 2, 3. The first line of the equation contains the kinetic and mass
term, plus trilinear and quadrilinear interactions with the vector bosons from the
covariant derivatives

D[µV
a
ν] = DµV

a
ν −DνV

a
µ , DµV

a
ν = δµV

a
ν + gϵabcW b

µV
c
ν . (1.49)

The second line contains direct interactions of V with the Higgs current and with
the SM left-handed fermionic currents, where τa = σa/2.
The couplings of the HVT to all SM particles are given in terms of the new cou-
pling gV , which parameterizes the interaction strength between the heavy vectors.
This makes the setup extremely versatile since it can capture the features of many,
weakly and strongly coupled, concrete models. The relevant parameter space of an
HVT with a given mass is two-dimensional consisting of two parameter combina-
tions which describe its couplings to fermions and to SM gauge bosons. The HVT
model under consideration is a simplified version with an universal coupling CF

of V to fermions. The coupling of the HVT to fermions scales as gF = g2cF/gV ,
where g is the SM SU(2)L gauge coupling and cF is a free parameter which can be
fixed in each explicit model. In both benchmark models A and B, cF is expected to
be of order one. The HVT coupling to fermions in strongly interacting models is
thus g2/gV suppressed with respect to weakly coupled models. Thus, in general, a
large coupling gV corresponds to a small Drell-Yan production rate and, similarly,
a small branching ratio into fermionic final states. Concerning the HVT coupling
to SM bosons, note that it couples dominantly to the longitudinal components
of the gauge bosons and to the Higgs, while the coupling to transverse gauge
bosons is generally suppressed. Contrary to the coupling to fermions, the HVT
coupling to SM bosons scales as gH = gV cH . The parameter cH , analogously
to cF , has to be fixed in each individual model and takes values of order one in
models A and B. Here we have the reversed situation, that a small value of gV
in weakly coupled extensions of the SM leads to a small branching fraction into
gauge bosons, while strongly coupled theories predict an enhanced branching ratio.
Thus strongly and weakly interacting heavy vectors are expected to have a very
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different phenomenology: weakly coupled vectors are produced copiously, decay
predominantly into two leptons or jets and have a small branching ratio into gauge
bosons; strongly interacting vectors are produces less, decay predominantly into
gauge bosons and two-fermion final states can be extremely rare. The results can
be presented as contours in the parameter space (gH , gF ) which allow for a broad
interpretation, going beyond the benchmark models A and B. In a very large class
of explicit models of heavy vectors, the parameters cH and cF can be computed and
the result compared with the aforementioned contours to asses the compatibility of
the concrete model with the experimental search.
The two benchmark models, A and B, are predominately produced via quark-anti-
quark annihilation. To study the rare process of vector-boson-fusion a third model,
model C, is designed to focus on this production mode. In this model the couplings
are set to gH = 1 and gF = 0.
Diboson final states, both neutral W+W−, ZH , and charged W±Z,W±H , where
H is the SM Higgs boson, are particularly interesting in strongly coupled mod-
els where the branching ratio into diboson final states is enhanced. Note that
the HVT coupling to two SM bosons comes from a gauge invariant coupling
to the electroweak triplet Higgs current, with strength gH , and thus all the cou-
plings to the aforementioned final states are expected to be equal. In particular
the HVT framework predicts the same branching ratios for the four processes
V ± → W±Z, V ± → W±H, V 0 → W±W±, V 0 → ZH .
Other neutral diboson final states are either suppressed or forbidden. The decay
of a spin-1 vector into HH is forbidden by momentum and angular momentum
conservation (and consequently Lorentz invariance). This is true to all orders,
so no higher dimensional operator can appear. ZZ is accidentally not present at
dimension four. While operators can appear at dimension six and higher, they are
highly suppressed and therefore not considered.
This relation is of primary importance in the HVT framework since it allows to
gain a higher sensitivity by combining not only neutral and charged channels, but
also eventually channels involving the Higgs boson.
Note that the branching ratios of W ′ and Z ′ into bosons are the same. The reason
is that the HVT W ′/Z ′ both couple to the Higgs current from which the widths
and branching ratios into SM gauge bosons are derived.
The HVT also couples to the fermionic current. Therefore, what needs to be
compared is the sum of the widths (or equivalently the sum of the BRs) of all quark
and lepton final states. For example, the sum of the widths into ℓℓ and νν is the
same as the width into ℓν. For the quark sector, the mixing has to be taken into
account and the sum of all charged quark final states is equal to the sum of all
neutral quark final states.

Although the model-independent nature of the analysis described in this thesis, the
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1.3. Beyond Standard Model

Heavy Vector Triplet (HVT) Model A (gV = 1) produced via qq scattering is used
as a baseline for the signal interpretation. The WH configuration is modified to
replace the W with the X particle. The X is considered to be charged with variable
mass, natural width of 2GeV (smaller than the detector resolution), and spin-1,
with allowed decays only to ud̄ with 100% branching ratio.
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CHAPTER 2
ATLAS Experiment at LHC

The European Organization for Nuclear Research (CERN) is a research center
that runs the world’s largest particle physics laboratory, based in the north-west
of the city of Geneva on the Franco-Swiss border. Its origins can be traced to the
1940s, when a small number of visionary scientists in Europe and North America
identified the need for Europe to have a world-class physics research facility.
At an intergovernmental meeting of UNESCO in Paris in December 1951, the
first resolution concerning the establishment of a European council for nuclear
research was adopted. Two months later an agreement was signed establishing the
provisional Council – the acronym CERN was born. Following the ratification by
12 states (Belgium, Denmark, France, the Federal Republic of Germany, Greece,
Italy, the Netherlands, Norway, Sweden, Switzerland, the United Kingdom and Yu-
goslavia), on 29 September 1954 the European Organization for Nuclear Research
officially came into being.
When CERN project was conceived, pure physics research was mainly devoted to
the understanding of the atom, hence the word ”nuclear” in the organization name.
At present, CERN’s main area of research is sub-atomic particle physics and it is
run by 23 Member States (Austria, Belgium, Bulgaria, Czech Republic, Denmark,
Finland, France, Germany, Greece, Hungary, Israel, Italy, Netherlands, Norway,
Poland, Portugal, Romania, Serbia, Slovak Republic, Spain, Sweden, Switzerland
and United Kingdom) while many non-European countries are involved in differ-
ent ways. Among the most important achievements made by scientists through
experiments at CERN we can cite the discovery of the W, Z and Higgs boson
[85, 26, 27, 68, 67, 50, 64], the discovery of direct CP violation [65] and the
foundation of the World Wide Web.
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2.1. The Large Hadron Collider

2.1 The Large Hadron Collider
At CERN, physicists and engineers from all over the world study the structure
of the universe by means of the largest and most complex particle accelerator
ever built: the Large Hadron Collider (LHC). Two high-energy proton beams are
made to collide inside the accelerator, so that scientists can investigate the physics
processes involved with the collisions and try to answer the fundamental question
of what the universe is made of, pushing the human knowledge frontier.
The acceleration is achieved by means of a proton source followed by a succession
of machines that sequentially accelerate particles to increasingly higher energies,
the last element of the chain being the LHC. Here, the protons are accelerated up
to the record energy of 7TeV per beam.
Figure 2.1 shows a schematic view of the whole accelerating structure. The proton
source is a bottle of hydrogen gas. Hydrogen atoms are stripped of their electrons
by means of an electric field, leaving hydrogen nucleus, i.e. protons, behind.
The first accelerating machine of the chain is Linac2, i.e. a linear accelerator
that pushes protons to a 50MeV energy. The Proton Synchroton Booster and
sequentially the Proton Synchroton (PS) accelerate the protons to 1.4GeV and
25GeV, respectively. The beam is then injected into the Super Proton Synchrotron
(SPS) to be accelerated to 450GeV and finally to LHC. Most of the accelerators
before LHC have their own halls where experiments exploit the beams at lower
energies.
The LHC beam pipes consist of a 27-kilometres ring of superconducting magnets
equipped with numerous accelerating structures that boost the particles along their
way around the collider. The magnets are needed to produce an intense magnetic
field which keeps the particles on a circular trajectory inside the ring. The proton
beams enter the LHC divided in bunches of 1011 protons each, at a frequency of 40
MHz hence separated in time by 25 ns, travelling in opposite directions in such a
way that several collision points are found along the ring. The bunch fill pattern
is designed to maximize the rate of the collisions for a total of 2556 proton filled
bunches in Run-2, out of a maximum allowed of 2808. Four detectors are installed
near the collision points: ALICE, ATLAS, CMS and LHCb. The nominal project
value of the center of mass energy at each collision point equals 13TeV, but since
the first day of Run-3 the record energy of 13.6TeV has been reached.
Protons are not the only particles accelerated in the LHC, also lead ions enter
Linac3 from a source of vaporised lead and are then collected and accelerated
in the Low Energy Ion Ring. Successively, they follow the same route to their
maximum energy as the protons.
A construction parameter that is crucial to the discovering power of a collider is its
instantaneous luminosity L, which represents the number of collisions that can be
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2.1. The Large Hadron Collider

Figure 2.1: Scheme of the CERN accelerator complex, from Linac2 to LHC and a
subset of the many experiments supported by these accelerators.

produced in a particle collider per cm2 and per second:

L = frevF
N2

b nb

2πσxσy
(2.1)

It is directly proportional to the revolution frequency of the bunches frev the
number of protons per bunch Nb and the number of bunches nb. It is also inversely
proportional to the root mean square of the beam width in the x and y directions
σx and σy, and corrected by a geometrical form factor F which accounts for the
crossing angle of the two beams. The instantaneous luminosity L depends only
on beam parameters. For a gaussian-profile beam, it is connected to the rate R
of events produced by collisions through the cross-section σ of the considered
process:

R = L · σ (2.2)

The total amount of luminosity delivered by the LHC is called integrated luminosity
and is defined as:

L =

∫
Ldt (2.3)
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2.1. The Large Hadron Collider

It is used to quantify the amount of data delivered by the LHC and recorded by the
experiment.
The extreme experimental environment caused by the intense luminosity involves
a high particle multiplicity which is particularly challenging both at the detector
and trigger system level. This is caused by the so called in-time pile-up, arising
from multiple collisions from the same bunch crossing, and out-of-time pile-up,
which originates from signals coming from previous bunch. The parameter used to
describe this aspect is the average number of interactions per bunch crossing ⟨µ⟩:

⟨µ⟩ = L · σinelastic

nb · frev
(2.4)

2.1.1 Run-1

The first successful circulation of the beams occurred on 10th September 2008.
Unfortunately some of the superconducting magnets suffered damage, causing the
LHC to stop its activity until November 2009, after a long technical intervention.
First collisions took place on 30th March 2010, with the rest of the year mainly
devoted to commissioning.
2011 was the first production year, with an integrated luminosity of 5 fb−1 delivered
to both ATLAS and CMS. By the time of the 2012 summer conferences, data
corresponding to 6 fb−1 were collected, allowing for the announcement of the
discovery of a Higgs-like particle on 4th July 2012.
During the first period (2010-2011), the centre-of-mass energy of the pp system
was

√
s = 7TeV. In 2012,

√
s was increased to 8TeV.

In 2011, LHC instantaneous luminosity reached the value of 3.65× 1033 cm−2 s−1

at its maximum, the design peak luminosity being 1× 1034 cm−2 s−1. Such a high
luminosity was obtained through 1380 bunches per beam with a collision rate of
50MHz, values smaller than the nominal ones. The resulting 2011-2012 integrated
luminosity is shown in Figure 2.2 and corresponds to 21.3 fb−1 of data recorded
by the ATLAS detector. Figure 2.3 gives an overview of the luminosity-weighted
distribution of ⟨µ⟩ for the Run-1. The mean number of interactions reached the
value of 9.1 at

√
s = 7TeV and 20.7 at

√
s = 8TeV. The LHC Run 1 officially

ended in 2013.

2.1.2 Run-2
A phase of long stop for LHC, the Long Shut-down 1 (LS1), lasted from 2013 to
2014 to allow maintenance and upgrade operations. In May 2015 a second phase
of data collection started: the LHC Run-2. The goal of Run-2, lasted until the
end of 2018, consisted in collecting about 100 fb−1 of data at a collision energy of
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Figure 2.2: Cumulative luminosity versus time delivered to (green), recorded by
ATLAS (yellow) and certified to be good quality data (blue) during stable beams
and for pp collisions at 7 and 8TeV centre-of-mass energy in 2011 and 2012.

Figure 2.3: Luminosity-weighted distribution of the mean number of interactions
per crossing for the 2011 and 2012 data. The mean number of interactions per
crossing corresponds the mean of the poisson distribution on the number of inter-
actions per crossing calculated for each bunch.
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2.1. The Large Hadron Collider

14TeV.
The initial phase of data collection was dedicated to put the collider into operation,
namely by testing the magnets performance and the alignment of the spectrometer,
using a beam bunch spacing of 50 ns for 1 fb−1 integrated luminosity. After the
commissioning phase, the bunch-spacing was improved to 25 ns and the beams pro-
duced collisions at

√
s = 13TeV with a peak luminosity of 5.0× 1033 cm−2 s−1.

After the Run-2 first technical stop in 2016, LHC reached a peak luminosity of
12.1 × 1033 cm−2 s−1. The number of collisions recorded by ATLAS and CMS
during the proton run from April to the end of October was 60% higher than antic-
ipated. More precisely, the integrated luminosity received by ATLAS and CMS
reached 40 fb−1, compared with the 25 fb−1 originally planned. During the Ex-
tended Year End Technical Stop (from the end of 2016 until March 2017), CERN’s
accelerators took a long break. Thanks to the improvements effected during this
period, the instantaneous luminosity doubled its nominal value in 2017, reaching
2.09× 1034 cm−2s−1.
In the same year the LHC has provided its two major experiments, ATLAS and
CMS, with 50 fb−1 of data, i.e. 5 billion million collisions, regardless of a serious
setback due to a vacuum problem in the beam pipe of a magnet cell. In fact, even
though the number of bunches that could circulate in the machine was restrained,
the arrangement of the bunches in the beams was changed in such a way that
luminosity started to increase again after a few weeks. The operating parameters
were optimised as well, alongside with the size of the beams, which was signifi-
cantly reduced. As a result, up to 60 collisions were produced at each crossing in
2017. In 2018 the target integrated luminosity of 60 fb−1 for the ATLAS and CMS
proton run was exceeded by 10%, resulting in a total integrated luminosity during
Run-2 (2015 - 2018) of 140 fb−1, and of 139 fb−1 since the start of LHC physics.
Figure 2.4 shows the integrated luminosity recorded by the ATLAS experiment
during Run-2.
Figure 2.5 gives an overview of the luminosity-weighted distribution of ⟨µ⟩ for the
Run-2. The mean number of interactions reached the value of 36.1 in 2018.

2.1.3 Run-3 and High Luminosity LHC
The second Long Shut-down (LS2) started on December 2018. It was scheduled to
last about two years until the beginning of 2021 but due to Covid-19 pandemic it
was prolonged till the end of spring of 2022. During this time the four big LHC
experiments performed major upgrades to their data readout and selection systems,
with new detector systems and computing infrastructure. The changes will allow
them to collect significantly larger data samples, of higher quality than previous
runs, with plans to start Run-3 and, successively, guide the LHC towards its High
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Figure 2.4: Cumulative luminosity versus time delivered to ATLAS (green),
recorded by ATLAS (yellow), and certified to be good quality data (blue) dur-
ing stable beams for pp collisions at 13TeV centre-of-mass energy in 2015-2018.
The complete pp data sample in 2018 is shown.

Luminosity phase.
LHC Run-2 provided the scientific community with relevant precision measure-
ments, from Higgs boson mass to top quark and vector boson masses. Precision
measurements are crucial to constrain Standard Model parameters that are not
predicted by the model, hence the need to further increase the statistics of collected
data.
First stable-beam collisions of Run-3 has occurred on 5th July 2022, breaking a
new energy world record of 13.6TeV in the centre-of-mass. With the increased
data samples and higher collision energy, Run 3 will further expand the already
diverse LHC physics program, lasting until the end of 2025, and will act as a
test-bench for the new technologies installed in anticipation of High Luminosity
LHC (HL-LHC).
The HL-LHC is an upgrade of the LHC scheduled to run from 2027 and designed
to achieve an instantaneous luminosity five times larger than the LHC nominal
value, thereby enabling the experiments to enlarge their data sample by one order of
magnitude compared with the LHC baseline program. As for the ATLAS detector,
the HL-LHC will deliver a luminosity seven times larger than the value for which
ATLAS was originally designed. In order to accomplish this ambitious task, the
development and installation of new detectors with radiation-hard elements, finer
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Figure 2.5: Luminosity-weighted distribution of the mean number of interactions
per crossing for the 2015 – 2018 pp collision data at 13TeV centre-of-mass energy.
The mean number of interactions per crossing corresponds the mean of the poisson
distribution on the number of interactions per crossing calculated for each bunch.

granularity and faster readout are needed. While most of these new systems will
be installed during the next Long Shutdown (LS3, scheduled for 2026), some have
been already installed in LS2, as the ATLAS New Small Wheels described in
Appendix A.
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2.2. The ATLAS detector

2.2 The ATLAS detector
The ATLAS experiment is a multi-purpose experiment at the Large Hadron Collider,
the biggest ever built, designed to exploit the full discovery potential and the huge
range of physics opportunities that LHC provides. Its name is an acronimous of
A Toroidal Lhc ApparatuS, for the peculiar toroidal form of the magnetic field
provided by superconductive magnets. It sits in a cavern situated 100m below
ground near the main CERN site. Together with CMS, it was one of the two LHC
experiments involved in the discovery of the Higgs boson in July 2012 [50, 64]
(Figure 2.7), but it was also designed to search for evidence of theories of particle
physics beyond the Standard Model.
A schematic representation of the ATLAS detector is shown in Figure 2.8. It

(a) (b)

Figure 2.7: The invariant mass from pairs of photons selected in the Higgs to γγ
analysis, as shown at the seminar at CERN on 4 July 2012. The excess of events
over the background prediction around 125GeV is consistent with predictions for
the Standard Model Higgs boson (a). A recent [55] distribution of candidate Higgs
events from the H to ZZ to 4 leptons analysis using 13TeV data from the LHC
(b).

consists of a cylindrical geometry section around the beam axis, called barrel,
closed at sides by two end-caps designed to optimize the detection in the forward
region. The system almost covers the entire solid angle around the interaction
point (IP) by means of several concentric sub-detectors of different types.
The subsystems characterizing the detector, from inside to outside are the following:

• an inner tracking system, designed to measure the momentum of charged
particles and the position of the interaction vertices;
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2.2. The ATLAS detector

• a solenoidal super-conductive magnet that provides a uniform magnetic field
along the beam axis;

• an electromagnetic calorimeter (ECAL), for the detection and measurement
of electromagnetic cascades induced by photons and electrons;

• a hadronic calorimeter (HCAL), for the detection and measurement of hadron
showers and the study of jets structure;

• a muon spectrometer, responsible for the tracking and measurement of
penetrating muons with a very high precision;

• an air-coded superconducting toroidal magnet, in charge of providing the
muon spectrometer with a magnetic field.

Figure 2.8: A digital reproduction of the ATLAS experiment with its subdetectors.

2.2.1 ATLAS Coordinate System
The coordinate system of ATLAS is a right-handed reference frame with the x-axis
pointing towards the centre of the LHC tunnel, and the z-axis along the tunnel. The
interaction point defines two regions: a forward (z > 0) and a downward region
(z < 0). The y-axis is slightly tilted with respect to vertical due to the general
tilt of the tunnel (Figure 2.9). Due to the symmetry of the detector, a cylindrical
coordinates system reference is actually preferred, where the polar angle θ is
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2.2. The ATLAS detector

measured with respect to the z axis positive direction, while the azimuthal angle
ϕ ∈ [−π, π] lies in the x-y plane. The θ variable is not invariant under Lorentz

Figure 2.9: Coordinate system used in ATLAS.

boosts along the z axis. In contrast, the rapidity variable defined as

y =
1

2
ln

(
E + pL
E − pL

)
(2.5)

is a relativistic invariant. E is the energy of the particle considered, while pL is the
longitudinal (i.e. lying on the z axis) component of the particle momentum. In the
ultra-relativistic limit (m ≪ p) E ≈ p, therefore it can be written as:

y =
1

2
ln

(
p+ pL
p− pL

)
= − ln

(√
(1− cosθ)

(1 + cosθ)

)
== − ln

(√
sin2θ

(1 + cosθ)2

)
(2.6)

Given the equality sinθ
(1+cosθ)

= tan
(
θ
2

)
, the expression becomes the pseudo-rapidity:

η = − ln

[
tan

(
θ

2

)]
(2.7)

that is used in place of θ given its Lorentz invariance.
It is easy to see that η = 0 for θ = 90◦ and asymptotically increases as θ → 0◦ (or
θ → 180◦), as shown in Figure 2.10.
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2.2. The ATLAS detector

Figure 2.10: Pseudorapidity η for different values of θ angle.

The angular separation in the η − ϕ plane, defined as

∆R =
√
(∆η)2 + (∆ϕ)2. (2.8)

is useful and largely used in physics analyses.

Inside a hadronic collider such as LHC, the elements that actually collide are
particles composed of partons (quarks and gluons). Consequently, the actual in-
teraction energy

√
s in the center of mass system is unknown, since it depends on

the momentum fraction (x1 and x2) carried by the partons that actually participate
in the hard scattering process. It is therefore natural to study the kinematics of
interactions in the transverse (i.e the x-y) plane. In fact, since the average partons
transverse momentum (pT ) is negligible in the initial state, the energy conservation
law allows for the final system pT being set to zero.

2.2.2 The Inner Detector
The first detector encountered moving inside-out from the beam-pipe is the Inner
Detector (ID). It is responsible for the tracking of charged particles produced
in the pp collisions alongside with their kinematic features: pT , η, ϕ and the
reconstruction of primary and secondary production vertices.
The ID extends from 38 to 1082 mm in radius, and for 6.2 m in length, covering the
range in pseudorapidity |η| < 2.5. It is composed by three subsystems: The Pixel
Detector (PD), the SemiConductor Tracker (SCT) and the Transition Radiation
Tracker (TRT), as shown in Figure 2.11.
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Figure 2.11: The ATLAS Inner Detector subsystems structure.

Pixel Detector

The Pixed Detector [44, 17] is composed of three cylindrical layers at radius 50.5,
88.5 and 122.5 mm in the barrel region and three disc-shaped layers for the end-
caps at longitudinal distance of 49.5, 58.0 and 65.0 mm. Each layer is made of
pixels arranged in plates of 4086 elements each. Pixels have size 400 × 50µm2

with a resolution of 10 µm in the R−ϕ direction and 115 µm in the z direction. In
2014 the so-called Insertable B-layer, a fourth innermost layer with smaller pixels
(50 × 250 µm2), was added at radius 33.3 mm in order to significantly increase
the vertex reconstruction capability.

Semiconductor Tracker

The SemiConductor Tracker (SCT) [29] is composed of silicon micro-strip modules
layers, four in the barrel region and nine in the end-caps. Each module is composed
of 768 read-out strips with a pitch of 80 µm, and dimensions 6.36 × 6.40 cm2.
They are disposed in a stereo configuration, providing a precision measurement in
the principal coordinate R-ϕ of 17 µm, and in the second coordinate z of 580 µm.
The entire system is mapped to more than 6 million read-out channels.
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2.2. The ATLAS detector

Transition Radiation Tracker

The Transition Radiation Tracker (TRT) [110] constitutes the outer part of the ID.
It is a gas detector made of 4mm diameter tubes, filled with a 70% Xe, 27% CO2

and 3% O mixture. The ionization electrons produced by particles traversing the
detector is collected through a gold-plated tungsten cable at the center of each tube.
The TRT is used to reconstruct the tracks and, owing to the so-called transition
radiation1, provides information on the particle type that flew through the detector:
it is capable of a significant discrimination between electrons and charged pions
with energy in the range 1GeV ≤ E ≤ 100GeV.
Through the track measurement provided by ID it is possible to obtain a measure
of the transverse momentum of the charged particle by exploiting the information
about the curvature of the track caused by the magnetic field, the latter being
provided by the superconducting solenoid described in Section 2.2.5. In fact,
a particle of charge q and velocity v⃗, when surrounded by a magnetic field B⃗,
undergoes the Lorentz force

F⃗L = qv⃗× B⃗ (2.9)

Since B⃗ is along the z axis, F⃗L lies in the x-y plane and causes the trajectory of
the particle to bend in the transverse plane. The relation between the transverse
momentum and the bend radius r turns out to be

r =
pT

0.3 ·B (2.10)

if r, B and pT are expressed in m, T, and GeV, respectively. In order to estimate
the resolution, the sagitta method is used. The sagitta of a track is the maximum
distance between the track itself and the straight segment having the same starting
and ending points of the track (Figure 2.12). If s is the sagitta, L is the length of
the reconstructed track (in m), N is the number of measured points on the track
and ϵ is the resolution on the measurement of the points, the momentum resolution
is given by

∆p

p2
=

ϵ

0.3 ·B · L2

√
720

N + 4
. (2.11)

As it is made clear from the above formula, it is crucial to have a strong magnetic
field, a high number of points per track and a good spatial resolution on these
points in order to have a good resolution on the track pT .

1The transition radiation is a form of electromagnetic radiation emitted when a ultra-relativistic
charged particle passes through inhomogeneous media, such as a boundary between two different
media. It is suitable for particle discrimination since the total energy loss of a charged particle on
the transition depends on its Lorentz factor γ = E/mc2 and is mostly directed forward peaking at
an angle of the order of 1/γ relative to the particle’s path.
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Figure 2.12: Geometric representation of the sagitta.

2.2.3 The Calorimetric System
Calorimeters measure the energy that a particle loses as it passes through the
detector. They are also employed to ”measure” the missing transverse energy and
to perform particles identification. A calorimeter is usually designed to entirely
stop or “absorb” most of the particles coming from a collision (the only exception
being muons and neutrinos), forcing them to deposit all of their energy within the
detector. Two types of calorimeters exist: homogeneous and sampling calorimeters,
the former being one in which the entire volume is sensitive and contributes a
signal, while the latter typically consist in layers of “passive” (or “absorbing”)
high-density material, for example lead, interleaved with layers of an “active”
medium, such as solid lead-glass or liquid argon. One advantage of this is that
each material can be well-suited to its task; for example, a very dense material
can be used to produce a shower that evolves quickly in a limited space, even if
the material is unsuitable for measuring the energy deposited by the shower. A
disadvantage is that some of the energy is deposited in the wrong material and is
not measured; thus the total shower energy must be estimated taking into account
calibration factors.
ATLAS Calorimeter system is based on sampling method and it consists of four
subsystems:

• the electromagnetic calorimeter, which covers the |η| < 3.2 pseudo-rapidity
range;

• the cylindrical hadron calorimeter, which covers the |η| < 1.7 pseudo-
rapidity range;

• two hadron calorimeters in the end-cap regions, covering the 1.5 < |η| < 3.2
pseudo-rapidity range;

• two forward calorimeters, covering the 3.1 < |η| < 4.9 pseudo-rapidity
range.
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A schematic view is given in figure 2.13.

Figure 2.13: The ATLAS Calorimetric system.

Electromagnetic Calorimeter

The measurement of the energy of photons and electrons is based on the production
of electromagnetic showers. Therefore the thickness of the detector is typically
given in units of X0, the so-called radiation length, indicating the average distance
traveled in a certain material before it loses a fraction 1/e of its energy through
radiation.
The Electromagnetic Calorimeter [21] (ECAL) is a lead (Pb) and liquid argon
(LAr) detector, with an accordion geometry contained in a cylindrical cryostat,
which surrounds the inner detector cavity. The accordion structure (made of lead)
has a thickness that varies according to η (Figure 2.14), in order to maximise the
energy resolution. The active material of the calorimeter is the liquid argon. This
structure confers very high acceptance and symmetry in the ϕ coordinate to the
calorimeter.
Calorimetric cells are segmented (∆η ×∆ϕ = 0.025× 0.025) in correspondence
of readout electrodes. The longitudinal sampling of the showers is obtained by
repeating the cell structure four times along the radial direction. The total thickness
amounts to about 25X0 in the barrel region and to more than 26X0 in the end-cap
regions.
Overall, the electromagnetic calorimeter provides about 190000 readout channels.
The whole system is maintained at the temperature of 89 K, needed for correct
functioning.
The energy resolution of an electromagnetic calorimeter depends on several factors
and can be written as:

σE
E

=
a√
E

⊕ b

E
⊕ c (2.12)
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Figure 2.14: Section of ECAL showing its characteristic accordion architecture.

where a is a sampling term which includes the statistical fluctuations, b is a term
that takes the noise due to electronics and overlapping signals into account and c is a
constant taking account of mechanical effects, calibration and non-uniform sources
which involve systematic errors. For the ATLAS Electromagnetic Calorimeter
the energy resolution is equal to σE

E
= 10%√

E
⊕ 1% in the energy range going from

2GeV up to 5TeV.
The angular resolution amounts to about 40mrad√

E[GeV]
, allowing a good measurement

in η of the showers direction.

Hadronic Calorimeters

The hadrons energy loss is usually due to nuclear processes and therefore the spatial
scale of hadronic showers is generally larger than the electromagnetic ones. The
thickness of the detector is measured in units of interaction lengths λi, the mean
distance traveled by a hadronic particle before undergoing an inelastic nuclear
interaction. The thickness has been chosen to both provide a good containment
of hadronic showers and minimize the number of particles passing through the
spectrometer: for η = 0 the thickness amounts to 8 λ, in order to guarantee a
good resolution for high-energy jets and a good measurement of missing transverse
energy, Emiss

T . Typically in tens of interaction lengths hadrons are fully absorbed.

The hadronic calorimeters (HCAL), which cover the |η| < 4.9 pseudo-rapidity
range, is divided into three main regions:

• The Hadronic Tile Calorimeter [2] is located in the barrel covering the region
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|η| ≤ 1.0, and in two extension regions 0.8 ≤ |η| ≤ 1.7. Steel is used as
passive material and scintillating tiles as active materials, which produce
a signal proportional to the number of secondary particles produced in the
interaction.

• The Hadronic End-Cap Calorimeter (HEC) [28] is composed of two inde-
pendent wheels of radius 2.03 m and covers the range 1.5 ≤ |η| ≤ 3.2.
LAr is used as active medium and copper plates as absorbers, since in the
end-caps the amount of radiation is greater than in the barrel.

• The Forward Hadronic Calorimeter (FCAL) is placed in the high-eta region
very close to the beam pipe where the particle density is extremely high, to
cover the region 3.1 ≤ |η| ≤ 4.9. It is composed of three layers using LAr
as active material and copper, for the innermost layer, and tungsten, for the
external layers, as abosrbers.

The energy resolution for a hadronic calorimeter can be expressed as

σE
E

=

√
c2int + c2samp

E
⊕ a (2.13)

where a is a constant which accounts for non-Gaussian fluctuations in the electro-
magnetic component of the shower, cint allows for the intrinsic fluctuations in the
fraction of the initial energy that is transformed into sensible energy, while csamp

takes statistical and sampling fluctuations into account.
TileCalo and HEC have an energy resolution of ∆E

E
= 50%√

E
⊕ 3% while FCAL

energy resolution is ∆E
E

= 100%√
E

⊕ 10%.

2.2.4 The Muon Spectrometer
The more external sub-detector is the Muon Spectrometer (MS) [3], which has the
purpose to give a precise and independent measurement of muon quantities, since
muons usually pass through the Inner Detector and Calorimeter undetected and
reach the outer layer of ATLAS.
The MS is a crucial element of the whole detector, since high momentum muons
provide the most clear and simple experimental signatures in many physics searches.
The spectrometer occupies both the barrel and the end-cap regions, so that a remark-
able pseudo-rapidity coverage in the |η| < 3 range is guaranteed. It is immersed in
a toroidal magnetic field, which allows a muon transverse momentum measurement
independent from the one of the ID.
The subdetectors composing the MS, before the arrangement changing for Run-3,
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were trigger chambers (Resistive Plate Chambers (RPCs), Thin Gap Chambers
(TGCs)), high precision tracking chambers (Muon Drift Tubes (MDTs) and Cath-
ode Strips Chambers (CSCs)). During the LS2 the two Small Wheels in the end-cap
region have been replaced by the New Small Wheels, with new kind of detectors
more efficient at high collisions rate, with a very small spatial and timing resolu-
tion: small Thin Gap Chambers (sTGCs) and MicroMeGas (MMGs), described in
Appendix A.
The configuration here described refers to Run-2.

Figure 2.15: The ATLAS Muon Spectrometer, composed of different types of
detectors.

In the r - ϕ plane the muon system is divided into 16 segments according to
the octant symmetry of the toroidal magnet, as it can be seen in Figure 2.16. The
structure of the spectrometer system is designed to efficiently exploit the magnets
bending power and to cover the entire azimuthal angle (0 < ϕ < 2π).
Three cylinders, which are concentric to the beam axis, are arranged in the barrel
chambers. The inner, middle and outer stations cylinder radius is about 5m, 7.5m
and 10m, respectively, with the cylinders covering a |η| < 1 pseudo-rapidity range.
The end-cap chambers, with a trapezoidal shape, cover the 1 < |η| < 2.7 pseudo-
rapidity range and are arranged into four disks that are concentric to the beam axis
with a distance from the interaction point of 7m, 10m and 21m, respectively.

Resistive Plate Chambers

RPC are gaseous detectors consisting of two bakelite plates separated by a 2 mm
gap filled with a gas mixture of 97% tetrafluoroethane (C2H2F4) and 3% isobutane
(C4H10). A high electric field of 4.5 kV/mm is maintained between the two plates
to amplify the primary ionization of charged particles crossing the detector. The
charged induced on metallic strips in the outer sides of the bakelite plates is
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Figure 2.16: The ATLAS Muon Spectrometer section, in the x - y plane.

collected as signal. Two RPC units are placed in each layer, orthogonal to one
another, providing information on both η and ϕ coordinates. RPCs are arranged in
three trigger station (two in the BM, one in the BO) , each composed by two such
layers.

Thin Gap Chambers

TGCs are the trigger chambers used in the end-caps. They are designed to have the
anode-cathode spacing smaller than the anode-anode spacing for a very short drift
time of 20 ns. The chambers are filled with a highly quenching gas mixture of 55%
CO2 and 45% n-pentane (n-C5H12) operating in saturation mode.

Monitored Drift Tubes

MDTs are the high precision measurement detectors. They are composed of two
multi-layers of aluminum drift tubes, with diameter of 30 mm and thickness of
400 µm, filled with a gas mixture of 93 : 7−Ar:CO2 at a pressure of 3 bar. In the
middle of each tube there is a Tungsten-Rhenium wire of 50 µm in diameter. Each
chamber typically provides six to eight η measurements along the muon track with
a single hit resolution in the precision (rz bending) plane of about 80 µm. The total
chamber resolution is 35 µm. The time measurement of the single hit is known
with a resolution dictated by the maximum drift time (500 ns). The precision is
improved to few nanoseconds when combining hits and fitting to a track.
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Cathode Strips Chambers

CSCs consist of multi-wire proportional chambers with cathodes segmented into
orthogonal strips. They replace the MDTs that worsen their performance at rates
greater than 150 Hz/cm2 covering the η-region from 2.0 to 2.7. The strips in
the transverse plane and parallel to the wires measure the coordinate η and ϕ,
respectively. The drift time achieved is less than 40 ns and the precision with which
is measured is 7 ns. The spatial resolution reached by CSCs is 40 µm in the radial
direction and 5 mm in the second coordinate ϕ.

2.2.5 ATLAS magnets
The ATLAS superconducting magnetic system is 26m long, has a diameter of
20m and consists of a superconducting central solenoid (CS), which provides the
inner detector with a magnetic field, and a system of three superconducting toroids
surrounding the CS (Figure 2.17).
The Central Solenoid, with an internal diameter of 2.4m, covers the central region
of the detector and provides an uniform magnetic field of approximately 2T along
the z axis, with a peak of 2.6T upon the superconductor surface. The solenoidal
field bends the tracks of the particles in the transverse plane in order to let the inner
tracking system measure their transverse momentum.
The superconducting toroids cover the |η| < 3 region and have an air-cored
structure to minimize the contribution of multiple scattering to the momentum
resolution. The toroidal magnetic system consists of two end-cap toroids (ECT)
and a barrel toroid (BT), and provides the muon spectrometer with a magnetic
field of 3.9T for the BT and 4.1T for the ECTs.
The double magnetic system allows for two independent measurements of the
muon momentum: in the inner detector and in the muon spectrometer. This ensures
a good muon momentum resolution from few GeV up to the TeV scale.

2.3 The ATLAS Trigger System
ATLAS is designed to observe up to 1.7 billion proton-proton collisions per second,
the nominal rate collision into LHC being 40MHz.
Each event occupies ≈ 1.5MB so that a recording rate of ≈ 60TB per second
would be needed to save all information from the ATLAS detector, while the
current technology allows for a recording rate of 300MB/s only. Moreover, it is
also true that great part of the collisions lead to relatively non-interesting events
for the ATLAS physics program, as the rate is dominated by low-pT inelastic and
diffractive collisions.
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Figure 2.17: Schematic illustration of the magnetic system of the ATLAS detector:
in blue the ID solenoid, in green the end-cap toroids and in red the barrel toroid.

The trigger and data acquisition (TDAQ) of the experiment has for these reason the
fundamental role of selecting the events which are ”worth” to be recorded, finding
the right balance between resources economization and performance. This is a
crucial step for everything the collected data is used for, since a non recorded event
is lost forever.
The ATLAS Run-2 TDAQ system [99] was built on two levels of online selection,
as illustrated in Figure 2.18: a first hardware Level-1 (L1), that significantly reduces
the event rate, and a second software-based High Level Trigger (HLT), where the
final decision is made.
The ATLAS trigger is designed to rapidly inspect the events detected by the ATLAS
detector and choose whether record or discard the event, after having compared its
main features with a set of predefined thresholds contained in the trigger menu.

2.3.1 Level-1 trigger
The L1 trigger is a hardware-based system that uses custom electronics to trigger
on reduced granularity information from the calorimeter and muon detectors. The
L1 calorimeter (L1Calo) trigger takes signals from the calorimeter detectors as
input, providing information about clusters of energy deposits, missing transverse
energy and raw shape dimensions using a reduced granularity. The L1 muon
(L1Muon) trigger uses hits from the RPCs (in the barrel) and TGCs (in the endcaps)
to determine the deviation of the hit pattern from that of a muon with infinite
momentum. The hardware L1 exploits quickly accessible coarse data from the
calorimeters (L1Calo) and muon systems (L1Muon) in dedicated Regions of
Interest (RoI). Information from L1Calo and L1Muon are sent to the Central
Trigger Processor (CTP) which decides if to accept or reject the event. At L1 the
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Figure 2.18: Schematic view of the ATLAS Run 2 TDAQ system. [66]

event rate of 40 MHz is reduced to 100 kHz with a 2.5 µs latency.

2.3.2 High Level Trigger
The second stage of the trigger, the HLT, is software-based. It integrates the RoI
data with the full detector information and runs complex trigger algorithms to
select the events. A fast reconstruction step is first used for the trigger selection,
followed by a more precise refinement similar to the offline reconstruction. The
HLT is the first step in which ID information is incorporated in the trigger, using
only track information inside the identified (η, ϕ) RoI at L1 due processing time
constraint. The muon fast reconstruction integrates each L1 muon candidate with
MDT data preforming a track fit extrapolated to the ID. The ID fast tracking
consists in trigger specific pattern algorithms, designed to identify compatible track
segments and hit points. Raw calorimetric informations are reconstructed by fast
algorithms into cluster and cell objects, which will later be reconstructed in jet,
electron, and photon candidates. The final event rate is reduced to 1kHz with a
latency of milliseconds.
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CHAPTER 3
Physics Object definition

Physics objects are the building bricks of every ATLAS analysis, and their defi-
nition can have a huge impact on the final results. The outputs of the detectors,
generated both by real collisions and simulated ones, are processed by a series
of off-line algorithms to reconstruct leptons, jets, photons or missing transverse
energy, whom four-momentum is used to obtain the final physics result.
In this chapter an overview of the identification and reconstruction algorithms used
for the most relevant physics objects and their relative performances is presented.
Neither leptons or photons are present in the analysis discussed in this thesis but
for the completeness of the speech they are here described.

3.1 Electrons reconstruction
Electrons inside ATLAS leave their traces within the inner detector and the electro-
magnetic calorimeter.
In the barrel region (|η| < 2.47) both detector are used while in the forward region
only measurements from the EM calorimeter are adopted to reconstruct electrons.
The full reconstruction process proceeds by the following steps:

1. reconstruction;

2. identification;

3. isolation.

Let’s start from the reconstruction. An electron from the interaction point loses a
significant amount of energy due to bremsstrahlung as it passes through the detector
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Figure 3.1: A schematic illustration of electrons path through the detector. The
red trajectory shows the hypothetical path of an electron, while the dashed red
trajectory indicates the path of a photon produced by the interaction of the electron
with the material in the tracking system.

material. The radiated photons may convert into electron-positron pairs which
can themselves interact with the detector. These positrons, electrons and photons
are usually emitted in a very collimated beam and are normally reconstructed as
part of the same electromagnetic cluster. These interactions can occur inside the
inner-detector volume or even in the beam pipe, generating multiple tracks in the
ID, or can occur downstream of the inner detector, affecting only the shower in
the calorimeter. As a result, it is possible to match multiple tracks originating
from the same primary electron to the same electromagnetic cluster. Figure 3.1
displays a schematic picture of the elements involved with the reconstruction and
identification of electrons. Electron reconstruction in the barrel region proceeds by
the steps listed below.

1. Seed-cluster reconstruction: the η−ϕ space of the EM calorimeter is divided
into a grid of 200×256 elements (towers) of size ∆η×∆ϕ = 0.025×0.025,
corresponding to the granularity of the second layer of the EM calorimeter.
For each element, the energies (approximately calibrated at the EM scale)
collected in the first, second and third calorimeter layers, as well as in the
pre-sampler, are summed to form the energy of the tower. Electromagnetic-
energy cluster candidates are then seeded from localized energy deposits
using a sliding-window algorithm [93] of size 3× 5 towers in η − ϕ, whose
summed transverse energy exceeds 2.5GeV. The center of the seed cluster
moves in steps of 0.025 in either the η or ϕ direction, searching for localized
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energy deposits. The seed-cluster reconstruction process is repeated until
it has been performed for every element in the calorimeter. If two seed-
cluster candidates are found in close proximity, the candidate with the higher
transverse energy is retained if its ET is at least 10% higher than the other
candidate. If their ET values are within 10% of each other, the candidate
containing the highest-ET central tower is kept.

2. Track reconstruction: the basic building block for track reconstruction is a
”hit” in one of the inner-detector tracking layers. Charged-particle recon-
struction in the pixel and SCT detectors begins by assembling clusters from
these hits. From these clusters, three-dimensional measurements referred to
as space-points are created. The track reconstruction then proceeds in three
steps: pattern recognition, ambiguity resolution, and TRT extension [106].
Track candidates with pT > 400MeV are fit, according to the hypothesis
used in the pattern recognition, using the ATLAS Global χ2 Track Fitter
[69]. For tracks which have at least four silicon hits and that are loosely
matched to EM clusters in a particular way, a subsequent fitting procedure,
using an optimised Gaussian-sum filter (GSF) [5] designed to better account
for energy loss of charged particles in material, is applied. The GSF method
is based on a generalisation of the Kalman filter [77] and takes the non-linear
effects related to bremsstrahlung into account.

3. Electron-candidate reconstruction: the matching of the GSF-track candi-
date to the calorimeter seed cluster candidate and the determination of the
final cluster size complete the electron-reconstruction procedure. The track-
matching in ϕ is tightened to −0.10 < q × ∆(ϕcluster, ϕtrack) < 0.05. If
several tracks fulfil the matching criteria, the track considered to be the
primary electron track is selected. A further classification is performed
using the candidate electron E/p and pT , the presence of a pixel hit and
the secondary-vertex information, mainly for the benefit of keeping a high
photon-reconstruction efficiency. Finally, reconstructed clusters are formed
around the seed clusters using an extended window of size 3× 7 in the barrel
region (|η| < 1.37) or 5 × 5 in the endcap (1.52 < |η| < 2.47) by simply
expanding the cluster size in ϕ or η, respectively, on either side of the original
seed cluster. A method using both elements of the extended-window size is
used in the transition region of 1.37 < |η| < 1.52.

3.1.1 Identification and isolation
Identification of leptons is carried out with a likelihood-based approach. A Like-
lihood function is constructed including information from the tracking system
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or the calorimeter system and quantities that combine both of them [53], where
correlations are neglected.
Here the signals are considered to be the prompt electrons and the background is the
combination of jets that are similar to the signature of prompt electrons, electrons
from photon conversions in the detector material and non-prompt electrons from
the decay of hadrons containing heavy flavours. The final discriminant used is
given by an inverse sigmoid of the likelihood ratio:

d′L = −τ−1 ln
(
d−1
L − 1

)
with dL =

LS

LS + LB

. (3.1)

To cover the various required prompt-electron signal efficiencies and corresponding
background rejection factors needed by the physics analyses carried out within
the ATLAS Collaboration, four fixed values of the likelihood-based discriminant
are used to define four operating points. These operating points are referred to as
VeryLoose, Loose, Medium and Tight and correspond to increasing thresholds for
the discriminant. As an example, the efficiencies for identifying a prompt electron
with ET = 40GeV are 93%, 88%, and 80% for the Loose, Medium, and Tight
operating points, respectively. The efficiencies curves as a function of the energy
of the electrons for the different operating points are showed in Figure 3.2a.
To suppress the background due to non-prompt leptons, e.g. from decays of hadrons
produced in jets, the leptons in the event are usually required to be isolated. A
calorimeter isolation, a track isolation or both can be applied. The calorimeter
isolation is estimated using the energy in a cone of R = 0.2 centred around the
electron after the subtraction of the energy associated with the electron itself
(EtCone20). Track isolation is calculated using the scalar sum of tracks pT in a
cone of ∆R = 0.3 centred around the electron without including the electron pT it-
self (PtCone30). The calorimeter isolation variables usually include a correction
for the increase in the energy of the electron in the isolation cone with electron pT
(transverse shower leakage) and for additional energy deposits from pile-up events.

Figure 3.2b shows the isolation efficiencies measured in data and the corresponding
data-to-simulation ratios as functions of the electron ET and η for several operating
points and for candidate electrons satisfying Tight identification requirements. The
efficiencies that determine the values of the requirements given in Table ?? are
evaluated in simulation from a J/Ψ → ee sample for ET < 15GeV and from a
Z → ee for ET > 15GeV. The performances of the reconstruction, identification
and isolation algorithms are evaluated both in the data and in the MC simulation us-
ing the electrons coming from the two resonant processes Z → ee and J/Ψ → ee
[53].
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(a) (b)

Figure 3.2: (a): Measured electron-identification efficiencies in Z → ee events for
the Loose (blue circle), Medium (red square) and Tight (black triangle) operating
points as a function of ET . The bottom panels shows the data-to-simulation ratios.
(b): isolation efficiencies for data (in the upper panels) and the ratio to simulation
(lower panels) for several operating points as a function of candidate-electron
ET . [14]

3.2 Muons reconstruction
Muons produced in pp collisions are reconstructed in the ATLAS detector using
information from the muon spectrometer (MS), the inner detector (ID) and the
calorimeter.
Muon reconstruction in the MS starts with a search for hit patterns inside each
muon chamber to form segments. In each MDT chamber and nearby trigger cham-
ber, a Hough transform is used to search for hits aligned on a trajectory in the
bending plane of the detector. The MDT segments are reconstructed by performing
a straight-line fit to the hits found in each layer. The RPC or TGC hits measure
the coordinate orthogonal to the bending plane. Segments in the CSC detectors
are built using a separate combinatorial search in the η and ϕ detector planes. The
search algorithm includes a loose requirement on the compatibility of the track
with the luminous region.
Muon track candidates are then built by fitting together hits from segments in
different layers. The algorithm used for this task performs a segment-seeded com-
binatorial search that starts by using as seeds the segments generated in the middle
layers of the detector where more trigger hits are available. The search is then
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extended to use the segments from the outer and inner layers as seeds. At least
two matching segments are required to build a track, except in the barrel–endcap
transition region where a single high-quality segment with η and ϕ information can
be used to build a track. The same segment can initially be used to build several
track candidates. Later, an overlap removal algorithm selects the best assignment
to a single track, or allows for the segment to be shared between two tracks.
The hits associated with each track candidate are fitted using a global χ2 fit. A
track candidate is accepted if the χ2 of the fit satisfies the selection criteria. Hits
providing large contributions to the χ2 are removed and the track fit is repeated.
A hit recovery procedure is also performed looking for additional hits consistent
with the candidate trajectory. The track candidate is refit if additional hits are found.

The reconstruction proceeds according to five main reconstruction strategies,
leading to the corresponding muon types [11]:

• Combined (CB) are reconstructed matching tracks from the ID to tracks from
the MS and performing a combined fit of all the hits associated.

• Inside-out combined (IO); their reconstruction starts from ID tracks which
are then associated to at least three loosely-aligned hits in the MS. ID and
MS hits are then fitted together with energy losses in the calorimeter. Since
no independent reconstruction in the MS is required, some efficiency is
recovered.

• Muon-spectrometer extrapolated (ME) use information from the MS only,
allowing to exploit its full geometrical coverage, up to |η| < 2.7.

• Segment-tagged (ST) are identified by requiring that an ID track extrapolated
to the MS satisfies tight angular matching requirements to at least one
reconstructed MS segment. A successfully-matched ID track is identified as
a muon candidate, and the muon parameters are taken directly from the ID
track fit.

• Calorimeter-tagged (CT) exploit deposits in the calorimeter compatible with
minimum ionizing particles and found by extrapolating ID tracks through
it to tag the candidate as muons. The muons parameters are then extracted
from corresponding ID tracks.

3.2.1 Identification and isolation
One of the goals of muon identification is to suppress background as much as
possible. Muon candidates originating from in-flight decays of charged hadrons in
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the ID are often characterized by the presence of a distinctive “kink” topology in
the reconstructed track. As a consequence, it is expected that the fit quality of the
resulting combined track will be poor and that the momentum measured in the ID
and MS may not be compatible.
Several variables offering good discrimination between prompt muons and back-
ground muons candidates are studied in simulated tt̄ events. Muons fromW decays
are categorized as signal muons while muon candidates from light-hadron decays
are categorized as background. For combined muons, the following variables are
used to achieve the identification:

• q/p significance: it is defined as the absolute value of the difference between
the ratios of the charge and momentum of the muons measured in the ID and
MS, divided by the the squaring sum of the corresponding uncertainties;

• ρ′: the absolute value of the difference between the transverse momentum
measured in the ID and the MS, divided by the pT of the combined track;

• normalised χ2 of the combined track fit.

To guarantee a robust momentum measurement, specific requirements on the
number of hits in the ID and MS must be met. Four different ”muon” definitions
are employed: Medium, Loose, Tight and High-pT .

• Medium muons: in ATLAS, the Medium identification criteria provide the
default selection for muons. This selection minimises the systematic uncer-
tainties associated with muon reconstruction and calibration. Only CB and
ME tracks are used. The former are required to have ≥ 3 hits in at least
two MDT layers, except for tracks in the |η| < 0.1 region, where tracks
with at least one MDT layer, but no more than one MDT hole layer, are
allowed. The latter are required to have at least three MDT/CSC layers, and
are employed only in the 2.5 < |η| < 2.7 region to extend the acceptance
outside the ID geometrical coverage. A loose selection on the compatibility
between ID and MS momentum measurements is applied to suppress the
contamination due to hadrons misidentified as muons. Specifically, the q/p
significance is required to be < 7.

• Loose muons: the Loose identification criteria are designed to maximise the
reconstruction efficiency, while providing good-quality muon tracks. They
are specifically optimised for reconstructing Higgs boson candidates in the
four-lepton final state. All muon types are used. All CB and ME muons
satisfying the Medium requirements are included in the Loose selection. CT
and ST muons are restricted to the |η| < 0.1 region. In the region |η| < 2.5,
about 97.5% of the Loose muons are combined muons, approximately 1.5%
are CT and the remaining 1% are reconstructed as ST muons.
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• Tight muons: Tight muons are selected to maximise the purity of muons at
the expense of the efficiency. Only CB muons with hits in at least two sta-
tions of the MS and satisfying the Medium selection criteria are considered.
The normalised χ2 of the combined track fit is required to be < 8 to remove
pathological tracks. A two-dimensional cut in the ρ′ and q/p significance
variables is performed as a function of the muon pT to ensure stronger back-
ground rejection for momenta below 20 GeV, where the misidentification
probability is higher.

• High-pT muons: The High-pT selection aims to maximise the momentum
resolution for tracks with transverse momentum above 100 GeV. The se-
lection is optimised for searches for high-mass Z ′ and W ′ resonances. CB
muons passing the Medium selection and having at least three hits in three
MS stations are selected. Specific regions of the MS, where the alignment
is suboptimal, are vetoed as a precaution. Requiring three MS stations,
while reducing the reconstruction efficiency by about 20%, improves the pT
resolution of muons above 1.5 TeV by approximately 30%.

Muons originating from the decay of heavy particles, such as W,Z, or Higgs
bosons, are often produced isolated from other particles, similarly to what happens
for electrons. The measurement of the detector activity around a muon candidate,
referred to as muon isolation, is therefore a powerful tool for background rejection
in many physics analyses.
Two variables are defined to parametrise the muon isolation, using the track or the
calorimetric information. The track-based isolation variable, pvarcone30

T , is defined as
the scalar sum of the transverse momenta of the tracks with pT > 1GeV in a cone
of size ∆R = min(10GeV × pµT , 0.3) around the muon of transverse momentum
pµT , excluding the muon track itself. The calorimeter-based isolation variable,
Evarcone30

T , is defined as the sum of the transverse energy of topological clusters [51]
in a cone of size ∆R = 0.2 around the muon, after subtracting the contribution
from the energy deposit of the muon itself and correcting for pile-up effects.
The three working points are efficiencies as evaluated on a J/Ψ → µµ sample
and are shown in Figure 3.3a. Isolation working points are defined as well, using
track- and calorimeter-based isolation variables analogues to the ones defined for
electrons; the efficiency for the Loose working point as evaluated on a Z → µµ
sample are shown in Figure 3.3b.
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(a) (b)

Figure 3.3: On the left, muon reconstruction and identification efficiencies mea-
sured in J/Ψ → µµ events as a function of pT for the Loose, Medium, and Tight
criteria. The predicted efficiencies are depicted as open markers, while filled
markers illustrate the result of the measurement in collision data. On the right side,
muon isolation efficiency measured in Z → µµ events for the Loose working point.
The panel at the bottom shows the ratio of the measured to predicted efficiencies,
with statistical and systematic uncertainties. [11]

3.3 Photons

3.3.1 Reconstruction
The photons identification starts from the clustering of deposits in the EM and
Hadronic calorimeters, called topoclusters [31, 33]. Each topocluster is seeded by
a single calorimetric cell with a significance s = E/σ(E) grater than 4, and grown
by including all adjacent cells with s > 2 plus the neighbors having any deposited
energy. If two or more local maxima with a deposit greater then 500MeV are
found, the cluster is split accordingly. The pre-sampling and the first EMC layers
are excluded for the initial seeding to suppress the formation of noise clusters.
Each cluster is afterward matched to a fitted track in the ID based on position,
taking into account loss due to bremsstrahlung radiation in the tracker. If more
than a track is matched to the same topocluster, the one with the most hits in the
ID is selected. A converted photon is a cluster matched to a conversion vertex (or
vertices), and an unconverted photon is a cluster matched to neither an electron
track nor a conversion vertex. About 20% of photons at low |η| convert in the ID,
and up to about 65% convert at |η| ≃ 2.3.
Superclusters are then reconstructed adding satellite clusters to the supercluster
seed candidates if they satisfy the necessary selection criteria.
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The list of clusters is ordered by their transverse energyET , obtained asEcluster/ cosh(η).
A cluster is elected as photon supercluster seed if it has ET > 1.5GeV and has
not already been used as satellite cluster, with no other requirements on track or
conversion vertex matching. Whenever a seed cluster is encountered, satellite
clusters are defined and added to the supercluster if they fall within a window
of ∆η ×∆ϕ = 0.075× 0.125 around the seed cluster barycentre, as these cases
tend to represent secondary EM showers originating from the same initial electron
or photon. A satellite is only added though if its best-matched (electron) track
belongs to the conversion vertex matched to the seed cluster. For photons with
conversion vertices made up only of tracks containing silicon hits, a cluster is
added as a satellite if its best-matched (electron) track belongs to the conversion
vertex matched to the seed cluster. These steps rely on tracking information to
discriminate distant radiative photons or conversion electrons from pile-up noise or
other unrelated clusters.

3.3.2 Identification and isolation
Identification and Isolation are used to select prompt isolated photon over a back-
ground from hadronic jets.
Several high-level shape-related shower variables are deployed to define three
working points for photons identification: loose, medium and tight. The loose and
medium are cut-based working points, while the tight one is optimized through the
use of an MVA (Multi-Variate Analysis) and is ET -dependent. In figure 3.4 the
efficiencies of the tight working point are estimated over a Z −→ llγ sample as a
function of ET for both converted and unconverted photons using three different
methods [33]. The data/MC scale factors are also shown in the lower panel, sepa-
rately for each measurement and combined.
Photons from prompt decays are usually characterized by low activity around them.
Calorimeter and track-based isolation variables are defined to quantify the isolation
of photon candidates:

• E coneXX
T : the calorimeter isolation variable, represent the transverse energy

of positive-energy topological clusters whose barycentre falls within a cone
of ∆R = XX centered around the photon cluster barycentre after the object
energy subtraction and pile-up and calibration corrections.

• p coneXX
T : The track isolation variable is computed by summing the transverse

momentum of selected tracks within a cone of ∆R = XX centred around
the photon cluster direction.

With these two variables three working points are defined and their performances
are shown in Figure 3.5.
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Figure 3.4: The photon identification efficiency, and the ratio of data to MC
efficiencies, using Z −→ llγ events, for converted (left) and unconverted (right)
photons with a Loose isolation requirement applied as preselection, as a function
of ET in the region 0 < |η| < 0.6. The combined scale factor, obtained using
a weighted average of scale factors from the individual measurements, is also
presented; the band represents the total uncertainty. [14]

Figure 3.5: Efficiency of the photon isolation working points, using Z −→ llγ
events, for converted (left) and unconverted (right) photons. The lower panel
shows the ratio of the efficiencies measured in data and in simulation. The total
uncertainties are shown, including the statistical and systematic components. [14]
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3.4. Jets reconstruction

Figure 3.6: Colorful particles, produced at the interaction point, create a bunch
of colorless particles due to fragmentation. These particles will produce detector
signals in the Inner Detector and Calorimeter, which can be reconstructed as track
and calorimeter jets respectively.

3.4 Jets reconstruction
After high energy collisions in a particle collider free quarks or gluons are created.
Due to colour confinement, these cannot exist individually. Hadronization is the
process of the formation of hadrons out of quarks and gluons and the conic particles
burst resulting from this process is called hadronic jet.
As they pass through the ATLAS detector, charged hadrons produce ID tracks,
while both charged and neutral hadrons deliver energy deposits inside the calorime-
ters via strong interaction. These trails allow for track jets or calorimeter jets to be
reconstructed, depending on the information used.
The reconstruction process for track and calorimeter jets is the same whether Monte
Carlo samples or real data are engaged. Conversely, Monte Carlo samples allow
for the definition of two other types of jets:

• parton jet: the parton which causes the shower in the calorimeter;

• particle jet (or truth jet): reconstructed with truth information about particles
forming the shower. Only stable particles (with a lifetime greater than 10 ps)
are used, i.e. electrons, photons, pions, kaons, protons and neutrons as well
as their antiparticles. Neutrinos and muons are not included, since they do
not leave any significant signal in the calorimeter.

A schematic view of the different types of jets is shown in Figure 3.6.

Topological clusters (topo-clusters) are three-dimensional and massless calorime-
ters clusters (i.e. calorimeters adjacent cells with an energy deposit inside) recon-
structed by means of a nearest-neighbour algorithm [52]. Cells are added to a
topo-cluster according to the ratio of the cell energy to the expected noise in each
cell (|Ecell/σnoise|) using thresholds that control the growth of each topo-cluster.
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The resulting energy of the topo-cluster (obtained summing up the energy of all the
cells) is defined at the electromagnetic (EM) scale, which is the baseline calorime-
ter scale that correctly measures energy depositions from electromagnetic showers.
A jet produced in the hard-scatter process is expected to originate from the primary
vertex, therefore, an event-by-event correction to account for the position of the
primary vertex in each event is applied to every topo-cluster [54].
The algorithm used for jets reconstruction is the anti-kt [43] clustering algorithm.
It takes four-vector objects as inputs, such as stable particles defined by MC
generators, charged-particle tracks, calorimeter energy deposits, or algorithmic
combinations of the latter two, as in the case of the particle-flow reconstruction
technique [57].
In the anti-kt algorithm, two inputs i and j are combined in order to form jets
according to a distance parameter defined as

dij = min

(
1

k2T,i
,

1

k2T,i

)
∆R2

ij

R2
(3.2)

where

∆Rij =
√

(yi − yj)2 + (ϕi − ϕj)2 (3.3)

and kT,i , yi and ϕi are the transverse momentum, the rapidity and the azimuthal
angle of the i-th cluster, respectively, while R is a parameter of the algorithm. The
latter calculates min(di, dij). If min(di, dij) = di, the input i is said to form a jet
and it is removed from the list of inputs. If min(di, dij) = dij , the inputs i and
j are combined into one single input using the sum of four-momentum of each
input. The combined input is put into the list of possible inputs, while i and j are
removed. The algorithm proceeds until no inputs are left, which means that all
inputs in the event will end in a jet.

Jets can be visualized as ”cones” of cascaded particles. The dimension of such
cones acts as a discriminant between two types of jets: the small-radius jets and
the large-radius jets. As a matter of fact, default value R = 0.4 (small-R jets) is
used in jets definition for analyses in ATLAS, while a higher dimension R = 1.0
(large-R jets) is implemented when reconstructing the collimated decay products
of boosted weak bosons.

In the following sections, an overview of the jets collection adopted in the work
described in this Thesis is given.
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3.4.1 Small-R jets
As already mentioned above, small-R jets are reconstructed in ATLAS using the
anti-kt algorithm with a radius R = 0.4. The small-R jets used in the analysis
described in this thesis are reconstructed by means of the particle-flow (PFlow)
technique [8].

Reconstruction

Particle flow directly combines measurements from both the tracker and the
calorimeter to form the input signals for jet reconstruction, which are intended to
approximate individual particles. Specifically, energy deposited in the calorimeter
by charged particles is subtracted from the observed topo-clusters and replaced
by the momenta of tracks that are matched to those topo-clusters. These resulting
PFlow jets exhibit improved energy and angular resolution, reconstruction effi-
ciency, and pile-up stability compared to calorimeter jets. After the subtraction, two
scalings are applied to account for the the difference in response, here defined as
the ratio of measured to true particle energy, between topo-clusters at the EM scale
and tracks for which the energy scale is closer to the true particle energy. Tracks
used in PFlow objects are reconstructed within the full acceptance of the inner
detector (|η| < 2.5), required to have a pT > 500MeV, and satisfy quality criteria
based on the number of hits in the ID sub-detectors. To suppress the effects of
pile-up, tracks must also be associated with the primary vertex. Tracks are matched
to jets using ghost association [42], a procedure that treats them as four-vectors of
infinitesimal magnitude during the jet reconstruction and assigns them to the jet
with which they are clustered [54].

Calibration

Calibration is needed since the energy measured in calorimeter clusters does not
equal the energy which is actually lost by a particle passing through the detector.
Some of the causes are:

• calorimeters non-compensation: the actual energy of a parton that initiates
a particle shower is split into an electromagnetic (due to π0 and η decay
into photons) and a hadronic component. Let e and h be the fraction of
electromagnetic and hadronic energy, respectively, which is actually detected.
If e/h ∼ O(1), a calorimeter is said to be compensated. However, in general
e/h > 1, since the hadronic component of the shower is such that some of
the energy deposited is ”invisible”1;

1The invisible energy mainly consists of the binding energy of nucleons released in the
numerous nuclear reactions, and may represent up to 40% of the total non-em energy, with large
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• energy loss in regions of detector made of passive materials (the so-called
”dead” materials of sampling calorimeters);

• leakage, i.e. loss of energy due to particles of the hadronic shower that end
up outside the sensitive region of the calorimeter;

• energy deposits of particles belonging to the jet but not included in the
reconstructed jet;

• signal loss due to threshold effects, e.g. inefficiencies in calorimeters cluster-
ing and jet reconstruction.

The first step in the calibration process is to reconstruct the energy of a jet with re-
spect to electromagnetic scale (EM), which is the basic calorimeter signal scale for
the ATLAS calorimeters. A calorimeter signal is first calibrated as the signal comes
from an electron. The EM scale is obtained by means of measurements of elec-
trons taken during the test-beam both in the barrel and in the end-cap calorimeters
[20, 16, 4, 49] and has been validated using muons signals coming from the test-
beams and cosmic-rays. The energy scale of the electromagnetic calorimeters has
been corrected using the invariant mass of Z → ee events. This EM scale calibra-
tion provides a very good description for energy deposits produced by electrons and
photons, but not for deposits from hadronic particles. ATLAS has developed sev-
eral calibration schemes with different levels of complexity and different sensitivity
to systematic effects. Some of them (jet energy scale calibration, jet mass scale
calibration, local cell weighting scheme calibration) will be briefly described below.

The jet energy scale (JES) calibration restores the jet energy to that of jets re-
constructed at the particle level. In particular, jets are initially calibrated using
a sequence of simulation-based corrections. Next, several in situ techniques are
employed to correct for differences between data and simulation and to measure the
resolution of jets. All JES calibration stages correct the four-momentum, scaling
the jet pT , energy, and mass. The full chain of corrections is illustrated in Figure
3.7 and can be summarised as follows [54]:

• calibrations derived exclusively from MC simulation samples:

1. pile-up corrections remove the excess energy due to additional pp
interactions within the same (in-time) or nearby (out-of-time) bunch
crossings. These corrections consist of two components: a correction
based on the jet area and transverse momentum density of the event, and
a residual correction derived from MC simulation and parameterized as

event-to-event fluctuations.
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a function of the mean number of interactions per bunch crossing (µ)
and the number of reconstructed primary vertices in the event (NPV );

2. the absolute JES calibration corrects the jet so that it agrees in energy
and direction with truth jets from dijet MC events;

3. the global sequential calibration (derived from dijet MC events) im-
proves the jet pT resolution and the associated uncertainties by remov-
ing the dependence of the reconstructed jet response on observables
constructed using information from the tracking, calorimeter, and muon
chamber detector systems;

• in situ jet calibration: it is applied to correct for remaining differences
between data and MC simulation, and it is derived using well-measured
reference objects, including photons, Z bosons, and calibrated jets (Figure
3.8).

Figure 3.7: Stages of jet energy scale calibrations. Each one is applied to the
four-momentum of the jet.

The jet energy resolution (JER) can be parametrized as

σ(E)

E
=

a√
E(GeV)

⊕ b

E(GeV)
⊕ c (3.4)

where the ⊕ symbol stands for the squaring sum of independent contributions. A
stochastic, noise and constant term is represented by the first, second and third
addend of the above equation, respectively.
One procedure to measure the JER basically relies on the assumption that dijet
events (i.e. events containing only two jets) are such that the pT values of the
two jets are balanced against one other in the transverse plane due to momentum
conservation law. Any deviation from exact balance is due to a combination of
experimental resolution, the presence of additional radiation in the event, and biases
due to the event selection used in the measurement. In consequence, resolution
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Figure 3.8: Data-to-MC ratio of the PFlow+JES jet response as a function of jet
pT for Z+jet, γ+jet, and multijet in situ calibrations. The inner horizontal ticks in
the error bars give the size of the statistical uncertainty while the outer horizontal
ticks indicate the total uncertainty (statistical and systematic uncertainties added in
quadrature). The final correction and its statistical and total uncertainty bands are
also shown, although the statistical uncertainty is too small to be visible in most
regions. [56]

can be determined by measuring the asymmetry between the pT values in the same
pseudo-rapidity region.
Figure 3.9 shows the JER resolution, alongside with its uncertainty, as a function
of pT for PFlow jets in the central region of the detector, measured using the dijet
balance method [54].

3.4.2 Track-jets
Track jets are jets reconstructed using only the inner detector tracks with the anti-kt
algorithm using a distance parameter R ∈ {0.4, 0.3, 0.2}. The tracks are required
to have pT > 0.5 GeV, to have at least 1 hit in the pixel detector and 6 hits in the
silicon strip detector, and to be tightly matched to the hard scatter vertex using
impact parameter thresholds on the tracks. Such thresholds greatly reduce the
number of tracks from pileup vertices whilst being highly efficient for tracks from
the hard scatter vertex. Once the track jet axis is determined, a second step of track
association is performed to select tracks with looser impact parameter requirements
in order to collect the tracks needed for effectively running the b-tagging algorithms
(see 3.4.4).

An additional jet collection, called track-jets [91], clustered with variable ∆R
cone sizes by considering only the track information from the ID detector, is de-
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(a) (b)

Figure 3.9: (a) Relative jet energy resolution and (b) absolute uncertainty in the
relative resolution as a function of pT for PFlow jets in the central region of the
detector, measured using the dijet balance method. The resolution in data is shown
in black points with error bars indicating statistical uncertainties; the resolution in
detector-level simulated events is shown by the blue curve with total systematic
uncertainty given by the blue band.[56]

fined. To see how this could be useful, consider a resonance at rest in the lab frame
decaying into two partons. To first approximation, the shower of hadrons resulting
from each parton will fall in a circular cone of fixed angular size regardless of the
orientation of the decay with respect to the beam axis. However, a jet algorithm
which uses a fixed cone size in (η, ϕ) will not reflect this behavior, as fixed ∆R
corresponds to variable angular size. This can be remedied by letting the cone size
of a jet vary as

∆R =
ρ

pT
(3.5)

where ρ is a dimensionful constant.

3.4.3 Large-R jets
High energy pp collisions can result in the production of massive particles, such as
W,Z,H bosons or top quark, with high pT . When such particles decay into two or
three bodies, the typical angular separation between their decay products scales as
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inversely proportional to the pT of the initial particle:

∆R ∼ 2m

pT
(3.6)

If the momentum is high enough, all the hadronic decay products may be re-
constructed as a single large-radius (large-R) jet that differs from a large-R jets
originating from light-quarks or gluon for a distinct radiation pattern. In particular,
the 2-body or 3-body decay of hadronically decaying W,Z,H bosons and top
quarks results in a characteristic multi-prong jet substructure.

In order to suppress contribution from pile-up, the large-R jets undergo a trimming
procedure [92] which re-clusters the original constituents of the jet using the kt
algorithm with a smaller radius parameter, Rsubjet, and therefore produces a collec-
tion of sub-jets. The latter are discarded if they carry less than a specific fraction
(fcut) of the original jet pT . The trimming parameters used for the jets collection
adopted in the analysis described in this thesis are Rsubjet = 0.2 and fcut = 5%. The
remaining sub-jets are responsible for the large-R jet four-momentum.

The large-R jet mass is the result of a combination of calorimeter and track-
ing information [57]. In fact, the mass of a jet is typically defined as the invariant
mass of the jet constituents, which are assumed to be massless:

mcalo =

√√√√(∑
i∈J

Ei

)2

−
(∑

i∈J

p⃗i

)2

(3.7)

where Ei and p⃗i are the energy and the momentum of the calorimeter-cell cluster
constituents. The trimmed mass is calculated from the topoclusters that survive the
trimming process. However, when the decay products of highly boosted objects
are reconstructed in a single topocluster, a better jet mass resolution is obtained by
using tracks information, and the resulting mass is referred to as ”track assisted
mass”, defined as

mTA =
pcalo
T

ptrack
T

×mtrack (3.8)

where pcalo
T is the transverse momentum of a large-radius calorimeter jet, ptrack

T

is the transverse momentum of the four-vector sum of tracks associated to the
large-radius calorimeter jet, and mtrack is the invariant mass of this four-vector sum
(the track mass is set to mπ).
Since both trimmed and track assisted mass definitions provide a better mass
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resolution in different regions of the jet pT , a weighted linear combination of the
two, the so-called combined mass

mcomb = wcalom
calo + wTAm

TA (3.9)

is exploited as jet mass definition which suits all pT regimes [54].
In the analysis described in this thesis, the large-R jets considered are formed using
Track-CaloCluster (TCC) [60] algorithm. The idea of TCC is to maximally exploit
the strengths of tracking detectors and calorimeters for improved measurements of
hadronic interactions in highly energetic hard-scatter processes.
The ATLAS calorimeter has an excellent energy resolution, which improves
as the energy is increased until reaching a constant value, so long as the full
hadronic shower is contained within the calorimeter. However, the granularity of
the calorimeter is insufficient to resolve the angular separation between highly
boosted hadronic decays of massive particles, and thus the angular resolution can
be a limiting factor. In contrast, the ATLAS tracking detector has an excellent
angular resolution, but as the tracks become more energetic, they are less curved by
the magnetic field and the transverse momentum resolutions degrades. This forms
the basis of the TCC. In order to maximally benefit at high pT from the superb
calorimeter energy resolution and excellent tracker spatial resolution, a 4-vector
is formed which (to first order) uses topo-clusters for the scale components (pT,
m - where the mass of a single topo-cluster in ATLAS is defined to be zero) while
using the track parameters to determine the angular (η, ϕ) coordinates.

Reconstruction

In order to build 4-vectors from a combination of track and topo-cluster information,
first a track-cluster matching criterion is defined. The algorithm attempts to match
every good quality track to every topo-cluster following two steps. In the first stage,
the uncertainty on the track extrapolation to the calorimeter is compared to the
width of the topo-cluster and if the extrapolation uncertainty is larger than the topo-
cluster width, then the track is discarded from the matching procedure. Otherwise,
the matching continues to the second step, where a track-cluster pair is defined as
matched whenever their angular separation ∆R <

√
σ2
track + σ2

cluster, with σcluster
the topo-cluster width and σtrack the track extrapolation uncertainty. Once tracks
and topo-clusters have been matched, the actual TCC four-vectors are built. In
Figure 3.10 a schematic example is shown, in order to assist in understanding the
procedure. When referring to the figure, (1) refers to TCC object 1, c1 refers to
topo-cluster c1 and t1 refers to track t1. For a direct single match between a track
from the selected hard scatter vertex and a topo-cluster, such as (1) in the figure,
the topo-cluster energy and the track direction are used to form a single TCC:

TCC(1) = (pc1T , η
t1 , ϕt1 ,mc1 = 0) (3.10)
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In the case of topo-clusters not matching any tracks, such as (2), the topo-cluster
four-vector is directly used to create a TCC:

TCC(2) = (pc7T , η
c7 , ϕc7 ,mc7 = 0) (3.11)

Independent tracks from the selected hard scatter vertex which do not match any
topo-clusters, such as (3) in the figure, are also used directly to create TCCs:

TCC(3) = (pt6T , η
t6 , ϕt6 ,mt6 = 0) (3.12)

Once there is a match between multiple tracks and a single cluster, multiple
topo-clusters and a single track, or especially multiple topo-clusters with multiple
tracks, as in the case of (6) and (7), the situation becomes more complex. The
TCC reconstruction procedure always creates exactly one TCC object per track
originating from the primary vertex, where the track angular coordinates are used,
but the scale coordinates must be adapted to account for energy sharing between the
different matches. For each track used to seed a TCC, all matching topo-clusters
are found. For each of those matching tracks, the energy is then divided between
all of the tracks which match that cluster, with the split defined by the fraction of
pT contributed by a given track compared to all of the other matching tracks. As
a simple example where there are two tracks matching a single topo-cluster, let’s
consider the case of (4) and (5). The TCC four-vectors in these cases are:

TCC(4) = (pc2T
pt2T

pT (pt2 + pt3)
, ηt2 , ϕt2 ,mc2

pt2T
pT (pt2 + pt3)

= 0) (3.13)

TCC(5) = (pc2T
pt3T

pT (pt2 + pt3)
, ηt2 , ϕt2 ,mc2

pt3T
pT (pt2 + pt3)

= 0) (3.14)

Whether the jet is built from topo-clusters, all TCCs, or only combined TCCs, a cal-
ibration using dedicated correction factors is needed to account for the non-uniform
and non-compensating energy response of the ATLAS calorimeters. Topo-cluster
jets are fully calibrated using both Monte Carlo derived jet energy (JES) and mass
scale correction (JMS).
The different stages of the large-R jet calibration procedure are the following. The
trimmed large-R jets are calibrated to the energy scale of stable final-state particles
using corrections based on simulations. This jet-level correction is referred to
as the simulation-based calibration and includes a correction to the jet mass [57].
Finally, the jets are calibrated in situ (Figure 3.11) using response measurements
in data. The calibration is done taken into account the response of the detector in
the measure of the energy [59] (JES, Figure 3.12a) and of the mass (JMS, Figure
3.12b) of the jets. Uncertainties in the JES and JMS are derived by propagating un-
certainties from the individual in situ response measurements through the statistical
combination of the response in data and MC.
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Figure 3.10: A schematic view of seven TCC objects representing (1) a simple
track-cluster match, (2) a topo-cluster without a matching track, (3) a track without
a matching cluster, (4) and (5) are each tracks matching a single cluster but sharing
that cluster’s energy, and (6) and (7) showing a much more complex scenario with
multiple track-cluster matches. [60]

Figure 3.11: Overview of the large-R jet reconstruction and calibration procedure.
The calorimeter energy clusters from which jets are reconstructed have already
been adjusted to point at the event primary hard-scatter vertex.

3.4.4 Tagging b-jets
An important role is played by the jet flavor tagging task in the identification of
the jets. The identification of jets containing b-hadrons (b-jets) against the large
jet background containing c-hadrons (c-jets) or containing neither b- or c-hadrons
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(a) (b)

Figure 3.12: Jet energy response (a) and jet mass response (b) as a function of η of
the jet. [11]

(light-flavour jets) is of major importance in many areas of the physics programme
of the ATLAS experiment. It has been decisive in the observations of the Higgs
boson decay into bottom quarks [10] and of its production in association with a
top-quark pair [9] and plays a crucial role in a large number of Standard Model
precision measurements, studies of the Higgs boson properties and searches for
new phenomena.
The ATLAS Collaboration uses various algorithms to identify b-jets[13] when
analysing data recorded during Run 2 of the LHC (2015–2018). These algorithms
exploit the long lifetime, high mass and high decay multiplicity of b-hadrons as
well as the properties of the b-quark fragmentation. Given a lifetime of the order
of 1.5 ps (< cτ >≈ 450µm), measurable b-hadrons have a significant mean flight
length < l >= βγcτ in the detector before decaying, generally leading to at least
one vertex displaced from the hard-scatter collision point.
The strategy for b-tagging follows a two-stage approach. Firstly, low-level al-
gorithms reconstruct the characteristic features of the b-jets. Secondly, in order
to maximise the b-tagging performance, the results of the low-level b-tagging
algorithms are combined in high-level algorithms consisting of multivariate classi-
fiers. The performance of a b-tagging algorithm is characterised by the probability
of tagging a b-jet (b-jet tagging efficiency, ϵb) and the probability of mistakenly
identifying a c-jet or a light-flavour jet as a b-jet, labelled ϵc or ϵl, or equivalently in
terms of c-jet and light-flavour jet rejections, defined as 1/ϵc and 1/ϵl, respectively.
Mostly two algorithms have been adopted in the Run 2 data analyses: MV2 and
DL1 [74]. The former is a boosted decision tree (BDT) algorithm that combines
the outputs of low-level tagging algorithms. It is trained on the hybrid tt̄ + Z ′

sample and, to avoid differences in the kinematic distributions of signal (b-jets)
and background (c-jets and light-flavour jets), the b-jets and c-jets are reweighted
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in pT and |η| to match the spectrum of the light-flavour jets. For training, the c-jet
fraction in the background sample is set to 7%, with the remaining composed
of light-flavour jets, in order to allow the charm rejection to be enhanced whilst
preserving a high light-flavour jet rejection. The output discriminant of the MV2
algorithm for b-jets, c-jets and light-flavour jets evaluated with the baseline tt̄
simulated events are shown in Figure 3.13a.
The second mentioned b-tagging algorithm, DL1, is based on a deep feed-forward
neural network (NN). The multidimensional output correspond to the probabilities
for a jet to be a b-jet, a c-jet or a light-flavour jet. The input variables to DL1
consist of those used for the MV2 algorithm with the addition of the some c-tagging
variables related to the dedicated properties of the secondary and tertiary vertices
(distance to the primary vertex, invariant mass and number of tracks, energy frac-
tion and rapidity of the tracks associated with the secondary and tertiary vertices).
A jet pT and |η| reweighting similar to the one used for MV2 is performed.
During training all flavours are treated equally, therefore the network can be used
for both b-jet and c-jet tagging. The DL1 b-tagging discriminant is defined as:

DDL1 = ln(
pb

fc · pc + (1− fc) · pl
) (3.15)

where pb, pc , pl and fc represent respectively the b-jet, c-jet and light-flavour jet
probabilities, and the effective c-jet fraction in the background training sample.
Using this approach, the c-jet fraction in the background can be chosen a posteriori
in order to optimise the performance of the algorithm. The output discriminant
of the DL1 algorithm for b-jets, c-jets and light-flavour jets evaluated with the
baseline tt̄ simulated events are shown in Figure 3.13b.
B-tagging on large-R jets is applied on VR track-jets ghost associated [42] with
the large-R jet. There are several benefits of using track jets for finding b-hadrons.
As b-tagging pattern recognition algorithms only use information from the inner
detector, they can be decoupled from calorimeter jet finding in order to identify
b-hadrons. The track jet algorithm can be optimized and calibrated specifically for
b-tagging, independent of the calorimeter jet algorithm, which can be optimized
separately to interpret the hadronic final state. Using the ghost-association tech-
nique, the b-tagging information provided by the track jets can be integrated with
the calorimeter jet algorithm whilst taking full advantage of the calorimeter jet
(and subjet) structure and shape.

The identification of boosted Higgs bosons decaying in two b-jets

The identification of boosted Higgs boson decaying via the dominant H → bb̄
mode is of primary important at LHC.
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(a) (b)

Figure 3.13: Distribution of the b-tagging (a) MV2 and (b) DL1 outputs for b-jets,
c-jet and light-flavour jets in the baseline tt̄ simulated events [10].

The baseline double b-tagging method requires two track-jets within a large-R jet,
each with a b-tagging discriminant over some threshold, inevitably leading to a
lower tagging efficiency. To take full advantage of the information in the large-R
jet, a neural network algorithm which combines the outputs from the high-level
single-b tagging algorithms with large-R jet kinematics has been developed [62].
Flavor tagging information is supplied by the DL1r algorithm (a variant of DL1
introduced above, trained on VR track-jets), which outputs three values correspond-
ing to the probabilities for the jet to be a b-, c-, or light-jet. Discriminants from
up to three leading VR track-jets are passed to the double b-tagging algorithm. In
addition to this b-tagging information, the pT and η of the large-R jets are used, for
up to eleven input variables for each jet. For training, distributions of the transverse
momentum of the large-R jets are downsampled, in that jets are removed until the
shape of the pT distribution matches for all processes, preventing the model from
learning the different kinematic properties of the jets.
The type of network adopted for this task is a multi-class feed-forward neural
network with three outputs: respectively the probabilities for the large-R jet to be
produced by an Higgs decay (pHiggs), a multijet event (pmultijet) or a top decay
(ptop). These probabilities can be combined into a single discriminant roughly
corresponding to a log-likelihood ratio, defined as follows:

DHbb
= ln

pHiggs

ftop · ptop + (1− ftop) · pmultijet

(3.16)
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where ftop determines the fraction of top background and can be determined a
posteriori, after the training, according to the physics case where it is used.
Figure 3.14 shows the DHbb

discriminant calculated for jets in the Higgs, top and
multijet samples. For comparison, the discrimination obtained by directly using
the DL1r outputs of the subjets is shown as well. The double b-tag requirement is
fulfilled when the minimum DL1r discriminant value for the two highest pT subjets
is above a given threshold.

(a) (b)

Figure 3.14: The discriminant distributions (normalized to unity), for the DL1r-
based benchmark defined as the minimum of the two leading VR track-jets discrim-
inant (a), and the double b-tagging algorithm DHbb

with a top fraction of f=0.25
(b) [62].

Figure 3.15 shows the signal efficiency and corresponding background rejection
for a wide range of possible values of this threshold, evaluated for either multijet or
top jet backgrounds. Jets are considered tagged when either DHbb

or the minimum
of the two VR track-jets discriminant DL1r (MV2 is shown as well) is above some
fixed threshold. ftop here is set to 0.25.
When compared to double b-tagging algorithms used by ATLAS in Run 2, DHbb

improves discrimination against top and multijet backgrounds. Relative to a double
MV2 tag, the multijet (top) rejection at 60% efficiency is increased by a factor of
1.4 (2.0) for jets with pT > 500GeV. The improvement is still substantial when
comparing to a double DL1r tag: the multijet rejection is roughly equal, while top
rejection is improved by a factor of 1.7. Furthermore, the DHbb

discriminant offers
these performance increases over DL1r without significantly worsening the impact
on the shape of the jet mass distribution. Additionally, track jets are explicitly
chosen to originate from the primary vertex, significantly reducing the performance
dependence on pileup. This is especially important when reconstructing low pT
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3.4. Jets reconstruction

b-hadrons that can be present in highly boosted states if the b-hadron is produced
in the opposite direction to the boost of the decaying particle. These relatively
low-pT b-hadrons might otherwise have been lost due to a higher pT -threshold
imposed on calorimeter jets in order to reduce pileup.

(a) (b)

Figure 3.15: Multijet (a) and top jet (b) rejection as a function of the H → bb̄
tagging efficiency, for large-R jet pT > 500GeV. Performance of the DHbb

algorithm is compared to DL1r and to two variants of MV2, one evaluated on
variable-radius (VR, ρ = 30GeV) jets, the other on fixed-radius (FR, R = 0.2) jets.
The efficiency and rejection are calculated with respect to jets that passed some pT ,
η, and mass preselection requirements [62].

3.4.5 Boson tagging
The capability to understand and discriminate the large-R jet substructure is crucial
for a large variety of physics analyses with boosted bosons, where the reconstruc-
tion efficiency of the hadronic boson decays is high if using large-R jets instead
of two separate small-R jets. Boson tagging has the aim to select large-R jets
consistent with vector boson hadronic decays V → qq (V = Z/W ).
A function exploiting the N-prongness of the jet is the energy correlation function
(ECF), defined as:

ECF (N, β) =
∑

i1,i2,...,iN∈J

(
N∏
a=1

pT ia)(
N−1∏
b=1

N∏
c=b+1

θibic)
β (3.17)

Here, the sum runs over all particles within the system J (either a jet or the whole
event). Each term consists of N energies multiplied together with

(
N
2

)
pairwise
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3.4. Jets reconstruction

angles raised to the angular exponent β. 3.18 is most appropriate for e+e colliders
where energies and angles are the usual experimental observables. For hadron
colliders, it is more natural to define the ECF as a transverse momentum correlation
function:

ECF (N, β) =
∑

i1,i2,...,iN∈J

(
N∏
a=1

pT ia)(
N−1∏
b=1

N∏
c=b+1

∆Ribic)
β (3.18)

where ∆Rij = (yi − yj)
2 + (ϕi − ϕj)

2. From this, the ratio between two energy
correlation functions, which is dimensionless, can be defined as follows:

Dβ
N =

ECF (N + 1, β)(ECF (N − 1, β)

ECF (N, β)2
(3.19)

The energy correlation double ratio effectively measures higher-order radiation
from leading order (LO) substructure. For a system with N subjets, the LO substruc-
ture consists of N hard prongs, so if DN is small, then the higher-order radiation
must be soft or collinear with respect to the LO structure. If DN is large, then the
higher-order radiation is not strongly-ordered with respect to the LO structure, so
the system has more than N subjets. Thus, if DN is small and DN1 is large, then
we can say that a system has N subjets.

In the case of 2 prongness, such as for the boson decays in two quarks the function
adopted to distinguish between jets originating from a single parton and those
coming from the two-body decay of a heavy particle is D2, optimized with β = 1.
In particular, lower D2 values are indicative of two-prong large-R jets. More
information are given in [94].
This variable has often been used to tag the boson decay in two quarks and, along
with the jet mass and the number of tracks associated to the large-R jet, it is used
to define the boson tagger [61] adopted by many Run-2 physics analyses.
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CHAPTER 4
Full-hadronic YXH analysis

In this chapter the actual analysis work carried out for this Thesis is described. It
is organized as follows: first the analysis is introduced, then the event selection is
described followed by the background estimation and the signal mass resolution
studies; after these, the systematic uncertainties are treated and finally the statistical
treatment is discussed. Results are shown in the last section.

4.1 Introduction
The sensitivity of the Higgs mass to radiative corrections implies either extreme
fine-tuning in the model or the existence of new physics at an energy scale not far
above the Higgs boson mass. This theoretical motivation, coupled with the existing
experimental mass reach of the Large Hadron Collider (LHC) at CERN, motivates
searches for new particles at the TeV scale. Because the Higgs boson couples to
mass, it is natural to expect that these new heavy particles may have decays to a
Higgs boson.
A search for a new TeV-scale narrow-width boson Y, which decays to a Standard
Model Higgs boson H and a new particle X with a mass on the weak scale, where
a fully hadronic final state is assumed for both particles, has been carried out, is
described in this Thesis and is documented in [7].

The analysis is sensitive to X masses spanning several orders of magnitude, from
O(10) GeV to O(1) TeV.
Figure 4.1 shows the Feynman diagram for this process, where the X can have a
variety of hadronic decays. The masses of the parent and daughter particles yield
a kinematic scenario where the final state particles are highly Lorentz-boosted,
motivating a reconstruction using large-R jets and the use of jet substructure to
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4.1. Introduction

distinguish the boson decay products.
The main highlight of this analysis is the introduction of an unsupervised machine
learning architecture used for anomaly detection on jets to select X particles based
solely on their incompatibility with the expected SM background. It is the first
time ATLAS publishes a work with a fully unsupervised method.
A modified Heavy Vector Triplet (Section 1.3.1) framework is adopted only as a
benchmark model to set upper limits on production cross section. For this latter
target, a reconstruction of the X particle with two small-R jets is used to recover
sensitivity to a topology where X is less boosted, significantly extending the region
of sensitive phase space.

H

Y

X

b̄

b

Figure 4.1: Feynman diagram of the considered signal process. The Y is produced
in the initial pp collision and decays to a fully hadronic final state via a SM Higgs
boson H → bb̄ and a new particle X. The only assumption on the X decay is that it
decays hadronically. [7]

The search exploits the full LHC Run 2
√
s = 13 TeV pp dataset, collected by the

ATLAS detector from 2015 to 2018 and corresponding to an integrated luminosity
of 139 fb−1. A previous search was performed by ATLAS using 36 fb−1 under
the assumption of X → qq̄, with no significant excess found covering Y masses
from 1 to 4 TeV and X masses from 50 to 1000 GeV [32]. In addition to the
increased luminosity of the dataset, this result includes several key improvements
with respect to this last iteration, such as a neural net-based tagger optimized for the
boosted Hbb topology, anomaly detection for enhanced signal model independence,
and the usage of two orthogonal regions to capture both boosted and resolved
reconstruction of the nominal X decay to two quarks.

This thesis particularly focuses on the background estimation because its develop-
ment represents most of the work carried out over the three years of PhD.
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4.2. Data and Simulated Samples

4.2 Data and Simulated Samples
The analysis has exploited the full run-2 dataset. In this section information
regarding Data sample and Monte Carlo simulations used for signal interpretations
is given.

4.2.1 Data

The analyzed dataset used corresponds to 139 fb−1 of LHC pp collision data col-
lected by the ATLAS detector from 2015 to 2018.
The exact integrated luminosity, separated according to data taking periods, cor-
respond to 3.2 fb−1 from 2015, 33.0 fb−1 from 2016, 44.3 fb−1 from 2017, and
58.5 fb−1 from 2018. Data have been selected from the the good runs lists (GRL),
ensuring that all the relevant elements of the ATLAS detector were fully operational
and efficient while the data were collected.

Events are further selected with a single-jet trigger, where events are required
to have a jet at trigger-level with a pT that exceeds a certain value, depending on
the data period. The trigger requests are listed here:

• 2015: HLT j360 a10 lcw sub L1J100, pT ≥ 360 GeV

• 2016: HLT j420 a10 lcw L1J100, pT ≥ 420 GeV

• 2017 & 2018: HLT j460 a10t lcw jes L1J100, pT ≥ 460 GeV

Selections are imposed (Section 4.3.1) that ensure these triggers are only used
after reaching an efficiency plateau, avoiding the effect of the trigger turn-on in the
analysis.

4.2.2 Monte Carlo simulation
Simulated events are generated with a variety of Monte Carlo (MC) generator
processes that run in stages. The pp hard scatter physics process is simulated,
and the final state particles are subsequently showered and decayed. This full
description of the event is then propagated through a detailed detector simulation
based on the software GEANT4 [19].
The MC simulation is weighted to match the distribution of the average number of
interactions per bunch crossing µ observed in collision data. All simulated samples
included in this analysis were produced with three different campaigns: mc16a
corresponds to 2015-2016 data-taking conditions, mc16d to 2017, and mc16e to
2018. These three campaigns are weighted to the integrated luminosities of their
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4.2. Data and Simulated Samples

respective data-taking periods and combined to produce simulation for the entire
Run 2 dataset. Simulated events are reconstructed with the same algorithms run on
collision data.

Signal Samples

The adopted baseline for the Y → XH signal samples is the Heavy Vector Triplet
(HVT) Model A (Sec. 1.3.1), for which the branching fractions to fermions and
gauge bosons are comparable. The standard WH configuration is modified to
replace the W with the X particle. The X is considered to be charged with variable
mass, natural width of 2 GeV (smaller than the detector resolution), and spin-1,
with allowed decays only to ud̄with 100% branching ratio. Samples with resonance
Y masses between 1-6 TeV are generated using MADGRAPH5 [25] interfaced to
PYTHIA 8.244 P3 [58] for shower and hadronization with NNPDF23LO PDF [41]
and the ATLAS A14 [30] tune to underlying-event data.
The simulated width of the Y ranges between 10s to 100s GeV, calculated in
narrow-width approximation and at tree-level.

All signals are generated with an arbitrary cross section of 1 pb−1. The gen-
erated mass points are illustrated in Figure 4.2.

Figure 4.2: Diagram of simulated signal points used in the analysis, each defined
by a value of mX and mY .
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Some additional R&D signals are used in the analysis to assess the model-independence
of the anomaly region (Section 4.3.3). Heavy-flavor and three-prong X candidates
are studied via Pythia-8 generated processes1. Both signals have a 3000 GeV
parent particle decaying to daughters of masses 200 and 400 GeV, ensuring large-R
jet reconstruction. For the heavy-flavor decay, the process is A0 → HZ, where the
Z and H are non-SM bosons that both decay to bb̄. To produce a three-prong jet,
the process is W’ → WZ, where the W and Z are non-SM bosons that both decay
to three light quarks.
The third signal is a dark jet of mass 3500 GeV, produced non-resonantly with the
Pythia Hidden Valley module using ModelA.

Background Samples

Though no background simulation is formally used in the analysis, some back-
ground MC is studied for analysis optimization.
Dijet processes are simulated with PYTHIA8 using the NNPDF23LO PDF set
and the A14 tune. The samples are generated in approximate slices in bins of
momentum transfer, to ensure high statistics across the momentum spectrum.
Top backgrounds are simulated using POWHEG [24], and as with signal are inter-
faced to PYTHIA8 with NNPDF23LO PDF and the A14 ATLAS tune. Samples
are produced in four slices of the di-top invariant mass to increase statistics in the
lower cross section areas of phase space.
Single bosons (W/Z) produced in association with jets are modeled with SHERPA

V2.1.1 [81] with the CT10 generator tune/PDF. Only hadronic decays of the W
and Z are included. Similar to the top processes, samples are simulated in three
slices of the boson pT to ensure sufficiently well-populated tails of phase space.

4.3 Objects identification and Event selection
The experimental signature of the Y → XH signal contains at least two jets with
high transverse momentum. Let’s first define the physics objects (introduced in
Chapter 3) and then let’s move to the description of the event selection.

The large-R jets used in the analysis are taken from Track-CaloCluster jets collec-
tion. In order to further reduce the pileup effect, a grooming technique is applied
to fatjet with the trimming algorithm with subjet radius 0.2 and fraction of the pT
cut of 0.05. Other requirements applied are: 1) jet |η| < 2.0, to ensures a good
overlap with the tracking volume of ATLAS detector; 2) leading jet pT > 200 GeV,
to assure resonance pT is large enough to collect its hadronic decays in the boosted

1Used for R&D in https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AnomalyBumpHuntRound2
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cone jet.

Variable-radius track jets are used to identify b-quark-induced jets in the merged
analysis. They are built by clustering Inner Detector tracks using the anti − kT
algorithm. Tracks with pT greater than 500 MeV and passing a loose set of cuts
are required to be associated with the primary vertex of the event, defined as the
vertex with the largest

∑
p2T . The ρ parameter is set to 30 GeV and the minimum

and maximum values for the radius are set to 0.02 and 0.4, outside of which the
jet’s radius stays fixed to avoid jets with an arbitrary small or large radius parameter.

Small radius jets are based on particle flow jet constituents and are used in the
resolved regime, where X resonance can be reconstructed from two separated jets
with a fixed radius parameter of 0.4, |η| < 2.5 and pT > 20 GeV.

Leptons are not explicitly used in the analysis, but they are here discussed since
they take part in the overlap removal, described below. Electrons are required to
have pT > 7 GeV and |η| < 2.47. Muons are required to have pT > 7 GeV and
|η| < 2.7. To ensure that leptons originate from the interaction point, transverse
and longitudinal track impact parameter criteria, with respect to the beam line,
are imposed, |d0/σ(d0)| < 3(5) for muons (electrons) and |z0 sin θ| < 0.5 mm
respectively. No lepton isolation criteria are applied.

The reconstruction of the same energy deposits as multiple objects is resolved. The
procedure is applied to the selected leptons and jets. If two electrons share the same
track, or the separation between their two energy clusters satisfies |∆η| < 0.075
and |∆ϕ| < 0.125, then the lower-pT electron is discarded. Electrons that fall
within ∆R = 0.02 of a selected muon are also discarded. For nearby electrons and
small-R jets, the jet is removed if the separation between the electron and jet satis-
fies ∆R < 0.2; the electron is removed if the separation satisfies 0.2 < ∆R < 0.4.
For nearby muons and small-R jets, the jet is removed if the separation between
the muon and jet satisfies ∆R < 0.2 and if the jet has less than three tracks or
the energy and momentum differences between the muon and the jet are small;
otherwise the muon is removed if the separation satisfies ∆R < 0.4. To prevent
double-counting of energy from an electron inside the large-R jet, the large-R
jet is removed if the separation between the electron and the large-R jet satisfies
∆R < 1.0. All conditions are summarized in Table 4.1.

88



4.3. Objects identification and Event selection

Table 4.1: Conditions of the overlap removal. These cuts are applied sequentially.

Reject Against Criteria
electron electron shared track
muon electron is calo-muon and shared ID track

electron muon shared ID track
jet electron ∆R < 0.2

electron jet ∆R < 0.4
jet muon NumTrack < 3 and (ghost-associated or ∆R < 0.2)

muon jet ∆R < min(0.4, 0.04 + 10GeV/MuPt)
fat-jet electron ∆R < 1.0

4.3.1 Preselection
Before a selection based on physics reasons, a veto is applied to reject events where
there is an error in any detector system. To reject non-collision backgrounds, such
as calorimeter noise, beam halo interactions, or cosmic rays, the standard ATLAS
event cleaning procedure is applied: events are required to have at least one primary
vertex, selected as the vertex with the highest sum of track p2T associated to it that
also has a minimum of two associated tracks.

After this, only events with at least two large-R jets are selected. The two pT -
leading large-R jets in the event are considered as Higgs and X boson candidates.
Then a preselection is applied to isolate the phase space of events that will be
used for both the signal region and the estimation of background in that region, in
order to significantly skim the dataset used for the real analysis. It consists in the
following cuts:

• Either leading or sub-leading jet mass > 50 GeV

• Leading large-R jet pT > 500 GeV

• Invariant mass of the two leading large-R jets mJJ (= mXH) > 1.3 TeV

The last selection has been applied to avoid trigger turn-on effects or, in other
words, to be in the plateau of the trigger selection efficiency. The effectiveness of
this cut has been demonstrated in another analysis with the fully hadronic final
state (resonant VV → JJ [35], with V=W,Z) and inherited from there.
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4.3.2 X/H candidate identification
After preselection cuts, an ambiguity resolution is required to determine which of
the two pT -leading large-R jets in the event is more likely to be the Higgs boson and
thus subject to the Higgs boson selection criteria. Once this ambiguity is resolved,
the selection on the jets diverges: DHbb

-tagging is applied to the H candidate and
X-tagging is applied to the X candidate (Section 4.3.3). The H and X candidates
are selected only between the two pT -leading large-R jets, any eventual additional
jet is not considered.
This selection is based on the neural net-based DHbb

classifier (defined in Section
3.4.4), with ftop = 0.25, which separates bosons decaying to bb̄ from top quark and
QCD jets. The version used in the analysis includes a reweighting of all training
inputs to have the same pT and η distributions, to minimize bias of the tagger to
high-pT or central jets respectively.
To perform the large-R jet ambiguity resolution, DHbb

is computed for both the
pT -leading large-R jets in the event.
To ensure optimal and accurate performance of the ambiguity resolution, several
potential procedures were studied. They were compared in terms of their accuracy
in selecting the Higgs candidate when compared to truth Higgs association, where
the accuracy is defined as the fraction of events where the jet selected by the
ambiguity resolution algorithm is the same as the jet that is found to be ∆R-
matched to the truth Higgs hadron.
The ambiguity resolution algorithm selected for this analysis is referred to as
Scheme A: it selects as the Higgs candidate the large-R jet (of the two pT -leading
in the event) with the highest DHbb

output score.
Scheme A is compared to four other schemes:

• Scheme B: as a benchmark for comparison, the assignment procedure from
the early 36.1 fb−1paper is replicated, which used in order of priority the
jet mass, number of DL1r small-R b-tags, and jet pT to determine the H
candidate. Specifically, if exactly one of the leading jets is in the Higgs mass
window of 75 to 145 GeV, it is the H candidate. If neither or both jets are
in the Higgs mass window, the jet with the highest number of DL1r b-tags
is the H candidate. If both jets have the same number of b-tags, the higher
pT jet is the H candidate.

• Scheme C: to first use the large R jet mass to make the X/H determination,
but replace the reliance of the early paper procedure on DL1r with the DHbb

.
If there is a jet in the event with a mass in the Higgs mass window, that jet is
the H candidate. If neither or both of the leading jets is in the Higgs mass
window, the leading DHbb

jet is the Higgs candidate.
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• Scheme D: similar to the early paper Scheme B, but replacing the number
of DL1r (Section 3.4.4) small-R b-tags with the number of fixed efficiency
DHbb

tags (a calibrated quantity). If both/neither of the jets is in the Higgs
mass window and the number of DHbb

-tags is equal, the Higgs candidate is
selected as the lower pT jet.

• Scheme E: the final reliance of Scheme D on the jet pT was found to
introduce unwanted kinematic biases in the background estimation. Scheme
E is identical to Scheme D, except at the last resolution stage, the Higgs
candidate is assigned randomly, rather than as the lower pT jet.

Figure 4.3 demonstrates the accuracy of this procedure for correctly selecting the
Higgs jet from the two leading jets as a function of mX /mY in the signal grid. As

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
mX/mY

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Co
rre

ct
ly

 H
ig

gs
 M

at
ch

ed
/T

ot
al

 E
ve

nt
s

Scheme A
Scheme B
Scheme C
Scheme D
Scheme E

Figure 4.3: Percent events where the selected Higgs candidate is matched to a true
Higgs jet for several candidate procedures. The one selected in this analysis is
Scheme A.

shown in Figure 4.3 the accuracy decreases for mX/mY > 0.5 and it is due to the
fact that Higgs truth jet for these signals is in most of the cases the third or even
subsequent ones. For this reason this analysis investigates signals up to mass ratio
mX /mY = 0.5.

As Scheme A is found to be the most accurate as determining the Higgs jet
from a choice of the leading two, it is chosen and applied as the first step in the
analysis after preselection.
Scheme A relies on the use of the uncalibrated DHbb

score to distinguish between
jets, therefore a potential discrepancy between data and MC may be introduced.
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The only way for this discrepancy to affect the analysis is if both jets pass the
DHbb

tagging process (both are good H candidates and the two jets may have
been switched in the ambiguity resolution procedure): in this case, the impact of
DHbb

tagging efficiency discrepancies could affect the final efficiency for signal and
data. To assess the potential size of such an impact, the fraction of signal events
where both X and H candidates pass the 60% DHbb

tagging working point has been
checked. In Figure 4.4 the fraction of events with both X and H jets passing the
60% WP on DHbb

is shown, for all YXH signals available in our search grid. It
can be seen that <0.5% of the events satisfies this request, leading to a negligible
impact on the efficiency loss due to a wrong assignment. This study suggests that
our assignment criterion is stable against the uncalibration problem, without any
significant loss on signal efficiency.

Figure 4.4: Fraction of events with both leading large-R jets passing the 60% WP
on DHbb

.

The resulting distribution of DHbb
for the large-R jet chosen as the Higgs boson

candidate, for both data and representative Y → XH signals at preselection, is
shown in Figure 4.5. Additionally, a preselection of DHbb

> −2 is applied to
remove events that are determined to be not H → bb̄ -like, thus ensuring the
data-driven background estimation focuses on an area of phase space that is close
to that of the signal.

4.3.3 X candidate selection
Once the Higgs candidate is selected, the other of the two pT -leading large-R jets
automatically becomes the X candidate.
A selection is placed on the X jet to provide additional rejection of multi-jet and
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Figure 4.5: Distributions of the H candidate DHbb
score in data after preselection

requirements are applied. Also shown are three Y → XH simulated signals,
labelled by the masses of the Y and X particles. All distributions are normalized
to unity. [7]

other backgrounds. Three signal regions are defined in this analysis, each using a
different method of distinguishing the X based on jet substructure. The first two
are used to give exclusion results on the specific Y → XH signal hypotheses,
using the fact that the X in these signals has two prongs. The third one defines
a more model-independent discovery region, where the X is not assumed to be
two-pronged, but rather to be anomalous with respect to the dominant diffuse QCD
multi-jet background.

Two-prong regions

In order to provide the greatest possible sensitivity to the X → qq̄ decay, the 2-
prong substructure of the X large-R jet candidate is exploited to obtain the strongest
possible limits on the cross-section of the model used for interpretation.
The D2 energy correlation substructure variable (see Chapter 3.4.5) can be used to
distinguish jets with two-prong substructure, but when computed with all jet con-
stituents, it is not centrally calibrated. While some W/Z boson calibrated taggers
exist, they use the mass information of the boson, rendering them unsuitable for
the scenario where the two-pronged boson of interest can have a range of masses.
To get around the problem, in this analysis a modified Dtrk

2 is used, that is still an
energy correlation functions ratio, but calculated using only tracks information in
the jet. In this way, central track uncertainties can be propagated to the Dtrk

2 distri-
bution and therefore used as uncertainties in the analysis.
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Dtrk
2 is not meant to be more sensitive to 2-prong jets, D2 is the “industry standard”

and its performances are not expected to be exceeded. A comparison of Dtrk
2 with

the standard D2 variable at analysis preselection can be seen in Figure 4.6. A
small systematic shift is observed across the two distributions but they remain
close enough to ensure that Dtrk

2 is still sensitive to 2-prong signals with respect
to multi-jet background, as demonstrated by signal vs. data plots at preselection
in Figure 4.7. As can be seen from this plot, the Dtrk

2 values for the more boosted
signal points (mY =2000 GeV,mX=300 GeV) and (mY = 3400 GeV,mX=110 GeV)
are lower than the values of background jets from preselection data, as well as of
the resolved signal point (mY = 5000 GeV, mX= 2500 GeV).

A custom working point is developed on this variable by examining the optimal
cut on Dtrk

2 to maximize the sensitivity as given by:

σ =
ϵ

a/2 +
√
B

(4.1)

where ϵ is the signal efficiency, a represents the number of sigmas corresponding
to one-sided Gaussian tests and is set to 3σ, and B is the background yield after the
selection. This sensitivity metric comes from [103], where the signal efficiency and
the absolute background yields are combined to give the minimum cross section
that could be excluded at 95% confidence level.
The background estimation in these studies is data taken from the Higgs mass side-
band and normalized to the expected yield taken as the data yield in the unbinned
signal region. Since the efficiency of substructure variables is correlated to the
boost of the large-R jet and therefore its pT , these optimal cut plots are remade in
bins of pT to assess the potential for a sliding cut.
Figure 4.8 gives examples of such optimal plot cuts, where the data distribution
in a given pT bin is compared to the combined signal shape. The bottom panel
indicates the sensitivity that would be delivered by an upper bound cut at that value
of Dtrk

2 . In each of these plots, all boosted signal mass points in the analysis are
combined before the optimized selection is determined.

Figure 4.9 shows a summary of the optimal Dtrk
2 cut, combining the results deter-

mined in each X pT bin. Since there is no significant variation in optimal cut value
across the pT spectrum, considering that the last pTbins fluctuations are due to less
statistic in those regions, a flat cut of Dtrk

2 < 1.2 has been selected.
The Two-prong merged region is therefore defined by the Dtrk

2 < 1.2 cut on the X
candidate large-R jet.
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Figure 4.6: Comparison of the standard D2 to the modified Dtrk
2 used in this

analysis, using the X candidate large-R jet for several signal points and data at
analysis preselection. All distributions are normalized to unity.
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Figure 4.7: Distributions of X candidate Dtrk
2 in data after preselection require-

ments are applied. Also shown are three Y → XH simulated signals, labelled by
the masses of the Y and X particles. [7]
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Figure 4.8: Distributions of Dtrk
2 in data and combined Y → XH signals in bins

of pT (left [500, 700] GeV, center [1100, 1300] GeV, right [2200, 2500] GeV.
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Figure 4.9: A summary of optimal cuts on Dtrk
2 , combining all signal points, in

bins of pT . The last pTbins are affected by greater statistical fluctuations since they
are less populated. A flat cut of Dtrk

2 < 1.2 (red dashed line; chosen by hand) is
used for the X-tagging in the analysis.
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4.3. Objects identification and Event selection

For large values of mX /mY , the decay products of the X resonance are no
longer much collimated and the large-R jet reconstruction becomes less accurate.
The cut on XDtrk

2 , optimized to maximize the signal sensitivity in merged category,
is a good discriminant to reject not-well reconstructed large-R jets since Dtrk

2 has
larger values for samples with mX /mY>∼ 0.3, as shown in Figure 4.10.
In order to recover sensitivity for these samples not passing the D2trk < 1.2 cut
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Figure 4.10: Dtrk
2 of the X candidate, for different (mY , mX) signal samples. The

distribution spreads over larger values of Dtrk
2 as mX /mY increases.

on the X candidate large-R jet, the X boson is reconstructed via small-R jets, while
Higgs boson is still selected as large-R jet.
The assignment of two small-R jets to X is performed with the following algorithm:

1. at least 4 small radius jets are required in the event;

2. small jet pair with the minimum ∆R from the Higgs candidate (reconstructed
as large-R jet) is discarded;

3. X boson is reconstructed selecting leading and sub-leading pT small jets in
the remaining jet collection.

Figure 4.11 shows a comparison of reconstructed X and Y masses, for different
signal samples with nominal mY = 4000 GeV, both for events passing and not the
D2trk < 1.2 cut. mres

XH and mres
X are defined as the invariant mass of XH system

and X boson respectively, reconstructed using small-R jets for X boson in the
region defined by D2trk > 1.2.
It is evident that masses in two-prong merged signal region are not well recon-
structed when mX /mY increases, while by using the small-R jets for X candidate,
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in the orthogonal region, the mass reconstruction capability is preserved.
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Figure 4.11: Reconstructed X (top) and Y (bottom) masses for (mY , mX) signal
samples (4000, 300) GeV and (4000, 1000) GeV, both for Dtrk

2 < 1.2 (right) and
> 1.2 using small-R jets for X candidate for this latter case (left). It is evident that
small-R jets allow to preserve the X candidate mass resolution in the Dtrk

2 > 1.2
region.

In order to enhance signal sensitivity, the difference in rapidity between the two
small jets (∆Y ) associated to the X candidate has been studied, since it has a
different shape for signals with respect to QCD events, as shown in Figure 4.12. By
maximizing the asymptotic significance [70] defined in 4.2, a cut on the absolute
value of this variable to be < 2.5 has been chosen.

Z =

√√√√ N∑
i

2 · [(Si +Bi) · log (1 + Si/Bi)− Si] (4.2)

An additional selection on the pT balance, defined as

(j1 pT − j2 pT )/(j1 pT + j2 pT )

of the two small jets (j1 and j2) associated to X has been studied, since this
variables shows remaining discrimination power after the cut on ∆Y is applied, as
can be seen in Figure 4.13.
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(a) (b)

(c)

Figure 4.12: Rapidity difference ∆ Y for the two selected small jets (a); signals
efficiency (ϵS) and background rejection (1 - ϵQCD), varying the cut on |∆ Y | (b);
ratio between the asymptotic significance calculated after and before applying a
varying cut on |∆ Y | (c). Tree signals are shown: (mY =2600 GeV, mX=800 GeV),
(mY =3400 GeV, mX=1400 GeV) and (mY =4000 GeV, mX=2000 GeV).
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The chosen cut on pT balance is < 0.8.
The final two-prong resolved selection is defined by the cuts: Dtrk

2 > 1.2 AND
|∆Y | < 2.5 AND pT balance < 0.8.

(a) (b)

(c)

Figure 4.13: Small jets pT balance (a); signals efficiency (ϵS) and background
rejection (1 - ϵQCD), varying the cut on pT balance (b); ratio between the asymptotic
significance calculated after and before applying a varying cut on pT balance (c).
The cut |∆Y | < 2.5 is already applied. Tree signals are shown: (mY =2600 GeV,
mX=800 GeV), (mY =3400 GeV, mX=1400 GeV) and (mY =4000 GeV, mX=2000
GeV).

An overview of the gain introduced by the resolved selection in the (mX ,mY ) plan
is shown in Figure 4.14, where for each signal point the ratio between the cross
section at 3σ (asymptotic) significance obtained in merged region and that obtained
by summing in square significance in merged and resolved are calculated. Higher
values correspond to lower combined limits. The significance gain starts to become
evident for mX /mY≥ 0.3.

101



4.3. Objects identification and Event selection

50 60 70 80 90100 200 300 400 500 600 700 1000

[GeV]Xm

2000

3000

4000

5000

6000

[G
eV

]
Y

m

1.
02

1.
01

1.
01

1.
01

1.
02

1.
02

1.
03

1.
22 2.

78
3.

35
3.

52
3.

6

1.
01

1.
01

1.
0

1.
01

1.
01

1.
01

1.
01

1.
03

1.
19

2.
83

3.
63

4.
09

4.
24 4.

59
4.

66
4.

77

1.
01

1.
01

1.
0

1.
0

1.
0

1.
0

1.
01

1.
01

1.
01

1.
02

1.
09

1.
53

3.
17

3.
71

4.
4 4.

69
5.

26
5.

41

1.
02

1.
01

1.
02

1.
03

1.
05

1.
04

1.
04

1.
06

1.
89

2.
22

1.
24 1.

0

1.
01

1.
01

1.
0

1.
0

1.
0

1.
0

1.
0

1.
01

1.
01

1.
03

1.
11 1.

56
3.

13
3.

83
4.

04
4.

48
5.

07
5.

74

1.
0

1.
0

1.
06

1.
21 1.

94
4.

46
5.

45

1.
02

1.
01

1.
01

1.
01

1.
01

1.
01

1.
02

1.
08

2.
28

3.
34

4.
0

4.
04

4.
33

4.
38

1.
02

1.
0

1.
01

1.
01

1.
04

1.
05

1.
13

2.
04

4.
16

4.
93

5.
47

4.
25

4.
92

5.
0

1.
01

1.
0

1.
0

1.
01

1.
0

1.
0

1.
01

1.
01

1.
01

1.
02

1.
03

1.
09

1.
34

2.
56

3.
36

3.
77

4.
3

5.
08

5.
65

1.
01

1.
0

1.
0

1.
0

1.
0

1.
0

1.
01

1.
01

1.
01

1.
02

1.
05

1.
17 1.

69
3.

18
3.

74
4.

13
4.

77 5.
16

6.
03

2.
46

3.
55

3.
89

4.
2 5.

12
5.

41
6.

12

1.
01

1.
01

1.
0

1.
0

1.
01

1.
01

1.
01

1.
02

1.
06

1.
44 3.

12
3.

64
3.

95
4.

42
4.

74 5.
0

5.
48

Figure 4.14: Ratio between the cross section at 3σ asymptotic significance cal-
culated in two-prong merged region and that calculated combining merged and
resolved regions (by summing in quadrature the respective significances) for each
simulated signal point. The red dotted line corresponds to mX /mY =0.3, the blue
dotted line to mX /mY =0.5.

Anomaly region

To mitigate model-dependence, an additional region is built that relies on a fully
data-driven anomaly score (AS). The AS is defined using a variational recurrent
neural network (VRNN) [48] , which consists of a variational autoencoder (VAE)
whose latent space is updated at each time step of a recurrent neural network
(RNN). This architecture combines the variational inference capabilities of a VAE
with the sequence modeling provided by an RNN.
A first application of this methodology in a dijet search context was performed
using the LHC Olympics simulated multijet dataset [88].

A standard autoencoder has two stages. The first encoder step reduces the di-
mensionality of an input by determining its most salient descriptive features and
encodes it into a latent space. The second decoder step samples from that latent
space and attempts to construct an output of the original dimensionality and as
similar as possible to the input. The loss in the training is often therefore based on
the reconstruction error of output to input. The resulting net has thus learned the
most important features for describing elements in a training set.
An autoencoder can be enhanced into a variational autoencoder (VAE), which per-
forms Bayesian inference by sampling from a multivariate Gaussian latent space in
the decoder stage.
Finally, a VRNN is an RNN with an autoencoder at each training time step, where
the updating of the hidden state during the RNN training corresponds to updating
the VAE latent space. Figure 4.15 shows a diagram of a VRNN cell.
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Figure 4.15: Diagram of a VRNN cell, with the autoencoder portion at the top of
the image and the RNN architecture at the bottom.

The VRNN is applied in this analysis through its output anomaly score on the X
candidate large-R jet. AS is used as discriminating variable to construct a region
enriched in anomalous jets (i.e. X candidates) and depleted in multijet background.

The VRNN is trained over large-R TCC jets in the ATLAS Run 2 dataset sat-
isfying the trigger plateau criteria, the jet requirements described in Section 3, and
pT > 1.2 TeV. The pT selection is designed to restrict input jets to highly boosted
topologies, which are both well-described by the kt-sorted sequence modeling and
the most difficult to distinguish with regular substructure methods.
90% of the data is used for training and 10% for validation. As the input consists
solely of jets from data, no labeling scheme is used in training, distinguishing this
method of unsupervised learning from traditional supervised machine learning
where the input is labeled according to a signal or background categorization.

The input jets are modeled as a sequence of up to twenty constituent four-vectors
per jet, ordered in kt splitting starting from the highest pT constituent. The training
is also conditioned over four high-level variables, namely the energy correlator
substructure variable D2 [95] for two-prong sensitivity, the N-subjettiness ratio
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τ32 [109] for three-prong sensitivity, and the two kt-splitting scale ratios d12 and
d23 [98]. This input modeling is designed to reveal correlations between con-
stituents and substructure, allowing the VRNN to distinguish jets with anomalous
energy deposition patterns from the background of homogeneous jets originating
from QCD processes.
An alignment procedure is applied to each jet that re-scales to the same pT , boosts
to the same energy, and rotates to the same orientation in η and ϕ, minimizing
the ability of the VRNN to tag only on anomalous kinematic properties without
considering internal constituent properties. Additionally, the mass re-scaling is
performed by providing an overall multiplicative factor for each constituent and
the boosting is performed by Lorentz boosting each constituent along the jet’s axis
by the same boost factor.
The high-level variables are fed to the network as a separate input vector from
the constituent sequence, and is accessed by the model in each time-step. In
more detail, the high-level variables input vector is concatenated with contextual
feature-extracting layers and the hidden state before being accessed by the decoder,
encoder, and hidden-state updating architectures in the VRNN cell. This process
can be seen graphically in Figure 4.15.

The AS is derived from the VRNN loss (Equation 4.3) which is composed of
two terms: a reconstruction error term, to minimize differences of the decoded
result with respect to the original input, and a Kullback-Leibler (KL) divergence
term, to constrain the spread of probability classes in the latent space.

L(t) = |y(t)− x(t)|2 + λDKL(z||zt). (4.3)

Here, x represents the input vector, y the output, t is the current time step, z is
the approximate posterior, zt is the learned prior, and λ is a hyperparameter that
weights the KL divergence term in importance. A loss with both of these terms
ensures correct functionality of the VRNN.
Minimizing the reconstruction loss ensures that the VRNN correctly characterizes
and learns relevant features of the input dataset. Adding the KL divergence term
punishes the VRNN for using too many dimensions in the input latent space to
describe the input, ensuring that only the most important features are used and
overly precise classification does not occur.
An overall loss L over the sequence is then computed by averaging the individual
time-step losses over the length of the sequence N :

L =
L(t)
N

. (4.4)
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4.3. Objects identification and Event selection

The resulting per-jet anomaly score ρ is a simple function of the KL divergence
term, as shown in Equation 4.5.

ρ = 1− e−DKL . (4.5)

Scores used in the analysis to select the X candidate are further subject to a
transformation (Equation 4.6) that ensures the mean of the score distribution is 0.5
and more anomalous jets populate higher values of the anomaly score.

ρ′ = 1−
(
ρ

2ρ

)
, (4.6)

A custom architecture was developed and trained using the PyTorch deep learning
library [?]. A scan has been performed of various hyperparameter options to ensure
the optimal values are used in the training, giving the highest area under curve
(AUC) after testing across all signal models. The VRNN hyperparameters are the
number of dimensions in the hidden state (hdim), the number of dimensions in the
sampled latent variables (zdim), and the kl-weight. The chosen combination is:
hdim = 16, zdim = 2 and kl-weight = 0.1
The network is updated using the Adam optimizer with a learning rate parameter
of 10−5. No regularization via weight decay is applied, however gradient clipping
is implemented with a clip value of 10. Training is performed in batches of 256
jets per batch, and continues until 100 training epochs have been completed, at
which point the model reaches a performance plateau.

Figure 4.16 shows the resulting anomaly score of the X candidate, in preselected
data and representative signals. No DHbb

-tagging is applied, therefore these re-
gions are more background-rich than anticipated in the final signal region, and
enhancement of the signal over data is expected to increase substantially. Both
Y → XH signals are shown, with a 2-prong X hypothesis, and so-called ”special”
signals, with varying X candidate hypotheses. Specifically we examine heavy-
flavor, 3-prong, and dark jet samples, to vet the capability of the anomaly in
providing broad model sensitivity.

The optimal cut on the anomaly score for the analysis is found using a similar
procedure to the one used for Dtrk

2 . The sensitivity σ is scanned as a function of
various cuts on the X candidate AS for signals combined together and in bins of
large-R jet pT .
Figure 4.17 shows a summary of the optimal AS cut, combining all Y → XH sig-
nal points and binning in X candidate jet pT . As with Dtrk

2 , no significant corre-
lation with pT is present and a flat cut of AS > 0.5 is placed on the X candidate.
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Figure 4.16: Distributions of the X candidate anomaly score (AS) in data after
preselection requirements are applied. Also shown are three Y → XH simulated
signals (left), labelled by the masses of the Y and X particles, and the three
additional signals with alternative X decay hypotheses, namely heavy flavor, three-
prong, and dark jet (right). All distributions are normalized to unity. [7]

The AS as a variable has a range of -1 to 1; the fact that the optimal cut is at –1 for
higher pT means that the best option for S/B discrimination is no AS selection at
all. This is attributed to the fact that background drops off rapidly at high pT (>
2 TeV). The flat cut at 0.5 is designed to be optimal for the lower pT range, and
maintain a very low background search region for higher pT (so that signal is still
prominent.)
The third signal region, the Anomaly, is therefore defined by applying the cut
AS > 0.5 on the X candidate large-R jet, instead of the cut on Dtrk

2 .
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Figure 4.17: A summary of optimal cuts on anomaly score, combining all signal
points, in bins of pT . Negative values are due to few statistics.
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4.3.4 H candidate selection
A selection on the Higgs boson candidate variables is performed after the X
selection is applied, to sort the analysis into three categories. For all signal re-
gions, a working point that provides a flat 60% efficiency across jet pT is applied
(DHbb

> 2.44) to the Higgs boson candidate, along with a mass window require-
ment of 75 GeV< mH < 145 GeV. As a result, the background in the signal region
is expected to be overwhelmingly QCD multi-jet processes, with a few percent
contamination from top or V+jets processes, therefore Higgs Mass sidebands are
used for the data-driven background derivation (see Appendix B.1).
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In total, three signal regions (two-prong merged, two-prong resolved and
anomaly) and 15 background estimation regions (5 non-SR regions for each SR)
are defined. A summary of the preselection cuts and the final regions definition
can be found in Table 4.2.

Parameter Preselection requirements
mJJ [GeV] > 1300
pT(J1) [GeV] > 500
mJ [GeV] mJ1 > 50 OR mJ2 > 50
DHbb

> -2
Signal regions

Two-prong merged Two-prong resolved Anomaly
[GeV] (75, 145)
DHbb

> 2.44
Dtrk

2 < 1.2 > 1.2 -
|∆yj1,j2 | - < 2.5 -
pbalT - < 0.8 -

Anomaly Score - - > 0.5
Background estimation regions

CR0 HSB0 HSB1 LSB0 LSB1
[GeV] (75, 145) (145, 200) (65, 75)
DHbb

< 2.44 < 2.44 > 2.44 < 2.44 > 2.44

Table 4.2: Specific selections defining the SRs and background estimation regions.
J1(2) and j1(2) are respectively the pT -(sub)leading large-R and small-R jets.

Each of these regions is actually further split according to mX value, since the
signal search in the two-dimensional space of mY versus mX employs sliding
windows of the X candidate mass spectrum, dividing the data into a series of
overlapping mX ranges for which the mJJ distribution is fit (see Section 4.7).
Figure 4.18 shows an illustration of the selection flow, along with the analysis
regions based on H candidate cuts.
Acceptance times efficiency of the entire Y → XH signal grid in the merged and
resolved SRs is shwon in Figure 4.19.
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ATLAS DRAFT

A summary of signal region selections, in order as used in the analysis, is as follows:663

• Pre-selection: mj1 || mj2 > 50 GeV, pT j1 > 500 GeV, mJJ > 1.3 TeV664

• Ambiguity resolution: Higgs candidate = large-R jet with highest DHbb
Score between the two665

pT -leading jets.666

• X-tagging: selection on D2trk (exclusion regions, boosted + resolved (+ small jets |�Y |<2.5 AND667

pT balance<0.8)) OR selection on anomaly score (discovery regions)668

• H-tagging: based on DHbb
of Higgs candidate and its mass value, the regions in Figure 26 are669

defined.670

At the end 3 signal regions (merged, resolved, and anomaly score) and 15 control/validation regions (5671

non-SR regions for each SR) are defined, shown graphically in Figure 27.672

• LSB1 (low side band 1) and LSB0 (low side band 0) are the DHbb
-tagged and -untagged regions673

(passing or not the 60% WP) in the low side band (60 GeV < mH < 75 GeV)674

• SR (signal region) and CR0 (control region 0) are the DHbb
-tagged and -untagged regions (passing675

or not the 60% WP) in the Higgs mass window (75 GeV < mH < 145 GeV)676

• HSB1 (high side band 1) and HSB0 (high side band 0) are the DHbb
-tagged and -untagged regions677

(passing or not the 60% WP) in the high side band (145 GeV < mH < 200 GeV)678

An additional cut DHbb
> (-2) is applied to all regions, purely for skimming of unwanted events, since679

signal is expected to have DHbb
> chosen WP.680

The SR is used to perform the signal search, while the high sidebands and the low sidebands are used to681

develop and validate the background model respectively. The -2.0 < DHbb
< 2.46 selection for untagged682

regions allows to collect su�cient statistics to perform background estimation. As a result, the background

Figure 26: Scheme of analysis regions based on cuts on DHbb
and mH . Here, the HSBs are used as the control regions,

and the LSBs as the validation region.
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Figure 4.18: Illustration of the selection flow after preselection and the analysis
regions of the Y → XH search. Preselection events are sort into three separate
categories, namely two-prong merged, two-prong resolved and anomaly. Each
region (LSB0, LSB1, CR0, SR, HSB0 and HSB1) is defined in the same way for
all three analyses using the H candidate mass and DHbb

score. [7]
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Figure 4.19: Acceptance × efficiency for every signal point at 139 fb−1 luminosity
in the two-prong merged and resolved SRs. Each signal point is assumed to have a
cross section of 1 pb. [7]
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4.4 Background Estimation
The background in the SRs mainly arises from high pT multi-jet events (more
details on the background composition are shown in Appendix B.1). Simulation for
such QCD processes includes well-known mismodelings and is computationally
expensive to generate. Therefore in this analysis, the background estimation is
fully data-driven and derived from regions that are orthogonal to the SR based on
the Higgs boson jet criteria.

The shape of the expected mJJ distribution in the SR is obtained from data in the
CR0 and a reweighting procedure is necessary to account for the effect of H → bb̄
tagging. This procedure is developed in the HSB and validated by applying the
weights to data in LSB0 and comparing the resulting mJJ spectrum to that ob-
served in LSB1 data. The generation of weights is performed inclusively in the X
candidate selection and applied separately to create three background predictions,
one for each SR.

The baseline for this method is the assumption of independence of the reweighting
function from the Higgs candidate mass, in such a way that it is possible to define
it in a certain mass window and then apply it in another window, not far from the
first one.
Figures 4.20 and 4.21 show normalized data shapes, compared between DHbb

-
tagged and -untagged regions, for those variables more sensitive to theDHbb

efficiency
cut, among the following Higgs mass windows:

• mH ∈ (50, 65) GeV

• mH ∈ (65, 75) GeV

• mH ∈ (145, 175) GeV

• mH ∈ (175, 200) GeV

For most of these variables the independence of DHbb
from mH can be considered

valid within experimental errors. The most discrepant region is mH ∈ (50, 65)
GeV, closer to the lower cut on large-R jet mass, therefore this region is not used
to validate the method.
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Figure 4.20: Ratios between DHbb
-tagged and -untagged regions, across mH

windows, for (a) pT , (b) η and (c) E of the Higgs candidate jet; (d) pT , (e) η and (f)
m of the pT -leading track jet associated to Higgs candidate large-R jet.
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Figure 4.21: Ratios between DHbb
-tagged and -untagged regions, across mH

windows, for (a) pT , (b) η and (c) m of the pT -subleading track jet associated to
Higgs candidate large-R jet and (d) the number of tracks associated to the Higgs
candidate large-R jet.
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4.4.1 The reweighting problem with a Machine Learning algo-
rithm

The problem of defining a reweigthing function to map the kinematic of a certain
region into another can be transformed into the problem of estimating a likelihood
ratio between the two regions.
If p0 and p1 are the probability distribution functions (pdf s) of a multi-dimensional
variable X , sampled from two kinematic regions labelled 0 and 1 respectively,
the needed reweighting factor corresponds indeed to their Likelihood Ratio (or
Importance) w(X):

p1(X) = w(X) · p0(X) → w(X) =
p1(X)

p0(X)
. (4.7)

In this analysis context, p0 and p1 would respectively be the pdfs of CR0 SR, and
X the set of all the possible kinematic variables associated to each event.
The computation of the likelihood ratio relies on the knowledge of the probability
density functions (PDFs) which, for the majority of the cases, it’s not simple and
straightforward to obtain. However, if the final purpose is only building the likeli-
hood ratio, it is possible to bypass this step and to perform the Direct Importance
Estimation, where the PDFs ratio is the quantity directly calculated from data,
without the need of knowing the single likelihoods functions.

The procedure adopted in the previous round of the analysis is to roughly es-
timate the PDFs by one- or two-dimensional histograms. Reasonable variables to
choose to create these histograms are the ones with the greatest differences between
the two regions, then the weights map is obtained by dividing them between HSB1
and HSB0. Although this approach yields good results, a dedicated fine-tuning to
keep into account correlations among variables is needed and performances get
worse on the reweigthing of those variables not much correlated with the ones used
in the reweighting procedure.
In this new round of the analysis a new approach based on a Machine Learning
technique has been introduced. This method allows a direct estimation of PDF
ratios and permits to deal with the intrinsic multi-dimensionality of the Likelihood
ratio.

The basic idea is to formulate the problem as an optimization problem to be
solved by a Neural Network (NN).
Let’s first settle the direct importance estimation problem as a least-squares func-
tion fitting problem [89], that can be easily generalized to a more generic one.
From this point on, the estimate of quantities on data will be indicated with the
symbol ̂ .
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Let’s consider two probability density functions p0 and p1 and suppose we have
N0 independent and identical distributed (i.i.d.) measurements extracted from p0
and N1 i.i.d. measurements extracted from p1 of B observables: {X0

i, j}N0, B
i=1, j=1

and {X1
l, j}N1, B

l=1, j=1.
We know neither the analytical form of p0(X) and p1(X) nor their empirical real-
ization but we are interested in the ratio between them and we can estimate it from
the two samples of the extracted measurements.
Let’s call w(X) = p1(X)

p0(X)
the analytical ratio and ŵ(X) =

∑
f αf · ϕf (X) its esti-

mate from data, which can be written as a linear combination of arbitrary chosen
functions of data ϕf (X) that must satisfy the same properties of w(X):

• w(X) = p1(X)
p0(X)

> 0

• w(X) → +∞ if X ∈ p1(X)

• w(X) → 0 if X ∈ p0(X)

The coefficients α are constants that are chosen in a way to obtain the best estimate
of w(X), by minimizing a loss function which depends on them.

Now that we have fixed the notation we can formulate our minimization prob-
lem by defining a loss function as the sum of the quadratic differences between the
true value w(X) and its estimates on data ŵ(X).
Thus the loss function J0 can be written with the following expression:

J0(α) = E0[(ŵ(X)− w(X))2] =

∫
dX p0(X) (ŵ(X)− w(X))2 =∫

dX p0(X) ŵ(X)2 +

∫
dX p0(X) w(X)2 − 2

∫
dX p0(X) ŵ(X) · w(X) =

=

∫
dX p0(X) ŵ(X)2 − 2 ·

∫
dX p1(X) ŵ(X)

(4.8)

where J0 depends on α because ŵ(X) depend on it.
In the expression in the centre of 4.8 the second term does not depend on data thus
it can be ignored and the expression can be written as follow:

J0(α) = E0[ŵ(X)2 − 2 · w(X) · ŵ(X)] = E0[ŵ(X)2]− 2 · E1[ŵ(X)] (4.9)

This loss function has to be minimized with respect to the constants α on data, in
order to obtain the best estimate of w(X).
If ŵ(X) is intended as the output of a Neural Network (NN) and the constants α
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as its weights θ, the loss function J0 can effectively be intended as a loss function
to be minimized by a NN.

Since ŵ(X) is positively defined, a constraint term should be added to the loss
function, or the output can be transformed with a monotone function and the loss
consequently adapted. For example, choice of log-likelihood ratio estimation
offers a straightforward solution to the problem of non-negative likelihood ratio.
Applying this transformation the network output will be an estimate of ln(w(X)).
A more generic way to write the loss function for a function of u(X, θ) can be the
following [101]:

J0(θ) = E0[ϕ(u(X, θ)) +w(X)·ψ(u(X, θ))] = E0[ϕ(u(X, θ))] +E1[ψ(u(X, θ))]
(4.10)

Here ϕ and ψ are two real functions of real variables that should satisfy some
mathematical criteria if we want u(X, θ) to minimize the loss function.
It can be demonstrated that there are not single solutions giving a closed form for
ϕ and ψ. A possible choice for u = ln(w) can be ϕ(u) =

√
eu and ψ(u) = 1√

eu
.

With these substitutions, the loss function to minimize becomes:

J0(θ) = E0[
√
eu(X,θ)] + E1[

1√
eu(X,θ)

] (4.11)

A Deep Neural Network has been used to minimize the loss in equation 4.11, in the
training phase, in order to estimate the weights for mapping HSB0 into HSB1 and
to obtain a neural network model able to predict weights between CR0 and SR.
The training has been performed in the HSB, using data both in tagged (HSB1)
and untagged regions (HSB0), where the Higgs candidate mass is required to be
greater than 145 GeV and less then 175 GeV. Then the DNN is read on the CR0
events, in order to obtain the background shape in SR. The chosen training region
does not cover the whole HSB because the region with higher Higgs mass (called
alternative training region) is used for systematic uncertainties estimation, as it will
be subsequently explained in section 4.6.3. The estimated background is validated
in the LSB, only in the window defined by 65 GeV < mH < 75 GeV, because the
assumption of DHbb

being independent from mH is no longer valid below 65 GeV,
as explained in 4.4.3.

Table 4.3 contains the amount of data on each of the dataset used in the train-
ing and validation procedure. It can be seen that in both training and alternative
training region there are almost the same data, as it must be to not affect the
estimate of the systematics with differences in the dataset size. The proportion
tagged/untagged is around 0.06 and it is stable across mH . Also data for untagged
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full HSB
mH ∈ [145, 200]GeV

train region
mH ∈ [145, 175]GeV

alternative train region
mH ∈ [165, 200]GeV

test region
mH ∈ [65, 75]GeV

tag: DHbb
>2.46 87107 52647 50422 39167

ϵ wrt full tag HSB 1.00 0.60 0.58 0.45
untag: (-2)< DHbb

< 2.46 1396700 844284 812570 621082
ϵ wrt full untag HSB 1.00 0.60 0.58 0.44

untag without lower DHbb
bound: DHbb

<2.46 3079960 1862210 1789210 1432470
ϵ wrt full untag HSB (no DHbb

cut) 1.00 0.60 0.58 0.47
tag/untag 0.062 0.062 0.062 0.063

tag/untag (no DHbb
cut) 0.028 0.028 0.028 0.027

Table 4.3: Data in each of the region used for the nominal training, alternative
training and testing of the DNN for the background estimation. Also the efficiency
(ϵ) with respect to the full HSB regions, in order to look at the relative proportion of
each region, and the ratio tagged/untagged are reported. Data for untagged region
without cut DHbb

>(-2) are twice the untagged region adopted.

region without cut DHbb
> −2 are shown in the table, and it can be seen that with

this cut about half of untagged data are removed. To have more statistics in un-
tagged region is not useful for the network training, since it is already a very large
sample, while it would insert a bigger imbalance between tagged and untagged
categories.

The train is performed after the H/X ambiguity resolution is solved, without any
special tagging on X candidate. This inclusive training allows to have a single
weights set that is then split for Two-prong and Anomaly regions.
The dataset has been divided in training and test sets using the 70% and 30% of
the full training dataset, respectively. From the training set, the 20% is used for
validation, in order to validate the model and to monitor the overfitting2 during the
training phase.

The network structure used is a fully connected API Sequential model from
Keras [46] with 3 fully connected inner layers, each with 20 neurons and a recti-
fied linear unit activation function (ReLU). In order to reduce the problem of the
overfitting during training, 10 % of connections among inner layers is randomly
truncated (this is called dropout and referenced in [107]).
The last layer has a single output with a simple linear activation function, since

2The world overfitting in machine Learning refers to a situation where a model learns the details
and noise in the training data to the extent that it negatively impacts the performance of the model
on new data. This means that the noise or random fluctuations in the training data is picked up and
learned as concepts by the model. The problem is that these concepts do not apply to new data and
negatively impact the models ability to generalize. On the other hand, the underfitting refers to a
model that can neither model the training data nor generalize to new data. An underfit machine
learning model is not a suitable model and will be obvious as it will have poor performance on the
training data.
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we are interested in the value minimizing the loss, without any other function
applied on it. In this way, the network output is exactly an estimate of the quantity
ln
(

p1(X)
p0(X)

)
.

The model is trained using the Adam optimizer in Keras with Tensorflow as back-
end [15].
The customized loss function in 4.11 has been used. Since in the formula there are
the expectation values with respect to p0 and p1, they are calculated as the averages
on data, where N0 and N1 are respectively the number of events belonging to the
two categories and y is the event label, equal to 0 for events belonging to p0 and 1
for events belonging to p1:

Loss =
1

N0

∑
(1− y)

√
eu +

1

N1

∑
y

1√
eu

(4.12)

Variables given in input to the network are the following:

• pT , η, ϕ, E of the Higgs candidate

• the number of tracks associated to the Higgs candidate

• pT , η, ϕ, m of the first two track jets associates to the Higgs candidate,
ordered in pT

Each variable is standardized before being fed to the network, with the transforma-

tion x =
(x− µ)

σ
, where µ and σ are the mean and the standard deviation of the

distribution of the x variable.

The network is trained only on events with at least two track jets associated
to the Higgs candidate, while it is read on all the events. For events with less than
two track jets, the average value of missing variables in HSB is used as default.
This procedure is safe from inserting bias in the estimated background since the
fraction of events with less than 2 track jets associated to Higgs candidate fat jet is
really small: it is < 6% for signals and < 0.02% for data after pre-selection cuts
and the fraction for signal decreases in SR.

Training is performed using a batch size equal to the full dataset size. A compari-
son with a batch size equal to 2048 has been done; results are identical within the
statistical errors. The chosen training epochs are 1600, with early stopping at 100
epochs if the value of the loss calculated on the validation dataset does not increase
for 100 subsequent epochs.
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In Figure 4.22a training and validation loss functions are shown; Figure 4.22b
is the exp of the network output on HSB0 and HSB1, both for training and test
dataset.

(a) (b)

Figure 4.22: (a) Loss functions calculated on training (red curve) and on validation
(orange curve) dataset, during network training. (b) The exponent of network
predictions, that is an estimate of pdf HSB1

pdf HSB0
, both for training and test dataset.

Since the output of the DNN is an estimate on data of the logarithm of the like-
lihood ratio, the score is transformed by applying the exponential function to it
in order to obtain the event-level weight for each event. This method allows to
obtain normalized distribution, while the background normalization factor in SR is
obtained by the fit procedure.
With the DNN method the full background shape is estimated. In the previous anal-
ysis, histogram of tt̄ and di-boson processes estimated by Monte Carlo simulations
were subtracted from the histogram of data in Control Region, then the remaining
one was considered as composed only of multi-jet events, obtaining the multi-jet
shapes with a data-driven method.
Now it would be impossible to pass from an histogram-based to an event-based
approach (because the network reads event-by-event information), therefore the
full background estimation is directly performed.

4.4.2 Re-weighted shapes in training regions
In this sections several variables before and after reweighting are shown, in the
training region. mH , D2trk and Anomaly Score reweighted distributions are shown
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in Figures 4.23 before any region categorization. The Higgs mass distribution does
not need any reweighting, therefore it is not included in following plots; Dtrk

2 and
Anomaly Score are shown at this level of selection in order to understand how the
variables we cut on are modeled.
In order to understand how the reweighting procedure performed, the distributions
of data in HSB0 before and after the reweighting have been compared with data
in HSB1 (the target distributions). This comparison has been done in the range
where the network has been trained with mH ∈ (145, 175) GeV, separately in the
Two-prong merged and resolved regions and in the Anomaly region. The bottom
plots in the following figures show the ratios HSB1/HSB0 before (orange) and
after (red) the reweighting.
The reweighted shape is obtained using the nominal set of weights from the
bootstrap procedure (described in section 4.6.3). Small remaining discrepancies
on track jets variables exist; as they are not directly involved in the background
estimation, this is not a cause of concern for final fit.

Two-prong merged

In Figure 4.24 pT , η and E of the Higgs and X candidates large-R jets are shown,
the pT , η, and m of the first two leading trackjets associated to the Higgs candidate
can be seen in Figure 4.25, while Figure 4.26 shows the reweighting effect for
the X candidate mass, the final XH invariant mass and Higgs’ number of charged
tracks.
The bottom plots show the ratios HSB1/HSB0 before (orange) and after (red) the
reweighting. The error bands in the ratios are only statistical.
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Figure 4.23: mH , XD2trk and X Anomaly Score in the HSB. The bottom plots
shows the ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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Figure 4.24: From (a) to (c) pT , η and E of the Higgs candidate jet; from (d) to (f)
pT , η and E of the X candidate jet, in Two-prong merged HSB. The bottom plots
shows the ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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Figure 4.25: pT , η, and mass of the first (a-c) and second (d-f) track jet (ordered
in pT ) associated to the Higgs candidate fat jet, compared before and after the
reweighting, in merged HSB. The bottom plots shows the ratios HSB1/HSB0
before (orange) and after (red) the reweighting. Small remaining discrepancies
on track jets variables exist; as they are not directly involved in the background
estimation, this is not a cause of concern for final fit.
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Figure 4.26: Masses of X candidate (a) and the XH dijet system in merged category
(b), compared before and after the reweighting, in merged HSB. Figure (c) shows
the number of charged tracks associated to the higgs candidate large-R jet. The
bottom plots shows the ratios HSB1/HSB0 before (orange) and after (red) the
reweighting.
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Two-prong resolved

Background shapes are also obtained in the resolved regime.
Small jets ∆Y and pT -balance are shown in Figure 4.27, before cutting on them
to define resolved region. Mismodelling on ∆Y is cutted away from |∆Y | < 2.5
request.
In Figure 4.28 there are the pT , η, ϕ and E of the Higgs candidate large-R jet,
in Figure 4.29 the pT , η, ϕ and E of the pT -leading and -subleading small jets
associated to the X boson. The pT , η, and m of the first two leading trackjets
associated to the Higgs candidate are shown in Figure 4.30. Figure 4.31 shows
the reweighting effect for the X candidate mass, the final XH invariant mass and
Higgs’ number of charged tracks.
The bottom plots shows the ratios HSB1/HSB0 before (orange) and after (red) the
reweighting. The error bands in the ratios are only statistical. The re-weighted
HSB0 shape is obtained using the nominal set of weights from the bootstrap
procedure (described in section 4.6.3).
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Figure 4.27: X small jets ∆Y and pT -balance in the resolved HSB (only with
D2trk(X)¿1.2) . The bottom plots shows the ratios HSB1/HSB0 before (orange)
and after (red) the reweighting.
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Figure 4.28: From (a) to (c) pT , η and E of the Higgs candidate jet, in the Two-prong
resolved HSB. The bottom plots shows the ratios HSB1/HSB0 before (orange) and
after (red) the reweighting.
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Figure 4.29: pT (a), η (b) and E (c) of the pT-leading small jet associated to the
X boson; pT (d) η (e) and E (f) of the pT-subleading small jet associated to the X
boson, in resolved HSB. The bottom plots shows the ratios HSB1/HSB0 before
(orange) and after (red) the reweighting.
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Figure 4.30: pT , η and mass of the first (a-c) and second (d-f) track jet (ordered
in pT ) associated to the Higgs candidate fat jet, compared before and after the
reweighting, in resolved HSB. The bottom plots shows the ratios HSB1/HSB0
before (orange) and after (red) the reweighting. Small remaining discrepancies
on track jets variables exist; as they are not directly involved in the background
estimation, this is not a cause of concern for final fit.
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Figure 4.31: Masses of X candidate reconstructed with the two small jets(a)
and the XH dijet system in resolved category (b), compared before and after the
reweighting, in resolved HSB. Figure (c) shows the number of charged tracks
associated to the higgs candidate large-R jet. The bottom plots shows the ratios
HSB1/HSB0 before (orange) and after (red) the reweighting.
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Anomaly region

Comparisons of kinematic distributions have been done in the Anomaly region as
well. Figure 4.32 and 4.33 show respectively pT , η, ϕ and E of the Higgs and X
candidate large-R jets along with mJX and mJJ .
The bottom plots show the ratios HSB1/HSB0 before (orange) and after (red) the
reweighting. The error bands in the ratios are only statistical.
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Figure 4.32: pT (a), η (b), E (c) and ϕ (d) of the Higgs candidate fat jet, compared
before and after the reweighting, in anomaly HSB. The bottom plots shows the
ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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Figure 4.33: pT (a), η (b), E (c) and ϕ (d) of the X candidate fat jet; masses of
X candidate (e) and the XH dijet system (f) in Anomaly HSB. The bottom plots
shows the ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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4.4.3 Validation Region (LSB)
The validation of the NN-derived weights for the background estimation has been
performed in the low sideband (LSB) of the Higgs candidate jet mass. Actually not
the full LSB but only the range 65− 75 GeV has been used, since in the kinematic
region below 65 GeV the Higgs candidate fat jet reconstruction suffers for the
proximity to the lower limit cut on the jet mass at 50 GeV, therefore the assumption
of the independence of ratio between tagged and untagged regions from the Higgs
mass is no longer satisfied.
mH , D2trk and Anomaly Score reweighted shapes are shown in Figures 4.34
before any region categorization. The Higgs mass distribution does not need any
reweighting, therefore it is not included in following plots; D2trk and Anomaly
Score are shown at this level of selection in order to understand how the variables
we cut on are modeled.

Two-prong merged

In this subsection normalized plots for several variables are shown, comparing
the distributions of data among LSB1, LSB0 and re-weighted LSB0 (which is the
estimated shape of LSB0), with D2trk < 1.2 cut to define the merged category.
Figures 4.35 to 4.37 show closure of background prediction to data for the same
variables shown in Section 4.4.2.
The error bands in the ratios are only statistical. The re-weighted LSB0 shape is
obtained using the nominal set of weights from the bootstrap procedure (described
in section 4.6.3).
Again, generally good closure is observed of the background prediction to data.
There is a remaining discrepancy in track-jets pT (in particular at low values of the
leading jet) and on track jets mass in LSB due to the fact that the assumption of
independence from mH is not perfectly respected for track-jets variables (as shown
at the beginning of this Section). Since the discrepancy grows as the mH assumes
lower values, from the right to the left on the mH axis, it is reasonable to suppose
track-jets variables are well reweighted in Higgs mass windows as they are in HSB.

Non-closure of the data-driven background estimation is taken as a systematic
uncertainty of the background estimation method, as detailed in Section 4.6.3. The
remaining discrepancy on track jets variables are not a cause of concern for final
fit.
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Figure 4.34: mH , X D2trk and X Anomaly Score in the LSB. The bottom plots
shows the ratios LSB1/LSB0 before (orange) and after (red) the reweighting.
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Figure 4.35: pT (a), η [7] (b) and E (c) of the Higgs candidate and (from (d) to (f))
of the X candidate large-R jet in merged LSB. The bottom plots shows the ratios
LSB1/LSB0 before (orange) and after (red) the reweighting.
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Figure 4.36: pT , η, and mass of the first two track jets (ordered in pT ) associated to
the Higgs candidate fat jet, compared before and after the reweighting, in merged
LSB. The bottom plots shows the ratios LSB1/LSB0 before (orange) and after (red)
the reweighting.
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Figure 4.37: Masses of X candidate (a) and the XH dijet system in merged category
(b) [7], compared before and after the reweighting, in merged LSB. Figure (c)
shows the number of charged tracks associated to the higgs candidate large-R jet.
The bottom plots shows the ratios LSB1/LSB0 before (orange) and after (red) the
reweighting.
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Two-prong resolved

Small jets ∆Y and pT -balance are shown in Figure 4.38, before cutting on them
to define resolved region. Mismodelling on ∆Y is cutted away from |∆Y | < 2.5
request.
Compared distributions of data among LSB1, LSB0 and re-weighted LSB0 (which
is the estimated shape of LSB0), with D2trk > 1.2 cut to define the resolved
category, are shown in this subsection. Figures 4.39 to 4.42 show closure of
background prediction to data.
The error bands in the ratios are only statistical. The re-weighted LSB0 shape is
obtained using the nominal set of weights from the boostrap procedure (described
in section 4.6.3).
The same observations done in merged LSB can be applied here.
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Figure 4.38: X small jets ∆Y and pT -balance in the resolved LSB (only with
D2trk¿1.2) . The bottom plots shows the ratios LSB1/LSB0 before (orange) and
after (red) the reweighting.
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Figure 4.39: pT (a), η(b), E (c) and ϕ (d) of the Higgs candidate fat jet, compared
before and after the reweighting, in resolved LSB. The bottom plots shows the
ratios LSB1/LSB0 before (orange) and after (red) the reweighting.
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Figure 4.40: pT (a), η (b) and E (c) of the pT -leading small jet (from (d) to (f) of
the pT -subleading) associated to the X boson, in resolved LSB. The bottom plots
shows the ratios LSB1/LSB0 before (orange) and after (red) the reweighting.

138



4.4. Background Estimation

)[GeV]
H

(J
trkj1

pT

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

N
or

m
al

iz
ed

 to
 U

ni
ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

0 100 200 300 400 500 600
)[GeV]

H
(J

trkj1
pT

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(a)

)
H

(J
trkj1

η

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

N
or

m
al

iz
ed

 to
 U

ni
ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
)

H
(J

trkj1
η

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(b)

)[GeV]
H

(Jtrkj1M

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

N
or

m
al

iz
ed

 to
 U

ni
ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

0 5 10 15 20 25 30 35 40 45 50
)[GeV]

H
(Jtrkj1M

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(c)

)[GeV]
H

(J
trkj2

pT

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210
N

or
m

al
iz

ed
 to

 U
ni

ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

0 50 100 150 200 250 300 350 400 450 500
)[GeV]

H
(J

trkj2
pT

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(d)

)
H

(J
trkj2

η

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

N
or

m
al

iz
ed

 to
 U

ni
ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
)

H
(J

trkj2
η

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(e)

)[GeV]
H

(Jtrkj2M

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

N
or

m
al

iz
ed

 to
 U

ni
ty

LSB0

LSB1

LSB0 (reweighted)

-1 = 13 TeV,  139 fbs
Two-Prong (Resolved)

 [GeV]<75)
H

J
LSB0 (65<m

0 5 10 15 20 25 30 35 40 45 50
)[GeV]

H
(Jtrkj2M

0.5

1

1.5

R
at

io
 to

 L
S

B
0

(f)

Figure 4.41: pT , η, and mass of the first two track jets (ordered in pT ) associated to
the Higgs candidate fat jet, compared before and after the reweighting, in resolved
LSB. The bottom plots shows the ratios LSB1/LSB0 before (orange) and after (red)
the reweighting.
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Figure 4.42: Masses of X candidate reconstructed with the two small jets(a)
and the XH dijet system in resolved category (b), compared before and after the
reweighting, in resolved LSB. Figure (c) shows the number of charged tracks
associated to the higgs candidate large-R jet. The bottom plots shows the ratios
LSB1/LSB0 before (orange) and after (red) the reweighting.
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Anomaly Score Region

The AS region background estimation is validated to data in the LSB as shown
in Figures 4.43 and 4.44, showing variables related to the Higgs kinematics,
X kinematics, and mJJ /X anomaly score/X mass, respectively. No significant
variations are observed.
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Figure 4.43: pT (a), η(b), E (c) and ϕ (d) of the Higgs candidate fat jet, compared
before and after the reweighting, in anomaly LSB. The bottom plots shows the
ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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Figure 4.44: pT (a), η(b), E (c) and ϕ (d) of the X candidate fat jet; masses of
X candidate (e) and the XH dijet system (f), in Anomaly LSB. The bottom plots
shows the ratios HSB1/HSB0 before (orange) and after (red) the reweighting.
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4.5. Signal mass resolution & interpolation

4.5 Signal mass resolution & interpolation
In order to optimize the binning of the fit variables mJJ and mX , the mass resolu-
tion for both Y and X particles is studied using double sided Crystal Ball functions.
Each generated sample mass is fitted and the resolution is defined to be the width
of the core. As the resolution is expected to degrade with increasing mass, this
study motivates the choice of binning in Y and X mass for the statistical procedure.
Figure 4.45 shows the obtained resolution for every signal point, with a linear fit
as a function of both X and Y masses. The final binning in the analysis is chosen

0 200 400 600 800 1000 1200 1400

mX [GeV]

10

20

30

40

50

60

R
es

ol
ut

io
n 

[G
eV

]

 0.025742± = 6.738077 
0

p
 0.000136± = 0.040567 

1
p

 

2000 3000 4000 5000 6000

mJJ [GeV]

80

100

120

140

160

180

200

R
es

ol
ut

io
n 

[G
eV

]

 0.837045± = 49.171012 
0

p
 0.000294± = 0.026372 

1
p

 

Figure 4.45: A linear fit of signal point mass resolution to the mass of the X (left)
and the mass of the Y (right).

such that an excess in mJJ or mX will be detectable over the smoothly falling
background, as described in Section 4.7.

To provide results that are more finely-grained in mJJ and mX than is possi-
ble through full simulated signal points, an interpolation method has been used.
This method takes the existing simulated mass distributions, parameterizes their
shape using a unique probability distribution function (PDF) and uses the PDF
to predict the signal PDF of intermediate mass points using non-linear moment
morphing techniques [40].
The mass distributions are fitted with non-custom functions by a kernel density
estimation (KDE) [72]. These were found to produce more accurate sample model-
ing than Crystal Ball functional fits, which are only used to determine the binning
and these parameters are not involved in the morphing. Figure 4.46 gives examples
of the resulting KDE PDF for two Y → XH signal points.
Interpolation is then done by moment morphing technique. The mJJ distribution
that is fit must be morphed in two dimensions. First, real MC signal histograms are
morphed across bins of mX . The morphed shapes are then used as inputs (along
with real MC signal) to a second morphing procedure that builds intermediate
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4.5. Signal mass resolution & interpolation

• KDEs produced with RooKeysPdf instead of Crytal Ball functions for
more accurate sample modeling

• The bandwidth factor ⇢ is increased to 2 to promote smoothness
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Figure 4.46: Example KDE fits to mJJ shapes in real MC signal simulation, for
sample points (mY ,mX) = (2300, 160) GeV (left) and (4000, 1000) GeV (right).

histograms in bins of mJJ .
Figure 4.47 shows the resulting intermediate mJJ shapes for both dimensions of
the morphing procedure, given two boundary histograms. The density of morphed
signals is determined by the interpolation parameter α, which has units of GeV.

Given a point (mY = y , mX = x) to morph to:
• For the two neighboring mY rows, create a morphed PDF with

morphing parameter ↵i = x (i.e. set to the mX point to morph to)
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Given a point (mY = y , mX = x) to morph to:
• For the two neighboring mY rows, create a morphed PDF with

morphing parameter ↵i = x (i.e. set to the mX point to morph to)

1500 2000 2500 3000 3500 4000 4500
mVH (GeV)

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

iz
ed Internal ATLAS

 = 3400Ym
Ref: 110, 900 GeV

↵ = 300 GeV
↵ = 500 GeV
↵ = 700 GeV

Row morphing

Row Morphing

4/10 Gabriel Matos, Eleanor Woodward, Elena Busch Mass Morphing
Figure 4.47: Examples of morphing between two real signal shapes (red) to a
variety of intermediate morphing paramter values α [GeV], for the first step in
morphing across bins of mX (left) and the second step across bins of mJJ (right).

Once the shapes of the morphed histograms are obtained, their normalization needs
to be determined by a yield interpolation procedure. The simulated signal yields
are nonlinear with respect to mY , and need to be modeled by piecewise cubic
functions. Figure 4.48 shows the result of this functional fitting for an example
(mY , mX) window of (3000, 500) GeV. The observed trend across mY and mX is
attributed to the inefficiency of the merged selection for more resolved points. This
can be seen more clearly in the two-dimensional yields shown in Figure 4.19. The

144



4.5. Signal mass resolution & interpolation

normalization for the morphed mJJ histograms is taken from these functions for
the desired mY and mX values.
Figure 4.49 shows examples of the closure between the morphing procedure and

• Signal yields as a function of mX has an obvious peak at ⇠300 GeV,
so a linear interpolation will underestimate those yields

• Amend this by interpolating yield distributions with piecewise cubic
functions for a smooth interpolation between yields

Yield distribution for given mY row and mX column

Yield Interpolation

6/10 Gabriel Matos, Eleanor Woodward, Elena Busch Mass Morphing

Figure 4.48: MC signal yields for an example grid bin of (mY , mX) = (3000,
500) GeV, along with the piecewise cubic function used to determine the necessary
normalization for the interpolated signal points.

the real MC signal simulation. No significant deviations or trends in the ratio
are present, indicating good agreement in both normalization and shape. These
morphed mJJ histograms are used directly as inputs to the statistical framework to
determine the finely-grained exclusion result.
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4.5. Signal mass resolution & interpolation

• To check if method worked, create a morphed PDF corresponding to
an already existing signal point and check how accurately the
morphed PDF represents the actual signal
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• The procedure is also accurate for very resolved points corresponding
to areas of phase space with fewer reference points
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Figure 4.49: Comparisons of the morphed mJJ shape to the real signal MC
distribution, for four example Y → XH signal points: (mY , mX) = (3000, 500)
(top-left), (2300, 110) (top-right), (3800, 1200) (bottom-left), and (5000, 2000)
(bottom-right).
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4.6 Systematics uncertainties
In this section the systematics uncertainties considered in the analysis are discussed,
starting from the theoretical one, moving to those related to the signals and then to
the data-driven background.

4.6.1 Theory uncertainties
Two sources of theory systematic uncertainties are considered: from the parton
distribution functions and from the Monte Carlo simulations tunes.

PDF uncertainties Uncertainties in the behavior of the parton distribution func-
tions at the high Q2 values explored in this analysis can potentially have a large
effect on signal production rates. This systematic uncertainty is derived by applying
the methodology outlined by the PDF4LHC group using event level reweighting to
three additional PDF sets: CT14, MMHT2014, and NNPDF3.0.
The PDF variations here can be either a comparison to different PDF sets, as well
as comparisons to variations in the error sets of the nominal PDF.

ISR/FSR uncertainties Systematic uncertainties are inherent in the choice of
Monte Carlo tune. Five pairs of systematic variations are used to cover uncertainties
in the A14 tuning parameters describing Initial State Radiation (ISR), Final State
Radiation (FSR), and Multi-Parton Interaction (MPI). These are implemented via
Pythia variations imposed at the evgen level.
The uncertainty on the signal acceptance is evaluated at truth level, before boson
tagging cuts, and found to be both small and consistent across signal phase space.
A conservative flat 3% is chosen across the signal grid.

4.6.2 Signal/MC uncertainties
Uncertainties applied to the signal relate to experimental features, such as luminos-
ity or combined performance/reconstruction, or in the modeling of the simulated
signal mJJ shape in the fit.
Signal uncertainties are treated as correlated across the merged and resolved signal
regions.

The uncertainty from the trigger selection is negligible, as the requirement on
mJJ> 1.3 TeV ensures that the trigger is fully efficient, and thus not included.
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4.6. Systematics uncertainties

Luminosity

A flat 1.7% uncertainty on signal MC has been applied [34], as recommended and
measured with LUCID [39].

Jet uncertainties

Jet uncertainties are implemented using standard variations produced by the AT-
LAS jet/Emiss

t combined performance (CP) group.
The size of the total jet pT resolution (JpTR) is taken to be 2%.

Uncertainty in the jet pT scale (JpTS) is an important effect in the search for
resonant structures in the presence of rapidly falling background spectra. This
uncertainty shifts the expected signal mass spectrum, particularly the peak of the
resonance, affecting the significance of an excess if observed. The JpTS uncertainty
is evaluated using track-to-calo double ratios between the data and the MC, as
the ratio of two measures of jet pT are expected to be the same in both data and
MC, so any observed differences are assigned as baseline systematic uncertainties.
Additional uncertainties due to the reconstruction and modelling of tracks are taken
into account as well. The following list of mass and pT scale uncertainties for TCC
trimmed jets are implemented:

• Baseline

• Modelling

• Tracking

• TotalStat

• Closure

Example plots of these variation shapes on mJJ for the (mY =3400, mX=500) GeV
signal point in the boosted SR can be seen in Figure 4.50 and 4.51 for the pT and
mass variations, respectively.
The size of the total JpTS uncertainty varies with pT and η and is typically around
± 50%.
Even though the analysis relies on jets build from TCC objects, the total pTof the jet
is still solely derived from calorimeter information, keeping it independent of the
track-based jet pT . Past analyses have studied the possible impact of calorimeter
vs. track-based pT by cross-calibrating between per-jet TCC and LCTopo pT and
found it to be negligible [35].
Small-R jet scale and resolution uncertainties are similarly estimated through data
to MC comparisons and in-situ corrections [63].
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4.6. Systematics uncertainties

Figure 4.50: mJJ distributions of the five RTrack jet CP variations (in order:
Baseline, Modeling, Tracking, TotalStat, Closure) for an example Y → XH signal
point of (mY =3400, mX=500) GeV, on pT .
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Figure 4.51: mJJ distributions of the five RTrack jet CP variations (in order:
Baseline, Modeling, Tracking, TotalStat, Closure) for an example Y → XH signal
point of (mY =3400, mX=500) GeV, on mass.
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H → bb̄ uncertainties

Scale factors (SFs) must be applied to calibrate the H → bb̄ tagger and ensure the
same performance from signal MC to the data-driven background estimation.
These are generated with dedicated analyses performed by the flavour tagging
combined performance group. A proof of principle analysis that derives and
validates these SFs for the H → bb̄ signal using Z → bb events as a proxy
was published in 2021 [6]. There a previous training of the network was used,
therefore scale factors (SFs) for this analysis have been computed to match the
H → bb̄ tagger efficiency between data and simulation are included that scale
the signal template, and their uncertainties are similarly propagated to the signal
normalization. These SFs are computed using the methodology from Ref. [38],
with the substitution of an updated DHbb

that includes the eta-reweighting of inputs.
They are binned in large-R jet pT , where the highest pT bin SF is extrapolated to
cover the upper end of the pT regime probed by the analysis selection, and shown
in Table 4.4.

pT [GeV] 450-500 500-600 600-1000
SF 1.157 1.151 0.847
Total uncertainty +0.268, -0.333 +0.317, -0.364 +0.218, -0.328

Table 4.4: Scale factors for the H → bb̄ tagger and their uncertainties, in bins of
large-R jet pT .

Uncertainties on the Dtrk
2 distribution and from the signal interpolation procedure

are found to be negligible therefore they were not considered in the fit procedure.
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4.6.3 Data-Driven Background Systematics
Variations on the background shape are derived in a custom way from three sources:
the chosen of a specific training region, its finite size and the extrapolation proce-
dure.
All background uncertainties are derived using an mJJ shape that is inclusive
in mX , and applied to each mX category fully correlated across mJJ bins. This
choice was made to avoid to be affected by the limited statistics in single mXbins,
supported by the evidence that studies comparing the uncertainty variations across
bins of mXdid not indicate significant differences, as shown below in this Section.

Training region uncertainty

The first uncertainty is associated to the dependence of the DNN model on the
regions chosen for the training, since the predictions in the SR may be different
if the region used for training changes. This uncertainty, here called DNNShape
uncertainty, has been calculated by training the DNN in an alternate region of
165 < mH < 200 GeV, to account for potential variations in obtained weights due
to differences in phase space.
The alternative training region has approximately the same statistics and tagging
efficiency as the nominal training region, helping to isolate the effect of the partic-
ular DNN model on the obtained reweights.
Up and down variations are defined by symmetrizing the shape difference in
mJJ between the two different models, creating an effect of O(1− 10)% across
the distribution.
Figure 4.52 shows the resulting variation of this study applied to the LSB validation
region inclusively in mX . For the final fit it is calculated in CR0.

Bootstrap procedure for the statistical uncertainty on the background shape

Another DNN variation is built to account for the finite statistics of the training
sample and the random initialization of the network weights. These effects be-
come asymptotically negligible if the training sample is large enough and as the
number of training epochs increases. In this analysis both the conditions are quite
satisfied but, in order to have an estimate of the size of this uncertainty a bootstrap
procedure [100] has been adopted. This uncertainty corresponds to a O(1)% effect
across mY .

A set of 100 bootstrap networks are trained, each time varying the training dataset
by re-sampling it with replacement. In practice sampling with replacement is
obtained by simply weighting each event in the dataset with a Poisson variable with
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Figure 4.52: NN-based background re-weighting shape uncertainty in the LSB
inclusive in mX for both the Two-prong merged (left) and resolved (right) selection
criteria.

mean 13. In this way the b-th network (b is the index running over the N bootstraps)
is trained on a training dataset each time a bit different from the previous one.
Repeating the training N times allows to simultaneously take into account both the
weights initialization and the dataset effects.
Two additional templates are then defined with the median weight for each event,
plus or minus half of the interquartile (IQR) range, defining the upper and lower
symmetric error bands.

The N different training does not only affect the shape, but also the normalization
of the template since for the b-th bootstrap it is defined as M b = k

Σiwb
i
, where k is a

general normalization, and depends on the particular set of weights.
The normalization and the shape effects are treated as separate, calculating the
median value and the quartiles for the N normalization factors as well.Therefore
the nominal template is normalized with the median value of the normalizations
and the up and down variations with the median normalization +/- half of their
IQR4.

In figure 4.53 an estimate of the magnitude of the error calculated with N=100

3On each re-sampling with replacement of the dataset the i-th event can have multiplicity ni,
described by a Binomial distribution with the number of total extractions equal to N (the dataset
size) and the probability to be extracted equal to 1/N . If N becomes large enough, the Binomial
distribution approximates the Poissonian distribution with mean equal to N · 1/N = 1

4In more details, before applying the normalization factor to each template, the latter is re-scaled
to the yields of the nominal histogram
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bootstrap networks is shown, for mJJ , in merged and resolved CR0.
Figure 4.54 shows the resulting bootstrap uncertainty applied to the LSB validation
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Figure 4.53: Ratios among each of the N bootstraps histograms and the nominal
one, for the mXH shape calculated for the Two-prong merged (a) and resolved (b)
X reconstruction. Blue and green ratios are for up and down histograms.

region inclusively in mX for both the merged and resolved selection criteria.

2000 3000 4000 5000 6000
 [GeV]YM

5−10

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

N
um

be
r 

of
 e

ve
nt

s

Bootstrap (LSB1), BG
LSB1

 (+1.0 %)σ+ 1 
 (-1.0 %)σ - 1 

Original Modified

2000 3000 4000 5000 6000
 [GeV]YM

50−
40−
30−
20−
10−
0

10
20
30
40
50

 [%
]

N
om

.
S

ys
t.-

N
om

.

(a)

2000 3000 4000 5000 6000
 [GeV]YM

5−10

4−10

3−10

2−10

1−10

1

10

210

310

410

510

610

N
um

be
r 

of
 e

ve
nt

s

Bootstrap (LSB1_res), BG
LSB1_res

 (+1.0 %)σ+ 1 
 (-1.1 %)σ - 1 

Original Modified

2000 3000 4000 5000 6000
 [GeV]YM

50−
40−
30−
20−
10−
0

10
20
30
40
50

 [%
]

N
om

.
S

ys
t.-

N
om

.

(b)

Figure 4.54: NN-based bootstrap uncertainty in the LSB inclusive in mX for both
the merged (left) and resolved (right) selection criteria.

In order to estimate the size of the finite statistics effect with respect to that of
the casual weight initialization, the bootstrap procedure has been repeated, this
time fixing the training dataset and allowing only the weights initialization to vary.
Results are shown in Figure 4.55 where the upper error band obtained with the
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4.6. Systematics uncertainties

only weights variations case is compared with the dataset+weights. Comparisons
are performed in CR0 (mH in [75, 145] GeV), inclusively in mX since there are
no reasons why the error contributions should depend on mX .
From this study it can be seen that the dataset impact is very small, because almost
all the training variations can be addressed to the weights initialization and the
stochastic loss optimization.
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Figure 4.55: Up variations compared between the only weights variations case and
the dataset+weights error band, in CR0, both in Two-prong merged and resolved
categories, inclusively in mX . In the bottom plots, the ratio between the green and
the blue curves is shown.

Non-closure uncertainty

Lastly, a non-closure uncertainty is included to cover modeling discrepancies that
may arise from extrapolating weights derived from the NN training in the HSB to
the LSB, and subsequently to the SR.
It is defined by the symmetrized shape difference between the data and predicted
background in the LSB. In order to not be sensitive to statistical fluctuations in the
LSB, a smoothing is applied to the variation where it is re-binned to reduce the
relative statistical uncertainty.
The non-closure is negligible for low mJJ and rises to O(10)% in the mJJ tails.
Figure 4.56 shows these symmetrized deviations inclusively in mX . The ratio
plot includes the unsmoothed variation (dotted) as well as the smoothed variation
(solid).
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Figure 4.56: Non-closure uncertainty on mJJ computed inclusively in mX for
both the merged (left) and resolved (right) selection criteria.

4.6.4 mX Exclusive vs. Inclusive Shapes
In this Section comparisons between background systematics calculated in each
mXwindow are shown, for the three uncertainties discussed above. No signifi-
cant differences are shown, motivating the adoption of anmX-inclusive uncertainty.

Figures 4.57 to 4.59 show the ratio between the exclusively vs. inclusively com-
puted DNNShape uncertainty with the Two-prong merged requirement applied, in
some of the mX window produced.

Figures 4.60 to 4.62 show the ratio between the exclusively vs. inclusively com-
puted DNNShape uncertainty with the Two-prong resolved selection requirement
applied, in some of the mX window produced.
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Figure 4.57: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong merged region for mX windows between 39.0 and 118.5
GeV.
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Figure 4.58: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong merged region for mX windows between 223.5 and
302.5 GeV.
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Figure 4.59: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong merged region for mX windows between 472.5 and
621.5 GeV.
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Figure 4.60: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong resolved region formX windows between 39.0 and 118.5
GeV.
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Figure 4.61: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong resolved region for mX windows between 137.5 and
199.5 GeV.
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Figure 4.62: Ratio of the exclusively vs. inclusively determined DNNShape
uncertainty in Two-prong resolved region for mX windows between 333.5 and
434.0 GeV.
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Figures 4.63 to 4.65 show the ratio between the exclusively vs. inclusively
computed DNN Bootstrap’s up variation with the Two-prong merged requirement
applied, in some of the mX window produced.
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Figure 4.63: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong merged region for mX windows between 39.0 and 118.5
GeV.

Figures 4.66 to 4.68 show the ratio between the exclusively vs. inclusively com-
puted DNN Bootstrap’s up variation with the Two-prong resolved selection require-
ment applied, in some of the mX window produced.
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Figure 4.64: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong merged region for mX windows between 223.5 and
302.5 GeV.
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Figure 4.65: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong merged region for mX windows between 472.5 and
621.5 GeV.
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Figure 4.66: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong resolved regionrequirement applied for mX windows
between 137.5 and 199.5 GeV.
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Figure 4.67: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong resolved regionrequirement applied for mX windows
between 223.5 and 302.5 GeV.
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Figure 4.68: Ratio of the exclusively vs. inclusively determined DNN Bootstrap’s
up variation in Two-prong resolved regionrequirement applied for mX windows
between 472.5 and 621.5 GeV.
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4.6. Systematics uncertainties

Figures 4.69 to 4.71 show the ratio between LSB1 and reweighted LSB0 data
in the LSB validation region, as the Non-closure uncertainty is calculated, with the
Two-prong merged requirement applied, in some of the mX window produced.
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Figure 4.69: LSB1/LSB0 ratio in Two-prong merged region for mX windows
between 39.0 and 118.5 GeV.

Figures 4.72 to 4.74 show the ratio between LSB1 and reweighted LSB0 data in
the LSB validation region, as the Non-closure uncertainty is calculated, with the
Two-prong resolved requirement applied, in some of the mX window produced.
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Figure 4.70: LSB1/LSB0 ratio in Two-prong merged region for mX windows
between 223.5 and 302.5 GeV.
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Figure 4.71: LSB1/LSB0 ratio in Two-prong merged region for mX windows
between 472.5 and 621.5 GeV.
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Figure 4.72: LSB1/LSB0 ratio with the resolved selection requirement applied for
mX windows between 178.0 and 248.0 GeV.
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Figure 4.73: LSB1/LSB0 ratio with the resolved selection requirement applied for
mX windows between 275.0 and 364.5 GeV.
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Figure 4.74: LSB1/LSB0 ratio with the resolved selection requirement applied for
mX windows between 472.5 and 621.5 GeV.
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4.6. Systematics uncertainties

Figures 4.75 to 4.77 show the ratio between LSB1 and reweighted LSB0 data
in the LSB validation region, as the Non-closure uncertainty is calculated, with
the Anomaly Score on the X candidate > 0.5 requirement applied, in some of the
mX window produced.
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Figure 4.75: LSB1/LSB0 ratio in Anomaly region for mX windows between 39.0
and 118.5 GeV.
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Figure 4.76: LSB1/LSB0 ratio in Anomaly region for mX windows between 137.5
and 199.5 GeV.
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Figure 4.77: LSB1/LSB0 ratio in Anomaly region for mX windows between 472.5
and 621.5 GeV.

169



4.7. Statistical analysis

4.7 Statistical analysis
The statistical analysis consisted in performing hypothesis testing in the SRs, for
the compatibility of the data with both the background-only and the signal-plus-
background hypotheses. The observable that is fit is themJJ distribution of the data
in the SR. This fit is repeated several times in overlapping bins of the X candidate
mass.
Two different approaches were followed: a search for excesses on data with respect
to the background-only hyposthesis was performed in the Anomaly region, while
both the background-only and the signal-plus-background hypotheses were tested
in the Two-prong merged and resolved region for each Y → XH signal model
and 95% confidence level upper limits on the signal cross section were set using a
modified frequentist method (CLs) [104].

4.7.1 Binning optimization
Both fit strategies implement a binning of mY and mX that is informed by the
linear fits of expected signal mass resolution. The binning is chosen based on the
mY and mX resolution, with modifications based on available statistics.
In the mY spectrum, bins are widened at higher values of mY to ensure that at least
one event is available in each bin when applied to LSB1, where the background
Non-closure uncertainty is derived (see Section4.6.3). This is performed by adding
an exponential curve to the linear fit shown in Figure 4.45 such that the resulting
binning satisfies the statistical requirement while remaining monotonically increas-
ing. An upper limit of 6.4 TeV is chosen such that the choice of binning provides
sensitivity to Y masses up to 6 TeV.

In the mX spectrum, mass windows must be chosen such that enough statistics
are available in order to have a robust fit and non-zero bins in the non-closure
uncertainty. An initial set of mass windows is generated from the linear fit shown
in Figure 4.45. The first window is chosen to have a bin center of mX = 65 GeV,
the lowest generated signal X mass, and its width chosen to be twice the resolution
obtained from the fit. Subsequent windows are generated in the same way, with
their bin centers chosen to be higher than the previous window’s bin center by a
value equal to half of that window’s resolution. The edges of high-mass windows
are expanded symmetrically based on statistics in LSB1, until at least 10 events
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are present in each final mX bin. In order to protect against duplicate windows,
all resulting windows which share at least one bin edge are replaced by a single
window encompassing their union.
Finally, to accommodate the highest generated signal mass point at mX =3000
GeV, the final bin’s high edge is increased to a value of 3200 GeV.

The final binning choice leads is the following, common to both the Anomaly
and Two-prong regions.

mY bins: [1282, 1368, 1460, 1551, 1648, 1747, 1849, 1952, 2061, 2172, 2289,
2409, 2533, 2664, 2801, 2945, 3097, 3256, 3424, 3608, 3805, 4021, 4267, 4557,
4912, 5409, 6400]

mX bins: [[39.0, 92.0], [75.5, 95.5], [80.5, 101.0], [85.5, 107.0], [91.0, 112.5],
[96.5, 118.5], [102.0, 124.5], [107.5, 130.5], [113.0, 137.0], [119.0, 143.5], [125.5,
150.0], [131.5, 156.5], [137.5, 163.5], [144.0, 170.5], [150.5, 177.5], [157.5, 184.5],
[164.0, 192.0], [171.0, 199.5], [178.0, 207.0], [185.0, 215.0], [192.5, 223.0], [200.0,
231.0], [207.5, 239.5], [215.5, 248.0], [223.5, 256.5], [231.5, 265.5], [240.0, 274.5],
[248.5, 283.5], [257.0, 293.0], [266.0, 302.5], [275.0, 312.5], [284.5, 322.5], [294.0,
332.5], [303.5, 343.0], [313.0, 353.5], [323.0, 364.5], [333.5, 375.5], [343.5, 387.0],
[354.5, 398.5], [365.5, 410.0], [376.0, 422.0], [387.5, 434.0], [399.0, 446.5], [410.5,
459.0], [422.5, 472.0], [434.5, 485.5], [447.0, 499.0], [460.0, 512.5], [472.5, 526.5],
[485.5, 541.0], [499.5, 555.5], [513.0, 570.5], [520.0, 592.5], [527.5, 621.5], [537.5,
659.0], [546.5, 711.0], [581.0, 3200.0]]

4.7.2 Anomaly Region
As the anomaly score is not strongly dependent on any particular signal model,
and the Two-prong regions have been designed to give better cross section limits
to the specified 2-prong signal grid, no signal interpretation has been done in the
anomaly region. Results have been provided in the form of background-only p-
values, assessing the compatibility of the signal region data with a background-only
hypothesis, using the BUMPHUNTER [47] algorithm.
To validate the fit procedure, spurious signal and signal injection tests are performed
in blinded data regions.
A threshold value of 0.01 for the p-values is used as a metric for a significant excess
with respect to background.
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Spurious signal tests

To ensure that the cut on the anomaly score does not produce spurious excesses
where no Y → XH signal is present, the BUMPHUNTER (BH) fit procedure has
been applied for background-only samples in the LSB.
The DNN weights determined for the background reweighting have been applied to
the shape distribution in LSB0 after the AS cut to provide a background estimation
for LSB1 data. The LSB0 distributions have been further rescaled so that they
matched the yield in LSB1.
The BUMPHUNTER algorithm took in input these distributions, in each mX bin,
and provided a p-value measuring the compatibility of LSB1 with LSB0 reweighed
data.
Table 4.5 summarizes these p-values, where no significant excesses are found
deviating from the background only model. Figure 4.78 displays this table as a
histogram, to demonstrate that there is no significant bias of the expected compati-
bility with respect to mX .
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Figure 4.78: Histogram representation of Table 4.5, i.e. the distribution of p-
values obtained for each mX bin background only fit. As these approximate a
flat distribution between 0 and 1, no bias in background-to-data compatibility is
observed.

Figure 4.79 shows plots for the sample mX bin (231.5, 265.5) GeV presented in the
table, along with the distribution of p-values obtained for all the BH intervals tested
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Table 4.5: BUMPHUNTER p-values in each mX bin from spurious signal tests. No
significant excess (p-value < 0.01) is found.

X Bin p-value BH Interval
(39.0, 92.0) 0.434 (2533.0, 2801.0)
(75.5, 95.5) 0.248 (2172.0, 2801.0)

(80.5, 101.0) 0.055 (2172.0, 2801.0)
(85.5, 107.0) 0.302 (2289.0, 2801.0)
(91.0, 112.5) 0.553 (3424.0, 4021.0)
(96.5, 118.5) 0.138 (3608.0, 4021.0)

(102.0, 124.5) 0.591 (3424.0, 4021.0)
(107.5, 130.5) 0.143 (3424.0, 4021.0)
(113.0, 137.0) 0.222 (2172.0, 2409.0)
(119.0, 143.5) 0.284 (2172.0, 2533.0)
(125.5, 150.0) 0.043 (3424.0, 5409.0)
(131.5, 156.5) 0.03 (2172.0, 2664.0)
(137.5, 163.5) 0.137 (2172.0, 2409.0)
(144.0, 170.5) 0.076 (2172.0, 2801.0)
(150.5, 177.5) 0.15 (2533.0, 2801.0)
(157.5, 184.5) 0.213 (2533.0, 2801.0)
(164.0, 192.0) 0.317 (2664.0, 2945.0)
(171.0, 199.5) 0.55 (1648.0, 2172.0)
(178.0, 207.0) 0.733 (3608.0, 4021.0)
(185.0, 215.0) 0.877 (3608.0, 4021.0)
(192.5, 223.0) 0.877 (3608.0, 4021.0)
(200.0, 231.0) 0.806 (1551.0, 1747.0)
(207.5, 239.5) 0.876 (2801.0, 3256.0)
(215.5, 248.0) 0.853 (1747.0, 1952.0)
(223.5, 256.5) 0.971 (1747.0, 1952.0)
(231.5, 265.5) 0.993 (3424.0, 4267.0)
(240.0, 274.5) 0.674 (3424.0, 4267.0)
(248.5, 283.5) 0.952 (3424.0, 4267.0)
(257.0, 293.0) 0.898 (1648.0, 1849.0)

...
...

...

X Bin p-value BH Interval
...

...
...

(266.0, 302.5) 0.586 (2172.0, 2533.0)
(275.0, 312.5) 0.831 (1460.0, 1849.0)
(284.5, 322.5) 0.486 (2289.0, 2533.0)
(294.0, 332.5) 0.463 (2289.0, 2533.0)
(303.5, 343.0) 0.615 (2289.0, 3424.0)
(313.0, 353.5) 0.413 (2801.0, 4557.0)
(323.0, 364.5) 0.723 (2289.0, 2533.0)
(333.5, 375.5) 0.575 (3256.0, 3805.0)
(343.5, 387.0) 0.501 (2061.0, 2409.0)
(354.5, 398.5) 0.712 (1849.0, 2172.0)
(365.5, 410.0) 0.472 (1551.0, 1747.0)
(376.0, 422.0) 0.463 (1952.0, 2172.0)
(387.5, 434.0) 0.857 (2664.0, 3097.0)
(399.0, 446.5) 0.855 (2061.0, 3097.0)
(410.5, 459.0) 0.403 (3256.0, 3608.0)
(422.5, 472.0) 0.641 (1460.0, 1648.0)
(434.5, 485.5) 0.636 (1460.0, 1747.0)
(447.0, 499.0) 0.056 (1460.0, 1747.0)
(460.0, 512.5) 0.147 (1460.0, 1747.0)
(472.5, 526.5) 0.444 (1551.0, 1747.0)
(485.5, 541.0) 0.633 (2172.0, 2664.0)
(499.5, 555.5) 0.243 (2172.0, 2409.0)
(513.0, 570.5) 0.103 (2172.0, 2409.0)
(520.0, 592.5) 0.408 (3424.0, 4267.0)
(527.5, 621.5) 0.68 (2289.0, 3097.0)
(537.5, 659.0) 0.831 (2289.0, 2945.0)
(546.5, 711.0) 0.747 (2289.0, 2664.0)
(581.0, 3200.0) 0.35 (2409.0, 2664.0)

in the fit. The normal distribution of interval p-values indicates that no systematic
trend of spurious signal is present across the mY distribution. The largest observed
deviation is in mX bin (131.5, 156.5) with a p-value of 0.03, and is illustrated in
figure 4.80a.
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Figure 4.79: (a) BUMPHUNTER spurious signal test plots in the sample mX bin
(231.5, 265.5) GeV. No significant excesses over the background are found. (b)
corresponding histograms of p-value distributions for all intervals checked in the
BH fit, fit to a Gaussian.

To account for signal region statistics, these studies were also performed with
Asimov toys in the Anomaly SR. The CR0 is reweighed with DNN weights and
toys generated bin-by-bin by sampling a Poisson distribution with mean equal to
the value of the corresponding bin in the reweighed CR0 distribution. Table 4.6
summarizes these p-values and two sample BUMPHUNTER fits are shown in
Figure 4.81.

Signal injection tests

Signal injection tests have also been performed to validate that BUMPHUNTER can
pick out a signal injected over background in the LSB. The injected signals are
scaled according to S/

√
B significance to be at the 2σ and 0.5σ level.

The results of the signal injection are summarized in Figure 4.82. Figure 4.83 shows
whether themY value of the injected signal is within the determined BUMPHUNTER

interval. This accounts for p-values corresponding to background fluctuations, and
shows good sensitivity in the AS-selected data across the entire signal grid at the
2.0σ level, and to the highly boosted points at the 0.5σ level.
Sample BUMPHUNTER plots are shown in Figure 4.7.2 for both 2σ and 0.5σ signal
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Figure 4.80: BUMPHUNTER spurious signal test (a) in mX bin (131.5, 156.5) and
(b) inclusive in mX . No significant excesses (p-value < 0.01) over the background
are found.
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Figure 4.81: BUMPHUNTER spurious signal test plots with toys in sample bins of
mX (a) (231.5, 265.5) GeV and (b) (323.0, 364.5) GeV. No significant excesses
over the background are found.

injections.

These tests reveal that the Anomaly region is capable of finding a 2-prong signal
in a model-independent way. Primarily the score is sensitive to highly boosted
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Table 4.6: BUMPHUNTER p-values for spurious signal with toys in mX bins.

X Bin p-value BH Interval
(39.0, 92.0) 0.888 (1460.0, 1747.0)
(75.5, 95.5) 0.094 (2289.0, 2533.0)

(80.5, 101.0) 0.307 (3424.0, 4021.0)
(85.5, 107.0) 0.202 (4557.0, 5409.0)
(91.0, 112.5) 0.657 (2061.0, 2289.0)
(96.5, 118.5) 0.009 (1849.0, 2061.0)

(102.0, 124.5) 0.235 (2172.0, 2664.0)
(107.5, 130.5) 0.84 (1460.0, 1648.0)
(113.0, 137.0) 0.629 (1551.0, 1747.0)
(119.0, 143.5) 0.162 (3805.0, 4912.0)
(125.5, 150.0) 0.914 (2061.0, 2289.0)
(131.5, 156.5) 0.865 (4021.0, 4557.0)
(137.5, 163.5) 0.916 (1849.0, 2061.0)
(144.0, 170.5) 0.557 (3608.0, 4557.0)
(150.5, 177.5) 0.358 (3608.0, 6400.0)
(157.5, 184.5) 0.656 (3097.0, 3424.0)
(164.0, 192.0) 0.815 (1952.0, 2409.0)
(171.0, 199.5) 0.033 (1460.0, 1648.0)
(178.0, 207.0) 0.021 (3424.0, 3805.0)
(185.0, 215.0) 0.527 (1551.0, 2061.0)
(192.5, 223.0) 0.272 (3256.0, 3805.0)
(200.0, 231.0) 0.546 (1460.0, 1648.0)
(207.5, 239.5) 0.144 (1747.0, 2172.0)
(215.5, 248.0) 0.779 (1648.0, 1849.0)
(223.5, 256.5) 0.911 (2061.0, 2409.0)
(231.5, 265.5) 0.97 (2664.0, 2945.0)
(240.0, 274.5) 0.348 (4021.0, 5409.0)
(248.5, 283.5) 0.671 (2172.0, 2409.0)
(257.0, 293.0) 0.603 (2533.0, 3256.0)

...
...

...

X Bin p-value BH Interval
...

...
...

(266.0, 302.5) 0.477 (4021.0, 4557.0)
(275.0, 312.5) 0.193 (2801.0, 4021.0)
(284.5, 322.5) 0.499 (4267.0, 4912.0)
(294.0, 332.5) 0.598 (3256.0, 3805.0)
(303.5, 343.0) 0.742 (2409.0, 2664.0)
(313.0, 353.5) 0.889 (1648.0, 1952.0)
(323.0, 364.5) 0.934 (3608.0, 4021.0)
(333.5, 375.5) 0.509 (2409.0, 2801.0)
(343.5, 387.0) 0.001 (2409.0, 2801.0)
(354.5, 398.5) 0.812 (4267.0, 4912.0)
(365.5, 410.0) 0.929 (1747.0, 1952.0)
(376.0, 422.0) 0.534 (1747.0, 2061.0)
(387.5, 434.0) 0.383 (4267.0, 4912.0)
(399.0, 446.5) 0.301 (1952.0, 2409.0)
(410.5, 459.0) 0.494 (2061.0, 2289.0)
(422.5, 472.0) 0.49 (2409.0, 2664.0)
(434.5, 485.5) 0.577 (2409.0, 3097.0)
(447.0, 499.0) 0.631 (2664.0, 2945.0)
(460.0, 512.5) 0.288 (1551.0, 1747.0)
(472.5, 526.5) 0.814 (2409.0, 2664.0)
(485.5, 541.0) 0.173 (1648.0, 2664.0)
(499.5, 555.5) 0.316 (2409.0, 2664.0)
(513.0, 570.5) 0.05 (3256.0, 3805.0)
(520.0, 592.5) 0.836 (1849.0, 2061.0)
(527.5, 621.5) 0.551 (1648.0, 1952.0)
(537.5, 659.0) 0.462 (2664.0, 2945.0)
(546.5, 711.0) 0.488 (1747.0, 2664.0)
(581.0, 3200.0) 0.018 (4021.0, 4557.0)

signals, where discovery potential drops off in the resolved area of the signal grid.
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Figure 4.82: BUMPHUNTER p-values for spurious signal and signal injection tests.
(a) and (b) are respectively for 0.5σ and 2σ significance.
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Figure 4.83: Summary of signal injections where mY value is in BUMPHUNTER

interval, for (a) 0.5σ and (b) 2σ significance. A 0 corresponds to the signal being
outside the interval and 1 to it being inside.
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Figure 4.84: Signal injection BUMPHUNTER plots for the (mY , mX) sample signal
(a) (2600, 160) GeV at 0.5σ and (b) (4000, 250) GeV at 2σ significance.

Comparison to Dtrk
2

Because of the unsupervised training used in the anomaly region design, it is not ex-
pected to be as sensitive to the Two-prong Y → XH signals as the Dtrk

2 selection.
However, its independence of specific signal features makes it more generalizable,
and thus more sensitive to other kinds of jet topologies.
Figure 4.85 compares the sensitivity of the model-independent BumpHunter proce-
dure after injecting the dark jet signal, defined in Section 4.2.2, with 1σ significance
in the given mX window. Two optimized selections are shown: the Two-prong
merged selection, and the Anomaly model-independent selection. The AS pre-
serves more of a resonant feature shape in mJJ , resulting in a lower p-value for the
background-only hypothesis and thus better sensitivity.
Tables 4.7 and 4.8 summarize the p-values for injecting the dark jet signal in each
mX bin both in the AS and Dtrk

2 regions.
The model-independent region produces p-values below threshold for various
mX bins where the Dtrk

2 region does not spot a significant excess, demonstrating
that Anomaly region can be sensitive to a variety of signal substructure hypotheses
of O(1) σ significance in the SR.
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Figure 4.85: BumpHunter signal injection tests with the dark jet signal, comparing
the Dtrk

2 exclusion selection (a) with the AS discovery selection (b), in the mX bin
[164.0,19.20] GeV. The AS selection gives more of a resonant and therefore
observable feature in these unusual signals.
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Table 4.7: AS region BUMPHUNTER p-values for the dark jet signals injection
tests in mX bins.

X Bin p-value BH Interval
(39.0, 92.0) 0.003 (2533.0, 4021.0)
(75.5, 95.5) 0.001 (2172.0, 2801.0)

(80.5, 101.0) 0 (2172.0, 2801.0)
(85.5, 107.0) 0 (2289.0, 2801.0)
(91.0, 112.5) 0.059 (2664.0, 2945.0)
(96.5, 118.5) 0.041 (2533.0, 4021.0)

(102.0, 124.5) 0.071 (2533.0, 4021.0)
(107.5, 130.5) 0.038 (2533.0, 4021.0)
(113.0, 137.0) 0 (2172.0, 3608.0)
(119.0, 143.5) 0 (2172.0, 3608.0)
(125.5, 150.0) 0 (2172.0, 3608.0)
(131.5, 156.5) 0 (2172.0, 3608.0)
(137.5, 163.5) 0 (2172.0, 3608.0)
(144.0, 170.5) 0.001 (2172.0, 3424.0)
(150.5, 177.5) 0 (2533.0, 3424.0)
(157.5, 184.5) 0 (2533.0, 3424.0)
(164.0, 192.0) 0 (2533.0, 3256.0)
(171.0, 199.5) 0.001 (2533.0, 3256.0)
(178.0, 207.0) 0.035 (2409.0, 3256.0)
(185.0, 215.0) 0.041 (2409.0, 3256.0)
(192.5, 223.0) 0.034 (2409.0, 3256.0)
(200.0, 231.0) 0.078 (2533.0, 4021.0)
(207.5, 239.5) 0.009 (2801.0, 3256.0)
(215.5, 248.0) 0.073 (2801.0, 3256.0)
(223.5, 256.5) 0.402 (2533.0, 4021.0)
(231.5, 265.5) 0.217 (2664.0, 3256.0)
(240.0, 274.5) 0.047 (2664.0, 3097.0)
(248.5, 283.5) 0.146 (2664.0, 4267.0)
(257.0, 293.0) 0.297 (2945.0, 4267.0)

...
...

...

X Bin p-value BH Interval
...

...
...

(266.0, 302.5) 0.08 (2172.0, 3256.0)
(275.0, 312.5) 0.289 (2289.0, 3256.0)
(284.5, 322.5) 0.057 (2289.0, 3256.0)
(294.0, 332.5) 0.005 (2289.0, 3256.0)
(303.5, 343.0) 0.006 (2289.0, 3424.0)
(313.0, 353.5) 0.006 (2289.0, 3805.0)
(323.0, 364.5) 0.021 (2289.0, 3805.0)
(333.5, 375.5) 0.155 (2289.0, 3608.0)
(343.5, 387.0) 0.159 (2061.0, 3097.0)
(354.5, 398.5) 0.178 (2061.0, 3097.0)
(365.5, 410.0) 0.289 (2533.0, 2801.0)
(376.0, 422.0) 0.057 (2061.0, 3097.0)
(387.5, 434.0) 0.173 (2664.0, 3097.0)
(399.0, 446.5) 0.281 (2409.0, 3097.0)
(410.5, 459.0) 0.091 (2664.0, 3608.0)
(422.5, 472.0) 0.616 (1460.0, 1648.0)
(434.5, 485.5) 0.618 (1460.0, 1747.0)
(447.0, 499.0) 0.065 (1460.0, 1747.0)
(460.0, 512.5) 0.154 (1460.0, 1747.0)
(472.5, 526.5) 0.474 (1551.0, 1747.0)
(485.5, 541.0) 0.352 (2172.0, 2664.0)
(499.5, 555.5) 0.159 (2172.0, 2801.0)
(513.0, 570.5) 0.102 (2172.0, 2409.0)
(520.0, 592.5) 0.366 (3424.0, 4267.0)
(527.5, 621.5) 0.201 (2289.0, 3097.0)
(537.5, 659.0) 0.304 (2289.0, 3097.0)
(546.5, 711.0) 0.47 (2289.0, 3256.0)
(581.0, 3200.0) 0.246 (2409.0, 3256.0)
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4.7. Statistical analysis

Table 4.8: Dtrk
2 region BUMPHUNTER p-values for the dark jet signals injection

tests in mX bins.

X Bin p-value BH Interval
(39.0, 92.0) 0.049 (2533.0, 3097.0)
(75.5, 95.5) 0.083 (2533.0, 3256.0)

(80.5, 101.0) 0 (2533.0, 3424.0)
(85.5, 107.0) 0.044 (2289.0, 3424.0)
(91.0, 112.5) 0.05 (2533.0, 2945.0)
(96.5, 118.5) 0.024 (1849.0, 3256.0)

(102.0, 124.5) 0.041 (2533.0, 3256.0)
(107.5, 130.5) 0.103 (2801.0, 3256.0)
(113.0, 137.0) 0.094 (2801.0, 3256.0)
(119.0, 143.5) 0.115 (2409.0, 3097.0)
(125.5, 150.0) 0.074 (2172.0, 2945.0)
(131.5, 156.5) 0.023 (2061.0, 3256.0)
(137.5, 163.5) 0.023 (2172.0, 3424.0)
(144.0, 170.5) 0.036 (2533.0, 4021.0)
(150.5, 177.5) 0.007 (2533.0, 3424.0)
(157.5, 184.5) 0.019 (2533.0, 2801.0)
(164.0, 192.0) 0.174 (2533.0, 4021.0)
(171.0, 199.5) 0.025 (2533.0, 3424.0)
(178.0, 207.0) 0.102 (2061.0, 2945.0)
(185.0, 215.0) 0.004 (2061.0, 3256.0)
(192.5, 223.0) 0 (2061.0, 3805.0)
(200.0, 231.0) 0.01 (2061.0, 3805.0)
(207.5, 239.5) 0.008 (2061.0, 3256.0)
(215.5, 248.0) 0.014 (2289.0, 2945.0)
(223.5, 256.5) 0.026 (2289.0, 3256.0)
(231.5, 265.5) 0.034 (2409.0, 3256.0)
(240.0, 274.5) 0.032 (2409.0, 3097.0)
(248.5, 283.5) 0.16 (2409.0, 3805.0)
(257.0, 293.0) 0.167 (2172.0, 2801.0)

...
...

...

X Bin p-value BH Interval
...

...
...

(266.0, 302.5) 0.217 (2172.0, 3097.0)
(275.0, 312.5) 0.233 (2172.0, 3097.0)
(284.5, 322.5) 0.268 (2172.0, 3256.0)
(294.0, 332.5) 0.01 (2289.0, 3097.0)
(303.5, 343.0) 0.045 (2289.0, 3424.0)
(313.0, 353.5) 0.004 (2289.0, 3805.0)
(323.0, 364.5) 0.017 (2289.0, 3608.0)
(333.5, 375.5) 0.032 (2289.0, 2533.0)
(343.5, 387.0) 0.008 (2289.0, 2801.0)
(354.5, 398.5) 0.025 (2289.0, 2801.0)
(365.5, 410.0) 0.014 (2289.0, 2801.0)
(376.0, 422.0) 0.029 (2061.0, 3256.0)
(387.5, 434.0) 0.176 (2664.0, 4021.0)
(399.0, 446.5) 0.302 (2289.0, 3805.0)
(410.5, 459.0) 0.063 (2409.0, 3805.0)
(422.5, 472.0) 0.352 (2409.0, 2801.0)
(434.5, 485.5) 0.238 (1952.0, 2801.0)
(447.0, 499.0) 0.263 (1551.0, 1747.0)
(460.0, 512.5) 0.074 (1551.0, 1747.0)
(472.5, 526.5) 0.615 (1648.0, 2533.0)
(485.5, 541.0) 0.677 (2061.0, 2533.0)
(499.5, 555.5) 0.373 (2289.0, 2533.0)
(513.0, 570.5) 0.41 (2289.0, 2533.0)
(520.0, 592.5) 0.495 (3805.0, 4912.0)
(527.5, 621.5) 0.267 (2289.0, 2945.0)
(537.5, 659.0) 0.292 (2289.0, 2945.0)
(546.5, 711.0) 0.422 (2289.0, 2664.0)
(581.0, 3200.0) 0.514 (2409.0, 2664.0)
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4.7. Statistical analysis

4.7.3 Two-prong Regions
The background-only and signal plus background fits are implemented using
TREXFITTER5 framework. It is performed on mJJ histograms in each of the
defined mXbins.
A simultaneous binned likelihood fit is performed across the Two-prong merged
and resolved regions. The normalization of the data-driven background estimation
is allowed to float in all control, validation, and signal regions for both merged and
resolved selections, with each normalization factor being fit independently as the
mX categories are overlapping.
The parameter of interest in the statistical analysis is the signal strength µ, defined
as a scale factor on the total number of signal events with respect to the nominal
predicted by a σ=1 pb assumption. The background only hypothesis corresponds
to µ = 0, and the hypothesis of the full signal plus background gives µ = 1.
A test statistic based on the profile likelihood ratio using the lowest order asymptotic
approximation is used to test the models proposed by the signal grid.
Systematic uncertainties are incorporated into the fit as nuisance parameters (NPs)
with Gaussian constraints. Both the signal strength and all signal systematic NPs
are correlated across merged and resolved regions. The significance of an excess
observed in data over the background prediction is quantified by the local p0, which
is the probability of the background only model to produce an excess at least as
large as the one observed.
Upper limits on the signal cross section are set using a modified frequentist method
(CLs) [104]. The values CLs+b and CLb are computed using an asymptotic
method [71] and correspond to the p-values for the signal-plus-background and
background-only hypothesis, respectively.

Background-only fits

Figure 4.86 shows the pre- and post-fit mJJ distributions, for the mX bin in the
range of 284.5 GeV to 322.5 GeV, to illustrate the fit functionality in a blinded data
region (LSB VR).
Figure 4.87 shows the obtained normalization factors from the LSB VR and
the pulls of the nuisance parameters, which reflect the background systematic
uncertainties on the merged and resolved regions separately.

5https://trexfitter-docs.web.cern.ch/
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(d)

Figure 4.86: Distribution of mJJ in the LSB VR within the mX window [284.5,
322.5] GeV, pre (left) and post (right) fit with systematics, separately for the Two-
prong merged (top) and resolved (bottom) selection criteria
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Figure 4.87: Normalization and nuisance parameter pulls in the VR background-
only fit within the mX window [284.5, 322.5].
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Signal plus background fits

The LSB VR is fit with a signal-plus-background hypothesis to test the health of
the fit when signal systematic NPs are considered.
The result of the combined merged+resolved fit for (mY = 4000, mX= 300) GeV
can be seen in Figure 4.88. Here the signal has an arbitrary 1fb normalization and
does not represent a realistic expectation in the LSB, but is useful to observe fit
behavior. A ranking plot of all uncertainties for (mY = 4000, mX= 300) GeV is
also provided. No significant pulls or profiles are observed.

Signal plus background fits with Asimov data in the SR are also studied to build an
expected sensitivity.
Each S+B fit of mY in a bin of mX produces a CLs value for the signal point that is
enriched by that particular (mY ,mX) bin. This can be translated to an upper limit
on the Y → XH signal cross section.
An example 1D limit can be seen in Figure 4.7.3 for the (mY =4000,mX=300) GeV
and [284.5, 322.5] GeV mX bin shown throughout this section.

Spurious signal tests

Extensive studies were performed on the spurious signal in the Two-prong region,
specifically on whether a dedicated spurious signal uncertainty was necessary.
The conclusion from these efforts is that the Non-closure uncertainty is sufficient
to cover any fittable spurious signal in data and the study is documented below.

The spurious signal tests is done via S+B fits, and the fitted spurious signal is
measured in σ significance as the fitted µ divided by its uncertainty. In each fit, µ
is restricted to be positive.
First, Asimov data are drawn from the background estimate in the SR, with statis-
tics equivalent to what is expected in the unblinded data. 100 toys are thrown to
emulate an imperfect distribution in data, with statistical fluctuations that may be
locally incompatible with the background prediction.
Figure 4.91 shows the result of an example signal fit (mY = 2600 GeV, mX=300
GeV) in this configuration, including the pre- and post-fit mJJ distribution. Also
shown is the histogram of fitted µ values for all pseudo-experiments in this fit,
which takes the shape of a Gaussian, indicating that no systematic spurious signal
is evident.
Figure 4.92 shows the fitted spurious signal significance in this Asimov dataset

across the entire Y → XH signal grid. This result provides a sanity check that the
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Figure 4.88: Pre- and post-fit mJJ distributions in the Two-prong resolved (top)
and merged (bottom) selections for a combined merged+resolved fit in the LSB for
signal point (mY = 4000, mX= 300) GeV in the mX window [284.5, 322.5] GeV.

fit framework is robust and no deviations are found in a toy Asimov dataset that is
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Figure 4.89: A ranking plot of all signal plus background systematics in the
combined merged+resolved selection LSB for signal point (mY = 4000, mX= 300)
GeV in the mX window [284.5, 322.5] GeV.

Figure 4.90: 1D expected cross section limit vs. mY in the mX window [284.5,
322.5] GeV, with Asimov data in the SR.
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(b)

Asimov Data S+B Fits
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� Significance measured as ȝ / ı of resulting toy distribution (100 toys)
� Perform over the entire signal grid, restricting ȝ > 0
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(c)

Figure 4.91: Example spurious signal S+B fit to Asimov data in the SR, for
point (mY = 2600 GeV, mX=300 GeV). (a) and (b) are respectively pre- anf post-fit
distributions, while (c) is the histogram of fitted µ values for all pseudo-experiments,
which takes the shape of a Gaussian, indicating that no systematic spurious signal
is evident.

directly drawn from the background estimate.
These checks were done to real data in the VR as well, which provides a more

realistic scenario in which spurious signal could appear, as real statistical fluctua-
tions are present. Figure 4.93 shows the fitted spurious signal significance in the
validation region across the entire Y → XH signal grid. No significant excesses
are found, nor trends or correlations to any particular region of the grid, which may
have indicated systematic effects not covered by the included systematics.
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Results on All Signals ȂAsimov Toys
9

Figure 4.92: Fitted spurious signal excess in σ for an S+B fit to Asimov data in the
SR.

Results on All Signals ȂValidation Region Test
11

Figure 4.93: Fitted spurious signal excess in σ for an S+B fit to data in the VR.
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4.8. Results

4.8 Results
This section shows obtained results from unblinded fits in the two kind of signal
regions of this analysis.

4.8.1 Anomaly region
Results of background-only fits of the mJJ distribution across all mX categories in
the anomaly SR show good compatibility of data to expected background, after
incorporating all statistical and systematic uncertainties.
Figure 4.94 shows the distribution of p0 values across both mY and mX , where the
background is the result of a background-only fit performed with all statistical and
systematic uncertainties.
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Figure 4.94: The distribution of observed p0 values across all mY and mX bins in
the anomaly signal region, comparing data to the background estimation generated
by a background-only fit. All statistical and background systematic uncertainties
are considered in the p0 calculation. The lowest observed p0 corresponds to the bin
with mY within [3608, 3805] GeV and mXwithin [75.5, 95.5] GeV.

The largest observed excess in the anomaly SR is in the mX window [75.5, 95.5]
GeV, where the BUMPHUNTER interval covers the mY range between bin edges
of 3424 and 3805 GeV. The excess corresponds to a p-value of 8.8×10−3, where
the BUMPHUNTER considers only statistical uncertainties. The mJJ distribution
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corresponding to this window is shown in Figure 4.95, along with the post-fit
expected background. Studies of the individual jet mass distributions in this
mX category do not reveal any excesses in data that can be consistent with a
resonant particle decay (as shown in Appendix B.3).
Given the number of individual search regions in this analysis, the impact of the
trials factor is significant. A calculation is made to determine the global significance
of this deviation accounting for all the overlapping mX bins, where the overlapping
bin edges are used to define exclusive, non-overlapping bins in mX ; an integer is
drawn from a Poisson distribution with a mean of the background expectation in
each exclusive (mY , mX) bin; this yield is summed across exclusive bins to create
a toy estimate for each overlapping bin in which the p-value is computed; and this
procedure is repeated N times where N is the number of events inclusively across
all exclusive, non-overlapping bins. The trials factor is then the fraction of such
pseudo-experiments where the largest observed excess is greater than that observed
in the single exclusive (mY , mX) bin.
This calculation yields a global significance of 1.43σ for this excess.
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Figure 4.95: The mJJ distribution associated to the mX bin [75.5, 95.5] GeV in
the Anomaly SR, where the background is determined by a background-only fit
to data with both statistical and systematic uncertainties included. The p-value
of 8.8×10−3 pertains to the interval of mY bins chosen by BumpHunter, shown
in blue, to have the most significant excess over expected background. The p-
value and the lower panel of per-bin significances are computed with statistical
uncertainties only. Incorporating the trials factor for all mY and overlapping
mX bins in the search, the single bin with the most significant excess has a global
significance of 1.43σ. [7]
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4.8.2 Two-prong regions
Results for the two-prong SRs are similarly derived by performing background-
only fits and scanning with BumpHunter for incompatibility with data.
No significant deviations of data are observed with respect to the predicted back-
ground beyond expected statistical fluctuations, in either the merged or resolved SR.

An example mJJ distribution in both the merged and resolved SRs for the mX bin
[284.5, 322.5] GeV is shown in Figure 4.96, along with the background estimation
that is determined from a background-only fit accounting for all uncertainties.
Figure 4.97 shows a summary of the per-bin p-values in each mY bin for selected
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Figure 4.96: Reconstructed mY distributions of background and data in the SR,
for the merged (a) and resolved (b) selections, in the mX bin [284.5, 322.5]
GeV. The background is determined by a background-only fit to the data with all
statistical and systematic uncertainties included. The ratio of the observed data to
the background is shown in the lower panel. The uncertainty band includes both
statistical and systematic effects. [7]

mX bins that are centered on key X candidate mass hypotheses, namely at the W ,
Z, and H boson masses.

Given the absence of significant excesses in the data, signal-plus-background fits
are performed to determine the 95% CL upper limit on the cross section of the
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Figure 4.97: The p-value per mY bin for both two-prong SRs, calculated using
all systematic and statistical uncertainties on the background estimation. Two
mX bins are shown, [75.5, 95.5] and [113.0, 137.0] GeV, which corresponds to
a window containing the W/Z and Higgs boson mass respectively. Events are
thus split into merged W/Z window (a), merged Higgs window (b), resolved W/Z
window (c), and resolved Higgs window (d). The background is determined by
a background-only fit to the data with all statistical and systematic uncertainties
included. In both mX windows, the p-value approximates a constant value of
0.5 for the high Y mass region of the resolved SR, as this region of phase space
is far more likely to produce a highly boosted JX that falls in the merged SR
selection. [7]
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Y → XH process.
A summary of the expected and observed limits in the 2D grid of the Y → XH sig-
nals is given in Figure 4.98, combining results from the Two-prong merged and
resolved regions. The analysis is most sensitive in the very boosted regime, where
the Y mass is approximately an order of magnitude larger than the X mass. Sen-
sitivity is worst in the highly resolved regime, due to the required large-R J
reconstruction of the Higgs boson which sculpts signal efficiency to high momen-
tum X particles.
The observed limits range from cross sections of 0.341 fb for the signal point (mY =
5000 GeV, mX= 600 GeV), to 1.22 pb for the signal point (mY = 2500 GeV, mX=
2000 GeV).

The data in the Anomaly and Two-prong SRs can be used to provide a bench-
mark comparison of sensitivity across the set of large-R jet decays considered for
the X, thereby providing a metric for assessing the level of signal model-dependence
in both regions. 95% CL upper limits on the production cross section of several
benchmark signals are calculated for all three signal region selections, by injecting
signal into the data until the BUMPHUNTER p-value exceeds a significance of 2σ.
Seven signal points are considered in this study, including three highly boosted
Y → XH points, one resolved Y → XH point, and the three alternate jet topolo-
gies.
As systematic uncertainties on the signal efficiency of the anomaly score are not
assessed, this comparison is performed using only statistical uncertainties and a
post-fit background estimation in the limit calculation. Since the merged region
uses Dtrk

2 and thus explicitly tags on the two-prong substructure of the X in the
generated Y → XH grid, it is possible that these regions will outperform the fully
unsupervised approach on the Y → XH signals.
Figure 4.99 provides a summary of the obtained limits from the signal injection
tests, comparing all three signal region selections for the seven benchmark signal
points. For points where the X is highly boosted and thus the anomaly score is
most sensitive, the upper limit on the cross section is approximately the same
across the merged and anomaly SRs. The signal model-independent aspect of the
anomaly detection used in the anomaly SR is evident through improved limits on
the alternative substructure signals.
Notably, for the dark jets the limit is nearly an order of magnitude lower than that
provided by the two-prong regions, which underlines the strength of the model-
independent approach particularly for signals that are challenging to characterize
with existing high-level variables.

While these results cover areas of phase space that have not been previously studied
directly by other searches, some analysis selections are highly correlated to those of
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Figure 4.98: The expected (a) and observed (b) 95% CL limits on the cross-section
σ(pp→ Y → XH → qq̄bb̄) in pb in the two-dimensional space of mY versus mX ,
obtained from a simultaneous fit of both merged and resolved two-prong signal
regions with all statistical and systematic uncertainties. A bilinear interpolation
procedure is applied to provide results in between fully simulated signal points.
The observed limits range from 0.341 fb for the signal point (mY = 5000 GeV, mX=
600 GeV) to 1.22 pb for the signal point (mY = 2500 GeV, mX= 2000 GeV). The
boundaries of the limit are defined by the simulated signal grid. [7]
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Figure 4.99: The 95% CL upper limit on the cross section of seven benchmark
signal processes, comparing the anomaly, two-prong merged, and two-prong re-
solved signal region selections. The cross section is obtained by injecting signal
into the observed data until a 2σ sensitivity is achieved as determined by the BUM-
PHUNTER interval p-value. The background estimation is the result of a fit with
all background uncertainties are considered, but no signal systematic uncertainties
are used. The anomaly SR provides competitive sensitivity to all signals, while
the two-prong regions fail to give good limits for at least one of the signal points
considered.
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other recent ATLAS dijet resonance searches. The mX bin of [75.5, 95.5] would be
sensitive to the V H resonance hadronic final state, which is covered by a dedicated
analysis using the same dataset [37]. The approach here differs in both vector
boson tagging and Higgs boson tagging approaches, but provides a similar 95%
CL upper limit on the production cross section of a 3 TeV resonance. Due to its
generality, the anomaly SR is expected to be sensitive to the same signatures as the
weakly supervised dijet resonance search [36], though a direct comparison is not
provided due to the assumptions made here of the Higgs boson mass and decay.
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Conclusions

LHC is the perfect test-bench for exploring new Physics scenarios. The energies
reached at the protons collider allow to directly probe the production of new heavy
resonances. This thesis work is inserted in such a research context, in particular it is
about a search for a new TeV-scale narrow-width boson Y, decaying to a Standard
Model Higgs boson H and a new particle X with a mass O(10-1000) GeV. It was
performed with 139 fb−1of pp collisions collected by the ATLAS detector during
Run-2.

The analysis focuses on a fully hadronic final state, where the X and H bosons are
boosted such that their daughter particles are collimated.
Higgs decay is tagged with the Hbb tagger, a neural net-based classifier which sepa-
rates boosted Higgs bosons decaying to bb̄ from top quark and QCD jets. Different
tagging strategies are applied on X jet: a fully unsupervised Variational Recurrent
Neural Network is trained over jets in data to define the Anomaly Signal Region
(SR), which selects the X particle solely based on its sub-structural incompatibility
with background jets; in parallel, two supplementary SRs are designed to separately
reconstruct merged and resolved decays of a nominal two-prong X benchmark
signal. The latter has been inserted to recover sensitivity in an unexplored region of
the phase space, where the large-R jet is not sufficiently efficient in reconstructing
the boosted X decay.

Another important improvement introduced, with respect to a previous round
of the analysis performed with 36 fb−1 [32], is the usage of a Deep Neural Network
(DNN) for the data-driven background estimation. The background to the fully
hadronic final state is composed primarily of jets from QCD processes, for which
simulations are known to have limited precision, therefore it has been directly
obtained from data in a control region and reweighting factors to simulate the SR
kinematics have been derived by estimating the likelihood ratio between the SR
and the control region, with the help of a DNN.
Only another ATLAS analysis [12] adopted it so far for the background estimation,
being this another reason to consider this analysis at the forefront of the techniques
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used.

In both the Anomaly and the Two-prong SRs no significant deviations have been
observed in data with respect to the background-only hypothesis. The largest
excess is found in the anomaly SR with a global significance of 1.43 σ, considering
all mX and mY bins.
The strength of the model-independent approach in the Anomaly region is evident
particularly for signals that are challenging to characterize with existing high-level
variables.
Results in the Two-prong SRs are interpreted as upper limits at 95% confidence
level on the cross section σ(pp→ Y → XH → qq̄bb̄), across the two-dimensional
space where mY is between 1.5 and 6 TeV and mX is between 65 and 3000 GeV.
The lowest limit of 0.341 fb is achieved in the merged regime for the signal point
(mY = 5000 GeV, mX= 600 GeV), while the highest of 1.22 pb is achieved for the
highly resolved point (mY = 2500 GeV, mX= 2000 GeV).
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APPENDIX A
ATLAS New Small Wheels

In order to benefit from the expected high luminosity performance provided by
the Phase-I upgraded LHC, the first stations of the ATLAS muon end-cap system
(Small Wheels) need to be replaced to operate in a high background radiation
region (up to 15 kHz/cm2) while reconstructing muon tracks with high precision
as well as furnishing information for the Level-1 trigger. Figure A.1 shows a cross
section of the ATLAS detector in z-y plane. The barrel system covers the region of
|η| < 1.0 whereas the end-cap system covers 1.0 < |η| < 2.7 for muon tracking
and 1.0 < |η| < 2.4 for Level-1 trigger.
The Phase-I upgrade of the ATLAS muon spectrometer focuses on the end-cap
region, because at high luminosity the following two points are of particular
importance:

• The performance of the muon tracking chambers degrades with the expected
increase of background rate. Precise measurement of the muon pT requires
the presence of track segments in all three muon stations. Losing Small
Wheel segments leads to a loss of high quality muon tracking. MDTs lose
hits at high occupancy conditions due to the long dead time (of about 800 ns).
The CSCs, located at the region with the highest background conditions
and having only four detection layers, are also affected by high occupancy
arising from overlaps of multiple hits on the readout strips. This degradation
is detrimental for the performance of the ATLAS detector.

• The Level-1 muon trigger in the end-cap region is based on track segments
in the TGC chambers of the middle muon station located after the end-
cap toroid magnet. The transverse momentum of the muon is determined
by the angle of the segment with respect to the direction pointing to the
interaction point. A significant part of the muon trigger rate in the end-
caps is background. Low energy particles generated in the material located

201



between the Small Wheel and the middle muon station, generally protons,
produce fake triggers by hitting the end-cap trigger chambers at an angle
similar to that of real high pT muons. An analysis of 2012 data demonstrates
that approximately 90% of the muon triggers in the end-caps are fake. As a
consequence, the rate of the Level-1 muon trigger in the end-cap is eight to
nine times higher than that in the barrel region.

Both of these two issues represent a serious limitation on the ATLAS performance
beyond design luminosity: reduced acceptance of good muon tracking and an
unacceptable rate of fake high pT Level-1 muon triggers coming from the forward
direction. In order to solve the two problems together, ATLAS proposes to replace
the present Small Wheels with the New Small Wheels (NSWs). The NSW is a set
of precision tracking and trigger detectors able to work at high rates with excellent
real-time spatial and time resolution. These detectors can provide the muon Level-1
trigger system with online track segments of good angular resolution to confirm
that muon tracks originate from the IP, considerably reducing the end-cap fake trig-
gers. At the same time, the ATLAS muon system will maintain the full acceptance
of its excellent muon tracking at the highest LHC luminosities expected.
Two different detector technologies mounted on NSWs allow to satisfy these re-
quirements: the small-strip Thin Gap Chambers (sTGCs), primarily devoted to
the Level-1 trigger function, and Micromegas detectors (MMGs), dedicated to
precision tracking. MMGs chambers have exceptional precision tracking capabil-
ities, crucial to maintain the current ATLAS muon momentum resolution in the
high background environment of the upgraded LHC. They can, at the same time,
confirm the existence of track segments found by the muon end-cap middle station
(Big Wheels) online. The sTGC also has the ability to measure offline muon tracks
with good precision, so the combination of the two detectors forms a redundant
system for triggering and tracking both for online and offline functions.
The impact of the installation of the NSWs on Physics has been studied, mainly on
the efficiency of the low single muon trigger (with a threshold of 20-25GeV) be-
cause of its great importance for the future ATLAS physics program. Indeed, Higgs
production in pp collisions is mainly due to the gg fusion process in which the pT

of the produced Higgs bosons tends to be low. In the process H → WW ∗ → lνlν,
leptons from the W decays are also of low pT , particularly the subleading lepton,
resulting in the loss of a large fraction of the Higgs signals if the Level-1 pT
thresholds had to be raised (e.g.to 40GeV) at high luminosity in order to keep the
Level-1 rate manageable. A different possible solution would be not to use the
end-cap trigger and to restrict the low pT single muon trigger to only the barrel
region, but the drawback is that the acceptance for the process H → WW ∗ would
be reduced to about 60%. This is not the only example where the low-pT muon
trigger is important, e.g. H → ττ has leptons in the final state for which this trigger
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Figure A.1: A z-y view of 1/4 of the ATLAS detector. The blue boxes indicate
the end-cap MDT chambers and the yellow box in the Small Wheel area the CSC
chambers. The green boxes are barrel MDT chambers. The trigger chambers,
RPCs and TGCs, are indicated by the outlined white and the magenta boxes. The
detector regions of the Small Wheel and Big Wheel are also outlined in blue and
ocra yellow, respectively. [90]

begins crucial. Within the acceptance |η| < 2.5, the fraction of events with the
leading muons having pT above 25GeV is 60% whereas this fraction goes down to
28% for a threshold at 40GeV. Table A.1 shows a comparison of efficiency from a
simulation study for the present detector and the upgrade with NSW for WH with
H → bb̄ and for H → WW , along with the efficiencies when restricting the single
lepton trigger within the barrel region only.

L1MU threshold (GeV) H → bb̄ (%) H → WW (%)
pT >20 93 94
pT >40 61 75

pT >20 barrel only 43 72
pT >20 with NSW 90 92

Table A.1: The efficiency for pp→ WH associated production, where W → µν
and two decay modes H → bb̄ and H → WW → µνqq′ are considered. [90]
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A.1. Layout of the Wheels

A.1 Layout of the Wheels
Two NSWs have been built, NSW-A and NSW-C to be positioned in the forward
direction on either sides of the interaction point (IP), and equipped with a total of
128 MMG and 128 sTGC chambers. Each wheel of the proposed new detector sys-
tem consists of 16 detector planes in two multi-layers, comprising four small-strip
TGC and four Micromegas planes. The arrangement in each multi-layer consists
in a quadruplet of sTGC - MMG -MMG - sTGC, as to maximize the distance
between the sTGCs of the two multilayers. As online track hits are reconstructed
with limited accuracy, increased distance between detector multilayers leads to an
improved online track segment angle reconstruction resolution. The choice of eight
planes per detector was dictated by the need to provide a robust, fully functional
detector system over its whole lifetime. With eight planes per detector, tracks will
be reconstructed reliably and with high precision. In addition, the NSW is expected
to operate for the whole life of the ATLAS experiment; the large number of planes
will ensure an appropriate detector performance even if some planes fail to work
properly.
The two NSW detector technologies also complement each other for their corre-
sponding primary functions. sTGC may contribute to offline precision tracking,
as they are able to measure track hits with a resolution better than 150 µm. For
triggering, experience has shown that redundancy is highly important in the forward
direction at high luminosities; the MMG detectors will be employed as a trigger in
addition to the sTGC to provide improved redundancy, robustness and coverage of
the forward trigger.
Going back to each wheel sectors, they are 16, 8 small and 8 large. Each sector
is composed by 2 identical MMG wedges sorrounded by two sTGC wedges in
such a way that a muon coming from the LHC interaction region encounters the
following detector sequence: 4 sTGC layers, 8 MMG layers and finally 4 more
sTGC layers. A scheme of the general structure of a New Small Wheel is shown in
Figure A.2. The chambers are organised in wedges: each small wedge consists of
an SM1 and an SM2 chamber, each large wedge of an LM1 and an LM2 chamber
(Figure A.2 right). Two identical wedges, mounted on opposite faces, form a MMG
double-wedge. A NSW sector is finally obtained with the addition of two sTGC
wedges, one per side of the double-wedge.
The sTGCs wedges consists of three modules in the r direction with four planes
each. The modules in the two sTGC wedges of each sector are arranged so that no
dead region exists in projective geometry with respect to the IP. Figure A.3 shows
the sTGC and MMG detectors inside the mechanical support structure of the NSW.

In the following subsections the details of detector technology is described for both

204



A.1. Layout of the Wheels

Figure A.2: (Left) General structure of NSW. (right) Geometry of the MMG
wedges for small and large sectors, and dimensions (quotes in mm) of the two
Micromegas chambers in each wedge. [18]

Figure A.3: Layout of the sTGC and MMG detectors with services (yellow) and
the allowed envelopes (blue). The distances at various points to the NSW structure
are indicated for both. [90]

MMGs and sTGCs separately.
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A.1.1 MicroMegas detector
The Micromegas detectors, proposed in the 90s [79], belong to micro pattern
gaseous detectors generation, characterized by optimal space resolution together
with a good multi-track separation capability in the high rate environment. This
kind of detectors profited from the development of photolithographic techniques
for the design of high-granularity readout patterns and, in parallel, from the devel-
opment of specialised front-end electronics able to readout an increased number of
channels [1, 97].
A schematic view of the configuration and of the MMG operating principle is
shown in Figure A.4. The main components of the detector (from the top to the
bottom of the figure) are:

• a planar metallic cathode kept at a negative voltage;

• a 5mm thick gap (drift gap) with a relatively low electric field (about
0.6 kV/cm) where a ionising particle produces electron-ion pairs in the
gas and electrons drift towards the mesh;

• a thin metallic micro-mesh kept at ground potential;

• a 120 µm thick gap (amplification gap), whose thickness is maintained by
insulating pillars standing on the anode plane, with a high electric field
(40 − 50 kV/cm) where electrons passing through the mesh give rise to
avalanches;

• a segmented anode with resistive strips (about 400 µm pitch) kept at a posi-
tive voltage and supersimposed to the readout strips, where the signals are
capacitively induced. The precision coordinate is orthogonal to the strip
direction.

Figure A.4: Schematic view of a Micromegas layer. A muon track and its ionisation
are also shown. [18]
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The Micromegas can be operated with different gas mixtures. A gas mixture of
93% Ar and 7% CO2 is the standard mixture for ATLAS and has been used for the
chamber validation, even though other gas mixtures based on Ar/CO2 in different
proportions or with the addition of a small percentage of isobutane, have been
tested. 93/5/2% Ar/CO2/isobutane has been adopted for ATLAS Run-3, since it
shows more stable current conditions for almost all the sections, the isobutane
being a gas quencher that shuts off discarges due to its roto-vibrational degrees of
freedom absorbing photons energies.
The high ratio between the electric fields in the amplification and drift regions has
two important consequences: the mesh turns out to be almost transparent to the
drifting electrons; most of the ions produced by the avalanches in the amplification
region reach the mesh and are evacuated in a relatively short time, of the order
of 100 ns, reducing the distortion of the electric field in the drift region. This is
particularly important for applications in high-rate environments.
Several test-beams done on small-size prototypes showed that a Micromegas detec-
tor is able to reconstruct the position to reach a spatial resolution of 100 µm for all
incidence angles [22, 23]. Moreover it was shown that a very good time resolution
could be reached, at the level of 10 ns.

The Italian collaborations (INFN sites of LNF, Cosenza, Roma1, Roma3, Pavia,
Lecce and Napoli) have directly participated in the construction of SM1 modules
and their layout is explained in more details below.
The active area of SM1 chambers is a trapezoid with 221 cm height, a larger base of
132 cm and a smaller base of 50 cm. The total thickness of the structure is slightly
less than 8 cm. Each panel surface is segmented in five trapezoidal printed circuit
boards (PCBs) of different sizes with a maximum height of 45 cm.

SM1, as the other modules, are structured as quadruplets consisting of five panels
with four sensitive layers, as shown in Figure A.5. Each panel is about 11mm
thick, and they are separated by 5mm thick gaps. The two external panels and the
one in the centre provide the four cathode planes (one plane in each external panel
and one plane in each face of the central one) and they are called drift panels. In
order to create one drift gap in the external panels and two drift gaps in the central
one, micro-mesh foils are stretched on them. The other two panels, the second
and the fourth, are the readout panels (RO panels from now on). On both faces of
each of them a total of five readout PCBs are glued, providing the anode planes,
including the insulating pillars. The two RO panels, named eta and stereo, are
different. In the eta panels the resistive and the readout strips run parallel to the
trapezoid bases; therefore the precision coordinate is perpendicular to the trapezoid
bases, and corresponds to the η coordinate in the experiment coordinate system. In
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the stereo panels the resistive and readout strips run with small angles (±1.5° in the
two faces of the panel) with respect to the direction of the bases. This angle allows
reconstruction of ϕ, the azimuthal coordinate in the experiment coordinate system.
The mesh is integrated on the drift panels, glued on 5mm thick frames around the
cathode. The amplification gap is created when a drift panel is coupled to a RO
panel. The mesh touches the pillars located on the RO panels, and is therefore
kept at the desired distance from the anode. The main advantage of this setting,
called floating mesh, is to have a structure that can be re-opened in case of need,
for example to eliminate defects on the anode plane or to improve cleanliness.

Figure A.5: A schematic layout of the MMG five panels in a quadruplet. [18]

A.1.2 small-strip TGC detector
sTGC basic chamber structure consists of a grid of 50 µm gold-plated tungsten
wires with a 1.8mm pitch sandwiched between two cathode planes at a distance
of 1.4mm from the wire plane. The cathode planes are made of a graphite-epoxy
mixture sprayed on a 100 µm thick garolite plane, behind which there are on one
side strips (that run perpendicular to the wires) and on the other pads (covering
large rectangular surfaces), on a 1.6mm thick PCB with the shielding ground on
the opposite side. sTGC’s layout is shown in Figure A.6. The strips have a 3.2mm
pitch, much smaller than the strip pitch of the ATLAS TGC, hence the name small
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TGC for this technology.
The layouts of the chamber designed for the NSW consists in two quadruplets
35 cm apart in z. Each quadruplet contains four TGC’s, each TGC with pad, wire
and strip readout. The pads are used to produce a 3-out-of-4 coincidence to identify
muon tracks roughly pointing to the interaction point. They are also used to define
which strips are to be readout to obtain a precise measurement in the bending
coordinate, for the online muon candidate selection. The azimuthal coordinate,
where only about 10mm precision is needed, is obtained from grouping wires
together. The charge of all strips, pads and wires are readout for offline track
reconstruction.

Figure A.6: A schematic layout of the sTGC’s internal structure. [90]

The high background of the HL-LHC environment necessitated modifying the
TGC technology in order to achieve a very good position resolution at high count
rates (approximately 100 µm). The main emphasis during the development stage
was on achieving this performance with the smallest possible number of electronic
channels. It is known that space-charge effects are not a limiting rate element for
TGC. However the rate capability is limited by the use of the resistive coating in the
cathodes, which reduces, under high irradiation, the effective operating voltage of
the detector in areas far from the ground contacts. As a consequence a low surface
resistivity coating has been used, and the capacitance between the strips/pads and
the cathode has been increased to keep the same transparency for fast signals.
This optimization, combined with a reduction of the HV and ground decoupling
resistors is sufficient for maintaining high efficiency for minimum ionizing particles
in large surface detectors subject to detected rates of up to 20 kHz/cm2 over the
full surface.
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A.2 NSW TDAQ system
The NSW trigger will enable to drastically reduce the trigger rate in the end-cap
by reducing fake triggers coming from non-pointing tracks. The trigger is based
on track segments produced online by the sTGC and MMG detector. The NSW
trigger system provides candidate muon track segments to the new TGC Sector
Logic which uses them to corroborate trigger candidates from the Big Wheel TGC
chambers. In Figure A.7 track B is rejected because the NSW does not find a track
coming from the interaction that matches the Big Wheel candidate, as well as track
C, rejected because the NSW track does not point to the interaction point; track A
is the only one having a correct correspondence in both wheels and is therefore
taken. The Sector Logic then sends Level-1 trigger candidates to the ATLAS Muon
Central Trigger logic.

Figure A.7: Example of the Muon End-cap trigger: only track A is accepted
because it is confirmed by both the Big Wheel and the New Small Wheel. [90]

Wherever possible the two technologies, sTGC and MMG, use the same building
blocks to construct their trigger and data acquisition (TDAQ) systems.
The background radiation levels at the NSW, although not as high as those en-
countered in the Inner Tracker, are sufficiently high that they affect the design
of the on-detector electronics as well as the choice and radiation certification of
custom and off-the-shelf components. Extrapolating to the expected luminosity of
5× 1034 and for 10 years of operation, the Total Ionizing Dose (TID) at the highest
pseudo-rapidity region of the NSW will be of the order of 0.5 mRad (with some
uncertainty factored in). Modern deep sub-micron CMOS processes are generally
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sufficiently radiation tolerant at such levels.
In the fall of 2009 an effort was launched to develop a custom front-end Application
Specific Integrated Circuit (ASIC) that could be used to read both the sTGC and
the MM detectors of the ATLAS new Small Wheels (NSW). The ASIC is named
VMM [87]. Both NSW detectors require precision amplitude measurement for
position determination by charge interpolation. In order to mitigate the deterio-
ration of the spatial resolution for inclined tracks in the MMG technology these
detectors will be operated as a so-called TPC where the track is reconstructed by
measuring the drift time of charges arriving on individual strips as is done in large
Time Projection Chambers (TPC). Therefore, time measurement with precision of
2 ns, along with the amplitude measurement, are needed and the ASIC allows to
perform both. It provides the peak amplitude and time with respect to the bunch
crossing clock, (or other trigger signal) along with triggers, direct timing outputs,
sparse and derandomized readout, and multiplexing. The limited bandwidth of
the readout link requires on-chip zero suppression. For reliable operation in the
ATLAS environment, radiation tolerance is also required as anticipated above.
Each VMMs is composed of 64 front-end channels each providing a low-noise
charge amplifier (CA), a shaper with baseline stabilizer, a discriminator with trim-
mer, a peak detector, a time detector, some logic, and a dedicated digital output for
ToT (Time-over-Threshold) or TtP (Time-to-Peak) measurements. Channels share
with each others the bias circuits, a temperature sensor, a test pulse generator, two
10-bit DACs for adjusting the threshold and test pulse amplitudes, a mixed-signal
multiplexer, the control logic, and the ART (Address in Real Time) which consists
of dedicated digital outputs (flag and address) for the first above-threshold event.
A schematic view of the VMM is shown in Figure A.8.

Figure A.8: Block diagram of the VMM ASIC. [90]

For the MMG, a design for cooling each doublet of planes is considered. The
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electronics heat is carried away by a cooling channel running down between the
front-end cards of the doublet on one side of the sector, and out between the cooling
cards on the other side. Working with a temperature change of the cooling liquid
of 3C the required waterflow in one channel is 21.5ml/s or 77.4ml/s. The heat
will be transported from the chip surface to the cooling channel by a thermally
conductive ceramic foam pad. Starting with a cooling water temperature of 17C
which gets warmed up to 20C, this design will keep the temperature of the front-
end chips safely below 30C, the maximum tolerable temperature.

The two detector technologies will use the same trigger processor cards in the
ATCA standard (Advanced Telecommunications Computing Architecture) as the
platform for their trigger logic in USA15 (the cavern close to the ATLAS detector
at Point 1, dedicated to host all the electronics), but with different firmware and
numbers of input links.
At each bunch crossing, the sTGC trigger electronics finds local tracks that point,
with 1m precision, to the Big Wheel to corroborate its coincidences. In order to
place the track finding and extrapolation logic off-detector, a 3-out-of-4 coinci-
dence of pads in each of the 4-layer quadruplets is used to choose the relevant
bands of strips to be sent off-detector. This substantially reduces both the required
bandwidth and the amount of centroid and track finding logic. To reduce the
number of pad channels, the layers are staggered by half a pad in both directions
to make logical towers one quarter the area of a pad. The width of the pads in ϕ
decreases with lower radius to handle the increased background rate.
As a baseline, the MMG and sTGC will independently compute track vectors. Both
sTGC and MMG trigger modules belonging to a 1/16th sector will be in the same
ATCA trigger crate which has a fully interconnected backplane, i.e. all modules
are connected to every other module by several high-speed, low latency differential
pairs. In this way MMG vectors will be sent to a final merging stage of the sTGC
trigger and vice versa. The output of the merging stage is sent to the Sector Logic.
Since both merging stages would output the same merged list of vectors, only one
must actually be connected to the Sector Logic. This provides redundancy in the
case of failure of one of the modules. Each vector sent to the merging stage is
tagged with a ‘quality’ flag that is used by the merging logic to select the best
vectors.
The off-detector readout chain of the ATLAS detectors presently consists of sub-
detector specific custom ReadOut Drivers (RODs), usually FPGA-based, which
output event fragments to the ReadOut System (ROS) via the ReadOut Links
(ROLs). The ROLs are point-to-point custom optical links that cross the boundary
between the sub-detector domains and the TDAQ domain. The Readout Architec-
ture Upgrade Working Group, with representatives from all detectors and TDAQ,
has considered a new architecture that better promises to take advantage of future
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advances in electronics and information technology. The new architecture reduces
the amount of custom electronics and links in favour of industry standard equip-
ment called FELIX (Front End LInk eXchange). Two important advantages of the
architecture based on FELIX are: 1) minimization of the amount of special-purpose
detector-specific hardware and associated firmware and therefore the flexibility of
general purpose, industry standard equipment, and 2) the ability to easily scale in
power and be upgraded with new technologies to meet future needs.

A.3 NSW SM1 commissioning
In this section commissioning activities regarding chambers assembly and quality
controls (QA/QC) are described for SM1, carried out at LNF in Frascati (RM).
I directly participated in these activities for my Qualification Task, a service activity
that the ATLAS collaboration requires for being included in its authors list.

A.3.1 Panels preparation
An initial cleaning procedure for both Drift and RO panels was designed, in order to
minimize the problem of unstable conditions of the chambers when HV was applied
due to the remnants from the industrial production of PCBs. Before washing, a
fine-grade sand paper was passed over the wet mesh of the Drift panel in order to
smooth the mesh surface and remove possible imperfections which might induce
sparks in the amplification gap. The cleaning was performed by washing the panel
when placed in vertical position in a custom-made large basin A.9a. Subsequently,
a clean room tissues and a flow of nitrogen were used to remove the water drops
from assembly holes, rims and gas tubes. Then each panel was moved to the drying
station, a custom-made structure A.9b able to host the five panels needed for a
MM quadruplet in a vertical position. The drying station was equipped with a
ventilation system to filter the air and keep the temperature in the range 38° – 40 °C.
The panels were left to dry for a minimum of two days before chamber assembly.
Then the four panels of a quadruplet are assembled together in a clean room and

set in a horizontal position on a granite table to start the QA/QC.
It consisted of the following tests:

1. measurements of planarity and thickness;

2. measurement of gas tightness;

3. measurement of the PCB alignment among the four RO layers;

4. assessment of the high-voltage stability.
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(a) (b)

Figure A.9: Washing basin with a hanging drift panel (a). Drying station with RO
panels inside it (b). [18]

Once the module has successfully passed these checks, it undergoes a cosmic ray
test, otherwise the chamber is first reopened and fixed.

Planarity and thickness Planarity and thickness measurements have been taken
by positioning the chamber horizontally on specific supports on a granite table,
inside the clean room. A laser tracker pointed to a retro-reflective target that was
moved across the chamber surface by the operator. A height map was obtained
for each side of the chamber and a planar fit was performed. Figure A.11 shows
the measured points and the interpolated surface for both sides of a chamber. The
planarity of the chamber is extracted from the RMS of all the measurements. The
thickness is evaluated by calculating the difference between the two maps from
both sides of the same chamber and calculating the mean value of all the mea-
surements. Figure ?? shows the thickness and the planarity values for all the SM1
chambers.
Gas tightness The overall gas leakage test of each chamber, after its assembly, was
performed in the clean room always on the granite table positioning the chamber
horizontally. The chamber was over-pressurised in a static way, by connecting
the gas input line of the chamber to a syringe and the gas output to a pressure
sensor. The value of the initial pressure inside the chamber was taken as reference;
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Figure A.10: Results of the planarity measurements of the two faces of a cham-
ber. [18]

(a) (b)

Figure A.11: Thickness measurements (expressed in mm) for all the SM1 chambers
(a). Planarity measurements (expressed in µm) for all the SM1 chambers (b). [18]

then air was injected into the chamber with the syringe, until an over pressure of
3mbar was reached. The pressure variation ∆P was then monitored to estimate the
pressure drop over time. To extract a measurement of the leakage in mbar/hour, the
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∆P over time data during the pressure drop period was fitted with a linear function,
as a good approximation of the exponential behaviour within the 15–20 minutes of
the measurement duration. The gas leak is then calculated as the angular coefficient
of the fit straight line and it is shown in the summary graph in Figure A.12. The
clean room temperature was monitored during this measurement.
All the SM1 chambers had leakage rates well below 5 times the limit set, that was
-0.64 mbar/hour.

Figure A.12: Gas leakage measurements (expressed in mbar/hour) for all the SM1
chambers. [18]

PCBs alignment The measurement of the panel-to-panel PCB alignment was
performed in CR-1 using a 4-rasfork tool (a modification of the rasfork technique,
a micropattern coded mask read by an optical system, developed in Saclay) that
is able to measure the misalignment of the two corresponding PCBs in the two
read-out panels of a quadruplet, by exploiting the localisation precision of a Rasnik
masks. The tool configuration is shown in Figure A.13a. A map of the measured
misalignment (∆X, ∆Y) is shown in Figure A.13b for one of the tested chamber
(the Y coordinate represents the precision coordinate η in the ATLAS coordinate
system, while X is the orthogonal coordinate in the transverse plane 2.2.1).
HV stability Preliminary tests for HV stability were conducted in air, during
the assembly, and with Ar/CO2, before the closure of the chambers inside the
clean-room; then a final test was performed on the cosmic ray stand. Each chamber
was connected to 40 different HV cables: namely each of the five RO PCB in the
four gaps, being divided into two HV parts, one per side. With the setup used it
was possible to power each of the 40 HV sections of the chamber independently.
The four cathode channels, one per drift layer, were also supplied with the nominal
-300 V value.
The HV test was performed flushing the chamber with a 20 l/h gas flow of a 93 : 7%
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(a) (b)

Figure A.13: Rasfork measurement on the granite table (a). A measurement
showing the position of the Rasnik masks in the X and Y coordinates (b) for a
chamber. [18]

Ar/CO2 gas mixture. Increased gas flow reduces the relative humidity inside the
gas gap, minimising the contamination of the gas mixture with water. The HV
ramp-up was started when the gas relative humidity level reached a value 10%.
Then each section was ramped up with steps of 5-10 V, from a value of 400 V to
570 V.
The values of the more interesting parameters, the monitored HV (VMon) and the
monitored current (IMon), were constantly recorded by a DCS code developed at
LNF.
For some HV sections it was not possible to reach the nominal value of HVmax

= 570 V and the limits for them were set based on the current drawn and on the
spark rate, defined as the frequency at which IMon goes above the defined current
threshold of 50 nA. Being the current sampled every second, the spark rate is
defined as the number of seconds with a current exceeding the threshold in one
minute. When the spark rate exceeded 6/minute, the HV was lowered until a stable
condition was reached. Figure A.14 shows an example of a good (left) and a bad
(right) section, where sparks already begin at HV = 500 V and the chamber cannot
reach a stable condition. To meet the ATLAS HV acceptance requirement for an
SM1 chamber, at least 85% of the sections were required to be stable at the nominal
HV value of 570 V.
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(a) (b)

Figure A.14: VMon (blue) and IMon (red) versus time for two sections: (a) a good
section where the HV ramp up to HVmax = 570 V is accompanied by no sparks at
all and (b) a bad section with so many sparks that the nominal voltage could not be
reached. [18]

A.3.2 Cosmic-ray test stand
The final QA/QC step is the test of detector efficiency at the cosmic-ray stand
(CRS). The CRS is a multi-layer structure where the trigger is provided by four
planes of scintillators, extending over an area of about 1m2, covering the full
chamber length in the η coordinate.
Starting from the top to the bottom (Figure A.15b), it consists of:

• the base where the SM1 chamber is collocated;

• two upper planes of plastic scintillators for the trigger system, where each
plane is formed by 3 20× 150 cm2;

• iron absorber, formed by a 35 cm thick stack of iron plates, providing an
energy cut of approximately 0.6 GeV;

• two lower planes of plastic scintillators as above, but in this case there are
four vertical pairs of slabs.

Scintillators are coupled to photomultipliers (PMT) by light guides. The trigger
signal is issued if there is a coincidence between a vertical pair of slabs above and
a vertical pair below the iron absorber (Figure A.15a). The overall trigger rate is
around 50 Hz.
The relative humidity of the gas in the chamber was monitored by a humidity
sensor and the relative humidity was maintained below 10% during the whole test.
For the chamber performances meausurements the signal is read in the following
way: adjacent hit channels are grouped in clusters and the cluster charge (QCLU ) is
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(a) (b)

Figure A.15: The trigger system scheme (a). A frontal picture of the cosmic-ray
stand. Trom top to bottom: the SM1 chamber, the upper scintillator slabs, the iron
absorber and the lower scintillator slabs. [18]

given by the sum of the charge collected by each channel composing the cluster.
The cluster centroid is given by the charge-weighted mean of the positions of all
channels in the cluster.
In order to compute the efficiency in a given layer, a track is reconstructed in the
other three layers, used as control layers. Only events with one and only one cluster
in each control layer are retained. Reconstructed clusters in the layer under study
are compared to the position of the extrapolated track in that layer. Defining N trk

i

as the number of tracks extrapolated in the i-th bin and NCLU
i as the sub-sample

for which a cluster is found, the efficiency of the i-th bin in a layer is defined as:

ϵlayeri =
NCLU

i

N trk
i

(A.1)

By using the information from the stereo layers, it is possible to obtain a 2D
efficiency map. If the layer under examination is an eta layer (layers 1 or 2), the
ϕ coordinate of the extrapolated track, corresponding to the y-axis in the plots, is
given by:

ϕ =
l3 − l4
2 sin θ

(A.2)

where l3 and l4 are the positions of the centroids in the stereo layers, and θ is the
angle of inclination of the stereo strips (1.5°).
If the layer under examination is a stereo layer (layers 3 or 4), the ϕ coordinate is
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given by:

ϕ =
l2 cos θ − lstereo

sin θ
(A.3)

where l2 is the position of the centroid in the second eta layer while lstereo is
the position of the centroid in the other stereo layer. In this case a zero-distance
approximation in the vertical coordinate (Z) between l2 and lstereo is used.
An example of 1D efficiency as a function of the precision coordinate (η ) for two
different layers, one eta and one stereo, is shown in Figure A.16a. This is a good
case, where the efficiency is around 97%. The few low-efficiency spots are related
to problems in the front-end cards due to the RO connectors deterioration. The
corresponding 2D efficiencies are also shown in Figure A.16b.

(a) (b)

Figure A.16: (a) 1D efficiency at HVmax = 570 V as a function of the position for:
(top) eta layer 1 with all the sections operating, (bottom) stereo layer 3 of the same
SM1 chamber with all the sections operating. (b) 2D efficiency for the same layers.
[18]

For all the detectors built, the overall efficiency is above 90% when operating at
HVmax = 570 V using a 93/7 % Ar/CO2 gas mixture. Moreover, the study of
chambers operating with a gas mixture including a 2% of isobutane has shown
a clear improvement in the high-voltage stability, that’s why the latter have been
adopted as the nominal choice for the MMG for Run-3.
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APPENDIX B
YXH analysis insights

B.1 Background composition from MC
Most of the background in the fully hadronic final state consists in QCD multi-jet
processes. Other contributions come from V(Z/W)+jets and tt̄ productions, but
their percentage is very low.
In this appendix, from Figure B.1 to B.4, yields and efficiencies at 139 fb−1 after
the selections described in ?? are calculated for the three MC background samples
along with data.
Even though this analysis is blinded it is safe to look at the total data events in
SR, since the eventual excess should not be visible on a simple counting-based
experiment.
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Figure B.1: Yields (a) and Efficiencies with respect to PreSelection (b) for Data and
Monte Carlo background samples, after dividing higgs candidate mass windows.
The background relative composition is shown in (c).
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Figure B.2: Yields (a) and Efficiencies with respect to PreSelection (b) for Data
and Monte Carlo background samples, after applying DHbb

cut. The background
relative composition is shown in (c).
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Figure B.3: Yields (a) and Efficiencies with respect to PreSelection (b) for Data and
Monte Carlo background samples, after applying the Two-prong merged selection.
The background relative composition is shown in (c).
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Figure B.4: Yields (a) and Efficiencies with respect to PreSelection (b) for Data and
Monte Carlo background samples, after applying the Two-prong resolved selection.
The background relative composition is shown in (c).
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B.2 Single Higgs contributions in SR
In the background composition described above, contributions from single Higgs
production have not been considered, but in principle they may be present in SR.
In this subsection the expected yields for the SM Higgs processes are compared
with the other expected background already discussed and they are found to be
negligible.

For each background process the selection efficiencies ϵHSB and ϵSR has been
computed for the HSB1 and SR. They are defined as:

ϵHSB =
yields in HSB1

yields selecting mH > 145 GeV
(B.1)

ϵSR =
yields in SR

yields selecting 75 GeV < mH < 145 GeV
. (B.2)

Moreover, the ratio between the yields of a particular background process and the
expected yields of the QCD multi-jet has been computed both in HSB1 and SR.

A summary of the results can be seen in Table B.1 where two tables contain-
ing the results of the background studies for HBS (above) and SR (below), both
in Two-prong merged and resolved categories are shown. The column ”Double
Ratio” indicates the ratio between the HSB1 background yields/QCD yields and
the SR background yields/QCD yields. From these, it is evident that the non-QCD
SM background represents a small contribution to the total expected background
yields. Among these, in principle, Z+jets and SM Higgs processes give the most
significant impact on the total background shape from HSB to SR. Indeed, these
two components increase their relative contribution by a factor of ∼ 2 in the re-
solved SR, and a factor of ∼ 3 in the merged SR.

B.3 Further studies of the discovery region unblinded
results

Figure 4.95 shows a deviation between data and background corresponding to
a p-value of 8.8×10−3 in the mX bin of (75.5, 95.5) GeV. The BUMPHUNTER

interval in mY is determined to be (3424.0, 3805.0) GeV, with the excess being
centered at roughly 3.7 TeV.
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Background Efficiency (%) yields HSB1 bkg/QCD(%)

HSB
RESOLVED

W + jets 0.37 0.14
Z + jets 3.44 0.70
tt̄ 2.37 0.59

QCD 1.05 100
SM Higgs 12.29 0.06

HSB MERGED

W + jets 0.29 0.28
Z + jets 1.06 0.53
tt̄ 1.97 1.26

QCD 0.42 100
SM Higgs 5.32 0.07

Background Efficiency (%) yields SR bkg/QCD (%) Double Ratio

SR RESOLVED

W + jets 0.31 0.16 1.13
Z + jets 5.21 1.29 1.85
tt̄ 2.81 0.35 0.60

QCD 1.08 100
SM Higgs 17.51 0.11 1.70

SR MERGED

W + jets 0.24 0.33 1.16
Z + jets 2.45 1.54 2.89
tt̄ 2.52 0.77 0.61

QCD 0.43 100
SM Higgs 12.51 0.21 2.97

Table B.1: Tables containing the results of the background studies for HBS (above)
and SR (below), both in merged and resolved regimes. The Double ratio column
indicates the ratio between the yields ratio HSB1 background/QCD and the yields
ratio SR background/QCD.

B.3.1 Corresponding mX and mH distributions
The possibility of this excess corresponding to a resonant new particle has been
investigated, by first selecting an mY window of (3.0, 4.4) TeV surrounding it.
Figure B.5 shows that in doing so, we observe a corresponding excess in mXof
2.5σ (3.5σ local) significance at ∼80 GeV and high bins in mHat ∼80 and ∼115
GeV at 0.9σ (2.4σ local) significance.
Figure B.3.1 shows the corresponding 2D distributions of mY ×mX and mh ×
mX in windows surrounding the excess, showing hot spots in these distributions
corresponding to the excesses observed in each of the mass variables.
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Figure B.5: BUMPHUNTER fits of mX (a) and mH (b), restricing mY to a window
of (3.0, 4.4) TeV enclosing the original excess. A corresponding excess of 2.5σ
(3.5σ local) significance at ∼80GeV in mXand high bins at ∼80 and ∼115 GeV
of 0.9σ (2.4σ local) significance in mHare observed.

65 70 75 80 85 90 95
MX

2000

3000

4000

5000

6000

M
Y

ATLAS Internal
SR Data, MH in (75, 145) GeV

100

101

102

Ev
en

ts

(a)

80 100 120 140 160 180
MH

60

80

100

120

M
X

 
SR Data, MY in (3.0, 4.4) TeV

0

2

4

6

8

10

12

14

Ev
en

ts

(b)

Figure B.6: 2D histograms of (a) mY ×mX and (b) mh×mX showing hot spots at
(3.7 TeV, 80 GeV) in mY ×mX and (80 GeV, 80 GeV) in mh ×mX . These values
correspond to the individual excesses observed in each of these mass variables.

B.3.2 Dependence on the analysis region selections
The observed excess is not strongly dependent on the anomaly score. Figure B.7
shows that in a region inclusive of the anomaly score selection, the same feature at
3.7 TeV at 3.1σ (4.2σ local) significance is observed. This provides evidence that
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the excess is not an artifact of the novel VRNN implemented in this analysis, from
which the anomaly score is derived.

1.5 2 2.5 3 3.5 4 4.5 5

 [TeV]YM

1−10

10

310

510

710

E
ve

nt
s

1.5 2 2.5 3 3.5 4 4.5 5
 [TeV]YM

5−

0

5

S
ig

ni
fic

an
ce

-1=13 TeV, 140 fbs

SR Data

CR0 Reweighed

BumpHunter interval

 local)σ (4.2σ3.1
-value = 0.001p in (75.5, 95.5) GeVXM

AS Inclusive
Fit Range: 1.5 - 4.9 TeV

Figure B.7: BUMPHUNTER fit of mY inclusively of the anomaly score selection in
the mX bin of (75.5, 95.5) GeV. We observe a deviation of data from background at
3.1σ (4.2σ local) significance in the same location as in the anomaly score selected
region.

The excess is not observed in either of the nominal analysis regions. This is shown
on figure B.9, where the BUMPHUNTER fits in the merged and resolved regions
show no significant deviation from the background. The BUMPHUNTER intervals
determined from these fits are also not centered at the 3.7 TeV value of the excess.

B.3.3 Contribution from binning artifacts
The analysis bins for mY and mX are chosen in a way to account for statistics in
the tails of the mY distribution by widening the bins in the tail. the possibility
that the procedure performed could be enhancing a series of fluctuations in the
mY tail and generating a false excess. Figure B.9 shows two BUMPHUNTER

fits in mXbins determined from the mass resolution, with mY bins deliberately
chosen very finely to dissipate a potential fluctuation. We conclude that the excess
observed is resistant to binning changes, as we observe a 3.1σ (2.9σ local) and a
3.4σ (3.4σ local) significance excesses in mX bins of (69.5, 89.5) and (74.0, 94.5)
at 3.7 TeV, respectively.
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Figure B.8: BUMPHUNTER fits in the Two-prong merged (a) and resolved (b)
regions in themX bin of (75.5, 95.5). No significant deviation from the background
is observed.

B.3.4 Contribution from detector artifacts
The possibility of a detector artifact coalescing to generate an excess in mY has
been considered. The excess is centered at 3.7 TeV in mY and at 80 GeV in
mX , so the windows were restricted around the BUMPHUNTER intervals of (3.4,
3.9) TeV and (70, 90) GeV in mY , mX respectively and plotted both detector and
kinematic variables from the events comprising the excess.
In the figures of this subsection, “SR” will represent the signal region excess events
while “CR0” will represent the control region without being reweighed by the
DNN weights.
Figure B.10 shows that all the event numbers and run numbers of the excess events
are unique. The run numbers are clustered towards more recent runs, though
figure B.11 shows that no pile-up effect is discernible between the excess events
and those in the control region. Figure B.12 shows the distribution of η, ϕ,∆η,
and ∆ϕ for both the X and Higgs candidates in the excess events. The majority of
the events are produced back-to-back and lie on the endcaps, though no abnormal
feature signaling a detector problem is observed.
Figure B.13 shows the pT and E distribution of the events, with no trend between
the SR and CR0 observed.
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Figure B.9: BUMPHUNTER fits in mX bins of (69.5, 89.5) (a) and (74.0, 94.5) (b)
as determined from the signal mass resolution, with mY bins chosen to be four
times as fine than the nominal. We observe a 3.1σ (2.9σ local) and a 3.4σ (3.4σ
local) significance excesses in (a) (69.5, 89.5) and (b) (74.0, 94.5), respectively, at
3.7 TeV.
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Figure B.10: Event numbers (a) and run numbers (b) for the events comprising
the excess. No duplicate events or multiple events coming from the same run are
observed.

B.3.5 Characterization of jet mass shapes
Figure B.5 shows a corresponding excess in mX at 80 GeV. The observed shape of
this distribution has been studies to understand whether it matches that of large-R
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Figure B.11: Mean number of interactions per bunch crossing ⟨µ⟩ for the events in
the excess. No discernble deviation from control region data is observed.

jet by overlaying a Y → XHsignal MC with mXat 80 GeV, and W/Z+jets MC to
also rule out a potential contamination from W/Z events.
In Figure B.14 can be observed that the excess in mX is too narrow to correspond
to a large-R jet mass shape, or to either the Y → XHor W/Z+jets events.

A contribution from W/Z events can be ruled out by noting on figure B.15, that
the excess events do not show a two-pronged substructure.
From figure B.16, it is visible that from the Xbb Tagger probabilities, the X can-
didate is very QCD-like, while the Higgs candidate is very Higgs-like. A Z
contribution in the Higgs candidate is possible, though ruled out, as no high bin at
90 GeV is seen in the mH distribution in figure B.5. Some events in the analysis
also contain a third jet, though it can be noted here that out of 63 events in the
excess, only 10 contain a third jet. This proportion is similar in the control region,
and so no abnormal behavior is observed.
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Figure B.12: Excess events’ η and ϕ for theX candidate (top) and Higgs candidates
(middle), and ∆η and ∆ϕ (bottom). The η distributions show the events are
predominantly in the endcaps, and ∆ϕ show they are back-to-back. No systematic
difference between SR and CR0 is observed.
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Figure B.13: Excess events’ pT and E for the X candidate (top) and Higgs candi-
dates (bottom). No systematic trends between SR and CR0 are observed.
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Figure B.14: Overlay of a Y → XHsample MC (a) and of W/Z+jets MC (b) over
the excess events in mX . The width of the excess distribution is too narrow to
correspond to either of these samples
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Figure B.15: Dtrk
2 (left) and D2 (right) distribution for the events in the excess.

Most of the events lie above the Dtrk
2 < 1.2 threshold of the merged exclusion

region and these distributions do not correspond well to a two-pronged topology.
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Figure B.16: Xbb Tagger Higgs (top), Top (middle), and QCD (bottom) probabilities
for the X and Higgs candidates for the events in the excess. We observe that the
Higgs candidate is very Higgs-like, while the X candidate is very QCD-like.
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