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Abstract

Medical image computing refers to the process of extracting relevant
information from medical images for the characterization of the area un-
der analysis. The large amount of information to consider, and the high
complexity of medical images, which make the manual inspection a very
tedious and hard task, have prompted research into proposing solutions for
the automatic analysis of radiological acquisitions. More recently, Artifi-
cial Intelligence (AI), and in particular Machine Learning (ML) and Deep
Learning (DL), had a radical spread in medical image computing with
surprising results. Moreover, the use of deep neural networks has also en-
abled the development of DL-based solutions in medical applications char-
acterized by the need of leveraging information coming from multimodal
data sources, raising the Multimodal Deep Learning (MDL). However, in
healthcare, it is very difficult to obtain high-quality, balanced datasets
with labels due to privacy and sharing policy issues. Several applications
have leveraged DL approaches in data augmentation techniques, proposing
models that are able to create new realistic and synthetic samples. As a
consequence, it is possible to identify a new source of data, that is denoted
as synthetic data source. The aim of this thesis is to investigate the DL
approaches in medical image computing, considering the presence of mul-
tiple data sources. In the case of multimodal data sources, a systematic
analysis of multimodal data fusion techniques is performed introducing an
innovative transfer module that allows the different modalities to influence
each other, while in the analysis of synthetic data source, a DL-based data
augmentation method is proposed that exploits the biological character-
istics of the images implementing a physiologically-aware synthetic image
generation process.

Keywords: Artificial Intelligence, Medical Image Computing, Deep Learn-
ing, Multimodal Learning, Image Synthesis



Sintesi in lingua italiana

L’elaborazione delle immagini mediche si riferisce al processo di es-
trazione di informazioni rilevanti per la caratterizzazione dell’area in anal-
isi. La grande quantità di dati da considerare e l’elevata complessità delle
immagini mediche, che rendono l’ispezione manuale un compito molto
complesso, hanno spinto la ricerca a proporre soluzioni per l’analisi au-
tomatica delle acquisizioni radiologiche. Recentemente, l’Intelligenza Ar-
tificiale (AI), e in particolare il Machine Learning (ML) e il Deep Learning
(DL), hanno avuto una diffusione radicale nell’elaborazione delle immagini
mediche con risultati sorprendenti. Inoltre, l’uso di reti neurali profonde
ha permesso lo sviluppo di soluzioni basate sul DL in applicazioni che
sfruttano informazioni provenienti da fonti di dati multimodali, dando vita
al Multimodal Deep Learning (MDL). Tuttavia, nel settore sanitario è
molto difficile ottenere insiemi di dati bilanciati, di alta qualità e etichet-
tati, a causa di problemi di privacy e di politica di condivisione. Diverse
applicazioni hanno sfruttato gli approcci DL nelle tecniche di data aug-
mentation, proponendo modelli in grado di creare nuovi campioni realis-
tici e sintetici. Di conseguenza, è possibile identificare una nuova fonte di
dati, definita fonte di dati sintetici. L’obiettivo di questa tesi è indagare
gli approcci di DL nell’elaborazione di immagini mediche, considerando la
presenza di più sorgenti di dati. Nel caso di fonti di dati multimodali viene
effettuata un’analisi sistematica delle tecniche di fusione, introducendo un
modulo di trasferimento innovativo che consente alle diverse modalità di
influenzarsi reciprocamente, mentre nell’analisi della fonte di dati sintetici,
viene proposto un metodo di data augmentation basato sulla DL che sfrutta
le caratteristiche biologiche delle immagini implementando un processo di
generazione fisiologicamente corretto.

Parole chiave: Intelligenza Artificiale, Elaborazione di Immagini Mediche,
Deep Learning, Multimodal Learning, Sintesi di Immagini
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Chapter 1
Introduction

Nowadays, the term "Artificial Intelligence" (AI) is inherent in a very
diverse range of application contexts such as automotive and avionics,
smart cities, robotics, security, and telemedicine. The relationship between
intelligent computer systems and people is becoming more and more no-
ticeable in daily life, and even companies have started to integrate AI in
logistics and industrial operations.
AI aims to simulate human intelligence in machines, making computers
able to perform the typical human mind referring to the capacity of ab-
straction and problem-solving. This characteristic highlights that the in-
telligent machines can generate general rules or concepts (abstraction)
and exploit them for overcoming obstacles or solving specific tasks, im-
plementing a process similar to what is innate in the human mind. In
particular, the term "Machine Learning" (ML) is referred to the ability of
AI systems to simulate the human learning process, that is from experi-
ence or examples. Indeed, ML models are able to get knowledge from a
set of examples and become aware by information or observation. This
property completely transforms the way the solution to different tasks is
determined. It is no longer necessary to define a precise and unambiguous
sequence of steps (algorithm) as the model is able to autonomously learn
the concepts and abilities required to solve the specific problem. Among
ML models, Artificial Neural Networks (ANNs), have definitely achieved
the largest success consisting of a layered structure of computing elements
(artificial neurons) that is inspired by the human brain, simulating the
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complex interconnected structure of biological neurons. More recently,
the vastly increased amounts of data, the advances in General-Purpose
GPU (GP-GPU) computing, and the development of frameworks enabled
the definition of complex and flexible ANNs, determining the rise of Deep
Neural Networks (DNNs), and, in general, Deep Learning, that is a subset
of ML characterized by "very deep and complex networks". The layered
structure of neurons is able to create a high-level representation of the in-
put while extracting the set of concepts needed to solve a specific problem.
The key aspect of DNNs is their ability to autonomously learn the best
set of features for the task under analysis, exceeding human capabilities
in some applications. This characteristic, known as features learning, has
played a key role in the recent spread of AI, allowing DL and DNNs also
in domains lacking an effective and defined set of features. DL approaches
gained surprising performance, overcoming the classical ML models in sev-
eral fields. Indeed, ML-based solutions require a step of features definition
and selection, which is a tedious task performed by the domain expert,
while DNNs directly determine the best data representation able to cap-
ture the main aspects of the specific problem to solve.

Healthcare is one of the domains that is still experiencing a huge im-
pact of AI. It is identified as one of the most promising applications of
AI [158] that provides "intelligent" systems to support both patients and
physicians. The first AI applications were introduced in the 1970s, imple-
menting rule-based approaches for the diagnosis of diseases [27], treatment
selection [132], physicians assistance [96]. However, the definition of rule-
based systems was very complex since they require an explicit and well-
defined set of rules and human interactions for the updates. Moreover,
the performance was limited by the difficulty of being able to encode and
model the complex mechanisms affecting two or more entities. The abil-
ity to learn complex interactions and autonomously extract the concepts
required to solve a specific task without a set of predefined steps made
ML increasingly applied in healthcare with very promising results. ML
techniques enabled the spread of AI in the medical field and contributed
to the discovery of previously unrecognized patterns in the data without
the need to specify decision rules [158].

Among all healthcare sectors, medical image analysis or medical im-
age computing is the research field experiencing the greatest impact of
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AI-based solutions that particularly exploit ML and DL models. Med-
ical imaging refers to the set of tools that deal with the visualization
of areas of the body normally concealed by the sight. In recent years,
technological advancements in image acquisition have enabled novel and
innovative imaging modalities, such as multi-slice (volumetric) and multi-
energy Computed Tomography (CT), multi-parametric and multi-frame
(dynamic) Magnetic Resonance Imaging (MRI), dynamic Positron Emis-
sion Tomography (PET), or multimodal (hybrid) PET/CT and PET/MRI
imaging technologies. Medical image computing consists of the extraction
of relevant information from images for the categorization of anatomical
structures or diseases. The manual analysis of medical images results in
a very tedious and complex task due to the intrinsic characteristics of
the data and the huge quantity of information to be considered. As a
consequence, physicians make often use of tools, namely Computer Aided
Detection/Diagnosis (CAD) systems, supporting them in image process-
ing. More recently, different AI solutions, exploiting ML and in particular,
DL approaches, have been proposed for the implementation of a CAD sys-
tem covering the main steps of image registration, aiming to remove noise
or artifacts intrinsic to diagnostic tools, image detection/segmentation, for
the detection of a specific region of interest, and image classification, for
categorization of the previously defined area.

The complexity of medical image processing strongly depends on the
intrinsic nature of the data to be investigated, usually represented by a
3D or 4D volume in the case of temporal dimension (i.e dynamic MRI).
Furthermore, in several applications, there is the need of exploiting data
coming from multiple sources or modalities that provide complementary
information, increasing the level of complexity. The idea is that hetero-
geneous images may highlight different characteristics of the area under
analysis that are useful for its characterization. Data from various modal-
ities need to be fused to provide a rich representation of the phenomena
to be explored. The multiple data sources may include sequences acquired
during the same imaging exam or form independent diagnostic tools. In
the first case, an example is the MRI that involves the acquisition of het-
erogeneous sequences, such as the Dynamic-Contrast Enhanced (DCE),
the T2-weighted (T2), and the Diffusion-Weighted Imaging (DWI) ones.
In the second case, different imaging tools, for instance, T1-weighted (T1)
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MRI and dynamic PET showing structural properties and metabolic func-
tions of the tissue under analysis respectively, are exploited in the same
task. Although the two scenarios share the need to combine several sources,
they differ in the way the images are acquired. Indeed, the independence
between the diagnostic tools refers also to the moment of the acquisi-
tion, which may not coincide between different images causing the lack
of a modality in some patients. The presence of multiple data sources
in medical image analysis enables the spread of Multimodal Learning in
healthcare, which allows the fusion of complementary information from
heterogeneous diagnostic tools. When investigated in conjunction with
deep networks, multimodal learning is known as Multimodal Deep Learn-
ing [116], leveraging the ability of the DNNs to provide an effective high-
level representation of the input. Techniques for multimodal data fusion
can be categorized into early, intermediate, and late fusion [116] and differ
according to when the integration is performed.

The strength of DNNs consists of their autonomous features learning.
However, this characteristic comes with a huge number of parameters to
learn, resulting in a need for a long training time and a suitable number of
annotated samples. Unfortunately, in the medical field, it is very difficult
to obtain high-quality, balanced datasets with labels. Indeed, in contrast to
natural image processing, the solutions exploiting medical imaging require
the consensus of both domain experts and patients, resulting in privacy
issues [2]. Data augmentation is a technique introduced to increase the
variability of the data used for training, providing an attempt to handle
the problem of the limited size of data. It consists of the creation of addi-
tional representative images which simulate changes in the acquisitions and
anatomical variations of patients. More recently, several applications [19]
have leveraged DL approaches for the implementation of data augmenta-
tion techniques, proposing models that are able to create new realistic and
synthetic samples. Such models, referring as generative networks, learn
the distribution of the real data, namely the acquired images, and gener-
ate samples with the same characteristics. The result is a set of synthetic
images that are used to improve the generalization ability of the DNN
involved in the specific AI application. As a consequence, during the de-
velopment of the solution, it is possible to identify a new source of data,
that is denoted as synthetic data source. However, despite promising, DL
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naive use may not be effective since medical images are more than pictures
[38]. In the case of DL-based data augmentation approaches, the synthetic
images should preserve the physiological and biological characteristics of
the tissue under analysis.

The aim of this thesis is to investigate the AI approaches in medical im-
age computing, considering the presence of multiple data sources, namely
multimodal and synthetic ones, and proposing innovative methodologies
in comparison with the current literature. The contribution of this thesis
can be detailed for each data source and summarized as follows:

• Multimodal Data Sources: an innovative module, namely the Trans-
fer Module, is proposed to implement the cross-modality calibration
of the representations extracted by the DNNs, allowing the differ-
ent modalities to influence each other; a multi-input multi-output
network is implemented to handle the lacking of different modalities
in some patients; the analysis of multimodal data fusion techniques
is performed in two different scenarios that include sequences ac-
quired during the same imaging exam and from independent diag-
nostic tools, respectively.

• Synthetic Data Sources: an innovative DL-based data augmentation
is proposed that exploits the biological characteristics of the images
in the generation of new samples, implementing a physiologically-
aware synthetic image generation process; a nested training strategy
is implemented to handle both real and synthetic images; a DL-based
data pre-processing step is exploited to highlight the components of
the image that best fit the specific task to solve.

This thesis is organized into four main parts: Part I introduces the prin-
ciples of medical image computing, and the main concepts of AI, focusing
on deep learning and multimodal deep learning in the medical domain; Part
II addresses the multimodal data sources and analyzes the multimodal data
fusion techniques in two different applications; Part III focuses on the syn-
thetic data source proposing an innovative DL-based data augmentation
technique that considers the physiological characteristics of the images in-
volved in the analysis; finally, Part IV summarizes the content of the work
and provides the conclusions.
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In the last years, Artificial Intelligence (AI) has become part of daily life
with applications showing surprising results in several domains. In particu-
lar, the complexity and the rise of data in healthcare made AI increasingly
applied in this field, resulting in a profound transformation in many as-
pects of patient care as well as administrative processes. Pharmaceutical
pharmacies involve AI approaches for the development of drugs, which is a
competitive and expensive medical business, reducing the time required for
drug discovery and validation. The AI ability to extract information from
a set of data is exploited to provide automatic detection, segmentation,
and categorization of different diseases and to make a step forward in pre-
cision medicine, that proposes treatments and strategies considering the
variability among different patients. Healthcare organizations experiment
with applications based on natural language processing (i.e chatbots) to
support both patients and physicians in administrative processes.
However, biomedical image processing is one research area experiencing the
greatest increase of AI-based solutions, providing physicians with systems
supporting them in the challenging task of medical image analysis for the
detection and characterization of different diseases. Indeed, the medical
image analysis or medical image computing turns out to be a tedious and
time-consuming process with intra- and inter-observation variability, that
compromises the effectiveness of the results.
In the first part of this thesis, Chapter 2 describes the principles of med-
ical image computing, while Chapter 3 introduces the main concepts of
Artificial Intelligence, focusing on Deep Learning and Multimodal Deep
Leaning in the medical domain.





Chapter 2
Medical Image Computing

Medical imaging, biomedical imaging, and "diagnostic by imaging" all
relate to an area of medicine that deals with seeing bodily parts and struc-
tures that are ordinarily out of sight as well as providing physiological data
on specific organs and tissues. All imaging techniques exploit one or more
physical laws or properties, with the aim of inferring tissues’ character-
istics from the measured signal: for example, radiography makes use of
x-ray radiations, which are absorbed at different rates by different tissue
types such as bone, muscle and fat, allowing their recognition.
Novel imaging modalities, such as multi-slice (volumetric) and multi-energy
Computed Tomography (CT), multi-parametric and multi-frame (dynamic)
Magnetic Resonance Imaging (MRI), dynamic Positron Emission Tomog-
raphy (PET), that include temporal dimension, or multi-modal (hybrid)
PET/CT and PET/MRI imaging technologies, are being introduced in
medical practices as a result of ongoing technological advancements in im-
age acquisition. Medical image analysis or medical image computing refers
to the process of extracting relevant information or knowledge from medi-
cal images with the aim of developing potential non-invasive biomarkers for
the detection and characterization of the disease. Although being closely
related to medical imaging, it focuses on the computational analysis of the
images, not their acquisition with the aim of improving the interpretabil-
ity of the depicted contents [121]. Within the wide variety of imaging
applications, the problem related to the analysis of medical images can be
grouped into three basic tasks, namely, the visualization, registration, and
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segmentation.
The visualization plays a key role in medical image computing since it is
used to understand and communicate all the information extracted from
the data that need to be presented in the most optimal way, supporting
the diagnosis and therapy planning. The presence of volumes acquired at
different time points (i.e Dynamic MRI or PET) or from different modal-
ities (i.e. CT, MRI and PET), containing complementary information,
results in the need of introducing a registration operation that determines
the spatial relationship between different acquisitions, establishing the cor-
respondence between them. The image registration aims to compensate
for the unknown differences in patient positioning in the scanner or for
the deformations of tissue and organs between different time points. In
medical imaging, the segmentation consists of identifying the regions of
interest by partitioning the image into different groups, corresponding to
organs, tissues, pathologies, or relevant structures. It allows the definition
of geometric properties of the objects, such as shape and volume.
However, the processing of the massive volumes of imaging data produced
by various modalities has grown to be an enormous challenge for diagnosis,
therapeutic planning, follow-up, and biomedical research [117].

2.1 Challenges in Medical Image Computing

The manual analysis of medical images by human experts results in
a very tedious and time-consuming task. Moreover, different factors con-
tribute to the complexity of medical imaging processing that depend on
the intrinsic characteristics of the data, the specific region of interest, and
the difficulty of the validation step.

The complexity of the data is a consequence of the fact that medical im-
ages are typically 3D or 4D volumes if the temporal dimension is considered
together with the spatial characteristics. Although the multi-dimensional
nature provides additional information, it introduces another level of com-
plexity [117]. Indeed, instead of processing images slice-by-slice cutting the
volumes along a specific dimension, the 3D analysis is more effective, since
it exploits the volumetric characteristic of the tissue under analysis. As
aforementioned, the imaging techniques consider different physical princi-
ples, and the quantification of the images is complicated by the intrinsic
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limitations of the image acquisition process, in terms of resolution, lack
of contrast, noise, or presence of artifacts. For instance, in the modalities
that require several time points (i.e Dynamic MRI), even the involuntary
patient’s movement may compromise image quality. Furthermore, in sev-
eral applications, there is the need of exploiting data coming from multiple
images that provide complementary information. As a consequence, the
fusion of different modalities represents another level of complexity.

The objects of interest in medical images typically represent anatomical
structures, such as tissues or organs, either normal or pathological (i.e., le-
sions). They usually present complex shapes that cannot easily be modeled
or described by a mathematical model. Moreover, involuntary movements
such as breathing-related motions, cause a large intra-patient variability of
the anatomical structures that affects the image acquisition process, while
inter-subject variability is a consequence of normal biological variation and
pathological changes. In general, medical images belonging to the same
patient at different time points or to various subjects may show signifi-
cant variability both in shape and in intensity [117], although related to
the same anatomical structure. The complexity of objects of interest is a
direct result of the difficulty of modeling their variability. Indeed, compu-
tational strategies for medical image analysis need to take this variability
into account and be sufficiently robust to perform well under a variety of
conditions.

Medical imaging allows the extraction of quantitative and qualitative
information from structures of the body not visible from the outside.
Hence, the evaluation of the analysis is often impossible in most appli-
cations due to the lack of a ground truth. In clinical practice, the ground
truth, such as the manual detection or delineation in the case of image seg-
mentation, is provided by a domain expert, that is the physician involved
in the analysis. However, the intra- and inter-observation variability may
compromise the effectiveness of the process. As a consequence, the com-
plexity of the validation depends on the difficulty to have a well-defined
ground truth, not affected by human errors.

The definition of strategies for medical image computing should take
the factors of complexity into account with the aim of proposing methods
that are able to capture the variability of the anatomical structures under
analysis and operate in presence of noise or artifacts while limiting the
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possibility of human errors. In clinical practice, the use of "double reading"
is strongly recommended. It consists of the repetition of the assessments
that are executed several times by the same radiologist or by different
physicians. This recommendation helps to understand the complexity and
sensitivity of the analysis of medical imaging.

2.2 Computer Aided Detection/Diagnosis System

Nowadays, physicians make often use of tools that assist them in the
analysis of medical images. The Computer Aided Detection/Diagnosis
(CAD) System is frequently used in the analysis of challenging medical
examinations both for the huge amount of information to be considered
and for an inherent uncertainty of the data due to the scanning process.
Additionally, it enables the removal of issues brought by intra- and inter-
observation variability, which can be reflected by several assessments of the
same location made by the same radiologist at various times or by various
clinicians [16]. Indeed, CAD systems evaluate data using precise mathe-
matical patterns that follow predetermined and well-defined procedures.
Essentially, a CAD system is made up of a number of independently im-
plemented steps. The processes that are performed are in line with the
system’s goals, which might range from straightforward assistance for the
doctor to a more sophisticated automatism for the decision (i.e diagnosis
of the disease). The bulk of the CAD presented in the literature adheres
to the following general schema:

• Image Pre-processing: This stage contains a series of low-level
preliminary image elaborations with the aim of enhancing quality
by lowering noise introduced during the acquisition step or removing
any artifacts brought by patient movements. This aspect is essential,
particularly if the CAD system is designed for diagnostic instruments
that need acquisitions at different times (Dynamic MRI). Image reg-
istration should thus be included in this phase to lessen the impact
of the motion artefacts. In fact, it enables the transformation of two
different images’ reference systems for comparison. In medical imag-
ing, registration converts or aligns two acquisitions made by various
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equipment or acquired at various points in time. There is a large
variety of algorithms for achieving image registration [12, 87]. An
example of image registration is shown in Figure 2.1.

• Image Segmentation: It entails dividing the image into homoge-
nous regions of interest based on predetermined features. The per-
formance of the subsequent phases is impacted by the accuracy and
quality of the segmentation findings, making this stage the most
crucial. The suggested segmentation methods range from straight-
forward techniques based on thresholding operations to sophisticated
algorithms involving pattern recognition [21]. However, the segmen-
tation process may be complicated by the images’ low resolution and
the presence of noise or distortions, particularly in cases where the
region of interest is tiny relative to the anatomical structure under
analysis (i.e. tumor segmentation). An example of image segmenta-
tion is shown in Figure 2.2.

• Feature Extraction and Selection: It involves the extraction of
characteristics ("features") from previously selected areas of interest.
As a result, the item to be analyzed is represented by a vector of
attributes that are assumed to be pertinent to the particular issue
at hand. In the literature, many feature classes have been proposed;
they are included in Table 2.1.

• Image Classification: In this step, the systems help the physician
in the diagnosis of the disease, by collecting the information extracted
in the previous stages. In particular, a class or label is associated
with each region of interest with a probability, that represents the
affinity of each object in a given class. In other words, the previously
extracted features are further processed to determine the "type" of
the anatomical structure under analysis. In most cases, the clas-
sification step involves approaches based on pattern recognition, in
which a model, that is a classifier, needs to be trained for the specific
task to solve.

It is worth noting that there is no need to implement all the stages in
order to classify a system as a CAD. Indeed, the order and the number
of steps vary according to the specific medical application. In particular,
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Features Class Symbol Characterization

Dynamics DYN

These characteristics use measurements taken straight
from the time-intensity curve to assess the temporal
dynamics of the signal.
This class of characteristics is used on
on images that were acquired at different times.

Clinico-Pathologic CL
These characteristics, which reflect the clinical status
and pathological condition of the patient,
are taken from their medical records.

Morphological GEO These characteristics quantify the structure
and geometry of the region of interest.

Textural TXT
These features measure the perceived texture of an image
quantifying the variations in the signal intensity
obtained during the image acquisition.

PharmacoKinetic PBPK
According to PharmacoKinetics (PBPK) Modelling, these
characteristics represent certain physiological properties
of tissues that were computed using a mathematical model

Table 2.1. Different classes of features

CAD systems are categorized into two main groups, namely Computer
Aided Detection (CADe), which focuses on the localization of the disease,
and Computer Aided diagnosis (CADx), for the classification of the disease
[9].
In recent years, CAD systems using radiomics have been developed [9].
Radiomics involves the extraction of quantitative, reproducible informa-
tion, called feature from medical images able to describe complex patterns
that are difficult for humans to grasp [93]. The extracted features aim to
capture properties of the anatomical structures reflecting their shapes, in-
trinsic behavioral characteristics and temporal changes. Additionally, they
are exploited to predict clinical outcomes such as patient survival or treat-
ment response. The most important aspect of radiomic features derives
from the fact that they can be utilized to find previously unidentified in-
dicators of disease evolution and progression, especially when the features
are extracted from a sufficiently big dataset. In particular, "radiomic sig-
nature" corresponds to the set of characteristics that have predictive or
prognostic power. The main idea is that the radiomic features correlate
with the molecular characteristics, genotype, and phenotype of the region
of interest under study allowing the personalization of the treatment, that
is precision medicine.
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Figure 2.1. Example of brain image registration

Figure 2.2. Example of brain tumor segmentation in different images. Each
color corresponds to a specific class

2.3 The Need for Artificial Intelligence

As aforementioned, medical image computing is a tedious task resulting
in the need of implementing systems (CAD) to support physicians in the
analysis. Moreover, the methodologies and strategies introduced for med-
ical image processing need to deal with the different factors of complexity
to be able to operate under several conditions. The imaging procedures
result in complex high-dimensional volumes of data that make the reading
and interpreting very challenging for human eyes [106].
The large amount of information to consider, and the high variability and
complexity of medical images have prompted research into proposing so-



18 Chapter 2. Medical Image Computing

lutions to automate the analysis of radiological acquisitions exploiting the
recent and advanced computational methods developed in computer sci-
ence [106]. Indeed, the digitization of diagnostic methods has enabled the
proposal of new and always more sophisticated software to process them.
In recent years, several methodologies have been implemented in the lit-
erature focusing on CAD systems that exploit Artificial Intelligence (AI)
techniques, which refers to the simulation of human intelligence in ma-
chines and it includes a set of strategies and algorithms that are able to
discover hidden patterns in data while "learning" how to perform a specific
task. Among all AI techniques, Machine Learning (ML) and Deep Learn-
ing (DL) are the most widely used approaches. The former is a subset of
AI including algorithms that learn from examples, extracting from them
the general concepts, that is the knowledge, while the latter is a subset of
ML that involves the use of Deep Neural Networks.
Many AI applications show very promising performance and cover all the
steps implemented in a CAD system, namely the image registration, seg-
mentation, and classification [81], offering an efficient support service that
removes the intra- and inter-observation variability [58]. In medical image
computing, AI solutions provide a way of finding non-invasive and quan-
titative assessments of diseases, which is fundamental for early treatment.
Moreover, they might highlight pattern changes or intrinsic characteristics
that are hidden from the human eye, offering the opportunity to better
understand disease processes [103].
Radiomics is one of the most advanced applications for AI. It first extracts
a large amount of quantitative features from medical images and, after a
careful features selection step, it uses ML models to provide tools to pre-
dict different outcomes all with predictive horizons, such as progression-free
survival, the raise of metastasis in the case of tumor analysis, response to
therapy, etc. A number of recent studies have shown that DL enhances this
manually designed workflow by automatically deriving the radiomic signa-
ture from images. Indeed, the success of precision medicine, which aims to
propose treatments and strategies considering the variability among differ-
ent patients, strongly depends on the evaluation of the biomarkers [77]. As
a consequence, DL methods can explore or create quantitative biomarkers
exploiting medical images and integrating different sources of information
(i.e clinical characteristics).
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Although AI application in medical image computing has shown very
promising results, the physiological characteristics of the regions of in-
terest under analysis should always be considered during the proposal of
AI-based solutions, since “medical images are more than pictures” [38].
This characteristic implies that diagnostic-related information is not only
associated with image texture resulting from the signal intensity. The past
medical knowledge needs to be integrated into the implemented system
with the aim of providing strategies showing biological and physiological
consistency [40, 41].
While many AI solutions have been proposed for medical imaging, it is
often challenging to obtain a high-quality set of images that can be used
for the evaluation of the methodologies. Indeed, it is not easy to operate
with acquisitions coming from different institutions o medical centers due
to privacy issues and data-sharing limitations. As a consequence, most
models are tailored for a specific institution [75] with a lack of generaliza-
tion ability in a different context. Moreover, the limited variability in the
set of data and the small number of samples, especially in the case of rare
diseases, may result in a system with poor performance.
Several AI-based models, especially those exploiting DL approaches, are
considered "black-box" since it is not easy to understand how the algo-
rithms compute their decision. As a consequence, research in literature
is focusing on the definition of techniques of explainable Artificial Intelli-
gence [75], that aim to highlight the locations of the image contributing to
the final outcome. Such techniques help the user to trust the AI system,
explaining the reason behind a specific prediction.
Despite these challenges, the field of AI in medical imaging is constantly
growing with the recent proposals of methodologies showing surprising
results. In particular, ML and DL approaches provide physicians with
systems supporting them in the analysis for the detection and character-
ization of several diseases. It is worth noting that AI-based systems will
not replace human clinicians, but rather will help them in their tedious
tasks [26]. Regardless of the reported performance, no automated system
will be able to replace the human being, the only one capable of empathy
and humanity.





Chapter 3
The Artificial Intelligence Era

As already said, Artificial Intelligence (AI) refers to the simulation of
human intelligence in machines, including methods that enable computers
to carry out operations that are similar to the common human mental pro-
cesses. However, AI applications are not limited to a specific technology,
but rather a collection of them. The term "Pattern recognition" refers
to the recognition and finding of patterns in a set of data. It has sev-
eral fields of application, from data analysis with statistical approaches,
to signal processing, image analysis, and Machine Learning (ML). Indeed
ML is a subset of Pattern Recognition and encompasses the group of al-
gorithms that can "learn from examples," which refers to their capacity
to pick up new skills via practice. The term "to learn" is defined as get-
ting knowledge by study, experience, or being taught, and it highlights
that ML algorithms are able to extract concepts (or knowledge), namely
the "things to be learned", from a set of data. An example is usually
denoted as an "instance" and represents the "example of the concept to
be learned". In healthcare, the most common application of traditional
ML is precision medicine – predicting what treatment protocols are likely
to succeed on a patient considering his/her attributes and the treatment
context. The algorithms require a set of examples, that is the training
set, for which the outcome variable is known, with the aim of learning
through a process known as the training step, the concepts needed to per-
form a specific task. Artificial Neural Networks (ANNs), which are inspired
by the human brain’s network of biological neurons, have unquestionably
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enjoyed the greatest degree of success among all ML models. An artifi-
cial neuron consists of a mathematical operation that represents the basic
building blocks of an ANN, which is a parallel structure whose neurons are
arranged in layers and interact with each other to carry out the desired
task after an appropriate training phase. The value passed to a neuron
is calculated by taking all the values of the neurons in the previous layer,
multiplying them by the appropriate weights, and summing the results.
This sum plus an extra offset, known as the bias, is passed as the input
to a function, known as the transfer function and the output from this
function is the value passed to the successive neuron. The weights, biases,
and transfer functions determine how inputs are transformed into outputs.
The term Deep Learning (DL) is a subset of ML characterized by Deep
Neural Networks (DNNs), consisting of deep architectures organized in sev-
eral stacked layers. DL approaches have become more popular in recent
years for several pattern recognition tasks, beating earlier state-of-the-art
ML models in a variety of fields. This characteristic leads the research
to explore DL approaches in the development of CAD systems, obtaining
excellent results [106] and allowing more complex tasks to be performed
than classical hand-crafted radiomics [54].

3.1 The Spread of Deep Neural Networks

DL approaches have spread to many research areas, thanks to four
main elements:

• Vastly increased amounts of data: A significant amount of data from
many sources has been gathered thanks to new technologies and
growing Internet usage. The evolution of "Big Data" in late 2000,
a term used to describe a collection of data that is too massive and
complicated to be handled by conventional software, demonstrates
the limitations of traditional machine learning techniques and the
need for more intricate models.

• Deeper and larger network architectures: Deeper, more intricate, and
more adaptable models are possible as evaluation data volume rises.
In particular, researchers began to suggest novel approaches using
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various methodologies to enhance the generalization capacity of the
deployed networks.

• Accelerated training using GPU techniques: The recently suggested
networks need high computational power to optimize the huge num-
ber of parameters, typical of deep architectures, and to elaborate the
huge amount of data. As a consequence, the advances in General-
Purpose GPU (GP-GPU) computing strongly supported the adop-
tion of deep learning models, enabling a large decrease in the neces-
sary training periods.

• Proper evaluation of machine learning methods: In the past, it was
common practice for several groups to evaluate the performance us-
ing the same data sets. However, results were sometimes challenging
to compare since different research groups utilized diverse experi-
mental approaches, which frequently resulted in poor baselines. The
introduction of machine learning challenges with large common test
sets makes outcomes more directly comparable and encourages teams
to focus their time and effort on developing their unique approach.

Deep neural networks (DNNs) compose computations performed by
many layers, consisting of neurons organized in a hierarchical architecture.
Typically, each neuron in a layer is connected to all the neurons in the
previous one, creating a fully connected deep neural network. Let Ll be the
l-th layer, with l from 1 to N, representing the number of layers, and nl

be the number of the neurons in Ll. Denoting with x the input vector for
the DNN and the output the the l-th layer xl is computed as follows:{

xl = f l(W lx(l−1) + bl) l > 1
x1 = f1(W 1x+b1) l = 1

(3.1)

where xl ∈ Rnl×1, xl−1 ∈ Rnl−1×1, W l is a nl × nl−1 matrix in which the
wl
ij element represents the weights between the i-th neuron in the layer l

with the j-th neuron of the layer l − 1, bl ∈ Rnl×1 represents the bias of
the layer l and f l is its activation function. In particular, the activation
function helps the network learn the complex and nonlinear pattern in the
data, influencing what is transferred to the next level.
The described DNN is called feedforward because information flows from
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the input x, through the intermediate layers, and finally to the output y.
There are no feedback connections in which outputs of the model are fed
back into itself. Figure 3.1 shows an example of connection between two
layers, having 2 and 3 neurons respectively (nl = 3 and nl−1 = 2). The
Equation 3.1 is detailed as follows:xl1

xl2
xl3

 = f l(

wl
11 wl

21

wl
12 wl

22

wl
13 wl

23

 ·
(
xl−1
1

xl−1
2

)
+

bl1
bl2
bl3

) (3.2)

The rectify function (ReLU), defined as f(x) = max(0, x) is an example of
activation function that yelded superior results in many different settings.
Since it is 0 for negative argument values, some units in the model will
yield activations that are 0, giving a “sparseness” property that is useful
in many contexts. Table 3.1 gives a list of different activation functions.

Figure 3.1. Example of connection between two layers, having 2 and 3
neurons respectively (nl = 3 and nl−1 = 2)

Convolutional Neural Networks (CNNs) are a special kind of feedfor-
ward networks that has proven extremely successful when the input is a
multi-dimensional array or data with a grid-like topology [11]. Examples
include image data, which can be thought of as a 2D grid of pixels. The
name "Convolutional Neural Network" indicates that the network imple-
ments a mathematical operation called convolution that is used in place of
the general matrix multiplication described in Equations 3.1 and 3.2. This
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Name Function
Sigmoid f(x) = 1

1+e−x

Hyperbolic f(x) = ex−e−x

ex+e−x

Softplus f(x) = log(1 + ex)
ReLU f(x) = max(0, x)

Leaky ReLU f(x) =
{

x x ≥ 0
ax x > 0

Table 3.1. Examples of activation functions

operation is used to apply filters to the input data obtaining a set of orga-
nized features. The filtering operation can be implemented by multiplying
a relatively small spatial zone of the image by a set of learnable weights
and feeding the result to an activation function like those discussed above.
The operation is repeated around the image using the same weights (pa-
rameters sharing).
When viewed as a layer in a neural network, called convolutional layer,
that takes an image as input, this filtering operation can be viewed as
a set of constraining spatially organized neurons that compute features
within a limited region of the input known as the neuron’s receptive field.
In a convolutional, layer the filter used in the convolutional operation is
denoted as kernel, while the output is the features map, containing the
filter’s response to each spatial location.
Instead of using a set of predefined filters, CNNs jointly learn sets of convo-
lutional filters, demonstrating the remarkable capacity to "autonomously
learn" during the training stage the optimum input representation for the
particular task under investigation. This characteristic, known as feature
learning, has been essential to the recent rise of AI since it allowed the
technology to be applied in fields like medicine where expert-designed fea-
tures were unsuccessful. Indeed, it removes the need for the hard job of
features engineering by eliminating the features extraction stage that is
usual in standard ML systems.
Although the deep hierarchical design of a CNN, which can learn features
at many levels of abstraction [34, 141], is its key strength, it results in
a huge number of parameters to learn, requiring a lengthy training stage
and a sufficient amount of annotated examples. Unfortunately, assembling
a large dataset is a challenging, expensive, and time-consuming opera-
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tion, particularly in fields where it is difficult to obtain a lot of samples.
Biomedical imaging is an example where gathering large datasets is not
only technically challenging (privacy-related difficulties, various methods,
etc.), but also complicated due to the extreme class imbalance (e.g. be-
tween positive and negative oncology patients). An increasingly common
approach to face this issue is to use Transfer Learning, which refers to
the process of applying what has been learned in one task (e.g., utilising
pre-trained CNN parameters) with an adequate quantity of training data
to another (sometimes very different) task. Transfer learning is being used
more and more in current research to develop high-performance solutions
in a variety of sectors [105]. Specifically, two separate methods may be
used to look for transfer learning:

• Fine-tuning: It involves applying the previously trained CNN to a
new task. To do this, a pre-trained network is used as a starting
point, followed by a training step using data from the new task.

• CNN as a feature extractor: The assumption is that the pre-trained
CNN has acquired how to extract a set of characteristics that should
be useful also for the new task. Thus, by feeding the pre-trained
network with the new data and using the output of one of the con-
volutional layers to create a new set of features, it is possible to take
advantage of this expertise. Any type of machine learning model
may then be trained using these features to perform the new task.

In the medical field, DL approaches are widely exploited for the implemen-
tation of CAD systems [77, 140]. Moreover, the use of transfer learning
helped the implementation of models for various diseases and different im-
age modalities. Several CAD systems have been proposed in the literature
for breast cancer [153], lung cancer [73, 50], and Alzheimer’s disease [138],
showing promising results. The spread of CNNs improved the performance
for the tasks of image classification, image segmentation, and generation
[64]. The image classification is exploited to differentiate several diagnoses,
the presence or absence of a disease, or the type of malignancy. Applica-
tions for image segmentation include approaches for the segmentation of
lungs, tumors, biological cells, or bone tissue. However, in the medical
field, it is difficult to obtain high-quality, balanced datasets with labels.
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To overcome the issue, several proposals in the literature exploit CNN for
synthetic image generation.

Autoencoders are another type of feedforward network that learns an
efficient coding of its input. The objective is simply to reconstruct the in-
put, but through the intermediary of a compressed or reduced dimensional
representation. Figure 3.2 shows a simple autoencoder consisting of several
layers. It is worth noting that an autoencoder can be implemented con-
sidering fully connected o convolutional layers. The architecture consists
of an encoder and a decoder. In particular, the former is used to provide
a compact or “compressed” version of the input, known as latent-space
representation (z), while the latter aims to reconstruct the input starting
from its encoded version.
The characteristic of the autoencoder to make the output equal to the in-
put may sound useless. However, different applications are more interested
in the hidden representation than the decoder’s output. Indeed, the aim
is to compute a compressed version that retains all the useful properties
that are the salient features of the data distribution. The quality of the
representation is determined according to the ability of the decoder to re-
construct the input. Moreover, recently, theoretical connections between
autoencoders and latent variable models have brought autoencoders to the
forefront of generative modeling, exploiting a variation of the latent rep-
resentation to create new instances belonging to the same distribution of
the input data.

3.2 The Need for Data Augmentation

Deep neural approaches require a large amount of data in the training
stage with the aim of preventing overfitting that limits the generalization
ability of the networks [19]. However, the application of DL in the medical
field is challenged by the limited size of the data, since it is very difficult to
obtain high-quality, balanced datasets with labels. Indeed, in contrast to
natural image processing, the solutions exploiting medical imaging require
the consensus of both domain experts and patients, resulting in privacy
issues [2].
Data augmentation is a technique introduced to increase the variability of
the data used for training, providing an attempt to handle the problem of
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Figure 3.2. A simple autoencoder consists of an encoder and a decoder. In
particular, the former is used to provide a compact or “compressed” version of
the input, known as latent-space representation (z), while the latter aims to
reconstruct the input starting from its encoded version.

the limited size of data. It consists of the creation of additional represen-
tative instances which simulate changes in the acquisitions and anatomical
variations of patients by applying some transformation to the training im-
ages. This procedure prevents the model from specializing too much in the
training set, improving its generalization ability and avoiding overfitting.
In the literature, different basic data augmentation techniques are imple-
mented in medical image analysis:

• Geometric transformations: they represent the most common tech-
niques and include image scaling, translation, rotation, and shearing.

• Cropping: this technique randomly extracts patches from an existing
image. These patches are then added to the original training set,
increasing the size.

• Occlusion: it implements a concept similar to cropping since it se-
lects patches from an image. However, they are removed to generate
augmented images.

• Intensity operation: it manipulates the values of the pixels within
the image by modifying the brightness or contrast.

• Noise injection: it simulates the noisy images by introducing some
noise that is sampled from a random distribution.
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• Filtering: this transformation is implemented by using a convolu-
tional operation. By changing the filter an image can be sharpened,
blurred, or smoothed to produce an augmented image.

• Combination: it creates a new image by combining two samples of
the data set [160]. It implements a weighted combination of random
image pairs from the training data.

Despite the presence of different techniques, basic data augmentation may
not be sufficient in generating the variability needed to improve the gen-
eralization of the model. As a consequence, the deformable augmentation
techniques simulate a range of possible variations during a clinical scan,
such as patient movement, artifacts, or tissue deformation. In particular,
the Randomised displacement field uses a generated deformation field to
create a variation in the geometric shape, while the Spline interpolation
consists of a mathematical operation that allows the smooth deformation
of images. In applications where there is the need to compare different
image modalities (i.e CT/MRI), a common use is the deformable image
registration techniques that exploit the process of image registration mod-
ifying the content of an image in order to match it with a reference one[70].
The surprising results of DL in image processing have led several studies
to exploit DL approaches for the implementation of data augmentation
techniques. The purpose is to propose models able to create new realistic
samples, namely synthetic images, learning the distribution of the input
data. Most of the works in the literature focusing on medical imaging
exploit Generative Adversarial Networks (GAN) that learn how to map a
random distribution to the distribution of real samples [19].

3.3 Multimodal Deep Learning

The term modality refers to a single, specific source of data. In medical
imaging, MRI, PET, or CT are examples of image modalities. The use of
multiple and different sources provides complementary information that
improves the detection and analysis of diseases, resulting in the need by
physicians for techniques that aim to combine and simultaneously analyze
different image modalities.
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Multimodal Learning allows the fusion of complementary information com-
ing from heterogeneous sources with the aim of providing a richer data rep-
resentation than the unimodal approach. When investigated in conjunc-
tion with deep networks, multimodal learning is also known as Multimodal
Deep Learning (MDL) [116]. In recent years, several data fusion techniques
have been investigated in the research community [8, 62] resulting in three
main levels: early fusion or data-level, late fusion or decision-level, inter-
mediate or joint fusion.
The early fusion combines data from different sources, including tech-
niques that aim to remove the correlation between them or propose a
lower-dimensional common space. It exploits principal component analy-
sis, independent analysis, and correlation analysis before using a classical
ML algorithm. The late fusion began popular when researchers started
to focus on ensemble learning, leveraging the ability of different models
while the intermediate fusion directly follows from the layered structure
of DNNs, providing a flexible approach with promising results in different
contexts.

Early fusion consists of the integration of different and heterogeneous
sources of data in a single structure that is then used as input for a DL
model. In the case of medical image analysis using CNNs, the simplest
strategy involves concatenating the acquisitions in a single volume. How-
ever, the inherent characteristics of each image modality, such as different
resolutions or sampling times, may make the creation of a single struc-
ture very complex. As a consequence, it is possible to extract a high-
level representation from each input modality before performing the fu-
sion. In this case, handcrafted features and those extracted exploiting a
DNN are merged in a single layer. Indeed, the simplest form to imple-
ment early fusion is to concatenate several features vectors as proposed
in [112]. Since the features are first extracted from each imaging modal-
ity and then merged in a single structure, the early fusion may not fully
take into account the complementary nature of the images, creating vec-
tors with redundancy. This characteristic requires the implementation of
techniques for features reduction like the principal component analysis.

Late fusion integrates the decision coming from different models, each
trained on a specific image modality. In other words, this technique com-
bines the decision of independent "experts", exploiting the fact that errors
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from multiple models tend to be uncorrelated. There are different com-
bining strategies such as majority voting, averaged-fusion, Bayes’rule, or
those exploiting the use of a meta-model. Indeed, late fusion started to
be popular with the growth of solutions involving ensemble learning. It
is worth noting that, among all multimodal fusion techniques, late fusion
represents the simplest technique to implement.

Intermediate fusion exploits the characteristic of DNNs to be able to
transform raw inputs into higher-level representations. As aforementioned,
a DNN consists of several layers and the idea is to fuse in a single repre-
sentation, known as shared representation, units coming from multiple
modality-specific paths [116] (modality-specific DNN). In particular, in an
MDL model, the representations for each modality are fused into a hid-
den layer, that is the shared representation layer. Since in DL approaches
it is possible to implement end-to-end training, the resulting architecture
autonomously learns the shared representation that well fits the specific
task to solve. In the literature, the shared representation layer can be
implemented according to the two main methodologies, proposed in [101]
and [159] respectively. The first simple and effective approach implements
a concatenation of the extracted vectors from a given layer of each uni-
modal model [101]. The resulting representation is processed by the fol-
lowing hidden layers. On the other hand, the approach described in [101]
is a multiplicative method that computes the Kronecker product between
all the modality-specific features vectors, extracted from a given hidden
layer, considering also the unimodal representation. In the intermediate
approach, it is not easy to understand when the modality-specific repre-
sentation should be merged into a shared representation. In the literature,
while different solutions proposed a single fusion layer, several approaches
[60, 99] implement a gradual fusion strategy. The choice of which modality
to fuse at which depth of representation can be very challenging, especially
in cases where more than two sources are present.

DL-based multimodal learning offers several advantages when com-
pared to classical ML techniques, where the data fusion usually consists
of a handcrafted rigid architecture. ML approaches typically implement
early or late fusion, explicitly performing features selection and dimension-
ality reduction. Since features are manually designed from domain experts
requiring prior knowledge about the problem to be solved, the fusion tech-
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niques may be sensitive to data pre-processing. On the other hand, in
MDL, the DNNs support the development of solution based on early, late
and intermediate fusion and autonomously learn both the best features
representation, making the features extraction step useless.
The medical field is a complex and heterogeneous scenario of multimodal
sources, that require expert physicians for interpretation. The surprising
results shown by DL approaches prompted many works to explore MDL
in medical image analysis for tissue and organ segmentation [67], image
registration [134] and CAD implementation [85].
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In the last years, Deep Learning (DL) approaches have been employed
in medical imaging achieving promising results to support medical deci-
sions [86]. A key role has been played by Convolutional Neural Networks
(CNNs), which are networks made up of numerous convolutional layers
that learn on their own the features that best match the particular prob-
lem to be solved. Moreover, the use of deep neural networks has also
enabled the development of DL-based solutions in domains characterized
by the need of leveraging information coming from multiple data sources,
raising the Multimodal Deep Learning (MDL). The healthcare domain is
characterized by the need to exploit information from heterogeneous and
complementary sources for the prediction of different diagnostic outcomes.
Data from various modalities related to the same phenomena require to
be integrated or fused with the aim of providing a richer representation
than the unimodal approach involving a specific source of information.
Techniques for multimodal data fusion can be categorized into early, inter-
mediate, and late fusion [116] and differ according to when the integration
is performed.
Chapter 4 describes the proposed methodology involving the systematic
analysis of early, late, and joint fusion techniques in medical image pro-
cessing. In particular, the presented approaches are applied to two different
cases of study, detailed in Chapters 5 and 6 respectively. The former ex-
ploits the presence of different sequences acquired during the same MRI
exam, namely the Dynamic-Contrast Enhanced (DCE), the T2-weighted
(T2), and the Diffusion-Weighted Imaging (DWI), while the latter con-
siders two independent image modalities that are the T1-weighted (T1-w)
MRI and the Pittsburgh Compound B (C-PiB) PET. As a consequence,
Chapter 5 presents a scenario in which for each patient all three image
modalities are available, offering an example with a complete dataset where
complementary images obtained from the same exam are considered. In
Chapter 6, instead, the independence between the T1-w MRI and C-PiB
PET, which are acquired on different days, may cause the lack of a modal-
ity in some patients, resulting in a dataset with incomplete acquisition. As
a result, data from multiple imaging exams are exploited.





Chapter 4
Techniques for Multimodal
Data Fusion

Multimodal Learning allows the fusion of complementary information
coming from heterogeneous sources (i.e different diagnostic tools) with the
aim of providing a richer data representation than the unimodal approach.
When investigated in conjunction with deep networks, multimodal learn-
ing is also known as Multimodal Deep Learning (MDL) [116]. Techniques
for multimodal data fusion can be categorized into early, intermediate, and
late fusion. Early fusion (EF) combines different modalities from a data fu-
sion perspective [116], integrating different sources into a single structure.
On the other hand, the late fusion (LF) acts in decision-level, in which the
prediction is obtained by considering the output of different models, each
trained on a single image modality. In this case, this fusion architecture
aims to overcome the errors in the predictions, exploiting the uncorre-
lated characteristics of the involved classifiers. An alternative approach
is joint or intermediate fusion (IF), which creates a shared representation
by merging features coming from multiple modality-specific paths [116],
resulting in a multi-input network that simultaneously processes different
image modalities.
The techniques implemented for multimodal data fusion are described in
the following sections.
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4.1 Intermediate Fusion with Transfer Module

Intermediate fusion (IF), exploits the deep neural networks to trans-
form raw inputs into higher-level and shared representations, which are
constructed, for instance, by merging into a single layer, units coming
from multiple modality-specific paths [116]. Among all deep neural net-
works, CNNs are widely used in biomedical image processing [86, 140] with
surprising results.
A typical CNN consists of stacked relatively complex layers [11], with each
of them having a convolutional stage, a non-linearity function (i.e ReLU),
and a pooling operation. The set of complex layers constitutes the Convo-
lutional Core (Conv-C), responsible for the features extraction step, while
the classification is performed by a Classification Core (CC), typically in-
cluding fully connected layers. In IF approach, the features maps coming
from Conv-Cs related to different image modalities are merged into a sin-
gle structure before feeding the CC, as shown in Figure 4.1.

Let j be a generic image modality, with j from 1 to M , representing
the number of modalities, ConvCj be the Conv-C of the modality j, and
Li
j indicate the i− th layer in the ConvCj with i from 1 to Nj that is the

number of layers in ConvCj . Denoting with xj the input image belonging
to the modality j, the resulting image-specific features map F

Nj

j for each
ConvC is formalized as follows:

F
Nj

j = ConvCj(xj) = L
Nj

j (...Li
j(...L

2
j (L

1
j (xj))...)...), (4.1)

The IF approach exploits the characteristics of the neural networks to
transform the inputs into higher-level representations with the aim of cre-
ating a shared representation. In particular, the fusion operation can be
implemented by concatenating the extracted features maps F

Nj

j [101], re-
sulting in

Fimg = [FN1
1 ⌢ FN2

2 ... ⌢ F
Nj

j ... ⌢ FNM
M ] (4.2)

where Fimg is the shared features map and ⌢ corresponds to the concatena-
tion operation. The obtained representation is the input for the following
layers, providing a unique prediction. However, Equation 4.1 highlights
that each image-specific features map is computed by only considering a
single modality. As a consequence, the complementary information com-
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ing from different sources is exploited after the concatenation operation
reported in Equation 4.2, without affecting the features extraction process.
During the training phase, the loss is back-propagated to all the convolu-
tional cores, offering the only practical way to make the CNNs provide a
shared representation that is well suited to the task to be solved. In this
thesis, the aim is to propose an IF approach, in which the different specific-
modality paths influence each other while extracting the feature maps of
the various layers. Inspired by the works presented in [59, 48], we introduce
a Transfer Module (TM) to implement a cross-modality calibration of the
features. In particular, TM is inserted between layers belonging to different
convolutional cores to take into account the complementary characteristics
of the images in the determination of the resulting features maps. For each
modality j, we denote the output of the Li

j as F i
j ∈ RXi

j×Y i
j ×Zi

j×Ci
j , where

Xi
j × Y i

j × Zi
j is the spatial dimension, while Cj

i is the number of chan-
nels. The TM inserted in the layer i is a multi-input multi-output module
since it considers as input M features maps F i

j and provides M outputs
F̃ i
j , corresponding to the calibrated version of the features maps, that are

computed in two different steps, namely the Shared vector computation
and the Multimodal calibration, as summarised in Figure 4.2. The first
one aims to determine the shared representation zis considering the vec-
tors computed from the features maps. As suggested in [48], the channel
descriptor vector sij ∈ R1×Ci

j for each features map is obtained by using
a Global Average Pooling operation G(·). The concatenation of the three
sij determines the vector zi ∈ R1×Ci , where Ci =

∑M
j=1C

i
j . Then, zi is

further processed by considering it as input for the fully connected layer
fc, followed by the ReLU function R(·), that introduces a nonlinear map
between the elements of the input vector. The result is the shared repre-
sentation zis ∈ R1×Ct , where Ct = Ci/4 as suggested in [59]. The Shared
vector computation can be summarised as follows:

1. sij , with j from 1 to M

2. zi = [si1 ⌢ si2... ⌢ sij ⌢ siM ]

3. zis = R(fc(z
i))

The Multimodal calibration uses the shared representation to calibrate
the features maps F i

j , thus exploiting information coming from different
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data sources. zis is considered as input for M fully connected layers fj , each
for a specific modality j. As suggested in [59, 48], the Sigmoid activation
function σ(·) is used to force the output in the range [0,1], resulting in
M calibration vectors cj ∈ R1×Ci

j . The features maps F̃ i
j are obtained

by implementing a channel-wise product between the input F i
j and the

corresponding cj , creating a gating mechanism, where the contribution of
the selected filters is reduced. This allows each F i

j to be influenced by
the others during the features extraction step. The Multimodal calibration
step can be summarised as follows:

1. cj = σ(fj(z
i
s)) with j from 1 to M

2. F̃ i
j = cj ⊙ F i

j with j from 1 to M , where ⊙ represents the channel-
wise product

Figure 4.3 shows the TM inserted between layers belonging to the three
convolutional cores. It is worth noting that the module can be inserted at
any level, without particular constraints on the architectures of the net-
works involved.
The shared features map Fimg, obtained by concatenating the outputs of
each Conv-C [101] according to Equation 4.2, is further processed by the
following layers with the aim of providing a unique prediction. In partic-
ular, the shared layer Ls receives Fimg as input, generating the features
vector Fs that is used to feed the CC, as shown in Figure 4.4.
In healthcare, images belonging to different patients acquired with diverse
diagnostic tools are often associated with clinical features (CL) in the form
of tabular data, resulting in the need of including them in the IF approach.
As a consequence, a Multilayer Perceptron MLP is used to process CL ob-
taining the features vector Fcl. Then, Ḟimg that is the output of Ls is
concatenated with Fcl resulting in the features vector Fs, as described in
Figure 4.5, representing the input for the CC.

4.2 Early Fusion

In the early fusion (EF) approach the M image modalities are orga-
nized in a single structure before being considered as an input for the single
classifier. In the case of medical image analysis using CNNs, the simplest
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Figure 4.1. Basic schema for Intermediate Furion approach: j is a generic
image modality, with j from 1 to M , representing the number of modalities;
ConvCj is the Conv-C of the modality j; and Li

j indicates the i− th layer in
the ConvCj with i from 1 to Nj that is the number of layers in ConvCj ; F

Nj

j

is the resulting image-specific features map for each ConvC

strategy involves concatenating the acquisitions in a multi-channels vol-
ume, as described in Figure 4.6. However, the inherent characteristics of
each image modality, such as different resolutions or sampling times, may
make the creation of a single structure very complex, especially when one
or more sources involve tabular data (i.e clinic features). As a consequence,
higher-level representations, which might be either manually created fea-
tures or learnt representations (i.e CNN used a features extractor) can be
extracted from each modality first and then combined before being fed into
ML model to help with some of the problems associated with fusing raw
data [116].
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Figure 4.2. Architecture of the proposed TM module for M different image
modalities. The input consists of the features maps coming from the modality-
specific paths, that are further processed by considering two steps acting in a
pipeline, namely the Shared vector computation and the Multimodal calibra-
tion. It is worth noting that the index i of the layer in which the module is
inserted is omitted to avoid overly complex notation in the image.

4.3 Late Fusion

The late fusion (LF) completely relies on the unimodal approach since it
aggregates the prediction coming from the classifiers implemented for each
modality separately, as shown in Figure 4.7. To this goal, the predictions
coming from different models are combined using a voting strategy. Among
all the combining rules, the Weighted Majority Voting (WMV) is used, in
which a weight is assigned to each prediction according to the model output
probability. However, in LF each classifier acts independently, not taking
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Figure 4.3. TM inserted between layers belonging to M convolutional cores.

Figure 4.4. Intermediate fusion approach with M image modalities. Each
Conv-C is further detailed in Figure 4.3 and represented as a colored box to
avoid making the figure too complicated.

advantage of the complementary characteristics of the different modalities
that do not influence each other during the prediction.
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Figure 4.5. Intermediate fusion approach with M image modalities and
clinical features. Each Conv-C is further detailed in Figure 4.3 and represented
as a colored box to avoid making the figure too complicated.

Figure 4.6. Early fusion approach: xj is the input image belonging to the
modality j

4.4 CNN architecture

In this thesis, two different deep models are presented for the convo-
lutional part (Conv-C) and for the classification part (CC) of each archi-
tecture, regardless of the specific data modality considered as input and
regardless of the type of fusion adopted, i.e., early, late and joint. Such
two networks are named in the following as BasicNet and ResNet.
BasicNet consists of a set of reduction layers followed by a CC including
fully connected layers. A reduction layer is a block with a 3D-convolutional
operation, followed by batch normalization and ReLU function. Each
convolution reduces the input feature map and doubles the number of
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Figure 4.7. Late Fusion approach: xj is the input image belonging to the
modality j, while Classifierj is the model trained with xj samples

channels, and the chain of reduction layers constitutes the Conv-C of the
network, which is responsible for the features extraction step. In the im-
plemented methodology BasicNet is trained from scratch.
Inspired by the state-of-art network proposed in [46], ResNet is a 3D CNN,
adapted to handle 3D volume data. Furthermore, the solution imple-
mented in [18] offers a set of 3D ResNet architectures pre-trained with
medical images for segmentation tasks. The architecture consists of a
backbone, which is an encoder representing the ResNet basic structure,
responsible for features extraction, and a set of decoders for the gener-
ation of the segmentation masks. Hence, the ResNet is adapted for the
classification task as proposed in [18]: the backbone is retained while the
set of decoders is replaced with a CC consisting of a global average pooling
and a fully connected layer. Figure 4.8 shows the resulting ResNet archi-
tecture highlighting the backbone, that is the Conv-C, consisting of a first
convolutional layer, followed by batch normalization, ReLU and Max Pool-
ing layers, and a chain on four blocks containing the layers implementing
the residual network as proposed in [46]. Differently from [18], the stride
of the convolution kernels in blocks 3 and 4 is restored to 2 allowing down-
sampling the features maps to better tailor the network to a classification
problem.
Note that on this one side, transfer learning is used, considering the pre-
trained backbone as a starting point and implementing the fine-tuning for
adapting the ResNet for the specific task to solve. On the other hand, the
classification core is trained from scratch.
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Figure 4.8. ResNet architecture: the Convolutional Core (Conv-C) consists
of a first convolutional layer, followed by batch normalization, ReLU and Max
Pooling layers, and a chain on four layers containing the blocks implementing
the residual network, while the Global Average Pooling and the fully connected
layer represent the Classification Core (CC)
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Among women, breast cancer (BC) is the most frequent form of tumor
[119], and the axillary lymph nodes status (ALNS) is considered a cru-
cial indicator, representing one of the most influencing and independent
prognostic factors [90]. All the procedures involved in the evaluation of
the axillary cable are invasive and may have long-term effects. No imag-
ing modality, including Ultrasound, Computer Tomography, and Magnetic
Resonance, has been shown to be particularly accurate [130, 150, 108] and
the obtained morphological characteristics do not seem to be adequate
enough to distinguish between normal and malignant lymph nodes. Mag-
netic Resonance Imaging (MRI) is always performed for BC stage definition
[95, 22, 28] and plays a key role in primary tumor examination since it pro-
vides both qualitative and quantitative information. The most important
MRI sequence is the dynamic-contrast enhanced (DCE) that, thanks to
the high contrast resolution, provides information about the tumor mor-
phology, size, and perfusional behavior allowing the distinction between
benign and malignant lesions, the prediction of biological aggressiveness
and the prognostic evaluation [95, 149]. The T2-weighted (T2) imaging is a
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standard component of breast MRI exams. It is most prominently utilized
for the identification of cysts but also contributes to the characterization
of lesions in the evaluation of their aggressiveness [88, 97]. In particular,
T2 sequence allows a better depiction of lesion morphology and perifocal
or prepectoral edema within the breast, which improves the distinction
between a malignant and benign tumor. Moreover, Santucci et al. demon-
strated in [124] that the evaluation of the edema increases the accuracy
in the prediction of prognostic factors. The Diffusion-Weighted Imaging
(DWI) is another sequence acquired during the MRI exam. It reflects the
mobility of water molecules diffusing in tissues, revealing tissue organiza-
tion at the microscopic level and providing complementary information for
lesion assessment in comparison with the DCE scan.
Assessment of axillary lymph nodes (ALNS) indicates inherent primary
tumour properties, whose examination enables the discovery of minimally
invasive solutions for the sentinel node biopsy currently being utilized.
This thesis exploits DL approaches, for ALN metastasis prediction focus-
ing on different MRI acquisitions. The DNNs, i.e CNNs, remove the need
for the features extraction stage that is characteristic of ML approaches
by autonomously learning the collection of features that best matches the
particular problem to solve.
In particular, in this work, the presence of multiple and complementary
sequences acquired during the MRI exam, namely DCE, T2 and DWI,
enables the evaluation of multimodal deep learning approaches to exploit
information coming from heterogeneous sources.

5.1 Radiomic-based approach for axillary lymph
nodes evaluation

The majority of literature solutions for DCE sequences use radiomics
to extract handcrafted characteristics from breast lesions while classifying
the data with ML techniques. The absence of a clearly defined, practical
collection of features in the area of BC has, however, prompted researchers
to investigate broad and varied features computed from the main tumor
and then pick the best discriminatory ones. While many studies utilize ra-
diomics of the MRI primary tumor to predict the histological nature [78],
there are still relatively few studies that use this data to predict the condi-
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tion of the axillary cavity [14]. The work known to date are highly hetero-
geneous in terms of the features extraction/selection step and the trained
classifiers. The majority of the proposals focus on first-order, morpholog-
ical, shape, texture, and first-order characteristics when extracting hand-
crafted features. Additionally, the approach suggested in [84] makes use of
pharmacokinetic variables, whereas a prior study [125] investigated the 3D
extension of Local Binary Patterns (LBPs) to enhance texture description.
On the one side, shallow learners are taken into account by several meth-
ods in the literature to forecast ALN metastasis using radiomics, including
Support Vector Machines [83, 25, 44], Logistic Regression [84, 82, 33], Lin-
ear Discriminant Analysis [17, 7], and Random Forest [125, 123, 23]. The
majority of research only examines the primary tumor’s imaging features
and excludes the tissue around it. However, research has demonstrated
that the peritumoral area has important clues about the possible aggres-
siveness of the tumor and lymphatic dissemination [65, 124, 139]. As a
result, while assessing the ALN condition, the tissue around the breast le-
sion should be taken into consideration. In a previous study [125], authors
used patient clinical data with information on the primary breast tumor’s
histology and MRI radiomics characteristics (First-Order, 3D Gray Level
Co-Occurrence Matrix, Three Orthogonal Planes-Local Binary Patterns)
to predict LN metastasis. They took into account both breast lesions and
peritumoral areas for the features extraction step since the tissues around
tumors can be used to determine how aggressive they are. Before utiliz-
ing a Random Forest (RF) classifier to make the prediction, the wrapper
features selection approach was required due to the large dimensionality
of the problem to be solved (257 features).
On the other hand, not many studies investigate CNNs to forecast ALN
state. Some of them make use of breast ultrasonography [79, 164, 162],
while the MRI-based studies take into account images of axillary lymph
nodes without primary tumor [120, 42]. The research proposed by Nguyen
et al. [100] is the first effort to establish if ALN metastasis can be predicted
using the preoperative DCE-MRI of the primary tumor and CNNs. In that
study, DCE-MRI images are processed using a 3D CNN in a subtractive
approach employing the third, fourth, and fifth post-contrast volumes.
Each DCE-MRI data is cropped using a 3D cuboidal bounding box of size
50× 50× 50 that includes the tumor area. DCE-MRI images and clinical
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data are used in the methodology suggested in [100], which is the first work
exploiting the multimodal approach.

5.2 Population

All breast MRI exams were performed for preoperative evaluation at
the Central Radiology Department of Policlinico Umberto I between Jan-
uary 2017 and January 2020 and retrospectively reviewed. A written in-
formed consensus was obtained before the execution of a contrast-MRI for
all examinations. All patients met the following inclusion criteria: three
Tesla magnetic field MRI examinations, post-contrast sequences, mass-
like tumors, histopathological confirmation of invasive breast cancer, a
complete histological analysis, and definitive lymph-node status of the ip-
silateral axilla. In cases of BC bilateral lesions, the two lesions were eval-
uated separately since the two breasts can be considered a single part.
Patients with an incomplete MRI examination or damaged images and pa-
tients without a complete histopathological analysis were excluded. The
patients were excluded if they had breast implants or expanders, were in
follow-up neo- or adjuvant chemotherapy, or the MRI images were not of
excellent diagnostic quality.
A total of 153 patients (average age 55 years; range 30–85) met the in-
clusion criteria. In two patients who had bilateral breast cancer, the two
breasts were considered as a single, independent part. Therefore, a total of
155 malignant breast cancer lesions were included in total. The LNS status
was assessed as positive if at least one lymph node involved by metasta-
sis was present in the definitive histopathological axillary cable sample
(LN+); the LNS was considered negative if all axillary lymph nodes were
safe (LN−).
All MRI examinations were performed using a 3T magnet (Discovery
750; GE Healthcare, Milwaukee, WI, USA). Three orthogonal localizer
sequences were employed, then images were acquired following this proto-
col:

• T2-weighted axial single-shot fast spin echo sequence with a mod-
ified Dixon technique (IDEAL) for intravoxel fat-water separation
(TR/TE 3500–5200/120–135 ms, matrix 352 × 224, FoV 370 × 370,
NEX 1, slice thickness 3.5 mm).
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• Diffusion weighted axial single-shot echo-planar with fat suppression
sequence (TR/TE 2700/58 ms, matrix 100 × 120, FOV 360 × 360,
NEX 6, slice thickness 5 mm) with diffusion-sensitizing gradient ap-
plied along the three orthogonal axes and with a b-value of 0, 500,
and 1000 s/mm2.

• T1-weighted axial 3D dynamic gradient echo sequence with fat sup-
pression (VIBRANT) (TR/TE 6.6/4.3 ms, flip angle 10◦, matrix
512 × 256, NEX 1, slice thickness 2.4 mm), before and n times af-
ter intravenous contrast medium injection, with n from 5 to 12. An
amount of 0.2 mmol/kg of Gadobenate-dimeglumine (Multihance®;
Bracco Imaging, Milan, Italy) was used as the contrast agent, in-
jected through a 20G intravenous cannula at a rate of 2 mL/s plus
15 mL of saline solution at the same speed. For each acquisition, the
relative subtracted images were automatically generated and used
for tumor analysis.

The images were analyzed by two radiologists with 10 and 3 years of ex-
perience, respectively. The tumors were described as unifocal when only
one lesion was present; multifocal when more than one tumor lesion was
present in the same breast quadrant/region; and multicentric when multi-
ple tumor lesions were present in different breast quadrants/regions. For
each lesion, the target dimensions, margins (regular, irregular, lobulated,
or spiculated), and intensity signal timing curve (I, II, or III, based on
wash-in and wash-out) were reported.
The patient’s clinical data were collected, and, according to these data, the
population was split into subgroups: age, familiarity (considered positive
if at least one familiar member was affected by breast cancer at any age),
hormone therapy (considered positive if the patient performed at least 3
continuous months of hormone therapy including any kind contraceptive,
replacement, or therapeutic therapy), and menopausal status.
The samples were obtained by a core biopsy or surgery and analyzed by an
anatomic pathologist with more than 15 years of experience. The tumor
histotype classification followed the WHO classification [136]. The tumor
histological grade was assigned in accordance with the NGS, and a score
from one to three was given for these tumor characteristics: tubular for-
mation, nuclear pleomorphism, and the number of mitoses. Furthermore,
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Class Details

Clinical age, familiarity,
hormone therapy, menopausal status

Histological ER, PgR, HER2, ki-67, grading,
tumor class, histotype

Image-Derived
visibility on T2, visibility on DWI,

apparent diffusion coefficient (ADC), signal timing curve,
dimensions, margins, breast quadrant, multifocality

Table 5.1. Details about the collected clinical features

the estrogen receptor (ER), progesterone receptor (PgR), human epider-
mal growth factor receptor (HER2), and the proliferation index Ki67 were
assessed for immunohistochemical analysis. A cut-off of 10% was used to
consider the ER and PgR expression as positive; while HER2 was consid-
ered positive when >+2, and ki67 was considered positive when >14%.
Moreover, other histological data were collected: histotype (including duc-
tal carcinoma (IDC) and invasive lobular carcinoma (ILC)), grading (di-
vided into G1, G2, or G3), and tumor class, which includes the hormone
receptor status and the proliferation index percentage (Luminal A: ER+,
HER2− and low ki67; Luminal B: ER+, HER2 −/+ and high ki67; HER2
overexpressed; Triple Negative (TN): ER−, PgR−, HER2−).
Table 5.1 details the features acquired for each patient. It is possible
to distinguish three classes of features, namely clinical, histological and
image-derived features. For the sake of simplicity, the three classes are
indicated with clinical features.

5.2.1 Axillary Lymph Node Status

The axillary lymph node status was considered as the final output. The
LNS was assessed after an invasive breast cancer diagnosis using defini-
tive surgical characterization (sentinel node dissection, sampling dissec-
tion, or total lymphadenectomy, based on surgeon decision but curative in
all cases). The LNS was simply classified as positive, if there was at least a
sentinel LN involved, or negative if there was no positive lymph node. On
this basis, the dataset accounts for 27 positive and 128 negative patients,
which are referred to as LN+ and LN− in the following.



5.3. Methodology 53

5.2.2 Segmentation

The images were anonymized and uploaded on a dedicated open-source
software (3D Slicer, version 4.8, November 2012). An identification number
(ID) was assigned to each patient. Bilateral tumors were considered with
two different IDs. For each case, the subtracted post-contrast T1w-MRI
was selected. The second phase (60–120 s) was selected for ROI segmenta-
tion, due to its higher contrast resolution. Then, a label map was created.
The lesions were manually drawn through manual and assisted thresh-
olding segmentation techniques on the axial projection . When present,
necrosis was avoided by segmentation. For multifocal or multicentric tu-
mors, all lesions, even the smallest, were segmented.

5.3 Methodology

In this thesis, a solution based on MDL approach is proposed for the
ALN status assessment, which considers complementary image acquisi-
tions, anamnestic information, and histological characteristics of the pri-
mary tumour. The implemented methodology consists of two main steps:
the Pre-processing, used to prepare data belonging to DCE, T2, and DWI
sequences of different patients, the IF approach for ALN status assess-
ment, introducing the implemented methodology based on intermediate
fusion technique to exploit the characteristics of the neural networks to
transform the inputs into higher-level representations with the aim of cre-
ating a shared representation.

5.3.1 Pre-processing

In MRI examination, the DCE requires the intravenous administration
of a contrast agent (CA), characterized by specific wash-in and wash-out
times. Indeed, the DCE is composed of MRI scans that were acquired at
different times and were obtained before (pre-contrast) and after (post-
contrast) CA injection. For each patient p, the result is a 4D data with
three (x,y,z) spatial and one temporal (t) dimensions, represented by a
volume of size Xp × Y p ×Zp ×Np where Xp × Y p ×Zp is the size of each
acquired MRI image and Np the number of acquisitions. Denoting with ti
the ith acquisition, where t0 and tNp−1 are the pre-contrast and the last
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acquisition in the sequence of MRI images respectively, the subtractive
series is obtained by considering ti − t0 with i raging from 1 to Np − 1.
Although MRI exams are acquired with the same instrument, patients may
present a different number of acquired volumes, resulting in the need of
selecting a subset of them. Four specific subtractive volumes are selected:
the first (t1), the second (t2), the last (tNp−1) volume, and the median
index (tm) volume between the third and the second-to-last volume. In
this way, information about the wash-in and wash-out of CA flowing is
preserved. The result of the pre-processing step for each patient p is a
4D volume of size Xp × Y p × Zp × 4, obtained by considering the four
subtractive acquisitions (t1,t2,tm,tNp−1) from her DCE series.

In the study proposed in [126], different tumor bounding options are
analyzed considering the characteristics of the DCE dataset for the assess-
ment of ALN status. In particular, the work described in [126] evaluates
how the amount of the included non-tumor tissue impacts the ALN as-
sessment, taking into account that patients differ in size and number of
lesions. A total of six different tumour bounding options are proposed,
namely Single Fixed-size Box, Single Variable-size Box, Single Isotropic-
size Box, Single Lesion Variable-size Box, Single Lesion Isotropic-size Box
and Two-Dimensional Slice.
In Single Fixed-size Box (SFB) a fixed-size 3D bounding box centered in
the lesion center and completely encompassing the tumour region is used
to crop each subject. It is applied to each of the four subtractive selected
acquisitions (t1,t2,tm,tNp−1) and is patient-independent.
To limit the amount of non-tumour tissue to include, in Single Variable-
size Box (SVB), the smallest 3D rectangular bounding box circumscribed
to the tumour region is considered for each patient. In contrast to SFB, the
cubical box in SVB option is patient-dependent, and the amount of non-
tumour tissue depends on the shape of each patient’s tumour region. How-
ever, in the case of multifocal and multicentric tumours, the parenchyma
between lesions is included in the extracted 4D volume.
Single Isotropic-size Box (SIB) considers the fact that different patients
may show acquisitions that vary in terms of resolution, namely the infor-
mation regarding the measurement of each voxel in millimetres (mm). As
a consequence, all the volumes are re-sampled to obtain isotropic voxels
with dimension 1× 1× 1mm3, before selecting the smallest box surround-
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ing the tumour area.
Single Lesion Variable-size Box (SLVB) analyses how much the parenchyma
between tumours impacts the ALN assessment, applying the SVB option
to each lesion of the patient p. Hence, a box for each lesion is extracted
and therefore, the tissue between lesions is excluded in the prediction of
ALN status.
The Single Lesion Isotropic-size Box (SLIB) acts as SLVB with the differ-
ence that for each patient the 3D volumes re-sampled to obtain isotropic
voxels.
Finally, the Two-Dimensional Slice (2DS) option proposes to apply the
SVB procedure and then to cut the sequence of the 3D cropped volumes
along the projection with the highest spatial resolution, resulting in a se-
ries of two-dimensional slices with four temporal instants.
According to [126], the SIB is considered the best bounding box option
since it focuses on the smallest area surrounding the tumor while reducing
the impact of the different resolutions among the three axes.

Differently from DCE, T2 and DWI scans consist of the acquisition of
a 3D volume without the temporal information, which can be considered as
a 3D image with 1 channel. Since the breast lesion is segmented considering
the second post-contrast volume, the T2 and DWI acquisitions are aligned
to the segmentation mask generated from the DCE volume exploiting the
Slice Location attribute that corresponds to the relative position of each
slice. In particular, slices belonging to different acquisitions with the same
Slice Location value are considered aligned. As a consequence, it is pos-
sible to apply the segmentation mask to all the sequences by taking into
account only the aligned slices. Moreover, before applying the information
about the lesion localization, the DWI scan is co-registered to the DCE
volume considering the second post-contrast acquisition as a reference and
using mutual information as a similarity metric [92, 115].
The three image modalities differ in terms of resolution, that is the infor-
mation associated with each voxel in millimetres (mm), resulting in the
need of re-sampling all the volumes to obtain isotropic voxels with dimen-
sion 1×1×1mm3. Furthermore, according to the results reported in [126],
the SIB bounding option is selected and applied to DCE, T2, and DWI
volumes.
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5.3.2 IF approach for ALN status assessment

In clinical trials, the DCE, T2 and DWI acquisitions are used to eval-
uate the aggressiveness of the primary malignant tumor. In this thesis,
the different and heterogeneous information provided by the three image
modalities is exploited for the prediction of ALN metastasis. In partic-
ular, a solution based on Intermediate fusion (IF) is proposed, consider-
ing complementary image acquisitions, anamnestic data, and histological
characteristics of the primary tumor. Moreover, CNNs are exploited, by
implementing a Multi-Input Single-Output network that simultaneously
processes DCE, T2 and DWI acquisitions and clinical features (CL) in
the form of tabular data.
As reported in Section 4.1, each image modality is associated with a specific
Convolutional Core (Conv-C), resulting in architecture with three Conv-
Cs, responsible for the features extraction step.

Let j ∈ {DCE;T2;DWI} represent single image modality, ConvCj

be the Conv-C of the modality j, Nj denote the number of layers in each
Conv-C, xj be the input image belonging to the modality j, the Equation
4.1 presented in Section 4.1 that computes the resulting image-specific
features map is formalized as follows:

• FNDCE
DCE = ConvCDCE(xDCE);

• F
NT2
T2

= ConvCT2(xT2);

• FNDWI
DWI = ConvCDWI(xDWI);

The fusion operation implemented according 4.2 results in Fimg = [FNDCE
DCE ⌢

F
NT2
T2

⌢ FNDWI
DWI ], that is the shared features map. To make the different

specific-modality paths, represented by the different convolutional cores,
influence each other while extracting the feature maps of the various lay-
ers, the Transfer Module (TM) introduced in Section 4.1, is included im-
plementing the cross-modality calibration of the features. Figure 5.1 shows
the TM customized for the specific task to solve presented in this the-
sis, detailing the three input features maps and the two processing steps,
namely the Shared vector computation and the Multimodal calibration.

Before processing the shared features map Fimg with the aim of provid-
ing a unique prediction, it is necessary to merge the information coming
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Figure 5.1. Architecture of the proposed TM module for three different
image modalities. The input consists of the features maps coming from the
modality-specific paths, that are further processed by considering two steps
acting in a pipeline, namely the Shared vector computation and the Multimodal
calibration.

from the images with the clinical features (CL) acquired as described in
Sections 5.2. In particular, all the collected data are described in Table
5.1 consisting of 19 features. However, a subset of them is selected with
the domain expert (D.S), obtaining the subset CL-S1. The basic idea is
to remove all the features which can be derived from the images, retaining
those that provide additional information to the acquisitions. Inspired by
[100], the CL-S1 includes age, familiarity, hormone therapy, menopausal
status, dimensions, ER, PgR, HER2, ki-67, and grading, resulting in a set
of 10 features.
A Multilayer Perceptron (MLP) is used to process CL-S1 obtaining the
features vector Fcl. Then, Ḟimg that is the output of Ls is concatenated
with Fcl resulting in the features vector Fs, as described in Figure 4.5,
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representing the input for the CC.

CNN Architectures

In this thesis, two different deep models are presented for the convo-
lutional part (Conv-C) and for the classification part (CC) of each ar-
chitecture, regardless of the specific data modality considered. Such two
networks are named in the following as BasicNet and ResNet.
BasicNet consists of five reduction layers followed by a CC including fully
connected layers. The input volume represents the smallest cubical box
surrounding the tumour region. A reduction layer is a block with a 3D-
convolutional operation, followed by batch normalization and ReLU func-
tion. The chain of five reduction layers constitutes the Conv-C of the
network, which is responsible for the features extraction step. Each re-
duction layer consists of a 3D convolutional layer with 4 × 4 × 4 kernels
(the number of kernels depends on the output channels) and a stride set
to 2 in order to extract features from the input volume and at the same
time to have a gradual dimensionality reduction. The padding is set to 1
in each layer, excluding the last one where it is set to 0. Moreover, each
layer doubles the number of channels, while the convolutional operation in
the first block presents 8 output channels. The classification core consists
of two fully connected layers, resulting in the architecture shown in Figure
5.2. In the implemented methodology BasicNet is trained from scratch.
Inspired by the state-of-art network proposed in [46], ResNet is a 3D CNN,
adapted to handle 3D volume data. Furthermore, the solution imple-
mented in [18] offers a set of 3D ResNet architectures pre-trained with
medical images for segmentation tasks. The architecture consists of a
backbone, which is an encoder representing the ResNet basic structure,
responsible for features extraction, and a set of decoders for the gener-
ation of the segmentation masks. Hence, the ResNet is adapted for the
classification task as described in Section 4.4. Figure 5.3 shows the result-
ing ResNet architecture highlighting the backbone, that is the Conv-C,
consisting of a first convolutional layer, followed by batch normalization,
ReLU and Max Pooling layers, and a chain on four blocks containing the
layers implementing the residual network as proposed in [46]. The CC
consists of a global average pooling and a fully connected layer.
Note that on this one side, transfer learning is used, considering the pre-
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trained backbone as a starting point and implementing the fine-tuning for
adapting the ResNet for the specific task to solve. On the other hand, the
classification core is trained from scratch.
In both networks, the number of input channels of the first convolutional
layer depends on the imaging modality. In particular, the first layer in the
ConvCDCE presents 4 channels, while ConvCT2 and ConvCDWI consider
1 channel volumes as input.
The MLP used to process CL-S1 presents a fully connected layer with 10
input and 4 output features, followed by the ReLU function. In the multi-
modal scenario, described in Figure 5.4, the first concatenation operation
integrates FNDCE

DCE , F
NT2
T2

, FNDWI
DWI , obtaining the Fimg features map, with

C channels, where C =
∑M

j=1Cj and Cj is the number of channels of the
features map related to the modality j at the end of its convolutional core.
Then, the shared image features map Ḟimg is generated by the block Ls

that includes a convolutional operation with a number of input and output
channels set to C, a 1 × 1 × 1 kernel, values of stride and padding set to
1 and 0 respectively, followed by batch normalization and ReLU function.
Moreover, when the ResNet architecture is exploited for the ConvC, Ls

also includes a Global Average Pooling layer to obtain a features vector.
The second concatenation operation merges the Ḟimg with features vector
Fcl coming from the MLP that processes the clinical information. The re-
sulting representation Fs is considered as input for the CC, which consists
of two fully connected layers spaced by ReLU function. In particular, the
first layer in the classification core considers an input features vector of
C +4 elements, with C/3 output features, while the second one is respon-
sible of the prediction, presenting two output neurons.

5.4 Experimental Set-up

As reported in Section 5.3.1, the selected tumor bounding option (SIB)
considers a box whose size varies according to each patient’s region of
interest. Moreover, the presence of multiple image modalities with different
resolutions causes the creation of volumes with different dimensions. As a
consequence, a resize stage is used to give the volumes a common size of
64 × 64 × 64, before feeding them to the involved CNNs. In experiments
involving ResNet, the ResNet10, the ResNet18, the ResNet34, and the
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Figure 5.2. BasicNet architecture: the network consists of five reduction
layers, representing the Convolutional Core (Conv-C), followed by two fully
connected layers spaced by ReLU function, constituting the Classification Core
(CC)

Figure 5.3. ResNet architecture: the Convolutional Core (Conv-C) consists
of a first convolutional layer, followed by batch normalization, ReLU and Max
Pooling layers, and a chain on four layers containing the blocks implementing
the residual network, while the Global Average Pooling and the fully connected
layer represent the Classification Core (CC)

ResNet50 architectures are used.
In this thesis, a complete set of experiments is provided since the study
focuses on IF technique in which the TM is inserted and evaluates the
unimodal (U) approach and the other multimodal fusion strategies, namely
the Early Fusion (EF) and the Late Fusion (LF).
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Figure 5.4. Architecture of the IF approach including TM between layers
belonging to different convolutional cores and clinic features

In the Unimodal Approach (U), the heterogeneous image modalities
and the clinical features are exploited to build different models that do
not co-operate for the determination of a single prediction. Indeed, the
result is a set of 4 classifiers, each of them trained on a specific source
of data. In the case of MRI sequences, the BasicNet and the ResNet are
trained considering the DCE, the T2, and the DWI volumes separately,
obtaining the U(DCE), U(T2), and U(DWI) configurations. As reported
in Section 5.2, clinical features are reported in the form of tabular data.
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This thesis focuses both on CL and CL-S1 sets, providing a model for each
of them and obtaining the U(CL) and U(CL-S1) configuration.
The CL set consists of 19 features described in Table 5.1, including both
numeric and categorical information that is used to train a ML model.
In the pre-processing step, the categorical features are transformed into
numerical data by exploiting the Integer Encoding if the values of the fea-
tures have a natural ordered relationship with each other (i.e grading) and
the One-Hot Encoding, if there is not a relationship between the cate-
gories (i.e margin). The Support Vector Machines Classifier (SVM) [24] is
the selected ML model, widely used in the literature [83, 25, 44] for the
ALN status evaluation. The features selection step is performed by imple-
menting a backward elimination, while the Adaptive synthetic sampling
(Adasyn) [45] algorithm is exploited to handle the high imbalance between
the LN+ and LN- classes. The best SVM hyper-parameters settings are
determined through a bayesian optimization stage varying the SVM ker-
nel, the polynomial order in [1;5], and the cost value in [0;1.5]. The search
reported a cost value equal to 0.347 and a kernel set to linear. During the
steps for features selection and hyper-parameter optimization, the objec-
tive function aims to maximize the Area under the ROC curve.
The CL-S1 set consists of 10 features, that, similarly to the process de-
scribed in Section 5.3.2, are considered as input for a MLP, consisting of
two fully connected layers, spaced by ReLU function. The first hidden
layer presents 4 output features, while the output consists of two neurons.

In the Early Fusion (EF) the different image modalities are organized
in a single structure before being considered as an input for the single
classifier. The simplest strategy involves concatenating the acquisitions
in a multi-channels volume. However, the described fusing approach can
not be applied in this work for two main reasons: i) it is not possible to
integrate clinical features, ii) the characteristic of the DCE to be an image
in which the temporal information is concatenated on the channels makes
the idea of concatenating all the images along the channels unfeasible. As
a consequence, a higher-level representation is extracted from each imag-
ing modality by using the networks trained in the unimodal approach as
features extractors. Then, the representations are concatenated with the
CL, before being considered as input for a ML model. In particular, the
Principal Component Analysis (PCA) is used to implement the reduction
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of the resulting features vector, and the SVM classifier is used for the clas-
sification as described in the U approach.

The late fusion (LF) completely relies on the unimodal approach since
it aggregates the prediction coming from the classifiers implemented for
each data source. To this goal, the predictions coming from the three
networks and the SVM are combined using the Weighted Majority Voting
(WMV), in which a weight is assigned to each prediction according to the
model output probability. However, in LF each classifier acts indepen-
dently, not taking advantage of the complementary characteristics of the
image modalities and clinical data that do not influence each other during
the prediction.

In the IF approach, the influence of the TM is studied by considering
solutions in which that module is excluded. More in detail, the use of the
transfer module is denoted with IF-MT configuration. When the TM is
included, it is inserted after each block containing the layers implementing
the residual network in the case of ResNet. As a consequence, the number
of TM is 4 and it does not depend on the specific architecture involved. On
the other hand, in the case of BasicNet, a study is conducted to assess how
the position of the transfer module influences performance. The location of
the module is indicated in round brackets near the IF-MT configuration. In
the IF technique, fine-tuning is exploited by initialising the convolutional
cores with the weights determined in the U approach.

Moreover, the EF, LF and IF approaches are also evaluated exclud-
ing the CL-S1 set, considering only the features coming from MRI scans.
When the tabular data is not exploited, the resulting configurations are
shown with "IMG". Table 5.2 gives the details about the implemented
experiments.

In the experiments involving DL approaches, during the training data
augmentation is used by applying random rotations and flippings, while
the dataset is balanced by replicating some randomly chosen volumes be-
longing to the minority class. Moreover, the greyscale intensity in each
extracted volume is normalized in [0; 1] to ensure that, in the classification
step, the CNNs operate with volumes having the same scale across dif-
ferent patients. During the experiments, the maximum number of epochs
is set to 500, the batch size is set to 32 for BasicNet and all the ResNet
architectures. The learning rate for the cross-entropy loss was set to 10−6.
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Experiment Details
U Unimodal approach. In brackets the data modality is reported
EF Early Fusion considering images and clinical data

EF-IMG Early Fusion without clinical data
LF Late Fusion considering images and clinical data

LF-IMG Late Fusion without clinical data
IF Intermediate fusion without TM

IF-TM Intermediate fusion with TM
IF-IMG Intermediate fusion without TM and clinical data

IF-IMG-TM Intermediate fusion with TM but without clinical data

Table 5.2. Details about the implemented experiments in the Multimodal
Approach

Adam optimizer is used with a weight decay set to 10−4. To find the ap-
propriate hyper-parameters, a grid search is implemented by varying the
batch size in [8, 64], the learning rate in [10−7, 10−3] and the weight decay
in [0, 10−4].
Performance is evaluated in terms of Accuracy (ACC), Sensitivity (SENS),
Specificity (SPE) and Area under ROC curve (AUC). All the experiments
were run in a 10-folds Cross Validation (CV) setting, to better assess the
generalization ability of each approach. In particular, a patient-based cross
validation is performed, to reliably compare the performance of different
models by avoiding the use of volumes or 3D slices from the same patient
during the training and evaluation phase.
All the DL experiments were carried out using Pytorch (version 1.10), while
the pre-processing step, solutions with SVM, and the different bounding
box options were implemented in MATLAB 2020b.
A Linux workstation equipped with Intel(R) Core(TM) i7-10700KF CPU,
64 GB of DDR4 RAM and a Nvidia RTX 3090 GPU is used.

5.5 Results

Table 5.3 focuses on the preliminary work proposed in [126], showing
how the different bounding box options impact the performance of axillary
lymph node metastasis prediction on the DCE sequence and explaining the
choice of the SIB procedure in the pre-processing. The networks proposed
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in [126], namely the SFB-NET, VB-NET, 2DS-NET, present the same
structure of the BasicNet described in this thesis since they consist of a
series of reduction layers in the convolutional cores, followed by two fully
connected layers in the classification cores. The 2DS creates a set of im-
ages, one for each slice having lesions, as opposed to the SFB, SVB, and
SIB bounding settings, which extract one volume for each subject entirely
covering the tumour region. Moreover, SLVB and SLIB produce a set of
volumes based on the patient’s number of lesions. Each volume or image
receives a prediction from the involved CNN. However, the objective is to
assign each patient with a label that indicates the risk of axillary lymph
node metastases. As a result, when the SLVB, SLIB, and 2DS bounding
options are investigated, the estimated classes of all volumes that belong
to the same patient must be pooled. Majority Voting (MV), and Weighted
Majority Voting (WMV), which acts as MV but assigns a weight to each
volume according to the network output probability, are two of the com-
bining strategies (CS) that are explored.
The aim of the work proposed in this thesis is to propose a solution based
on IF that includes the TM to implement a cross-modality calibration of
the features map. In each table, the performance is reported in terms of
ACC, SPE, SENS and AUC, specifying the fusion modality (Mod.) and
the network (Net.). For each metric, the average rate computed adopting
10-fold CV and its standard deviation are shown. In each section, the best
performance for each metric is reported in bold. As reported in Section
5.4, in the case of BasicNet, a study is conducted to assess how the po-
sition of the transfer module influences performance. Table 5.4 reports
the performance obtained by varying the position of the transfer module
in the BasicNet. In particular, the first row illustrated the results gained
when TM is inserted after the second, the third, and the fourth level of the
CNN, the second experiment involves the proposed model after the third,
and the fourth layer while the last row reports the performance when TM
is inserted only after the fourth layer. It is possible to note that the con-
figuration IF - MT (3,4) achieves the highest value in each metric. In
particular, it presents a value of ACC equal to 87.01±0.08% while a value
of SENS equal to 81.48±0.17%.

Table 5.5 reports the performance of all the experiments involving the
IF modality, namely IF, IF-TM, IF-IMG, IF-IMG-TM, for each network.
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In particular, the first second shows the performance on the BasicNet con-
sidering in the IF-TM configuration the transfer module after the third and
the fourth layer of the CNN. It is possible to note that the solution with
IF-TM (3,4) outperforms the other in all metrics. The second part focuses
on ResNet10 where the IF-TM approach has the best performance in terms
of ACC, SPE, and SENS achieving values of 90.91±0.08%, 92.91±0.07%
and 81.48±0.17% respectively. The results obtained with ResNet18 are
reported in the third section, confirming the IF-TM configuration as the
best one. Indeed, it reports 89.61±0.06% and 81.48±0.17% in terms of
ACC and SENS respectively. The third part focuses on ResNet34, where
the IF-TM approach achieves a value of ACC equal to 87.66±0.10% and a
value of SENS equal to 77.78±0.16%. The last section reports the perfor-
mance of the ResNet50. In this case, the IF-TM solution presents values
of 84.42±0.05% and and 77.78±0.16% in terms of ACC and SENS respec-
tively.

Table 5.6 reports the performance of all the experiments detailed in
Table 5.2, selecting for the IF configuration the one that in Table 5.5
shows the highest performance in each network, that is the solution that
includes the transfer module.Table 5.6 presents a section for each network,
reporting the performance with the unimodal approach, early, late and
intermediate fusion modalities. It is possible to note that the IF approach
is always the preferred solution. Moreover, the LF approach outperforms
the EF solution.
In the first two rows, the results of the solutions involving only the clin-
ical feature are detailed. In particular, the configuration U(CL) refers to
the SVM classifier, while the U(CL-S1) uses the MLP. The implemented
methodology is also compared with the solution proposed in the literature
by Nguyen et al.[100] that represents the first attempt to apply multi-
modal learning for ALN metastasis prediction. The authors propose a
solution that exploits a CNN, DCE sequence of the primary tumor and
four clinical features, namely age, ER, ki-67 and HER2, representing the
set CL-4. In that work a 3D CNN is implemented to process DCE-MRI
images using a subtractive approach that works with the third, the fourth
and the fifth post-contrast volumes. A 3D cuboidal bounding box of size
50 × 50 × 50, encompassing the tumor region, is used to crop each DCE-
MRI data. The CL-4 set is inserted in the first fully connected layer of
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the classification core of the implemented network. It is possible to note
that the implemented methodology outperforms the solution proposed by
Nguyen et al.[100] in all metrics.

Finally, Table 5.7 reports a comparison between the CL-S1 set and
features selected from the solution involving the SVM and the CL in the
unimodal approach.

Model Option CS ACC SPE SENS AUC
SFB-NET SFB - 70.62±0.17 75.92±0.20 43.33±0.31 69.52±0.14

VB-NET

SVB - 76.79±0.06 78.17±0.06 71.67±0.27 75.05±0.15
SIB - 78.06±0.11 78.91±0.12 74.07±0.15 78.53±0.09

SLVB MV 52.71±0.21 53.24±0.30 48.33±0.31 53.11±0.16
WMV 53.33±0.22 54.79±0.31 45.00±0.34 57.75±0.20

SLIB MV 62.58±0.17 71.79±0.20 18.33±0.20 47.34±0.19
WMV 63.21±0.16 72.56±0.19 18.33±0.20 49.49±0.24

2DS-NET 2DS MV 78.63±0.08 85.75±0.08 46.67±0.31 77.86±0.14
WMV 78.63±0.08 86.52±0.08 43.33±0.26 77.31±0.13

Table 5.3. Performance achieved in a 10-folds Cross Validation setting consid-
ering the solution proposed in [126], describing different bounding box options.

Mod. ACC SPE SENS AUC
IF - TM (2,3,4) 81.17±0.09 81.10±0.10 81.48±0.17 82.15±0.12
IF - TM (3,4) 87.01±0.08 88.19±0.08 81.48±0.17 89.82±0.11
IF - TM (4) 86.36±0.10 87.40±0.11 81.48±0.17 81.51±0.14

Table 5.4. Performance obtained in 10 fold-CV of the experiments conducted
to assess how the position of the transfer module influences performance in the
case of BasicNet.

5.6 Discussion

Table 5.3 highlights that the approach involving the SIB option can be
considered the best one, reporting the highest value in terms of sensitivity
and acceptable performance on the remaining metrics. The other experi-
ments, characterized by accuracy or AUC higher than those of the selected
solution, show a lower sensitivity, i.e., percentage of axillary lymph node
metastasis correctly predicted. The obtained result is completely in accor-
dance with the specific problem to solve. In the SFB option, the fixed-sized
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Net. Mod. ACC SPE SENS AUC

BasicNet

IF - MT (3,4) 87.01±0.08 88.19±0.08 81.48±0.17 89.82±0.11
IF 84.42±0.11 85.04±0.12 81.48±0.17 81.28±0.15

IF -IMG- TM (3,4) 82.47±0.12 82.68±0.14 81.48±0.17 86.56±0.15
IF -IMG 81.82±0.08 82.68±0.12 77.78±0.22 80.40±0.10

Resnet10

IF - MT 90.91±0.08 92.91±0.07 81.48±0.17 87.17±0.14
IF 90.26±0.08 92.13±0.08 81.48±0.17 87.43±0.12

IF -IMG- TM 89.61±0.08 91.34±0.08 81.48±0.17 85.42±0.14
IF -IMG 84.42±0.10 85.83±0.09 77.78±0.16 85.97±0.16

Resnet18

IF - MT 89.61±0.06 91.34±0.06 81.48±0.17 85.04±0.14
IF 86.36±0.10 88.19±0.10 77.78±0.16 84.54±0.14

IF -IMG- TM 85.71±0.10 87.40±0.10 77.78±0.16 80.78±0.15
IF -IMG 83.12±0.08 84.25±0.08 77.78±0.16 81.69±0.14

Resnet34

IF - MT 87.66±0.10 89.76±0.09 77.78±0.16 83.79±0.15
IF 87.01±0.07 88.98±0.05 77.78±0.16 84.49±0.12

IF -IMG- TM 87.01±0.06 88.98±0.06 77.78±0.16 80.84±0.15
IF -IMG 86.36±0.08 88.98±0.07 74.07±0.15 80.55±0.13

Resnet50

IF - MT 84.42±0.11 85.83±0.11 77.78±0.16 83.96±0.16
IF 81.82±0.11 82.68±0.12 77.78±0.16 81.31±0.13

IF -IMG- TM 84.42±0.05 85.83±0.07 77.78±0.22 80.43±0.17
IF -IMG 79.87±0.11 81.10±0.12 74.07±0.15 79.24±0.11

Table 5.5. Performance obtained in 10 fold-CV of the experiments conducted
considering the IF approaches.

bounding box may result in the inclusion of an excessive amount of healthy
tissue with respect to the lesioned one, especially in patients with a small
tumour region. On the other hand, the SVB and SIB options consider the
smallest 3D cubical bounding box circumscribed to the patient’s tumour
region, limiting the amount of healthy tissue to include. However, the SVB
extracts volumes whose voxels have different dimensions (in terms of mm)
along the three spatial axes, resulting in the need of introducing the SIB
procedure that considers volumes with isotropic pixels. The considerations
made between SVB and SIB can be also used for SLVB and SLIB where
the presence of multiple lesions is not exploited for the prediction of axil-
lary lymph node metastasis.

Results show that for each network the solution involving the IF ap-
proach with the transfer module has the best performance. The analysis
conducted in Table 5.6 shows that in most experiments, the LF performed
better than the EF, thus supporting the preference of the former over the
latter. Indeed, the LF approach exploits different models, each trained for
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Model Mod. ACC SPE SENS AUC
SVM U(CL) 76.77±0.12 78.13±0.13 70.37±0.19 71.53±0.21
MPL U(CL-S1) 75.97±0.11 78.74±0.10 62.96±0.22 75.61±0.17

BasicNet

U (DCE) 78.06±0.11 78.91±0.12 74.07±0.15 78.53±0.09
U (T2) 74.84±0.11 78.13±0.11 59.26±0.28 62.36±0.21

U (DWI) 79.87±0.13 85.04±0.12 55.56±0.25 66.00±0.23
IF - TM (3,4) 87.01±0.08 88.19±0.08 81.48±0.17 89.82±0.11

EF 62.34±0.15 62.99±0.14 59.26±0.22 61.13±0.19
EF -IMG 55.19±0.14 49.61±0.15 81.48±0.23 65.54±0.18

LF 84.52±0.11 86.72±0.11 74.07±0.14 78.62±0.15
LF -IMG 84.52±0.11 86.72±0.10 74.07±0.15 75.23±0.17

ResNet10

U (DCE) 85.16±0.07 87.50±0.07 74.07±0.17 81.34±0.12
U (T2) 85.16±0.08 89.84±0.09 62.96±0.08 76.71±0.14

U (DWI) 83.77±0.08 88.98±0.09 59.26±0.11 71.60±0.15
IF - TM 90.91±0.08 92.91±0.07 81.48±0.17 87.17±0.14

EF 85.06±0.08 98.43±0.08 22.22±0.25 60.32±0.23
EF -IMG 72.08±0.08 76.38±0.08 51.85±0.25 64.11±0.22

LF 89.03±0.07 92.19±0.07 74.07±0.05 92.85±0.10
LF -IMG 85.81±0.07 88.28±0.07 74.07±0.06 92.97±0.10

ResNet18

U (DCE) 84.52±0.08 86.72±0.08 74.07±0.15 80.93±0.10
U (T2) 78.71±0.13 82.03±0.16 62.96±0.08 72.60±0.16

U (DWI) 81.17±0.11 85.83±0.12 59.26±0.11 71.30±0.13
IF - TM 89.61±0.06 91.34±0.06 81.48±0.17 85.04±0.14

EF 66.88±0.10 67.72±0.12 62.96±0.14 65.34±0.19
EF -IMG 77.27±0.11 88.19±0.11 25.93±0.15 57.06±0.20

LF 83.23±0.08 85.94±0.08 70.37±0.10 86.98±0.10
LF -IMG 83.87±0.08 87.50±0.08 66.67±0.10 87.88±0.11

ResNet34

U (DCE) 78.71±0.10 80.47±0.12 70.37±0.15 74.13±0.12
U (T2) 76.77±0.10 80.47±0.13 59.26±0.19 67.85±0.16

U (DWI) 74.03±0.08 77.95±0.10 55.56±0.20 64.36±0.13
IF - TM 87.66±0.10 89.76±0.09 77.78±0.16 83.79±0.15

EF 74.03±0.07 81.89±0.10 37.04±0.25 59.46±0.21
EF -IMG 70.13±0.08 74.02±0.08 51.85±0.27 62.93±0.23

LF 81.29±0.10 82.03±0.11 77.78±0.14 82.96±0.19
LF -IMG 80.00±0.11 81.25±0.11 74.07±0.15 80.64±0.17

ResNet50

U (DCE) 78.06±0.08 79.69±0.08 70.37±0.20 82.26±0.11
U (T2) 67.10±0.10 68.75±0.13 59.26±0.11 64.06±0.09

U (DWI) 72.08±0.12 75.59±0.13 55.56±0.25 64.01±0.17
IF - TM 84.42±0.11 85.83±0.11 77.78±0.16 83.96±0.16

EF 67.53±0.15 68.50±0.15 62.96±0.21 65.73±0.17
EF -IMG 39.61±0.15 31.50±0.15 77.78±0.15 54.64±0.21

LF 80.00±0.11 81.25±0.11 74.07±0.11 85.19±0.15
LF -IMG 78.06±0.10 80.47±0.10 66.67±0.12 82.90±0.11

Nguyen et al.[100] DCE+CL-4 68.18±0.15 70.87±0.21 55.56±0.33 67.07±0.20

Table 5.6. Performance obtained in 10 fold-CV of the experiments conducted
with unimodal approach and different multimodal fusion modalities.
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Set of features Details

CL-S1 age, familiarity, hormone therapy, menopausal status
dimensions, ER, PgR, HER2, ki-67, and grading

SVM features

age, familiarity, hormone therapy, menopausal status
dimensions, ER, PgR, HER2, ki-67, grading

apparent diffusion coefficient (ADC), signal timing curve
margins, tumor class, histotype, multifocality

Table 5.7. Comparison of the features selected by the domain expert (D.S),
and those obtained with the backward features elimination and SVM.

a specific data modality. As a consequence, the four classifiers learn to ex-
tract features that reflect the distinctive characteristics of each modality,
delaying the combination of the results in a post-processing step. On the
other hand, in the EF solution, the networks trained in the U approach
are used as features extractors, creating a high-dimensionality shared rep-
resentation, that may make it difficult to capture the complementary char-
acteristics of each data modality. In solutions involving the IF approach,
the shared representation is created by concatenating features coming from
the convolutional cores at an intermediate level, thus preserving the dis-
tinctiveness of the different image modalities, which is then exploited in
the classification core. In particular, the presence of the transfer module
makes the layers of the convolutional cores influence each other during the
features extraction step, implementing the cross modality calibration. As a
result, the IF approach is able to overcome the disadvantages identified in
the EF and LF solutions, introducing an improvement in the performance
obtained.
Table 5.4 shows that the best performance is obtained when the TM mod-
ule is inserted after the third and the fourth layer of the BasicNet, that is
after the mid-point of the CNN. This implies that the features extracted
in the first layers strongly depend on the specific image modality. When
the TM is inserted only in the fourth, layer the obtained performance is
quite similar to the results of the approach obtained when that module is
excluded (Tables 5.4 and 5.5).
Table 5.5 reports that the CL-S1 features affect the results since for each
network the solutions exploiting only MRI scans present lower perfor-
mance. Finally, in Table 5.6 it is possible to note that the features CL-S1
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are selected by the backward features elimination implemented when the
SVM model is used.





Chapter 6
Data from Multiple Imaging
Exams: Dementia Status
Assessment

Dementia disease consists in the loss of cognitive functioning (thinking,
remembering, and reasoning), which interferes with daily life and activities
of a person. It describes a syndrome of generalized mental deterioration
that also causes personality change and makes the subject vulnerable in
many ways (i.e., injuries from falls and accidents) [76]. Alzheimer’s dis-
ease (AD) is the most common cause of dementia, affecting millions of
elderly people around the world [69]. The progression of the disease spans
in different stages, from very mild cognitive impairment, where subjects
experience memory loss or cognitive difficulties, to mild and severe stages,
where damage occurs in the areas of the brain that control languages and
conscious thought [69].
AD is a neurodegenerative disorder, and early detection is a key element
to improve the quality of life of affected patients and their families [4]. The
Clinical Dementia Rating (CDR) [52] is used in clinical trials to classify
the severity of AD. It is derived from an interview with the patient and
rates impairment in each of the six cognitive categories (memory, orienta-
tion, judgment, community affairs, hobbies, and personal care). The CDR
value consists of a five-point scale in which 0 means a cognitive normal
condition, 0.5 indicates a questionable impairment, whilst the values 1, 2,
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and 3 correspond to a mild, moderate, and severe impairment respectively.
In clinical trials, the Magnetic Resonance Imaging (MRI) is the standard
diagnostic tool [129, 151] due to the fact that the acquired images have a
strong relationship with the topology of the brain showing the alteration
of the morphology. In particular, the T1-weighted (T1-w) MRI provides
information about the brain structure, making it possible to evaluate its
volumetric characteristics and atrophy. Positron Emission Tomography
(PET) is another imaging technique that consists of the injection of a
tracer capable of revealing the metabolic functions of the tissue under
analysis. AD is characterized by the presence of β-amyloid (Aβ) plaques
that may develop many years before the onset of dementia [122]. As a
consequence, amyloid imaging is widely used in the early diagnosis of AD.
The Pittsburgh Compound B (C-PiB) [68] is the first PET tracer specific
for Aβ plaques and it is used to identify plaques in brain tissue.
There is the need of combining information from heterogeneous and com-
plementary sources, such as MRI and PET, to evaluate the structural and
metabolic characteristics of the brain. This makes the Multimodal Deep
Learning (MDL) approaches well suited in the case of dementia assess-
ment. Although the majority of papers exploit a single modality, that is
the MRI, few work have been proposed to provide a model able to process
multiple data sources considering the joint or intermediate learning.
However, when working with a multimodal dataset in the medical field,
it is not easy to have images of all the involved modalities, belonging to
the same patient. For each subject, paired acquisition consists of images
coming from all the different sources and collected at the same time or
in a specific range. In a real scenario, patients may have incomplete ac-
quisitions, in which some modalities are missed. In the literature, some
implemented methodologies discard the incomplete instances, considering
only the paired acquisitions and limiting the amount of data to be consid-
ered [91, 51, 131]. On the other hand, few work propose to fill the missing
modalities with black images [91] or interpolation operations [1].
In this thesis, a systematic analysis of early, late, and joint approaches
in fusion for dementia severity assessment is conducted on the publicly
available OASIS-3 dataset [74], which is the latest release in the Open
Access Series of Imaging Studies (OASIS) and it includes two different im-
age modalities, the T1-w MRI and the C-PiB PET. 3D CNNs are used



6.1. Dementia evaluation in MRI and PET acquisitions 75

to exploit the volumetric features of the involved images, including in the
training step strategies to handle a high imbalance and incomplete dataset.
In particular, this work provides an analysis of the effects of the incomplete
dataset in each multimodal fusion technique, and in the case of interme-
diate fusion, a Multiple Input - Multi Output 3D CNN is proposed whose
training iteration changes according to the characteristics of the input vol-
umes.

6.1 Dementia evaluation in MRI and PET acqui-
sitions

Most of the work in the literature propose solutions that take advan-
tage of DL approaches and MRI for the assessment of dementia. The
methodologies implemented differ for the classification task, for the dataset
used and for the characteristics of the neural networks (3D CNN or 2D
CNN) [63, 144]. With reference to the classification task, some work ad-
dress task distinguishing a normal brain condition from a damaged one
[113, 3, 148, 61, 114], whilst others deal with a solution for a multiclass
classification, also introducing the condition of mild cognitive impairment
[55, 127, 102, 10, 47, 98, 157]. With reference to the dataset, most of
the papers use the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
dataset [56], whereas few work use the OASIS-3 collection [74] to exploit
the fine-tuning of state-of-the-art 2D-CNNs (AlexNet [71], ResNet [46],
Inception [141], VGG [135]) [113, 3, 55, 61, 102, 98]. With reference to the
neural network characteristics, since MRI is a 3D acquisition, the involve-
ment of state-of-the-art networks introduces the problem of selecting the
right number and portion of slices to use. Some articles use the median
slice or select some central slices [55, 61]. However, each slice is classified
independently from the others, and therefore, volumetric information is
not exploited.
To overcome this limitation, the 3D CNNs are then introduced permitting
to extract the features from the whole 3D brain volume [114, 10, 47]. How-
ever, they require more training time since they are characterized by a huge
number of parameters and it is not easy to find pre-trained 3D networks,
especially considering biomedical images. The implemented 3D networks
in the literature consist of a sequence of 3D convolutional layers, separated
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by pooling operation, batch normalization, and activation functions.
In the literature, few solutions considering PET acquisitions have been pro-
posed, presenting the same heterogeneity as seen in work focusing on MRI.
Some papers focus on the ADNI dataset [56], exploiting fluorodeoxyglucose
(FDG) PET. In particular, the solutions presented in [32, 161] use state-of-
the-art CNNs (AlexNet [71] and InceptionV3 [141]), while the methodology
proposed in [20] relies on a 3D CNN. Only one paper [15] uses the OASIS-3
dataset [74], proposing a 3D CNN trained from scratch, focussing on amy-
loid imaging.
In the recent years, implemented solutions exploited joint learning for de-
mentia assessment, without considering the late and early fusion. The au-
thors of [91] proposed a methodology that combines T1-w MRI, Diffusion
Tensor Imaging (DTI-MRI) and 2D ResNet18 [46], representing the first
article that focuses on a multimodal approach with the OASIS-3 dataset
[74].
The majority of papers that use both MRI and PET images focus on ADNI
dataset [56]. In [1] authors used a 2D CNN for the classification of features
extracted from MRI, PET and genetic data, while in [51] authors proposed
a multi-input 3D CNN considering as input the hippocampal area selected
from MRI and PET. In [152] sparse autoencoder and 3D CNN were intro-
duced for classification, while in [131] stacked Deep Polynomial Networks
(DPNs) were used to extract features from the two image modalities. The
solutions proposed in [1, 51, 152, 131] report more than 90% of accuracy
in separating a normal brain condition from a damaged one.
When working with a multimodal environment, it is not easy to have im-
ages of all the involved modalities, that, in turn, will result in the need
to manage incomplete acquisitions. Authors in [91, 51, 131] used only a
paired dataset, reducing the number of images available. In [1] the au-
thors used linear interpolation to fill in the missing modalities. However,
this process makes the different acquisitions dependent on each other, es-
pecially in the case of longitudinal studies. Authors in [145] handled the
incomplete dataset proposing a fully connected multi-input network, con-
sisting of three fully connected layers, with three outputs (first modality
only, second modality only, paired datasets). The features are extracted
from MRI and PET before being fed into the network that is updated in
different parts according to the available input data, obtaining an accuracy
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equal to 65%.
As a further remark, it is important to note that the OASIS-3 [74] and
ADNI [56] datasets consist of longitudinal studies, so that they include
images of the same patient collected at different time. This implies that a
time-dependent relationship between images belonging to the same subject
exists and has to be taken into account, especially when designing the val-
idation step of the implemented solutions. However, although some work
in the literature got very high precision (more than 90%), most of them
conducted an image level rather than a patient-level split of the dataset
[113, 91, 3, 55, 61, 10, 47, 152, 98, 157, 20, 1, 131], not guaranteeing com-
plete independence between the train, validation, and test sets, as images
belonging to the same patient may not be included in the same set. More-
over, some work applied data augmentation techniques before splitting the
dataset [3, 10, 47, 98]. These characteristics may introduce bias in the per-
formance evaluation step.
This work focuses only on the OASIS-3 [74] dataset, using the CDR value
to provide an assessment of the dementia status rather than a specific diag-
nosis. Indeed, as reported in [74], the diagnostic information is separated
from the clinical assessment that includes the CDR value. It is worth not-
ing that in the ADNI [56] dataset the information about the CDR value is
not available for all the subjects, since the study focuses on the progression
of mild cognitive impairment and early AD, presenting a specific diagnosis
for each image. This makes the dataset suited for tasks that aim to deter-
mine a diagnosis or a specific Alzheimer’s stage rather than an assessment
of dementia status.
In comparison with the existing literature, the contribution of this thesis
can be summarised as follows:

• To perform a systematic analysis of MDL approaches for dementia
status assessment considering both MRI and PET images. To this
end, different fusion techniques such as early, late and intermediate
fusion are exploited.

• To implement a solution completely based on 3D CNN, extracting
features from the whole 3D brain volume.

• To propose a training strategy able to handle a high imbalance and
incomplete dataset. In particular, in the case of the intermediate
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approach, 3D CNN architecture is implemented whose training iter-
ation changes according to the characteristics of its input.

6.2 Population

This work considers the OASIS-3 dataset [74], consisting in a compila-
tion of MRI, PET imaging, and clinical data for 1098 patients. The study
collects 605 cognitively normal patients and 493 individuals at various
stages of cognitive decline. Each MRI, PET, and clinical data acquisition
session report information about when they are acquired expressed as the
number of days since the subject’s entry date into the study. The status of
dementia was assessed using the Clinical Dementia Rating Scale (CDR).
For each assessment, information on the CDR value is available, together
with a diagnosis of dementia (i.e., ’cognitively normal’, ’AD dementia’,
’vascular dementia’). This work focuses only on the most common cause
of dementia, Alzheimer’s disease, selecting among subjects with CDR> 0,
individuals with AD diagnosis, reducing the number of patients to 1025.
In this thesis, T1-w MRI and C-PiB PET acquisitions are exploited, since
they are the most used diagnostic tools for dementia diagnosis and assess-
ment [129, 151, 68].
The CDR value is used to distinguish between three different classes, as
proposed in [113, 127, 55, 13, 31]: the CDR value set at 0 (CDR = 0)
represents a normal cognitive function, determining the cognitive normal
class (C); the CDR value set at 0.5 (CDR = 0.5) indicates very mild de-
mentia, determining the mild class (M); the CDR value greater than 0.5
(CDR > 0.5), represents mild / severe dementia, suggesting the severe
class (S). Hence, the task to solve consists in the classification of each
MRI, PET, and MRI-PET pair in three different classes (C, M, and S),
which is addressed considering two different approaches:

• Three-class classification (Task A): it directly classifies samples
into one of the three different classes (C, M, S)

• Hierarchical classification (Task B): it consists of two steps:

– Cognitive Normal Classification (Task B1): which distinguishes
between healthy (C) and diseased (NC) instances.
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– Disease Classification (Task B2): which discriminates between
M and S that is applied if the instance is classified as NC.

Scan sessions and clinical data acquisition do not always occur at the
same assessment. As a consequence, there is the need to find a criteria to
match up MRI, PET images, and clinical data, with the aim of attributing
the CDR value to each MRI and PET acquisition. A common criterion
is to consider all clinical information within a year before and after the
date of the MRI (or PET) session valid. In particular, this thesis consid-
ers the clinical data closest to each MRI (or PET) session to be a match
if the difference in days is less than one year. The MRI and PET scans
are matched to clinical assessments separately, and the result consists of
three different datasets, namely MRI, PET and PAIRED datasets. The
MRI and PET datasets include all the MRI and PET volumes, respec-
tively, with the related CDR value, while the PAIRED dataset contains
only MRI-PET pairs, represented by the MRI and PET volumes associ-
ated with the same clinical information date. Straightforwardly, both the
MRI and PET datasets include the acquisitions of the PAIRED dataset.
It is worth noting that the set of data involved in this paper represents an
incomplete dataset in which, for each assessment, all image modalities are
not always available.
During the data analysis step, 46 patients were deleted because the pre-
processing phase of the raw acquisitions failed, as reported by the authors
in [74]. Moreover, Figure 6.1 shows the case where MRI or PET images
are not available for each clinical assessment. In particular, the patient
OAS31045 should move from a normal condition to a mild/severe demen-
tia according to the information coming from clinical data. However, only
volumes representing the normal condition are provided. This characteris-
tic implies that the available volumes should be considered when studying
the distribution of patients in the different classes. This study discards all
the patients that according to the clinical information change their con-
dition from CDR = 0 (C class) to CDR > 0 (M and S classes), but only
images for C are available. As a consequence 100 subjects are deleted.
Then, with the aim of maintaining the same age distribution in the three
classes, patients younger than 50 years are deleted.
This study considers a total of 628 patients, including 1263 MRI and 711
PET acquisitions, representing the MRI and PET datasets respectively,



80 Chapter 6. Data from Multiple Imaging Exams: Dementia Status Assessment

while the number of MRI-PET pairs is 628. Table 6.1 shows the progres-
sion of the patients in the three classes. The small number of patients in
class S does not allow a further division of the CDR value. Table 6.2 re-
ports the information on the generated datasets considering the number of
volumes for each class. It is worth noting that the MRI and PET datasets
include the volume in the PAIRED one.

End with
Start with C M S TOTAL
C 340 67 3 410
M 145 10 155
S 63 63
TOTAL 340 212 76 628

Table 6.1. The progression of patients in the three classes, cognitive normal
(C), very mild dementia (M), mild/severe dementia (S)

Dataset Classes TOTAL
C M S

MRI 926 258 79 1263
PET 627 75 16 711

Paired 556 58 14 628

Table 6.2. Information about generated datasets in terms of number of vol-
umes for each class, cognitive normal (C), very mild dementia (M), mild/severe
dementia (S)

6.3 Methodology

This thesis aims to develop a decision system supporting dementia
severity assessment, and exploiting information coming from two different
image modalities, namely the T1-w MRI and the C-PiB PET. To this end,
different MDL approaches belonging to all the three paradigms (early, late
and joint) are investigated. As described in section 6.2, the distinction in
three classes is addressed considering two different approaches, namely task
A and B. Hierarchical classification is introduced to explicitly exploit the



6.3. Methodology 81

Figure 6.1. Disease progression for patient OAS31045

relationship between classes related to different CDR levels (C is CDR = 0,
M is CDR = 0.5 and S is CDR > 0.5). Moreover, this work proposes to
analyse the differences with the three-class classification approach, where
the three classes are considered as independent, delegating the model the
task of learning their relationships.
The proposed methodology consists of two steps: Pre-processing, used to
prepare MRI and PET, and the Dementia Severity Assessment, which
introduces the implemented solutions considering multimodal approaches.

6.3.1 Pre-Processing

T1w-MRI volumes are processed according to the procedure reported
in [74], including motion correction, removal of non-brain tissue (skull-
stripping) and intensity normalization. The result is a set of volumes of
size 256× 256× 256 with isotropic dimension.
A PET scan consists in the acquisition of 3D volumes after the injection
of the tracer, resulting in 4D data. In OASIS dataset subjects underwent
a 60 minute dynamic PET scan in 3D mode (24 x 5 sec frames; 9 x 20 sec
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frames; 10 x 1 min frames; 9 x 5 min frames) generating a maximum of 52
3D volumes acquired over time. Since the analysis in interested in C-PiB
retention, only volumes acquired after tracer absorption are considered.
Indeed, the acquisitions obtained 40 minutes after tracer injection [94] are
averaged to create a static PET scan, which is then rigidly registered to the
MRI volume acquired during the dynamic PET scan session using mutual
information as a similarity metric [92, 115]. The result is a PET volume
of size 256 × 256 × 256 with isotropic dimension. To reduce the amount
of non-brain tissue to include, the smallest 3D cubical box including the
patient’s brain is extracted from each MRI and PET volume. The cubical
box is patient-dependent and its dimension strongly depends on the y axis,
as shown in Figure 6.2. The resulting volumes are then normalised in [0,1]
to ensure that, in the next stage, the involved CNNs operate on images of
the same scale across different acquisitions.

Figure 6.2. Extraction of brain region for each patient: the smallest 3D
cubical box (in green) is computed from the rectangular box (in orange) sur-
rounding the brain.

6.3.2 Dementia Severity Assessment

In clinical trials, T1-w MRI and PET are the standard diagnostic tools
used to assess the severity of dementia. They provide different information
since the former focuses on the volumetric and structural characteristics of
the brain, while the latter reveals its metabolic functions. MDL allows the
fusion of complementary information coming from heterogeneous sources
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with the aim of providing a richer data representation than the unimodal
approach.
Among all deep neural networks, CNNs are widely used in biomedical im-
age processing [86, 140] with surprising results. A typical CNN consists of
stacked relatively complex layers [11], with each of them having a convolu-
tional stage, a non-linearity function (i.e ReLU), and a pooling operation.
The set of complex layers constitutes the Convolutional Core (Conv-C),
responsible for the features extraction step, while the classification is per-
formed by a Classification Core (CC), typically including fully connected
layers.
CNNs are exploited to process MRI and PET scans for the dementia sever-
ity assessment. Each acquisition represents a 3D volume, with three spatial
dimensions (x, y, z) resulting in the need of using networks with 3D con-
volutional layers. Information coming from complementary data sources
is exploited considering MDL techniques.

In the early fusion (EF) approach, described in Figure 6.3, each pair
of MRI-PET is organized in a single structure before being considered
as an input for a CNN. To this end, each MRI-PET pair is converted
in a 2-channel volume by concatenating the different paired acquisitions.
Straightforwardly, the first layer of the 3D-CNN is changed, by modifying
the number of the input channels. In EF approach, two image modali-
ties simultaneously contribute to prediction, using different information at
the same time. Furthermore, the network is trained using the PAIRED
dataset, which has a reduced amount of available data.

The late fusion (LF) completely relies on the unimodal approach since
it aggregates the prediction coming from the classifiers implemented for
the MRI and the PET separately, as shown in Figure 6.4. To this goal,
the predictions coming from the two networks are combined using the
Weighted Majority Voting (WMV), in which a weight is assigned to each
prediction according to the network output probability. However, in LF
each CNN acts independently, not taking advantage of the complementary
characteristics of the two image modalities that do not influence each other
during the prediction.

In the case of intermediate or joint fusion (IF), a Multi Input-Multi
Output 3D-CNN architecture is proposed, that simultaneously processes
MRI and PET scans. Furthermore, a training strategy able to handle the
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case where one of the inputs of the two modalities is missing is introduced.
This permits the training dataset not to be reduced, thus exploiting all
the available volumes. Figure 6.5 shows the architecture of the proposed
network, which consists of two inputs, one for the MRI and one for the
PET volumes, respectively; then there are two convolutional cores, namely
the MRI Conv-C and the PET Conv-C, which extract abstract represen-
tations that are the inputs of two classification cores, namely the MRI-CC
and the PET-CC. Next, the joint fusion concatenates the outputs of the
two convolutional cores, which fed a PAIRED classification core, named
as PAIRED-CC (Figure 6.5). The TM introduced in Section 4.1 is used
to implement the cross-modality calibration between the layers of the two
Conv-C, resulting in the architecture reported in Figure 6.6. It is possible
to note that the resulting CNN differs from the one presented in Figure
4.4 as the incomplete dataset requires the use of three classification cores.
Therefore, the result is a 3D-CNN with three outputs, with only one of
them being considered according to the nature of the input: the PAIRED-
CC is considered only for paired acquisitions, while the MRI-CC and the
PET-CC act in the case of incomplete inputs. In particular, it is worth not-
ing that it is possible to distinguish three different sub-networks, namely
the MRI-NET, the PET-NET, and the PAIRED-NET that, during the
training, are separately updated as follows:

1. When both modalities are available, the volumes of each MRI-PET
pair fed MRI Conv-C and PET Conv-C, respectively, whose outputs
are concatenated and considered as input for the PAIRED-CC for
the classification. In particular, the transfer modules introduced be-
tween the layers of the MRI Conv-C and PET Conv-C contribute to
the prediction. The described chain represents the PAIRED-NET,
whose classification loss is used to update the two convolutional core,
including the transfer modules, and the PAIRED-CC element (Fig-
ure 6.7).

2. When the PET data is missing, the MRI volumes fed into the MRI-
NET, consisting of MRI Conv-C and MRI-CC. The output of the
MRI-CC is used to compute the classification loss, updating the net-
work weights (Figure 6.8). In this case, the transfer modules do not
contribute to the prediction.
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3. Similarly when the MRI data is missing, the PET volumes fed PET-
NET consisting of the PET Conv-C and PET-CC chain. The output
of the PET-CC is used to compute the classification loss, updating
the network weights (Figure 6.9). In this case, the transfer modules
do not contribute to the prediction.

It is worth noting that the joint fusion approach described so far overcomes
the aforementioned disadvantages of both the early and the late fusions.
Indeed, on the one side, it allows to train the network exploiting all the
data available in the dataset. On the other side, it is also beneficial in
the test step, as it is possible to classify instances where one modality
is missing. Furthermore, if the PAIRED-CC is removed, it is possible
to consider the MRI-NET and the PET-NET as independent networks,
obtaining the unimodal approach (U). In this respect in the following, the
networks trained with the MRI and PET volumes respectively are denoted
as U MRI-NET and U PET-NET.

Figure 6.3. Architecture of the 3D CNN proposed for the EF

CNN architecture

In this thesis, two different deep models are implemented for the con-
volutional part (Conv-C) and for the classification part (CC) of each archi-
tecture, regardless of whether it receives MRI or PET images as input, and
regardless of the type of fusion adopted, i.e., early, late and joint. Such two
networks are named in the following as BasicNet and ResNet, introduced
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Figure 6.4. Architecture of the 3D CNN proposed for the LF

Figure 6.5. Architecture of the 3D CNN proposed for the IF: it is possible to
distinguish three different sub-networks, the MRI-NET, the PET-NET, and
the PAIRED-NET.

in Section 4.4.
BasicNet consists of six reduction layers followed by a global average pool-
ing and a fully connected layer. A reduction layer is a block with a 3D-
convolutional operation consisting of 3× 3× 3 kernel, stride, and padding
set to 2 and 1 respectively, followed by batch normalization and ReLU
function. Each convolution reduces the input feature map and doubles
the number of channels, excluding the first convolutional layer with 16
output channels. The stride set to 2 makes pooling operations (max or
average pooling) not necessary [137]. The chain of the six reduction lay-
ers constitutes the Conv-C of the network, which is responsible for the
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Figure 6.6. Architecture of the 3D CNN proposed for the IF with Transfer
Module (TM)

features extraction step, while the global average pooling and the fully
connected layer represent the CC as shown in Figure 6.10. In the imple-
mented methodology BasicNet is trained from scratch.
Inspired by the state-of-art network proposed in [46], ResNet is a 3D CNN,
adapted to handle 3D volume data. Furthermore, the solution imple-
mented in [18] offers a set of 3D ResNet architectures pre-trained with
medical images for segmentation tasks. The architecture consists of a
backbone, that is an encoder representing the ResNet basic structure, re-
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Figure 6.7. In the first iteration, the PAIRED-NET is considered updating
the parts highlighted in yellow.

Figure 6.8. In the second iteration, the MRI-NET (highlighted in yellow) is
updated since the input is a set of MRI volumes

sponsible for features extraction, and a set of decoders for the generation
of the segmentation masks. Hence, the ResNet is adapted for the classifica-
tion task as described in Section 4.4. The result is an architecture similar
to the one proposed in [46], with some modifications: 3D convolutional
layers are used to process MRI and PET acquisitions, and the input is a
1-channel 3D image. Note that on this one side, transfer learning is used,
considering the pre-trained backbone as a starting point and implementing
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Figure 6.9. In the third iteration, the PET-NET is considered updating the
parts highlighted in yellow.

the fine-tuning for adapting the ResNet for the specific task to solve. On
the other hand, the classification core is trained from scratch.
All the techniques described in Section 6.3.2 are tested with the two 3D-
CNNs. In particular, the U and LF approaches use the architectures as
presented above, while in the EF the first convolutional layer is modified
to handle a 2-channel volume. The BasicNet and the ResNet are also
exploited in the IF implementing the MRI-NET (MRI Conv-C and MRI-
CC) and the PET-NET (PET Conv-C and PET-CC). The PAIRED-NET
is constituted by the MRI Conv-C, the PET Conv-C, and the PAIRED-
CC, consisting of a global average pooling and two fully connected layers
separated by the ReLU function. When the TM is used, it is inserted after
each block containing the layers implementing the residual network in the
case of ResNet. On the other hand, inspired by the analysis conducted in
Section 5.5, it is inserted in the last three layers in the case of BasicNet.

In the medical field, it is very difficult to have large and balanced
datasets as the number of patients usually involved in the study is small
and the number of acquisitions belonging to healthy subjects is greater
than the number of unhealthy ones. In this work, to improve the network’s
robustness the variability in the set of data used for training is introduced
by applying data augmentation techniques which include translation, ro-
tation, and scaling [18]. Straightforwardly, the implemented techniques
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Figure 6.10. BasicNet architecture: the network consists of six reduction
layers, representing the Convolutional Core (Conv-C), followed by a Global
Average Pooling and a fully connected layer, constituting the Classification
Core (CC)

Figure 6.11. ResNet architecture: the Convolutional Core (Conv-C) consists
of a first convolutional layer, followed by batch normalization, ReLU and Max
Pooling layers, and a chain on four layers containing the blocks implementing
the residual network, while the Global Average Pooling and the fully connected
layer represent the Classification Core (CC)

avoids completely overturning the position of the brain areas when set-
ting up the augmentation operations. Since the extracted bounding box is
strongly influenced by the y axis, volumes are translated within [−10, 10]
pixels in x and z dimensions, and within [−5, 5] in the remaining one. The
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rotation angle is selected within [−10, 10] for the y axis and within [−5, 5]
for the remaining ones, to reproduce natural head positions. The scaling
factor, applied in each dimension, is chosen within [0.9, 1.1], to simulate
different brain sizes by introducing moderate modifications.
During the training, a strategy to handle data imbalance is also imple-
mented, ensuring the creation of balanced batches in the various itera-
tions. Denoting with b the batch size, and with Nc the number of classes,
each batch contains b/Nc instances of each class. As a consequence, in
each iteration, the network receives a balanced batch. However, since the
number of batches to create in an epoch strongly depends on the size of
the majority class, different batches may share samples belonging to the
minority classes, resulting in an approach similar to that achieved by the
simple replication of instances.

6.4 Experimental Set-up

The 3D CNN presented for IF consists of three different sub-networks,
the MRI-NET, the PET-NET and the PAIRED-NET, as described in Sec-
tion 6.3.2 and Figure 6.5. As a consequence, it is possible to evaluate the
performance of the implemented network on the three datasets, consider-
ing the respective classification cores. The presence of the TM in the CNN
implemented for the IF approach is denoted with IF-TM.
When the input consists in a MRI-PET pair, the three sub-networks can
also be used in parallel, resulting in three outputs. To provide a unique
prediction, a WMV combining strategy is used. The described configu-
ration is referred with IF-WMV or IF-TM-WMV. Furthermore, the IF
approach can be evaluated on a dataset obtained by merging the MRI,
PET, and PAIRED datasets (COMPLETE dataset). Indeed, if the input
is an MRI (or PET) volume, the output of the MRI-NET (or PET-NET)
is considered, while if an MRI-PET pair is considered, the results of the
three sub-nets are aggregated using WMV. As a consequence, a perfor-
mance evaluation can be obtained considering all available volumes.

The EF and LF approaches can be used only with the PAIRED dataset,
since the first requires an input of two channels, while the latter combines
the results of two networks. However, it is possible to evaluate the per-
formance by considering the COMPLETE dataset exploiting the network



92 Chapter 6. Data from Multiple Imaging Exams: Dementia Status Assessment

trained in the U approach for incomplete inputs. More in detail, in the LF
the output combination is performed only for the MRI-PET pairs, while
in the EF the outputs coming from the three CNNs are aggregated using
WMV in the case of paired input.

This thesis provides a complete set of experiments since it exploits the
MDL fusion methods in each task, namely the three classes (Task A) and
hierarchical (Task B) classification, also detailing the results on the Tasks
B1 (C/NC classification) and B2 (M/S classification). Moreover, the EF,
LF and IF techniques are tested with the two CNNs, BasicNet and ResNet.

To assess the effectiveness of the proposed methodology, The result of
the IF, EF and LF are compared with the U approach, considering also a
proposal from the literature focusing on the OASIS-3 dataset [74].
The U approach is used as a baseline, evaluating its performance on the
MRI and PET datasets. In particular, the BasicNet and the ResNet are
trained considering the MRI and PET volumes separately, obtaining the
U MRI-NET and the U PET-NET.
The solution described in [91] is selected as it represents the first article
that focuses on MDL considering the OASIS-3 dataset [74]. Since the au-
thors use T1-w and DTI MRI, the proposed methodology is implemented
according to the information provided in [91], exploiting T1-w MRI and
C-PiB PET for the classification of the three classes (Task A). Indeed,
Massalimova et al.[91] explored the fine-tuning of the state-of-the-art Rest-
Net18 [46] in the U approach, proposing in the IF a multi-input 2D CNN
that leverages the network trained in the solution with a single modal-
ity. The input consists of a 3-channel image obtained concatenating the
median slices of the sagittal, axial, and coronal views from each 3D scan.
In the IF approach, the authors replace the missing modalities with black
images. The methodology is compared with the solution proposed in [91]
implementing both the U and IF approaches.

Table 6.3 gives details in terms of datasets and tasks for each of the
considered approaches.

The experiments are organized in four different groups, as summarised
as follows:

• Experiment 1 (EXP.1): that focuses on Task B1 (C/NC classifica-
tion), evaluating the effectiveness of the MDL and U approaches on
the four datasets (MRI, PET, PAIRED, COMPLETE).
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• Experiment 2 (EXP.2): that considers Task B2 (M/S classification),
exploring both the MDL and U solutions

• Experiment 3 (EXP.3): that focuses on Task A (C/M/S classifica-
tion), evaluating the effectiveness of the MDL and U approaches on
the four datasets (MRI, PET, PAIRED, COMPLETE).

• Experiment 4 (EXP.4): similarly, it focuses on Task B (hierarchical
classification)

As described in Section 6.3.1, the smallest 3D cubical box including the
patient’s brain is extracted from each MRI and PET volume. Since the
resulting volume in patient-dependent, a resize stage is used before feeding
data into the involved 3D CNNs. More in detail, the BasicNet and ResNet
receive as input volumes of size 128 × 128 × 128. In the IF technique,
fine-tuning is exploited by initialising the MRI-NET and the PET-NET
with the weights determined in the U approach, while the PAIRED-CC
is trained from scratch. In experiments involving ResNet, the ResNet34
architecture is used. The involved networks are trained by minimizing the
cross entropy loss. The maximum number of epochs is 200, the batch size is
32 for BasicNet and 16 for ResNet. The learning rate for the cross-entropy
loss was set to 10−5 and 10−6 for the experiments involving BasicNet and
ResNet, respectively. Adam optimizer is used with a weight decay set to
10−4.

Performance is evaluated in terms of Accuracy (ACC), Precision, and
Recall for each class, and Area under the ROC Curve (AUC). For the three-
class classification, the average AUC weighted by each class support, that
is the number of true instances for each label, is reported. All experiments
were run in a 5-fold cross-validation (CV) setting, to better assess the
generalization ability of each approach. More in detail, patient-based cross-
validation is performed, avoiding the use of volumes from the same patient
during the training and evaluation phase.

All the experiments were carried out using Pytorch (version 1.10), while
the pre-processing step was implemented in MATLAB 2020b. A Linux
workstation equipped with two NVIDIA RTX 3090 GPUs, AMD Ryzen
Threadripper 3960X 24-Core Processor, 64 GB of DDR4 RAM is used.
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Approach Dataset Task
EF (BasicNet, ResNet) PAIRED, COMPLETE B1, B2, A
LF (BasicNet, ResNet) PAIRED, COMPLETE B1, B2, A
IF (BasicNet, ResNet) PAIRED, COMPLETE, MRI, PET B1, B2, A

IF-MT (BasicNet, ResNet) PAIRED, COMPLETE, MRI, PET B1, B2, A
U (BasicNet, ResNet) MRI, PET B1, B2, A

ResNet18[91] PAIRED, COMPLETE, MRI, PET A

Table 6.3. Details in terms of datasets and tasks for each of the considered
approaches

6.5 Results

The results are organized for each class of experiments (EXP.1, EXP2,
EXP3, EXP4) that are evaluated on each dataset (MRI, PET, PAIRED
and COMPLETE) considering both networks to provide a performance
comparison among different approaches.
Tables 6.4, 6.5, 6.6, 6.7 report the performance of EXP.1, EXP.2, EXP.3,
EXP.4 respectively, specifying the dataset (Data), the network (Net), and
the fusion modality (Mod.). Moreover, the BasicNet and ResNet architec-
tures are denoted as Ba and Re. Each table consists of four main sections.
The first one shows the results of the U, IF and IF-MT approaches on the
MRI dataset, while the second section focuses on the PET volumes. In the
IF and IF-MT cases, only the outputs of the MRI-CC and the PET-CC
separately are considered, while in the U approach the performance of the
U MRI-NET and U PET-NET, trained considering only the MRI and PET
dataset respectively is evaluated. The third part considers the PAIRED
dataset, evaluating all the MDL fusion techniques (EF, LF and IF). In
particular, the section includes also the IF-WMV as mentioned in Section
6.4 and the performance of the U solution computed only on the MRI and
PET volumes of the PAIRED dataset, resulting in the U-MRI and U-PET
configurations. Finally, the last section shows the performance of the EF,
LF, and IF modalities on the COMPLETE dataset. In the EF and LF
cases, the U MRI-NET and the U PET-NET trained in the U approach
are exploited, while in IF the three outputs of the implemented CNN are
considered. Moreover, in the case of Task A in Table 6.6, the results of the
solution proposed in [91] is included in each section.
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For each metric, the average rate computed adopting 5-fold CV and its
standard deviation are reported, omitting 0. after the ± symbol and show-
ing only 2 significant digits. In each section, the best performance for each
metric is reported in bold.

When considering the results of the EXP.1 in Table 6.4, it is possible
to note that for each dataset the IF approach has the best performance.
On the MRI dataset, it achieves 78.78±.05% of ACC and 80.67±.03%
of AUC on the BasicNet, and 84.80±.01% and 84.30±.02% of ACC and
AUC respectively on the ResNet, outperforming the U approach also in
terms of precision and recall for each class. When the TM is used, the IF-
TM approach achieves 76.96±.05% of ACC and 81.80±.03% of AUC on
the BasicNet, and 87.33±.01% and 93.32±.02% of ACC and AUC respec-
tively on the ResNet. In the second section, the IF has values of accuracy
equal to 80.45±.01% and 89.59±.04% on the BasicNet and ResNet respec-
tively and values of AUC equal to 79.39±.03% and 84.50±.04% on the
two CNNs, showing higher performance than the U approach in all the
metrics. The introduction of TM increases the performance on BasicNet
obtaining 82.42±.04% and 84.45±.09% in terms of ACC and AUC respec-
tively while gaining 86.50±.04% in terms of AUC on ResNet. In the third
section, the PAIRED dataset is analyzed, where the IF modality achieves
at least 90% of accuracy on both networks. Indeed, it obtains 90.13±.03%
and 92.20±.01% in that metric for the BasicNet and ResNet respectively,
whilst it achieves 83.76±.06% and 90.13±.01% of AUC for the two net-
works, thus outperforming the U-MRI, the U-PET approaches, and the
EF and LF fusion modalities. The TM increases the performance in terms
of ACC in both networks. In the last section, it is possible to note that
although the EF and LF show good results, the IF achieves 81.80±.03%
and 82.77±.03% of accuracy and 86.70±.02% and 87.24±.01% of AUC on
the BasicNet and ResNet respectively. Moreover, for both networks, it
also has the highest performance in terms of precision and recall for each
class. In the IF-TM configuration, ResNet achieves the best performance
on each metric.

Table 6.5 focuses on the EXP.2, showing the results on the Task B2. On
the MRI dataset, the IF modality outperforms the U approach, achieving
values of ACC equal to 73.29±.03% and 82.20±.04% and values of AUC
equal to 70.52±.05% and 75.44±.05% on the BasicNet and ResNet re-
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spectively. The IF-TM approach obtains 74.78±.04% and 74.29±.04% in
terms of ACC and AUC respectively on BasicNet, while values equal to
85.4±.05 of ACC and 81.99±0.08% of ACC on ResNet. It also reports the
best performance in terms of precision and recall for each class. In the
second section, the PET dataset is considered, on which the IF achieves
84.62±.05% and 80.42±.07% for the accuracy and AUC respectively on the
BasicNet, whilst it has 89.01±.07% and 80.75±.13% in the same metrics
for the ResNet. Moreover, it also reports an improvement in precision and
recall, when compared to the U approach. The TM improves the perfor-
mance on both networks, obtaining 87.91±.05% and 88.08±.08% on ACC
and AUC respectively on BasicNet, while 91.11±.06% and 82.42±.12%
in those metrics on ResNet. On the PAIRED dataset, the IF-WMV-TM
achieves the best performance on the BasicNet obtaining 95.00±.05% and
97.29±.09% on accuracy and AUC respectively. The IF-WMV-TM and
the IF-TM report the same results in terms of accuracy on the ResNet,
whilst the former outperforms the latter in terms of AUC. Indeed, the
IF-WMV-TM achieves 94.44±.03% and 92.73±.07% of ACC and AUC re-
spectively. In the last section, among all the MDL fusion modalities, the
IF-TM introduces an improvement in all the metrics for both networks,
achieving 78.09±.03% and 87.36±.03% in accuracy and the 76.22±.05%
and 83.28±.05% of AUC for BasicNet and ResNet respectively.

When considering the results of the EXP.3 in Table 6.6, it is possi-
ble to note that the IF and IF-TM modalities introduce an improvement
on each dataset when compared to the other approaches. On the MRI
dataset, the IF achieves 72.60±.03% of ACC and 79.39±.04% of AUC on
the BasicNet, and 75.67±.01% and 78.78±.02% of ACC and AUC respec-
tively on the ResNet. Moreover, the IF-TM configuration achieves values
of ACC equal to 74.27±.03% and 76.47±.01% on BasicNet and ResNet
respectively, while values of ACC equal to 81.40±.05% and 80.09±.02%
on BasicNet and ResNet respectively. In the second section, the results on
the PET dataset show that the IF approach achieves values of ACC equal
to 79.32±.04% and 82.84±.03% and values of AUC equal to 77.73±.05%
and 81.80±.05% on the BasicNet and ResNet respectively. The IF-TM ap-
proach outperforms the IF configuration on ResNet, obtaining 85.55±.03%
and 83.66±.05% on ACC and AUC respectively. The third section focuses
on the PAIRED dataset, where the IF obtains 88.06±.04% in ACC for



6.5. Results 97

the two networks, while it achieves 86.15±.05% and 89.45±.04% of AUC
for BasicNet and ResNet respectively, thus outperforming the U-MRI, the
U-PET approaches, and the EF and LF fusion modalities. However, the
IF-TM configuration achieves 89.81±.05% of ACC and 74.50±.13% of AUC
on the BasicNet, and 93.15±.04% and 89.49±.03% of ACC and AUC re-
spectively on the ResNet. In the last section, it is possible to note that the
IF achieves 76.89±.03% and 77.93±.02% of accuracy and 80.53±.02% and
82.81±.01% of AUC on the BasicNet and ResNet respectively. Moreover,
the IF-TM configuration achieves values of ACC equal to 77.71±.03% and
80.61±.03% on BasicNet and ResNet respectively, while values of ACC
equal to 80.54±.02% and 84.60±.03% on BasicNet and ResNet respec-
tively.

Table 6.7 focuses on the EXP.4, showing the results on the Task B. On
the MRI dataset, the IF modality outperforms the U approach, achiev-
ing values of ACC equal to 72.53±.03% and 80.29±.01% and values of
AUC equal to 80.51±.03% and 82.00±.02% on the BasicNet and ResNet
respectively. The IF-TM configuration outperforms the IF one in the case
of ResNet, obtaining a value of ACC equal to 83.53±.01% and a value
of AUC equal to 80.51±.03%. In the second section, the PET dataset is
considered, on which the IF achieves 78.62±.03% and 83.49±.04% for the
accuracy and AUC respectively on the BasicNet, whilst it has 88.33±.03%
and 84.13±.05% in the same metrics for the ResNet. Moreover, it also
reports an improvement in recall for each class, when compared to the U
approach. When the TM is included, it is possible to note an improve-
ment in terms of accuracy and AUC on both networks. Indeed, the IF-TM
approach achieves values of ACC equal to 81.01±.04% and 88.47±.03%
and values of AUC equal to 86.80±.05% and 84.72±.04% on the Basic-
Net and ResNet respectively. The third section focuses on the PAIRED
dataset, where both IF, IF-WMV, IF-TM, and IF-WMV-TM modalities
achieve good performance. In particular, IF and IF-WMV show a value
of ACC equal to 88.85±.04% and values of AUC equal to 84.67±.04% and
89.23±.04% respectively on the BasicNet. Moreover, the IF and IF-WMV
approaches obtain 91.08±.01% and 89.01±.01% of ACC respectively on the
ResNet, achieving values of AUC equal to 88.73±.04% and 94.38±.01%.
The IF-TM and IF-WMV-TM show values of ACC equal to 93.47±.05%
and 90.76±.03% and values of AUC equal to 73.97±.05% and 88.72±.04%
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respectively on the BasicNet. Moreover, the IF-TM and IF-WMV-TM ap-
proaches obtain 98.09±.01% and 96.66±.01% of ACC respectively on the
ResNet, achieving values of AUC equal to 96.36±.04% and 97.21±.01%.
On the COMPLETE dataset, it is possible to note that the IF modality
outperforms both EF and LF in all metrics. Indeed, it obtains 76.97±.02%
and 82.32±.02% of ACC and 82.81±.02% and 84.97±.01% of AUC on the
BasicNet and ResNet respectively. Furthermore, the IF-TM configuration
improves the performance in terms of ACC on BasicNet and in terms of
ACC and AUC on ResNet. Indeed, it achieves values of ACC equal to
78.23±.02% and 88.71±.02% and values of AUC equal to 82.51±.02% and
91.00±.01% on the BasicNet and ResNet respectively.

6.6 Discussion

Results show that for each experiment and for both investigated net-
works (BasicNet and ResNet), the solutions that involve the IF and the
IF-TM configurations have the best performance, even when the three sub-
networks are evaluated separately. Moreover, ResNet outperforms Basic-
Net in each experiment, confirming, as expected, the effectiveness of fine-
tuning in the medical field. In contrast to BasicNet, ResNet can exploit
the knowledge learnt during the previous training phase.
The analysis conducted with the PAIRED and COMPLETE datasets shows
that in most experiments, the LF performed better than the EF, thus
supporting the preference of the former over the latter. Indeed, the LF
approach exploits two different networks, each trained for a specific image
modality, leveraging a set of data larger than the one used in the EF. As a
consequence, the two CNNs learn to extract features that reflect the dis-
tinctive characteristics of each modality, delaying the combination of the
results in a post-processing step. On the other hand, in the EF solution,
the MRI-PET pairs simultaneously contribute to the prediction, as they
are organized in a series of 2-channel 3D volumes. However, the limited
amount of data and the structure of the input do not allow the network to
learn a shared features representation that at the same time is able to cap-
ture the distinctive characteristics of MRI and PET. In solutions involving
the IF approach, the shared representation is created by concatenating fea-
tures coming from the convolutional cores at an intermediate level, thus
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Data Net Mod. ACC Precision Recall AUCC NC C NC

M
R

I

Ba
U 76.96±.02 89.54±.01 55.00±.01 77.65±.02 75.07±.01 79.80±.01
IF 78.78±.05 89.35±.03 58.08±.06 80.67±.08 73.59±.09 80.67±.03

IF-TM 76.96±.05 89.54±.03 55.00±.06 77.65±.08 75.07±.09 81.80±.03

Re
U 80.36±.01 91.96±.01 59.78±.02 80.24±.02 80.71±.03 81.71±.02
IF 84.80±.01 93.28±.01 67.47±.05 85.42±.02 83.09±.03 84.30±.02

IF-TM 87.33±.01 96.94±.03 69.80±.04 85.42±.02 92.58±.08 93.32±.06

P
E

T

Ba
U 78.90±.03 94.51±.01 33.88±.06 80.48±.04 68.13±.06 77.86±.05
IF 80.45±.01 96.34±.01 37.50±.04 80.65±.01 79.12±.04 79.39±.03

IF-TM 82.42±.04 96.96±.01 40.47±.08 82.42±.04 82.42±.08 84.45±.09

Re
U 88.33±.04 95.90±.02 53.17±.07 90.48±.03 73.63±.13 79.00±.07
IF 89.59±.04 96.91±.01 56.59±.18 90.97±.05 80.22±.07 84.50±.04

IF-TM 89.59±.04 96.91±.01 56.59±.18 90.97±.05 80.22±.07 86.50±.04

PA
IR

E
D

Ba

U-MRI 80.89±.02 96.58±.01 35.00±.01 81.29±.02 77.78±.01 82.77±.01
U-PET 78.50±.03 95.66±.01 31.14±.06 79.32±.04 72.22±.06 79.94±.05

EF 82.96±.03 93.42±.03 34.23±.08 86.87±.05 52.78±.20 78.85±.08
LF 82.48±.02 96.65±.02 37.33±.07 83.09±.05 77.78±.20 87.37±.70
IF 90.13±.03 96.25±.01 55.32±.05 92.45±.03 72.22±.10 83.76±.06

IF-WMV 88.22±.02 96.53±.01 49.09±.04 89.93±.03 75.00±.11 87.52±.05
IF-TM 93.95±.04 96.42±.01 74.29±.22 96.76±.04 72.22±.08 79.14±.09

IF-WMV-TM 88.85±.05 96.55±.01 50.94±.17 90.65±.04 75.00±.11 87.72±.08

Re

U-MRI 82.17±.01 97.03±.01 37.18±.02 82.37±.02 80.56±.03 83.66±.02
U-PET 88.22±.04 96.53±.02 49.09±.07 89.93±.03 75.00±.13 80.67±.07

EF 79.30±.07 93.65±.03 29.29±.11 82.19±.08 56.94±.17 77.96±.07
LF 82.01±.05 96.83±.02 36.77±.11 82.37±.08 79.17±.18 88.14±.07
IF 92.20±.01 98.29±.01 61.17±.07 92.81±.02 87.50±.05 90.13±.01

IF-WMV 90.61±.04 98.44±.01 55.65±.10 90.83±.05 88.89±.10 94.54±.03
IF-TM 98.57±.01 98.41±.01 100.00±.00 100.00±.00 87.50±.05 96.41±.05

IF-WMV-TM 96.97±.01 98.91±.01 83.54±.07 97.66±.01 91.67±.10 97.20±.03

C
O

M
P

LE
T

E Ba

EF 80.53±.01 88.64±.02 61.63±.03 84.34±.02 69.94±.03 81.81±.01
LF 79.72±.01 89.27±.02 59.58±.42 82.32±.06 72.47±.03 81.25±.02
IF 81.80±.03 90.62±.02 62.94±.04 83.94±.05 75.84±.08 82.77±.03

IF-TM 82.32±.03 90.69±.03 63.98±.04 84.65±.04 75.84±.08 82.73±.04

Re

EF 82.24±.02 91.58±.15 63.21±.05 83.54±.02 78.65±.04 83.63±.02
LF 80.83±.02 91.78±.14 60.43±.04 81.21±.01 79.78±.03 83.73±.01
IF 86.70±.02 93.74±.01 71.12±.07 87.78±.03 83.71±.03 87.24±.01

IF-TM 91.83±.01 97.11±.02 79.85±.03 91.62±.02 92.42±.06 94.51±.03

Table 6.4. Performance of the EXP.1 (Task B1). First and second sections
report the performance obtained on the MRI and PET datasets respectively,
considering the U and IF approaches. Third section shows the performance
of the MDL fusion techniques on the PAIRED dataset in comparison with
the U-MRI and U-PET configurations. The last section reports the results
obtained with the COMPLETE dataset. Ba and Re denote the BasicNet and
ResNet architectures.

preserving the distinctiveness of the different image modalities, which is
then exploited in the classification core in the case of MRI-PET pair. How-
ever, in the implemented training strategy, the loss is propagated back to
both the MRI and PET convolutional cores when a paired acquisition is



100 Chapter 6. Data from Multiple Imaging Exams: Dementia Status Assessment

Data Net Mod. ACC Precision Recall AUCM S M S
M

R
I

Ba
U 70.62±.09 84.12±.05 40.38±.16 75.97±.12 53.16±.14 70.05±.06
IF 73.29±.03 85.90±.39 44.66±.06 77.91±.06 58.23±.14 70.52±.05

IF-TM 74.78±.04 87.77±.04 47.22±.07 77.91±.06 64.56±.15 74.29±.04

Re
U 68.84±.08 86.96±.02 40.00±.10 69.77±.10 65.82±.02 68.80±.06
IF 82.20±.04 91.25±.02 59.79±.07 84.88±.05 73.42±.04 75.44±.05

IF-TM 85.46±.05 92.31±.01 66.67±.15 88.37±.07 75.95±.04 81.99±.08

P
E

T

Ba
U 74.73±.07 88.24±.08 34.78±.10 80.00±.11 50.00±.29 68.92±.07
IF 84.62±.05 90.67±.03 56.25±.23 90.67±.06 56.25±.14 80.42±.07

IF-TM 87.91±.05 94.44±.05 63.16±.19 90.67±.06 75.00±.26 88.08±.08

Re
U 74.73±.03 91.94±.01 37.93±.09 76.00±.03 68.75±.11 77.83±.06
IF 89.01±.07 93.33±.04 68.75±.23 93.33±.06 68.75±.16 80.75±.13

IF-TM 91.11±.06 94.59±.03 70.59±.22 93.33±.06 75.00±.15 82.42±.12

PA
IR

E
D

Ba

U-MRI 80.56±.09 92.31±.05 50.00±.16 82.76±.12 71.43±.14 82.88±.06
U-PET 75.00±.07 87.04±.08 38.89±.10 81.03±.11 50.00±.29 69.58±.07

EF 79.17±.10 89.09±.04 47.06±.28 84.48±.11 57.14±.09 77.34±.06
LF 84.72±.09 89.83±.06 61.54±.28 91.38±.11 57.14±.10 84.61±.07
IF 86.11±.07 91.38±.01 64.29±.28 91.38±.094 64.29±.12 85.71±.12

IF-WMV 88.89±.05 91.67±.01 75.00±.22 94.83±.07 64.29±.11 88.42±.06
IF-TM 94.44±.03 93.55±.04 100.00±.00 100.00±.00 71.43±.21 92.24±.22

IF-WMV-TM 95.00±.05 91.67±.04 91.67±.15 98.28±.03 71.43±.21 97.29±.09

Re

U-MRI 79.17±.08 92.16±.02 47.62±.10 81.03±.10 71.43±.02 77.83±.06
U-PET 70.83±.03 89.36±.01 36.00±.09 72.41±.03 64.29±.11 74.51±.06

EF 70.83±.14 87.76±.08 34.78±.22 74.14±.19 57.14±.36 71.55±.09
LF 81.94±.08 92.45±.03 52.63±.09 84.48±.02 71.43±.11 84.48±.08
IF 90.28±.06 93.22±.04 76.92±.17 94.83±.05 71.43±.18 81.90±.20

IF-WMV 90.28±.06 93.22±.04 76.92±.17 94.83±.05 71.43±.18 90.89±.08
IF-TM 94.44±.03 93.55±.04 100.00±.00 100.00±.00 71.43±.18 81.90±.21

IF-WMV-TM 94.44±.06 95.00±.05 91.67±.15 98.28±.04 78.57±.22 92.73±.07

C
O

M
P

LE
T

E Ba

EF 70.22±.07 83.4±.04 37.86±.12 76.73±.10 48.15±.13 68.57±.06
LF 70.22±.07 83.4±.04 37.86±.11 76.73±.09 48.15±.13 68.53±.06
IF 76.12±.03 86.82±.04 47.96±.10 81.45±.07 58.02±.12 72.26±.07
IF 76.12±.03 86.82±.04 47.96±.10 81.45±.07 58.02±.12 72.26±.07

IF-TM 78.09±.03 88.63±.04 51.49±.09 82.18±.07 64.20±.14 76.22±.05

Re

EF 70.22±.05 87.89±.02 40.60±.07 71.27±.07 66.67±.02 69.13±.07
LF 70.51±.06 87.95±.02 40.91±.07 71.64±.07 66.67±.02 69.58±.07
IF 83.71±.42 89.84±.03 55.00±.07 83.64±.04 67.90±.07 77.50±.06

IF-TM 87.36±.03 92.91±.02 70.45±.12 90.55±.05 76.54±.05 83.28±.05

Table 6.5. Performance of the EXP.2 (Task B2). First and second sections
report the performance obtained on the MRI and PET datasets respectively,
considering the U and IF approaches. Third section shows the performance
of the MDL fusion techniques on the PAIRED dataset in comparison with
the U-MRI and U-PET configurations. The last section reports the results
obtained with the COMPLETE dataset. Ba and Re denote the BasicNet and
ResNet architectures.

considered as input, leading the two features extracting processes to create
a shared representation that is suitable for the task to solve. Moreover,
the presence of the transfer module affects the features extraction process,
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Data Net Mod. ACC Precision Recall AUCC M S C M S

M
R

I

Ba
U 70.86±.02 86.96±.04 37.42±.07 34.31±.09 80.67±.04 43.80±.02 44.30±.16 76.53±.04
IF 72.60±.03 87.96±.02 41.37±.04 34.71±.16 82.07±.06 44.57±.09 53.16±.13 79.39±.04

IF-TM 74.27±.03 89.36±.02 45.58±.07 36.00±.17 82.51±.05 50.00±.08 56.96±.16 81.40±.05

Re
U 70.23±.03 91.81±.03 41.34±.05 32.82±.01 73.87±.03 62.02±.03 54.43±.07 78.53±.03
IF 75.67±.01 91.75±.02 49.55±.05 38.66±.04 80.54±.01 63.57±.04 58.23±.05 78.78±.02

IF-TM 76.47±.01 92.09±.03 50.62±.03 43.41±.04 80.54±.01 63.57±.04 70.89±.15 80.09±.02

Re[91] U 61.36±.04 84.47±.06 27.12±.06 16.33±.07 72.14±.10 32.17±.19 30.38±.02 71.11±.03
IF 48.38±.05 86.84±.04 26.06±.02 15.17±.06 46.33±.08 59.69±.17 34.18±.22 68.66±.06

P
E

T

Ba
U 73.14±.04 94.46±.02 21.89±.05 16.22±.39 76.94±.04 49.33±.08 37.50±.07 75.99±.06
IF 79.32±.04 93.85±.02 26.95±.07 41.18±.29 83.71±.05 50.67±.08 43.75±.14 77.73±.05

IF-TM 78.62±.03 93.77±.01 26.21±.15 45.00±.30 82.58±.04 50.67±.07 56.25±.18 77.73±.06

Re
U 79.32±.03 96.76±.01 33.10±.09 20.45±.09 81.94±.02 62.67±.11 56.25±.03 80.70±.03
IF 82.84±.03 96.35±.01 38.28±.12 34.29±.32 85.16±.03 65.33±.07 75.00±.23 81.80±.05

IF-TM 85.55±.03 96.43±.02 45.37±.07 37.84±.26 87.97±.05 65.33±.08 87.50±.14 83.66±.05

Re[91] U 65.96±.09 95.53±.02 18.54±.07 8.73±.07 69.68±.08 37.33±.14 56.25±.37 74.76±.05
IF 76.93±.07 89.13±.03 3.70±.04 6.49±.43 87.26±.09 1.33±.02 31.25±.38 70.34±.05

PA
IR

E
D

Ba

U-MRI 78.18±.02 95.03±.04 21.01±.07 26.92±.10 82.55±.04 43.10±.15 50.00±.11 80.33±.04
U-PET 72.29±.04 95.65±.02 19.75±.05 14.71±.39 75.18±.04 53.45±.08 35.71±.07 78.32±.06

EF 78.82±.05 93.45±.03 18.60±.09 21.05±.18 84.71±.07 27.59±.14 57.14±.37 76.97±.07
LF 76.11±.04 96.88±.02 24.05±.08 27.27±.45 78.06±.05 65.52±.19 42.86±.35 84.06±.08
IF 88.06±.04 94.85±.14 40.28±.28 66.67±.06 92.81±.12 50.00±.09 57.14±.05 86.15±.05

IF-WMV 87.74±.05 94.99±.01 40.26±.15 66.67±.33 92.09±.06 53.45±.16 57.14±.09 87.34±.04
IF-TM 89.81±.05 94.94±.01 46.97±.22 88.89±.15 94.42±.05 53.45±.11 57.14±.09 74.50±.13

IF-WMV-TM 86.78±.04 95.09±.01 38.37±.23 69.23±.31 90.47±.05 56.90±.08 64.29±.09 85.29±.07

Re

U-MRI 74.68±.03 97.22±.03 26.58±.05 20.51±.12 75.36±.03 72.41±.03 57.14±.08 82.31±.03
U-PET 79.62±.03 97.23±.01 30.25±.09 20.00±.09 82.01±.02 62.07±.11 57.14±.27 80.39±.03

EF 63.54±.26 95.05±.01 15.38±.07 8.16±.08 65.65±.30 51.72±.21 28.57±.21 74.81±.05
LF 78.98±.07 96.81±.03 28.18±.36 20.83±.13 81.83±.06 53.45±.16 71.43±.29 88.84±.08
IF 88.06±.01 97.10±.01 47.19±.10 38.10±.19 90.47±.02 72.41±.08 57.14±.09 89.45±.04

IF-WMV 86.78±.02 96.69±.01 43.33±.08 40.00±.33 89.21±.03 67.24±.12 71.43±.25 91.70±.02
IF-TM 93.15±.04 97.27±.02 66.67±.15 53.33±.34 96.22±.05 72.41±.12 57.14±.25 89.43±.03

IF-WMV-TM 90.76±.04 96.66±.01 54.93±.23 55.56±.31 93.71±.05 67.24±.08 71.43±.09 93.73±.02

Re[91] IF 77.87±.06 93.79±.02 16.67±.14 15.79±.12 84.17±.09 20.69±.31 64.29±.25 77.10±.10
IF-WMV 78.03±.06 93.60±.02 17.11±.12 17.31±.13 84.17±.09 22.41±.29 64.29±.25 76.98±.08

C
O

M
P

LE
T

E Ba

EF 73.70±.03 87.54±.03 41.78±.06 37.89±.13 83.74±.03 46.18±.14 44.44±.16 77.02±.03
LF 70.43±.03 87.56±.03 37.39±.06 34.65±.12 78.89±.03 48.00±.12 43.21±.12 76.36±.03
IF 76.89±.03 87.93±.02 47.73±.09 43.75±.14 87.58±.05 45.82±.08 51.85±.11 80.53±.02

IF-TM 77.71±.03 88.90±.02 51.45±.14 44.34±.14 86.57±.05 51.64±.06 58.02±.17 80.61±.03

Re

EF 72.88±.01 91.73±.02 43.55±.02 33.59±.10 78.38±.02 58.91±.03 53.09±.07 81.19±.01
LF 72.66±.01 91.90±.02 44.20±.02 31.94±.06 77.98±.05 58.18±.02 56.79±.06 81.43±.01
IF 77.93±.02 91.80±.02 51.35±.06 45.05±.12 83.64±.28 62.18±.03 61.73±.04 82.81±.01

IF-TM 80.54±.02 92.30±.02 55.88±.05 51.33±.10 86.40±.02 62.18±.03 71.60±.08 84.60±.03
Re[91] IF 62.70±.04 87.13±.02 33.76±.03 16.47±.06 69.09±.07 48.00±.16 34.57±.21 76.98±.04

Table 6.6. Performance of the EXP.3 (Task A). First and second sections
report the performance obtained on the MRI and PET datasets respectively,
considering the U and IF approaches. Third section shows the performance
of the MDL fusion techniques on the PAIRED dataset in comparison with
the U-MRI and U-PET configurations. The last section reports the results
obtained with the COMPLETE dataset. Ba and Re denote the BasicNet and
ResNet architectures.

implementing the cross-modality calibration of the features maps. The re-
sult is a network in which the different specific modality paths influence
each other, introducing an improvement in the performance obtained.
When comparing Tables 6.6, and 6.7, it is possible to note that the hierar-
chical classification (Task B) has better performance than the three-class
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Data Net Mod. ACC Precision Recall AUCC M S C M S
M

R
I

Ba
U 70.70±.01 89.54±.01 46.91±.03 24.32±.18 77.65±.02 50.00±.07 56.96±.16 77.92±.01
IF 72.53±.03 89.35±.02 42.62±.03 31.97±.15 80.67±.05 50.39±.09 49.37±.13 80.51±.03

IF-TM 70.86±.02 89.54±.02 44.18±.03 27.98±.13 77.65±.04 50.00±.08 59.49±.12 80.75±.01

Re U 73.00±.03 91.96±.01 46.26±.05 28.16±.05 80.24±.02 50.39±.09 62.03±.06 78.93±.03
IF 80.29±.01 93.28±.02 55.08±.03 50.00±.04 85.42±.01 65.12±.03 69.62±.05 82.00±.02

IF-TM 83.53±.01 96.94±.02 68.23±.03 40.54±.03 85.42±.05 79.07±.03 75.95±.04 86.93±.02

P
E

T

Ba
U 76.09±.04 94.51±.02 26.87±.04 12.24±.39 80.48±.04 48.00±.08 37.50±.07 76.87±.04
IF 78.62±.03 96.34±.02 28.81±.06 53.33±.28 80.65±.05 68.00±.08 50.00±.13 83.49±.04

IF-TM 81.01±.04 96.96±.02 32.93±.05 55.00±.22 82.42±.04 72.00±.08 68.75±.14 86.80±.05

Re U 85.51±.03 95.90±.01 43.37±.09 25.58±.08 90.48±.02 48.00±.10 68.75±.06 78.58±.03
IF 88.33±.03 96.91±.01 47.32±.12 64.71±.29 90.97±.02 70.67±.06 68.75±.23 84.13±.05

IF-TM 88.47±.03 96.91±.01 68.83±.09 23.08±.25 90.97±.01 70.67±.03 75.00±.22 84.72±.04

PA
IR

E
D

Ba

U-MRI 78.98±.02 96.58±.03 28.33±.06 25.00±.10 81.29±.04 58.62±.13 71.43±.10 81.40±.04
U-PET 75.96±.04 95.66±.02 24.39±.04 13.64±.42 79.32±.04 51.72±.08 42.86±.08 78.87±.06

EF 81.21±.04 93.42±.03 21.43±.08 46.15±.43 86.87±.05 36.21±.18 42.86±.25 79.42±.08
LF 77.87±.03 96.72±.02 26.57±.07 29.63±.47 79.68±.05 65.52±.19 57.14±.38 87.21±.08
IF 88.85±.04 96.25±.03 57.38±.09 27.27±.05 92.45±.11 60.34±.09 64.29±.04 84.67±.04

IF-WMV 88.85±.04 96.60±.01 55.88±.13 29.03±.29 91.91±.05 65.52±.11 64.29±.10 89.23±.04
IF-TM 93.47±.05 96.42±.03 67.24±.09 83.33±.04 96.76±.12 67.24±.09 71.43±.04 73.97±.05

IF-WMV-TM 90.76±.03 96.83±.01 53.25±.11 66.67±.25 93.35±.03 70.69±.11 71.43±.10 88.75±.04

Re

U-MRI 80.10±.02 97.03±.03 33.02±.04 20.00±.12 82.37±.03 60.34±.03 71.43±.05 83.84±.03
U-PET 85.35±.04 96.53±.02 38.03±.08 23.08±.08 89.93±.02 46.55±.12 64.29±.23 80.28±.03

EF 76.59±.07 93.65±.02 24.62±.38 10.67±.15 82.19±.07 27.59±.19 57.14±.36 78.31±.08
LF 80.25±.07 96.65±.02 29.46±.34 25.64±.15 82.91±.04 56.90±.15 71.43±.29 88.58±.07
IF 91.08±.01 98.29±.01 53.33±.09 61.54±.16 92.81±.02 82.76±.10 57.14±.09 88.73±.04

IF-WMV 89.01±.01 98.43±.01 45.71±.09 69.23±.24 90.29±.02 82.76±.16 64.29±.20 94.38±.01
IF-TM 98.09±.01 98.41±.01 94.44±.09 100.00±.00 100.00±.00 87.93±.10 64.29±.09 96.36±.04

IF-WMV-TM 96.66±.01 98.91±.01 81.25±.09 78.57±.24 97.84±.02 89.66±.13 78.57±.20 97.21±.01

C
O

M
P

LE
T

E Ba

EF 74.37±.03 88.90±.03 44.08±.04 32.38±.12 84.14±.03 48.73±.11 41.98±.15 79.52±.03
LF 71.99±.02 89.14±.03 40.71±.04 30.70±.11 80.40±.03 50.18±.11 43.21±.11 78.73±.02
IF 76.97±.02 90.73±.01 54.81±.07 31.08±.11 85.05±.04 53.82±.07 56.79±.10 82.81±.02

IF-TM 78.23±.02 90.94±.01 54.71±.07 37.12±.11 86.16±.04 54.91±.07 60.49±.10 82.51±.02

Re

EF 75.71±.01 91.66±.02 50.19±.02 30.00±.08 84.34±.02 48.36±.03 62.96±.07 80.88±.02
LF 73.92±.02 91.70±.03 45.82±.03 30.54±.06 81.52±.03 49.82±.02 62.96±.05 80.96±.01
IF 82.32±.02 93.72±.01 58.07±.04 55.00±.11 87.47±.20 68.00±.02 67.90±.03 84.97±.01

IF-TM 88.71±.02 97.11±.01 77.78±.04 50.41±.11 91.72±.20 81.45±.02 76.54±.03 91.00±.01

Table 6.7. Performance of the EXP.4 (Task B). First and second sections
report the performance obtained on the MRI and PET datasets respectively,
considering the U and IF approaches. Third section shows the performance
of the MDL fusion techniques on the PAIRED dataset in comparison with
the U-MRI and U-PET configurations. The last section reports the results
obtained with the COMPLETE dataset. Ba and Re denote the BasicNet and
ResNet architectures.

classification (Task A). This happens because in Task B the existing re-
lationship between classes is explicitly exploited, while Task A delegates
the model the role of understanding the connection between the labels.
However, the small size and high imbalance of the dataset make this task
very complex.
The work proposed in [91] is also considered since it represents the first ar-
ticle considering MDL approaches for the OASIS-3 dataset [74]. Table 6.6
shows that the implemented methodology outperforms the solution pro-
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posed in [91] in all metrics and for each dataset. Indeed, the U approach
proposed in [91] obtains 61.36±.04% and 71.11±.03% in terms of ACC
and AUC respectively on MRI dataset, and 65.96±.09% and 74.76±.05%
in those metrics on the PET dataset. In the third section, the IF approach
proposed in [91] achieves a value of accuracy equal to 77.87±.06% and
a value of AUC equal to 77.10±.10%, while on the COMPLETE dataset
it has 62.70±.04% and 76.98±.04% in terms of ACC and AUC respec-
tively. The implemented approach differs from that presented in [91] for
the characteristic of the CNN involved and for the strategy implemented to
handle the incomplete dataset, consisting of replacing missing modalities
with black images. These characteristics negatively affect performance.
Furthermore, the 2D CNN implemented in [91] only considers the median
slice as input without exploiting the volumetric information of the involved
acquisitions, while the use of black images may affect the process of fea-
tures learning, especially if the number of incomplete inputs is greater
than the number of paired acquisitions. As a consequence, the solution
described in this thesis takes these aspects into account by proposing a
training strategy that handles both paired and incomplete data.
When comparing the approach with other proposals in the literature, it is
possible to note that the IF methodology has performance comparable to
the solution proposed in [127] for EXP.1, EXP.3, and EXP.4 on the MRI
dataset. The authors in [127] proposed a 3D CNN trained with MRI vol-
umes and reported only the accuracy and the balanced accuracy1 to assess
the performance. In particular, in the case of Tasks B1 and A the authors
achieved values of accuracy equal to 84% and 77% respectively; moreover,
in the same tasks, the balanced accuracy is 84% and 76%, respectively.
In the first section of Table 6.4, note that the implemented IF approach
achieves 84.80±.01% in accuracy and 84.26±.03% in balanced accuracy
for Task B1, while for the three classes classification, the solution in [127]
is compared with both EXP.3 and EXP.4. The first section of Table 6.6
shows that the IF methodology obtains 75.67±.01% and 67.45±.02% in ac-
curacy and balanced accuracy respectively, whilst the first section of Table
6.7 reports 80.29±.01% and 73.39±.03% in the same metrics. On the other
hand, the IF-TM approach outperforms the solution proposed in [127] for

1In our experiments, the balanced accuracy is computed by averaging the recall for
each class.



104 Chapter 6. Data from Multiple Imaging Exams: Dementia Status Assessment

EXP.1 (Task B1) and for EXP.4. (Task B). The proposal is not compared
with the other state-of-art solutions focusing on the OASIS-3 dataset [74]
[113, 3, 55, 102, 61, 15] since they conducted an image-level rather that
a patient-level split of the dataset, introducing a bias in the performance
evaluation step.
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The ability of Convolutional Neural Network (CNNs) to autonomously
learn during the training stage the best input representation for the spe-
cific task under analysis, has enables their applications in domains lacking
well-defined, effective sets of features. This is the case of medical imaging
that refers to the generic process through which it is possible to observe
an area of a body not visible from the outside. Data augmentation is an
essential part of training a discriminative CNN [53] and it is introduced
with the aim of achieving more generalizable and accurate models based on
relatively small labeled datasets, typical of the medical domain. A variety
of augmentation strategies including flips, intensity operations, random ro-
tation, and crops have been proposed to apply transformations to images
improving the model’s performance. Moreover, recent applications lever-
age DL approaches for the implementation of augmentation techniques.
In particular, generative networks automatically learn the representation
of images and create realistic samples to introduce variability in the set
of data used for training. This process generates a set of synthetic im-
ages that aims to improve the generalization ability of the implemented
model. As a consequence, the training process considers two distributions
or sources of data, namely the real and the synthetic one.
However, despite promising, DL naive use may not be effective since med-
ical images are more than pictures [38]. A notable example is Dynamic
Contrast Enhanced-Magnetic Resonance Imaging (DCE-MRI), in which
the kinetic of the injected Contrast Agent (CA) is crucial for the analysis
of the disease. In the case of DL-based augmentation approaches, the gen-
erative model is designed to create samples that reflect the characteristics
of the real data, making the difference in the two distributions as small
as possible. In the medical domain, this implies that the physiological
properties of the tissue under analysis need to be preserved, i.e the kinetic
behavior of the CA flowing in the case of DCE-MRI. The result is a set of
generated images that can be integrated with the available dataset.
Chapter 7 illustrates the physiologically based pharmacokinetic (PBPK)
models used to describe the contrast agent kinetic behavior and the ba-
sic notions for the generation of synthetic images through a process that
aims to preserve the biological characteristics. Furthermore, the presented
concepts are further exploited in Chapter 8, dealing with a case of study
that considers the breast lesion classification in DCE-MRI. In particular,
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a nested deep architecture is introduced to disentangle the CA effect from
all the other image components while learning how to classify breast le-
sions with a CNN. Moreover, the physiologically-aware synthetic image
generation process is exploited to propose an innovative data augmenta-
tion approach that introduces shape variability improving the classification
task.



Chapter 7
Physiologically-aware
Synthetic Data Generation

One of the research areas where deep learning-based solutions are be-
ing used most frequently is biomedical image processing, where the number
of papers published each year nearly doubles. Although there are several
tasks for which image processing plays an important role, cancer analysis
is definitely one of the most crucial. Indeed, cancer is one of the lead-
ing causes of death in the western world [35], with the total number of
cases undergoing a sizeable increase in the last years. Therefore, early di-
agnosis is still crucial for a favorable prognosis. Since the World Health
Organization (WHO) suggests the use of imaging modalities in a variety of
cancer screening guidelines [154, 104], several studies have been proposing
to leverage Convolutional Neural Networks (CNNs) to analyze biomedical
imaging techniques. However, despite some works show very promising
results [156, 165, 167], the use of Deep Learning (DL) without consider-
ing all the physiological characteristics of medical imaging may not be the
most effective solution since. as already said “medical images are more
than pictures” [38]. This is especially true for all medical imaging tech-
niques where the diagnostic-related information is not only associated with
the image texture but, for example, with the variations due to the flow-
ing of a Contrast Agent (CA). In particular, Dynamic Contrast-Enhanced
Magnetic Resonance Imaging (DCE-MRI) has shown great effectiveness in
the diagnosis of several diseases and consists of the intravenous injection
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of a paramagnetic CA whose flowing within tissue highlights both mor-
phological and physiological characteristics. The Physiologically Based
Pharmacokinetic (PBPK) modeling is a mathematical modeling technique
for describing the diffusion of the CA from the blood pool into the extracel-
lular space, enabling quantitative analysis of contrast agent distributions
in the body and its relation to the characteristics of tumors. Indeed, in
addition to an assessment of morphological features, the kinetic behavior
of the CA has diagnostic potential [72].

7.1 Physiologically Based Pharmacokinetic mod-
els

Physiologically Based Pharmacokinetic (PBPK) modeling is a tech-
nique developed in order to model (estimate and predict) the absorption,
distribution, metabolism and excretion (ADME) of substances (including
contrast agents, hormones, nutrients, toxins, etc.) in animal species. The
majority of these concepts are represented in a drug concentration graph,
where the involved mathematical formulations are reported in Figure 7.1.
PBPK modeling is performed by compartmental or non-compartmental
methods:

• Compartmental methods: assume that any organism is formed
by a number of related compartments (organs or tissues) and inter-
connections (blood or lymph flows). The drug concentration in each
compartment is uniform and may be estimated by solving a system
of differential equations, where its parameters represent blood flows,
pulmonary ventilation rate, organ volumes, etc. Pharmacokinetic
models are used in the compartment of the organ or tissue under
study to determine the concentration-time graph at any time. The
disadvantage consists of the difficulty in developing and validating a
proper model.

• Non-compartmental methods: compute the exposure to a drug
by estimating the area under the curve of a concentration-time graph.
Since they do not assume any specific compartmental model, they are
often more versatile with accurate results. However, the estimation
of total drug exposure, which is frequently assessed using the area
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under the curve (AUC) approaches (numerical integration), is crucial
for PBPK non-compartmental analysis. Additionally, models that
are non-compartmental in nature can only predict the concentration
for a single time instant.

Figure 7.1. Most commonly measured PBPK metrics.

For the ability to predict the contrast agent concentration at any given
time, this thesis makes use of compartmental PBPK modeling for tumor
tissue. The choice of modeling only tumour tissues relays on the higher re-
liability of tumour tissues models with respect to healty ones. Indeed, the
tumor area is characterized by a large vascularization. It’s important to
note that these models don’t always accurately depict the exact situation
within an organism. For example, the drug will be distributed more slowly
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in some body tissues than in others with a higher blood supply. Addition-
ally, according to the characteristics of the drugs, some tissues might be
penetrated more easily than others. For these reasons, the PBPK compart-
mental model that is employed must be carefully adapted to the particular
tissue. This indicates that even if the suggested technique is generally ap-
plicable, the evaluation is strongly related to the specific organ.
All of the compartmental models used in literature make some basic as-
sumptions

• The contrast agent (tracer) concentration Ct(t) is uniform within a
compartment.

• The contrast agent flux between two compartments is proportional
to the concentration difference between them

• The parameters used to describe compartments are considered fixed.

• The contrast agent can flow from nearby capillaries to the extracel-
lular space (EES) and vice-versa; however diffusion through the EES
from more distant capillaries is possible and (if present) would render
the simple modeling invalid.

• The variation of the MR T1 constant is proportional to the contrast
agent concentration Ct(t).

• The Ct(t) is the real contrast agent concentration, while the Cmeasured
t (t)

is the value derived from DCE-MRI signal intensity value.

Many approaches differ from each other in the basic physiological assump-
tion about blood plasma and extra-vascular extracellular space (EES) and
the consequent mathematical models to represent them.
The Tofts-Kermode (TK) model [146] uses a simple compartmental ap-
proach to represent blood plasma and the extra-vascular extracellular space
(EES), in which the intra-vascular compartment can be neglected.
According to this model, the contrast liquid concentration Ct(t) might be
calculated as the convolution between the signal Cp(t), (the specific Ar-
terial Input Function, also known as AIF) and the exponential impulsive
response, following the law:
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Ct(t) = Ktrans

∫ t

0
e−

Ktrans

ve
(t−s) · Cp(s)ds (7.1)

in which Ktrans is a combined measure of blood flow and capillary per-
meability and ve is the EES volume per tissue volume unity.
In later work, the Tofts-Kermode model was extended in several ways. The
most known one is the Extended Tofts-Kermode model [147], an improve-
ment of the basic TK model in which the plasma volume fraction vp has
been added assuming that the intra-vascular compartment influence can
not be neglected:

Ct(t) = Ktrans

∫ t

0
e−

Ktrans

ve
(t−s) · Cp(s)ds+ vpCp(s) (7.2)

Generally, the two AIF used in the DCE-MRI context are:

• Weinmann AIF[155]: a bi-exponential AIF

Cp(t) = D ·
2∑

i=1

aie
−mit = D · (a1e−m1t + a2e

−m2t)

where D is the contrast agent injected quantity, ai the exponential
impulses extent and mi the decay time-constant.

• Parker AIF [107]: a model composed by the sum of two gaussians
and one exponential multiplied by one sigmoid

Cp(t) =
2∑

i=1

Ai

σi
√
2π

e
−(t−Ti)

2

2σ2
i + α

e−βt

1 + e−s(t−τ)

where Ai is the scaling constant, σi and Ti the extent and the centers
of two gaussians, α and β the extent and the decay time-constant of
the exponential, s and τ the extent and the center of the sigmoid.

7.2 Physiologically-aware Data Generator

Generative models are able to create new samples considering a latent
representation as input, implementing a process known as image synthesis
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that aims to artificially generate synthetic instances.
In image processing, the generative model, or generator, is typically a
deep network (i.e CNN) that learns to map a fixed latent distribution pz
to the distribution of real data px. Denoting with fg the mapping function
represented by the model, the process of synthetic instance generation can
be formalized as follows:

Is = fg(Z) (7.3)

where Z is a sample from the distribution pz (Z ∼ pz(Z)) corresponding to
a latent representation and Is represents the generated instance belonging
to the distribution pg, that is the generative model’s distribution. The goal
of the generative modeling algorithm is to learn pg which approximates px
as closely as possible [39] with the aim of creating new samples preserving
the intrinsic characteristics of the real ones, especially the physiological
properties in the case of the medical domain.
The distribution of real data includes all the available samples (i.e training
images), while the generation process depends on the fixed latent distribu-
tion pz. Several approaches (i.e Generative Adversarial Networks) consider
pz as a random distribution, However, in this thesis, an Intrinsic Deform-
ing Autoencoder (Intrinsic-DAE, or DAE), is used as a generative model
for its ability to provide a latent distribution pz while disentangling factors
of variations that are exploited in the process of image manipulation.
The Intrinsic DAE is a generative network proposed in [133] for images
that disentangles shape from appearance. It makes use of the basic no-
tion that creating an image involves combining two processes: a synthesis
of appearance on a coordinate system with no distortion (referred to as
a "template"), followed by a second deformation that includes shape di-
versity. Moreover, the appearance represents the "texture" in the image
that can be further decomposed in the components of albedo and shading,
corresponding to the overall brightness of an object and to the depth in-
formation respectively. Denoting with T (p) the value of the synthesized
appearance at coordinate p = (x, y), with A(p) and S(p), the albedo and
shading components and with W (p) the estimated deformation field, an
image Irec is reconstructed as follows:

Irec = T (W (p)) (7.4)
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where
T (p) = A(p) ◦ S(p) (7.5)

with ◦ indicating the Hadamard product.
The DAE is an unsupervised encoder-decoder architecture designed to dis-
entangle an image in its main components of albedo (A), shading (S), and
deformation field (W). In this thesis, the network is trained according to
the ability to reconstruct the input image starting from its components.
Moreover, the physiological characteristics of the medical images are pre-
served during the disentangling process by introducing the evaluation of
the biological consistency of the generated images (i.e consistency with the
PBPK model in the case of CA flowing).
The network architecture consists of an Encoder (E) and three different
decoders (Da, Ds, Dw), for the synthesis of A, S and W. The architecture
is shown in Figure 7.2. In particular, E is represented in Figure 7.3 and
consists of a batch normalization layer (BN), followed by ReLU function,
convolutional operation (CONV) with 32 output channels, and a chain
of dense encoder blocks and encoder transition blocks. DBE(n, k) is a
dense encoder block consisting of k stacked 3 × 3 × n convolutions with
stride and padding values set to 1, each preceded by batch normaliza-
tion and ReLU function. In this case, n represents the number of input
and output channels. On the other hand, TBE(m,n, p) is an encoder
transition block composed of batch normalization, leaky ReLU function
(LeakyReLU), 1×1×n convolutions with m input and n output channels,
and max-pooling operation.
The decoders Da, Ds have the same architecture, while Dw differs only for
activation functions. In particular, each decoder, shown in Figure 7.4, con-
sists of a batch normalization layer (BN), followed by an activation function
that is ReLU in Da, Ds or hyperbolic function (tanh) in Dw. Then the net-
work presents a transpose convolutional operation (ConvTranspose) with
256 output channels, and a chain of dense decoder block and decoder tran-
sition block. DBD(n, k) is a dense decoder block consisting of k stacked
3× 3× n transposed convolution, with stride and padding values set to 1,
each preceded by batch normalization and ReLU function. TBD(m,n) is a
decoder transition block composed of batch normalization, ReLU function
and a 4× 4× n transpose convolution with m input channels, with stride
and padding values set to 2 and 1 respectively. The final layers consist of
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a batch normalization layer (BN) followed by an activation function, that
is ReLU in Da, Ds or hyperbolic function (tanh) in Dw, and a transpose
convolution operation.
The resulting Intrinsic DAE is used as a generator of synthetic images, ex-
ploiting a methodology that consists of two main steps, namely the Latent
representation definition, in which the pz distribution is determined, and
Image synthesis that aims to produce new samples.

Figure 7.2. Architecture of the Intrinsic Deforming Autoencoder, consisting
of an encoder and three different decoders.

7.2.1 Latent representation definition

This step focuses on the real data distribution px with the aim of
defining the latent distribution pz during the disentangling process. In
particular, the real input image I ∼ px feeds the encoder (E) that delivers
the low-dimensional latent representation Z that is split into three parts
Z = [Zs, Za, Zw] providing the clear separation of components. Each of
these parts is fed to a different decoder (Ds, Da, Dw) that generates A,
S and W. The texture element (T) is then computed as the Hadamard
product (◦) between the albedo and the shading while the output of the
network is the reconstructed image Irec, belonging to the distribution of
reconstructed images pIrec .
It is possible to note that while E is responsible for the low-dimensional
representation Z, the three decoders act in the process of image recon-
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Figure 7.3. The considered DAE encoder, highlighting the DBE and TBE
elements.

Figure 7.4. The considered DAE decoder. The decoders Da, Ds have the
same architecture, while Dw differs only for activation functions (a∗), that is
ReLU in Da, Ds or hyperbolic function (tanh) in Dw. The core elements are
DBD(n, k) and TBD(m,n).

struction, as shown in Figure 7.2. In particular, the encoder transforms
the input images in a latent representation Z learning the map between
px and pz. In other words, it generates the latent distribution that is re-
sponsible for the image generation process. Since each vector Z is split
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into three parts (Z = [Zs, Za, Zw]), different distributions are generated,
namely pa, ps and pw, representing the latent distribution for the albedo,
shading and deformation field components, with Zs ∼ ps(Zs) , Za ∼ pa(Za)
and Zw ∼ pw(Zw). Each I ∼ px is associated with a specific Z ∼ pz(Z)
vector introducing a consistency constraint that the distributions ps , pa
and pw need to respect. In other words, the three distributions present a
dependency relationship. In particular, each Zs ∼ ps(Zs) corresponds to
a specific Za ∼ pa(Za) that is associated with a unique Zw ∼ pw(Zw).
The reconstruction process that generates Irec ∼ pIrec is formalized as a
function fg that exploits the components Zs, Za, Zw, the three decoders
Ds, Da, Dw and includes the Equations 7.4 and 7.5. In particular, the Irec
is computes according to Equation 7.3 that is detailed as follows:

Irec = fg(Za, Zs, Zw) (7.6)

In the Latent representation definition step, the DAE aims to generate the
input image from the latent representation acting as an autoencoder, while
performing the decomposition. In particular, the loss function proposed
in [133] 1 for training includes the reconstruction loss, as the standard l2
loss, the warping and adversarial losses that aim to make the network able
produce realistic images by preventing the introduction of inconsistent de-
formations. To make the disentangling process aware of the physiological
characteristics of the images, the loss function is modified by introducing
a component EPBPK that performs the evaluation of the biological con-
sistency of the generated image. In the case of DCE-MRI images, the
EPBPK considers the kinetic behavior of the CA flowing exploiting the
pharmacokinetic models.

7.2.2 Image synthesis

The Encoder (E) trained in the previous step provides the distribution
of the latent representation pz, which in turn generates pa, ps and pw, as-
sociated by a strict consistency constraint. The Image synthesis process
exploits the three latent distributions, the decoders Ds, Da, Dw and the
generation function fg to produce synthetic images Is ∼ pg, that represent

1Please refer to [133] for a mode detailed description



7.2. Physiologically-aware Data Generator 119

new samples. Moreover, the EPBPK component in the loss function pre-
vents biological inconsistency in the generated images.
According to Equation 7.6, an image is generated starting from the latent
representations of albedo (Za ∼ pa(Za)), shading (Zs ∼ ps(Zs)) and de-
formation field (Zw ∼ pw(Zw)). When the constraints between pa, ps and
pw are considered as described in Section 7.2.1, the generated image is the
Irec that does not correspond to a new sample since the network is trained
with the aim of making Irec ∼ pIrec equal to the real image I ∼ px.
The ability of the DAE to create instances is exploited to generate syn-
thetic images starting from the latent distributions pa, ps, and pw. In par-
ticular, the generation function fg considers a latent representation Z as
input, split into three main components. As a consequence, the process of
generating new instances results in the challenge of introducing variabil-
ity into latent representations. According to the consistency constraint,
the selection of Za automatically defines the Zs and Zw components to
select. However, the variability in the Z representation can be introduced
by removing the dependency constraint between pw and the other two dis-
tributions pa, ps. As a result, when Za and Zs are chosen form pa and
ps respectively, a random element Zw from pw is used generating the syn-
thetic representation Z̃. For each Za and Zs paired components, different
Z̃ can be obtained simply by changing the information related to the de-
formation field. It is worth noting that the dependency between pa and
ps should be retained as the albedo and shading equally contribute to the
texture of the image, providing information about the illumination from
different yet correlated perspectives: albedo corresponds to the brightness
while the shading to the depth characteristics. The effect is a generator
network that creates synthetic images by applying different deformation
fields to a "template" object to which a texture is applied.
The generation of the synthetic image Is, belonging to the distribution of
the generated instances pg, exploits the vector Z̃ and the function fg since
Is = fg(Z̃). As aforementioned, the aim of the generative model is to learn
how to create pg which approximates px as closely as possible [39] with the
aim of producing new samples preserving the intrinsic characteristics of the
real ones, especially the physiological properties in the case of the medical
domain.
During the Image synthesis, the encoder trained in the previous step can
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used to the definition of the pa, ps and pw from which the Za, Zs, and
Zw vectors are selected, without further training iterations. On the other
hand, the decoders are initialized with the weights determined in the previ-
ous step and further trained considering a loss function that consists of the
EPBPK components, the warping, and the adversarial losses. Indeed, the
absence of a reference image makes it impossible to use the reconstruction
loss while the presence EPBPK forces the model to generate physiologically
consistent images.



Chapter 8
Synthetic images: Breast
Lesion Classification in
DCE-MRI

Since the 1970s, there has been a marked increase in the number of
breast cancer occurrences, which has become one of the most widespread
forms of tumor [57]. Among supplemental diagnostic approaches recom-
mended by WHO [166], Dynamic Contrast Enhanced-Magnetic Resonance
Imaging (DCE-MRI) is one of the most successful techniques in detecting
different types of tumors, becoming increasingly popular in breast cancer
[80]. Since the kinetic behavior of the contrast agent (CA) provides poten-
tial information about the lesion aggressiveness [72], the work described in
[40] proposes the 3TP-CNN approach which is a straightforward yet effec-
tive solution to make any CNN able to properly exploit the CA effects in
breast DCE-MRI. In particular, it considers the Three Time Points (3TP)
method [29] to transform any DCE multi-channel slice into a 3TP slice (i.e.
a 3-channels image). This thesis wants to make a step further toward the
design of a domain-aware DL approach in the contest of breast DCE-MRI,
introducing a new nested deep architecture designed to learn how to disen-
tangle the CA effects from all the other image components while preserving
the physiological characteristics of the tissue under analysis and classify-
ing breast lesions with a CNN. Moreover, an innovative data augmentation
approach is proposed implementing a physiologically-aware synthetic im-
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age generation process that introduces shape variability with the aim of
improving the classification task. In particular, the physiological charac-
teristics of the slices are preserved by including the physiologically based
pharmacokinetic (PBPK) models in the training process. The main con-
tributions of the proposed approach can be summarized as follows:

• Exploiting an intrinsic Deforming Autoencoder (DAE) [133] to learn
how to disentangle the effects of the CA dynamics in breast DCE-
MRI 3TP slices;

• Designing a Generative Adversarial Network (GAN)-like architec-
ture, where the discriminator is a 3-channels CNN and the generator
is the previously mentioned DAE;

• Defining a multi-stage training strategy to make the deep architec-
ture learn how to classify breast lesions while preserving all the phys-
iological characteristics of the tissue under analysis;

• Introducing an innovative data augmentation approach that exploits
the DAE as a generator to implement a physiologically-aware syn-
thetic image generation process.

8.1 Breast Lesion Classification in DCE-MRI

DCE-MRI requires the intravenous administration of a paramagnetic
Contrast Agent (CA) characterized by specific wash-in and wash-out times.
The CA dynamics highlight both morphological and physiological charac-
teristics of the tissues vascularization, allowing the identification of dam-
aged tissues with respect to the surrounding healthy ones. Indeed, solid
tumors present an abnormal and irregular growth of blood vessels. A
DCE-MRI scan consists of several 3D MRI volumes (at least two), taken
before (pre-contrast) and after (post-contrast) the intravenous injection
of the CA. The result is a 4D volume with three spatial and one tempo-
ral dimensions. As a consequence, each voxel is associated with a Time
Intensity Curve (TIC) reflecting the variation of the signal intensity due
to the absorption and the release of the CA over the different acquired
3D series (Figure 8.1). Although this seems to suggest that the lesion
malignancy could be easily estimated by visually analysing the TIC [36],
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the strong differences between real and illustrative TICs, the huge amount
of data to analyze and the large intra/inter subject variability make the
accurate and precise quantification of lesion malignancy a very hard, error-
prone and time-consuming task. To face these problems, physicians rely
on Computer-Aided Detection and Diagnosis (CAD) systems, namely tools
designed to assist in the analysis of cancerous lesions by means of computer
vision and, more recently, pattern recognition algorithms.

Figure 8.1. An illustrative breast DCE-MRI study (on the left) and some
descriptive TICs (on the right): Type I, indicative of healthy tissues or of
benign lesions; Type II, typical of borderline/probably malignant lesions; Type
III, common in malignant lesions.

The task of lesion diagnosis consists of categorizing lesions, automati-
cally or semi-automatically segmented into Regions of Interest (ROIs) by
radiologists, according to their aggressiveness. It can be approached as the
binary classification problem of differentiating between benign and malig-
nant lesions at its extreme. Despite the fact that many literature ideas rely
on hand-crafted characteristics, several research has lately begun investi-
gating DL-based alternatives. Convolutional Neural Networks (CNNs) in
particular have gained widespread use due to their hierarchical structure,
which enables them to automatically learn the appropriate set of features
for the problem being analysed. In general, the results are encouraging and
perform better than the aforementioned traditional techniques, albeit at
the cost of the need for more training samples to converge. To face this, a
common approach is to use “transfer learning” as a pre-training technique
to exploit the features learned on a different task with a huger number of
available training samples. The so extracted high-level features are then
fed to other classification approaches (not necessarily deep) or used as a
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starting point to fine-tune the same deep neural network architecture on
the medical data [143]. An example of the former can be found in [6], with
authors adopting an AlexNet [71] model pre-trained on ImageNet [30] as a
feature extractor to feed a Support Vector Machine (SVM) trained for the
binary lesion classification task. For the latter case, in [89] and [43] the
authors proposed to directly fine-tune the pre-trained deep network, with
[89] relying on AlexNet and [43] on ResNet34 [46].
Similarly, Hu et al. [49] adopted the VGG19 [135] pre-trained on ImageNet
[30] to extract features from the DCE-MRI, represented as a 4D volume
consisting of both volumetric and temporal information. To handle the 4D
data, volumetric information was collapsed into two dimensions by taking
the maximum intensity projection at the image level or feature level within
the CNN architecture. In the work proposed by Rasti et al. [118], a mix-
ture ensemble of CNNs is used to perform the breast lesion classification
considering each network as an expert. However, the cited approaches are
mainly based on a textural analysis of the lesioned tissues, totally ignor-
ing the fact that medical images are more than pictures [38]. Indeed, as
aforementioned, the temporal dimension is one of the DCE-MRI key char-
acteristics that makes it very sensitive to the staging of the malignancy
of a tumour. Therefore, in [163] the authors exploited the CA dynamic
and the three-dimensional dependency between slices extracted from the
same lesion, by proposing two different approaches based on VGG19 [135]
and on InceptionV3 [142] fine-tuning respectively. On the same line, in a
previous work [40] authors proposed 3TP-CNN, a simple but effective ap-
proach to make any Image-Net pre-trained CNN able to properly leverage
the contrast agent temporal dynamic. In particular, the work introduced
the concept of 3TP slices, namely 3-channels images representing a given
slice at three different time points, uniquely identified by means of the
Three Time Points (3TP) [29] approach. This allows identifying a fixed
set of acquisition time instants (in seconds after the CA injection), mak-
ing the proposed approach more general and applicable also to DCE-MRI
protocols considering a different number of acquired series.
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8.2 Population

A women breast DCE-MRI dataset provided by "Istituto Nazionale
Tumori, Fondazione G. Pascale" of Naples were used. It consists of 34
patients1 (ages in 16-69) undergone imaging with a 1.5T scanner (Magne-
tom Symphony, Siemens Medical System, Erlangen, Germany) equipped
with breast coils. DCE FLASH 3D T1-weighted coronal (the axis hav-
ing the highest resolution) images were acquired (Transversal Relaxation
Time: 9.8ms, TE: 4.76ms; Flip Angle: 25◦; Field of View 370x185 mm2;
Image: 256x128 pixels; Thickness: 2mm; Gap: 0; Acquisition time: 56s;
80 slices spanning entire breast volume). One series (t0) was acquired
before the intravenous injection of the CA and 9 series (t1-t9) after the
intravenous injection of 0.1 mmol/kg positive paramagnetic contrast agent
(gadolinium-diethylene-triamine penta-acetic acid, Gd-DOTA, Dotarem,
Guerbet, Roissy CdG Cedex, France). An experienced radiologist manu-
ally segmented all the lesions by using original and subtractive Is image
series (where Is = t1 − t0). Lesions malignancy has been histopathologi-
cally proven.

8.3 Methodology

Despite CNNs have shown surprising performance even for biomedi-
cal image processing, the experience gained by developing hand-crafted
features should be taken into account to design more effective DL-based
solutions. On this line, as aforementioned, the solution proposed in [40] in-
troduced 3TP-CNN to properly take into account the CA flowing in DCE-
MRI data when using CNNs. This thesis exploits the methodology pre-
sented in [41] to make a step further towards the design of a domain-aware
DL approach for DCE-MRI data processing. To this aim, it proposes to
use a non-supervised Deforming Autoencoder (DAE) [133] to disentangle
the signal intensity variation due to contrast agent flowing in lesioned tis-
sues from the signal components associated with texture and deformation
while retaining the biological characteristics of the tumor area. Moreover,
the DAE is evaluated according to its ability to reconstruct the input im-
age starting with the disentangled components, namely shading (S), albedo

1All patients have agreed to the use of the data for research purposes.
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(A), and deformation field (W). This characteristic allows the DAE to be
used as a generator of synthetic images which are obtained by modifying
the different components and exploited in the classification step for data
augmentation. As the DAE expects a 3-channels image while DCE-MRI
produces t-channels slices (with t equal to the number of acquired series as
described in Section 8.1), this work relies on 3TP slices [40, 111] to make
the approach invariant to the considered DCE-MRI acquisition timeline.
Finally, the actual lesion classification is performed by a CNN trained on
the disentangled slices. The resulting “DAE-CNN“ architecture is thus
able to learn how to extract salient information while removing those not
associated with the CA flowing or with other physiological characteristics
of the tissues.
It is worth noting that DAE-CNN is not a simple stack of a CNN and DAE,
but a GAN-like architecture, where the discriminator is a CNN and the
generator is a DAE (Figure 8.2). In particular: the input are 3TP slices
(I3TP ); the DAE disentangles each 3TP slice in its shading (S), albedo (A)
and deformation field (W) components; finally a CNN is used to classify
the disentangled albedo (A) component after the application of the defor-
mation fiels W. Next sections detail each of the cited aspects, including
3TP slices and networks (pre)training strategy. Finally, the used proce-
dure for combining slice-level predictions is introduced and motivated.

8.3.1 PBPK Fitting

As already mentioned in Section 7.1, CMeasured
t (t) represents the con-

centration of contrast liquid, derived from the value of the signal acquired
through the DCE-MRI. Its computation depends on the following elements:

• the signal intensity SI(t), representing the brightness of a voxel at a
time instant t;

• the signal intensity relative enhancement RE(t), which represents the
percentage variation of the brightness of the voxel at instant t relative
to the observed pre-injection values, therefore: RE(t) = SI(t)− SI

Taking up what was reported by Schabel [128], CMeasured
t (t) can be com-

puted as follows:

CMeasured
t (t) =

RE(t)

T1 · r1
mMol

l
(8.1)
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Figure 8.2. Proposed DAE-CNN architecture. The DAE, consisting of an
encoder (E) and of three different decoders (Da, Ds, Dw), disentangles a 3TP
slice (I3TP ) in its shading (S), albedo (A) and deformation field (W) compo-
nents. The Albedo (A) component with the application of the deformation
field is used as input for the 3TP-CNN to determine the lesion class C (be-
nign/malignant).

where T1 is the tissue longitudinal relaxation time before contrast agent
injection (expressed in ms) and r1 is the contrast agent longitudinal relax-
ation time (mMol

ms ).
As introduced in Section 8.1, a DCE-MRI is a 4D volume having 3 spatial
(x, y, z) and 1 temporal (t) dimensions representing the acquisition of 3D
volumes over time. In particular it can be interpreted as a volume of size
X ×Y ×Z ×N , where X ×Y ×Z is the spatial dimension, while N is the
number of temporal acquisitions (10 in this work). The presence of the
segmentation mask for each patient makes it possible to select only slices
containing lesions along the z axes, resulting in a series of 3D slices of size
X × Y × N . In particular, for each slice of the lesion, the median pixels
for the N temporal instants is calculated among the pixel belonging to the
tumour area, resulting in a vector on N element that is used to compute
the CMeasured

t (t) for the ten time instants.
The aim of the fitting process is to find the parameters of the phar-
macokinetic models introduced in Equations 7.1 and 7.2, assuming the
CMeasured
t (t) as a reference. The Tofts-Kermode[146] needs two parame-
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ters, namely the Ktrans and ve while in the case of the Extended Tofts-
Kermode[147] model Ktrans, ve and vp should be found. The method of
least squares is a standard approach in regression analysis, commonly used
in data fitting. Defined a residual as the difference between an observed
value and the fitted value provided by a model, the best fit in the least-
squares sense minimizes the sum of squared residual. In this thesis, it is
applied to fit the measured contrast agent concentration CMeasured

t (t) to
the desired tumour tissue model.
At the end of this process, for each slice the Cfitted

t (t) that represents a
theoretical trend of the signal CMeasured

t (t) and the set of parameters are
computed.

8.3.2 3TP Slices Extraction

During the DCE-MRI, the number of volumes acquired (N) may strongly
vary across different medical centres, making harder the design of a more
general approach. To address this problem, a previous [40] work intro-
duced the concept of 3TP slices to standardize the considered number of
series. The idea is to fix the number of temporal acquisitions by taking into
account the 3TP method [29] according to which the lesion classification
can be faced by only taking DCE images at three-time points identified
by the time (in seconds) passed after the contrast agent (CA) injection:
pre-contrast (t0); 2 minutes after the CA injection (t1, corresponding to
the pick of CA levels in tissues); 6 minutes after the CA injection (t2, cor-
responding to the end of the CA washout). Then, 3TP slices are obtained
by extracting slices over the projection with the higher spatial resolution
(i.e. [x, y], [x, z] or [y, z]) from the three volumes acquired at the time
instances closest to t0, t1 and t2 (Figure 8.3). In other words, each 3D
slice of size X × Y × N is transformed in an image of size X × Y × 3.
This process generates a set of multi-channel images (i.e. the 3TP slices),
each representing the same portion of tissue seen at different temporal in-
stants. It is worth noting that this work only considers slices containing a
lesion. This is possible since lesion classification is a stage executed after
the lesion detection/segmentation [110] that can be made both manually
or by an automatic procedure [111]. Finally, the 3TP slices are further
processed by extracting only the portion of the image within a squared
box centred in the lesion centre and having size 1.5x the lesion diameter
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[40]. The resulting images are then normalized in [0, 1] to ensure that, in
the next stage, the DAE operates on images having the same scale across
different lesions.

Figure 8.3. 3TP slice extraction procedure. The 4D volume Vx,y,z,t is sec-
tioned along the highest resolution axis (coronal in the example) generating N
different t-channels slices, with t equal to the number of temporal acquisitions
and N equal to the size of the cutting axis (z in the example). From these
t-channels slices, the corresponding 3TP slices (I3TP ) are 3-channel images
obtained by considering only the channels associated with the three volumes
acquired at the time instances closest to those suggested in [29].

8.3.3 3TP Slice Disentangling

3TP slices were designed to preserve all the information needed to de-
scribe the CA course within tissues by relying on a fixed number of time
series. Despite this, they still carry other information that may “daze”
the CNN during the classification (possibly resulting in a higher num-
ber of labelled training samples to converge). In this step, the aim is to
enhance the useful information while weakening the impact of the others,
exploiting the fact the generation of an image consists of two processes:
the synthesis of a texture (how the image appears) on a template (usually
a deformation-free coordinate system), and the deformation to introduce
shape variability. Texture can be further disentangled in albedo and shad-
ing, where albedo is the overall brightness of an object (i.e. the reflecting
power of a material) while shading represents depth information. In [133],
the authors introduced the "intrinsic Deforming-Autoencoder (DAE)", an
unsupervised encoder-decoder architecture designed to disentangle an im-
age in its main components. The network consists of a single encoder
(E) and of three independent decoders (Da, Ds, Dw) for the synthesis of
albedo, shading and deformation functions respectively (as in Figure 8.2).
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It is worth to note that the DAE loss (Etot) proposed in [133] consists of
the sum of three parts2: the reconstruction loss (Erec), the warping loss
(Ewarp) and the adversarial loss (Eadv). The first is the standard l2 loss,
used to penalize reconstruction errors. The second is used to both pe-
nalize quickly-changing deformations encoded by local warping field and
to remove any bias introduced by the fitting process. The third is used
to generate visually realistic images. In this thesis, the DAE training is
modified by adding to the loss function the component related to the phar-
macokinetic model (EPBPK), exploiting the fact that “medical images are
more than pictures”. The idea consists in making the disentangling pro-
cess dependent on the PBPK compartmental model, avoiding the loss of
information related to the contrast agent flowing. This thesis leverages
the DAE to disentangle 3TP slices, with the aim of compacting into a
single component all the information associated with the CA flowing. To
do so, the encoder (E) takes a 3TP slice (I3TP ) as input and delivers
a low-dimensional latent representation Z, split in three sub-components
Z = [Zs, Za, Zw]. Each of these parts is fed to a different decoder (Ds, Da,
Dw), providing the decomposition of the input 3TP slice in its shading
(S), albedo (A) and deformation field (W) components (Figure 8.4). The
texture element (T ) is then computed as the Hadamard product between
the albedo and the shading. The output of the network is a reconstructed
image Irec and the DAE is trained to be able to reconstruct the input
considering the three features components Z = [Zs, Za, Zw]. To avoid the
elimination of PBPK features, the EPBPK is introduced, acting on each
Irec as follows:

EPBPK(I3TP , Irec, pI3TP
) =

1

3

2∑
i=0

(Cfitted
tI3TP

(ti)− CMeasured
tIrec

(ti))
2 (8.2)

where Cfitted
tI3TP

is the Cfitted
t (t) computed on the input I3TP by applying to

Equations 7.1 or 7.2 the parameters pI3TP
found during the PBPK Fitting

step described in Section 8.3.1, while CMeasured
tIrec

is the CMeasured
t (t) on the

Irec image obtained by using Equation 8.1 and ti with i form 0 to 2 are the
time points selected during the 3TP Slice Extraction step (Section 8.3.2).
The aim of the EPBPK is to make the DAE aware of the biological char-

2Please refer to [133] for a more detailed description.
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acteristics of the images.
The shading component is discarded, using only the albedo with the ap-
plication of the deformation field as input for the classification step to
help the model to focus only on the CA course. This choice is due to the
strong correlation between the brightness and the signal intensity varia-
tions associated with the CA flowing. Moreover, the W is retained since
the information about the shape can be useful for the distinction between
a malignant or benign lesion.

Figure 8.4. Intrinsic Deforming-Autoencoder (DAE) architecture used for
3TP slice (input) disentangling. The encoder takes a 3TP slice (I3TP ) as
input and delivers a low-dimensional latent representation, split into three
sub-components. Each of these parts is fed to a different decoder. In the
middle, the disentangled three components and the resulting texture; on the
right, the reconstructed 3TP slice, used as a reference to train the DAE.

8.3.4 DAE for data augmentation

As aforementioned in Section 8.3.3, the generation of an object repre-
sented by an image consists of the synthesis of a texture on a template
and the application of a deformation field. In other words, an image can
be obtained by exploiting the A, S, and W components determined by
the decoders Da, Ds, Dw considering the vector Z, split into three sub-
components Z = [Zs, Za, Zw]. Denoting with Zapi

, Zspi
, Zwpi

, the com-
ponents of the i-th slice of the generic patient p, the Irecpi , that is her
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reconstructed image can be formalized as follows:

Irecpi = fg(Zapi
, Zspi

, Zwpi
) (8.3)

where fg exploits the DAE decoders Da, Ds, Dw.
In this thesis, an innovative image generation process for data augmenta-
tion is implemented by considering the main elements of an object together
with the biological characteristics. In particular, data variability is intro-
duced by changing the Zwpi

component in Equation 8.3 with the aim of
creating a lesion with a different shape.
The DAE trained in the previous step gives a distribution of Z represen-
tation, whose Zw sub-component is responsible for the W element. The
image generation process exploits the Zw vector to apply the deformation
that introduces the shape variability. Each synthetic image takes into ac-
count the components coming from slices of two different patients p and
q, with p ̸= q belonging to the same class. It is worth noting that benign
and malignant lesions present different biological characteristics resulting
in the need of preserving class separation. In particular, denoting with
I3TPpi

the i-th 3TP slice of the generic patient p, from which the Zapi
,

Zspi
components are extracted discarding the Zwpi

element, with I3TPqj

the j-th 3TP slice of the patient q (p ̸= q), from which the Zwqj
vector is

considered, the synthetic image of the class c, Icspiqj is formalized as fol-
lows:

Icspiqj
= fg(Zapi

, Zspi
, Zwqj

|c) (8.4)

where c ∈ {benign;malignant}. It is worth noting that from each I3TPpi

different synthetic images can be generated by variyng the patient q and
the slice j.
As described in Section 8.3.2, each patient consists of a set of slices whose
number varies in respect of the extension of the lesion along the z-axis.
Denoting with Be and Ma the total number of patients belonging to the
benign and malignant classes respectively, with np the number of slices of
the patient p, and with p and q two generic patients, the cardinality of the
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set of synthetic images Ts is computed as follows:

Ts =
Be∑
p=1

(np ·
Be∑

q=1;q ̸=p

nq) +
Ma∑
p=1

(np ·
Ma∑

q=1;q ̸=p

nq) (8.5)

The EPBPK loss introduced in Section 8.3.3 is used to control the synthetic
image generation process, making the process aware of the biological char-
acteristics of the images to be generated. In particular, denoting with Icpi
the i-th 3TP slice of the patient p belonging to the class c from which the
components Zapi

, Zspi
are extracted, with Icspiqj

the synthetic image of the
class c, obtained by applying to Zapi

, Zspi
the Zwqj

extracted from the j-th
3TP slice of the patient q as described in Equation 8.4, the EPBPK loss in
Equation 8.2 is adjusted as follows:

EPBPK(Icpi , I
c
spiqj

, pIcpi
) =

1

3

2∑
i=0

(Cfitted
tIcpi

(ti)− CMeasured
tIcspiqj

(ti))
2 (8.6)

where Cfitted
tIcpi

is the Cfitted
t (t) computed on the input Icpi by applying to

Equations 7.1 or 7.2 the parameters pIcpi
found during the PBPK Fitting

step described in Section 8.3.1, while CMeasured
tIcspiqj

is the CMeasured
t (t) on

the Icspiqj
image obtained by using Equation 8.1. As reported in Section

8.3.1, the CMeasured
t (t) is calculated by considering the median pixels of

the tumour area in each slice. As a consequence, the synthetic lesion mask
for each slice Icspiqj

is computed by applying to the real mask of Icpi the
deformation field resulting from Zwqj

.

8.3.5 DAE-CNN Training

As aforementioned, DAE-CNN is a GAN-like architecture, where the
discriminator and the generator are respectively a CNN and a DAE (Figure
8.2). In particular, the DAE and the CNN are trained simultaneously in
order to make the CNN learn how to classify the disentangled albedo (A)
slices while influencing the DAE into producing disentangled slices more
suited for the lesion classification task. Thus, the work proposed in [41] is
extended by introducing the DAE-CNN training that is implemented by
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splitting each iteration into four main steps:

1. Albedo 3TP slices (from here on 3TP-A) are computed by feeding the
DAE with 3TP slices. The resulting 3TP-A images are then classified
by using the CNN, whose classification loss is used to update both
DAE and CNN weights with a learning rate α1;

2. The same 3TP images used as input in the previous step are used
again to generate the 3TP-A slices, but this time considering the
DAE weights updated in the previous step. The DAE loss (see Sec-
tion 8.3.3), including the EPBPK , is then re-estimated and used to
re-updated only the DAE weights with a learning rate α2 ≪ α1.

3. For each class c, a set of synthetic 3TP slices is generated by changing
the Zw sub-component as described in Section 8.3.4. As reported in
step 1, the resulting synthetic-3TP-A images are then classified by
using the CNN, whose classification loss is used to update the weights
of the three decoders Da, Ds, Dw and the CNN with a learning rate
α1;

4. The same synthetic 3TP slices are used again to generate the synthetic-
3TP-A slices, but this time considering the weights of the decoders
updated in the previous step. The DAE loss (see section 8.3.3), in-
cluding only the EPBPK , the Ewarp, and Eadv, is then re-estimated
and used to re-updated only the weights of the three decoders Da,
Ds, Dw with the learning rate α2.

The CNN is trained by minimising the cross-entropy loss

L(y, ŷ) =
∑
i

yilog(ŷi)

where ŷi is model prediction, while y is the target class. It is worth not-
ing that only the decoders are updated in steps 3 and 4 since they are
the networks responsible for image generation. Moreover, the absence of a
reference image makes it impossible to use the Erec component in the loss
function when step 4 is performed. The training iteration is summarised
in Figure 8.5. In each step the updated parts are surrounded by a shadow
that is orange if the cross-entropy loss is used or blue when the DAE loss
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is exploited.
This four-steps training helps the DAE learn how to generate more valu-
able (from the CNN point of view) 3TP-A slices while preventing it from
overfitting “under” the CNN loss. In particular, the steps 1 and 2 focus
on real images, that are directly obtained from Section 8.3.2, while steps
3 and 4 exploits the process described in Section 8.3.4 for the generation
of synthetic slices.
According to Equation 8.5, the number of synthetic images that the DAE
is able to generate is much larger than the size of the dataset used in
this work. As a consequence, in each iteration, the DAE-CNN is trained
considering the same amount of real and synthetic slices obtained by ran-
domly selecting from each class the 3TP images and Zw sub-component to
be used in steps 3 and 4. Moreover, in the implemented training process,
two different iterations consider non-overlapping sub-sets of both real and
synthetic images. A training epoch ends when all real images have been
processed. However, since the number of benign synthetic images differs
from the total number of malignant synthetic slices, it is necessary to intro-
duce two additional concepts of epoch. In particular, the malignant epoch
ends when all the malignant synthetic slices have been processed, while
after a benign epoch the DAE-CNN has been fed by all benign synthetic
images. The different cardinality of the set of images implies that the
epoch, the malignant epoch, and benign epoch may not coincide.
The final aspect to consider is the characteristic of the training dataset.
Indeed, medical imaging datasets are usually small and very unbalanced.
The former is mostly the results of the reduced number of patients usually
involved in DCE-MRI programs, while the latter is because of the different
number of slices per lesion type (benign/malignant). As a consequence, in
the course training, random rotations and flipping operations are applied
both on real images (steps 1 and 2) and during the generation of synthetic
images (steps 3 and 4), while only the real dataset is balanced by replicat-
ing some randomly chosen slices belonging to the minority class.
Although this might sound like a limitation, it has been proved [143] that
for medical images leveraging transfer learning “outperforms or, in the
worst case, performs as well as training a CNN from scratch”. Therefore,
the CNN is pre-trained on a huge dataset (i.e. ImageNet [30]) before start-
ing the proposed training algorithm. It is worth noting i) that this thesis
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does not fix any CNN since the proposed approach applies to any 3-channels
input CNN, and ii) there is nothing in the approach preventing a training
from scratch (if the dataset size allows it). Unfortunately, this pre-training
strategy is not very effective on the DAE, since the reconstruction loss is
very domain sensitive. Therefore, the DAE directly is pre-trained on the
considered medical data, as reported in Section 8.3.3. This and the fact
that the DAE behaves like the generator help enforce the absence of bias
or performance over-estimation despite this full-dataset pre-training.

Figure 8.5. DAE-CNN training is implemented by splitting each iteration
into four main steps: the updated parts are surrounded by a shadow that is
orange if the cross-entropy loss is used or blue when the DAE loss is exploited.

8.3.6 Lesion Classification

The DAE-CNN architecture works on a slice base, producing the prob-
ability for it to contain a malignant or a benign lesion. However, since the
final aim is to classify each lesion as a whole, as a final step the classes
of all the slices from a given lesion are combined into a single class. This
thesis introduces a combining strategy that takes into account both the
probability produced by the model and the slice size in terms of the num-
ber of pixels belonging to the lesioned tissue. More in details, denoting
with diml

i the size of the ith slice of the lesion l, with nl the total number
of the slices of the lesion l, with ml

i and bli the predicted probability of
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containing a malignant or a benign tissue respectively, the probabilities
for the lesion l to be a benign (bl) or malignant (ml) lesion are computed
as

ml =

∑N l

i=1m
l
i · diml

i∑nl

i=1m
l
i · diml

i +
∑nl

i=1 b
l
i · diml

i

(8.7)

bl =

∑nl

i=1 b
l
i · diml

i∑nl

i=1m
l
i · diml

i +
∑nl

i=1 b
l
i · diml

i

(8.8)

It is worth noting that diml
i in equations 8.7 and 8.8 is in the range ]0; 1]

since it is normalized with respect to the size of the largest slice of the
lesion l. This slice-level prediction combining strategy allows using the
prediction for all the slices belonging to a lesion while taking into account
that the model may be not very confident on slices containing only a very
little portion of the lesion (e.g. border slices).

8.4 Experimental Setup

In the 3TP Slice Disentangling step (Section 8.3.3) the DAE is trained
by adding to the loss introduced in [133] the EPBPK loss resulting in
DAE-PBPK configuration, while the version without the pharmacokinetic
component is denoted with DAE. In particular, the two compartmental
methods, namely the Tofts-Kermode[146] (TK) and the Extended Tofts-
Kermode[147] (ETK) models are tested, considering both the Weinmann
[155] (W) and Parker[107] (P) arterial input function (AIF) introduced
in Section 7.1, resulting in four different configurations: TKW , TKP ,
ETKW , and ETKP . In particular, in Weinmann [155] AIF, D is the
contrast agent injected quantity, ai the exponential impulses extent and
mi the decay time-constant. Standard used values in the present study
will be [155]: D = 0.1mmole

kg , a1 = 3.99kg
l , a2 = 4.78kg

l , m1 = 0.144 1
min ,

m2 = 0.0111 1
min . In Parker AIF, Ai is the scaling constant, σi and Ti the

extent and the centers of two gaussians, α and β the extent and the de-
cay time-constant of the exponential, s and τ the extent and the center of
the sigmoid. The parameters are obtained through a population-averaged
fitting operation [107]: A1 = 0.809mmole ·min, A2 = 0.330mmole ·min,
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T1 = 0.17046min, T2 = 0.365min, σ1 = 0.0563min, σ2 = 0.132min,
α = 1.050mmole.
As described in section 8.3.5, the proposed architecture consists of two net-
works jointly trained by using a four stages training schema that exploits
the DAE both for image disentangling and synthetic slice generation. Al-
though any three-channels CNN can be used in the designed architecture,
this work reports experiments made by using AlexNet [71], ResNet34 [46]
and VGG19 [135]. All the considered CNNs were pre-trained on ImageNet
[30] and then fine-tuned on the considered dataset.
To assess the effectiveness of the proposed training strategy, some variants
are explored by removing one step at a time from the methodology pro-
posed in Section 8.3.5.
The maximum number of epochs was set to 300, the patience to 15. The
batch size was set to 32 for AlexNet and to 16 for ResNet34 and VGG19.
The learning rate for the cross-entropy loss was set to 10−6, while the one
for the DAE loss to 2 · 10−8. Adam [66] optimizer is used with a weight
decay set to 10−4. Since the DAE generates 64 × 64 images while the
tested CNNs expect images of 224 × 224 pixels, a resizing stage is used
before feeding the 3TP albedo slices to the CNN. The DAE has been pre-
trained using the Adam optimizer, without any weight decay strategy, by
setting the maximum number of epochs to 2000, the patience to 50, the
batch size to 40 and the learning rate to 2 · 10−4. Performance is evalu-
ated by measuring Accuracy (ACC), Sensitivity (SEN), Specificity (SPE),
F1-Score (F1) and Area under ROC curve (AUC). All the experiments
were run in a 10-fold cross-validation fashion to better assess the approach
generalization ability. More specifically, it is of crucial importance to ex-
ecute patient-based cross-validation to reliably compare the performance
of different models, avoiding the use of slices from the same patient both
during the training and the evaluation phase. For each repetition, 8 folds
were used as the training set, 1 as the validation set and 1 as the test set.
To assess the effectiveness of the proposed approach, this thesis compares
it against some literature proposals, considering two classical (non-deep)
and three DL-based solutions:

• Fusco et al.[37], proposing to leverage Dynamic and Morphological
features together (to consider both CA variations and lesion shape)
using a Multi-Classifier System;
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• Piantadosi et al.[109], relying on Local Binary Patterns on Three Or-
thogonal Planes (LBP-TOP) descriptor as textural features together
with a Random Forest classifier;

• Antropova et al. [5], using AlexNet (pre-trained on ImageNet) as
a feature extractor for a Support Vector Machine (SVM) classi-
fier. To match the 3-channels input layer, the authors replicate
slices extracted from the second post-contrast series. Since the au-
thors did not provide any information about the chosen SVM hyper-
parameters settings, an optimization stage is performed to find the
best set for parameters. To do so, a grid search is implemented by
varying the value of cost value in [0,1] with a step of 0.1, and the
degree of the polynomial kernel in [1,3] with a step of 1. The search
reported a cost value equal to 1 and degree equal to 1 as the best set
of values;

• Haarburger et al.[43], fine-tuning a ResNet34 [46] CNN. To match
the 3-channels input layer, the authors perform a grid-search among
all the possible time-series combinations, resulting in the selection of
[T1, T7, T8];

• Zhou et al. [163], proposing two lesion-level approaches based on
VGG19[135] and InceptionV3 [142]. The authors added a max-pool
and two fully connected layers at the top of the two networks. To
match the 3-channels input layers, they consider the pre-contrast
image (Ipre), the peak-enhancement image (Ipeak), the initial uptake
image (Iearly) and the delayed response image (Idelay): first channel
is Ipeak, the second is Ipeak − Ipre and the third channel is Iearly −
Idelay. In this work, the VGG-19 version is considered as the authors
proved to be the best.

• Gravina et al. [40]. proposing the 3TP method to select the three-
time points to generate the 3TP slices. The authors exploited the
fine-tuning of AlexNet.

All the experiments were carried out using Pytorch (version 1.10), while
3TP slices extraction and non-deep competitors have been implemented in
MATLAB 2020b. A Linux workstation equipped with Intel(R) Core(TM)
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i7-10700KF CPU, 64 GB of DDR4 RAM and a Nvidia RTX 3090 GPU is
used.

8.5 Results

This section reports the results of the implemented experiments with
the aim of evaluating the proposed approach for the task of breast lesion
classification exploiting synthetic image generation for data augmentation.
Table 8.1 reports the results of the PBPK Fitting and 3TP Slice Disentan-
gling steps showing the mean, the median, the standard deviation (std),
the minimum and maximum values of the EPBPK loss computed consid-
ering the set of images and PBPK model detailed in columns Image and
PBPK Model respectively. For readability, beside each value the notation
·10−3 is omitted. The table consists of three main sections and for each
of them the smallest values are reported in bold. In the first part, when
the set of images consists of I3TP slices, the EPBPK represents the fitting
error, that is the difference between the Cmeasured

t and Cfitted
t obtained

during the PBPK Fitting step. In other words, the EPBPK is computed
as EPBPK(I3TP , I3TP , pI3TP

). The second section reports the values of the
EPBPK computed exploiting the DAE trained without the pharmacoki-
netic component in the loss function. The aim is to evaluate the error on
the images reconstructed by the network (Irec), considering the I3TP slices
as reference for the Cfitted

t . In particular, the EPBPK value is computes as
EPBPK(I3TP , Irec, pI3TP

) (Equation 8.2). The last section shows the value
of the pharmacokinetic component exploiting the DAE trained with the
loss function proposed in this thesis. It is possible to note that the values
are reduced when the EPBPK component is included in the training phase,
improving the fitting process. Moreover, in each section, the experiments
with the TKw PBPK model show the lowest mean and median values. As
a consequence, TKw model is selected to perform further analysis. Figures
8.6, 8.7, 8.8, 8.9 illustrate the box plots representing the distribution of
the EPBPK computed on I3TP images, and the Irec slices obtained with
DAE and DAE-PBPK.

Table 8.2 shows the results of the experiments implemented for breast
lesion classification obtained by changing the training iterations to assess
the effectiveness of the strategy introduced in Section 8.3.5 and the EPBPK
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Image PBPK Model mean median std min max

I3TP

ETKP 5.012 2.260 8.128 0.018 67.762
ETKW 4.970 2.608 7.451 0.031 59.140
TKP 5.322 2.118 10.282 0.014 96.284
TKW 4.073 1.438 7.291 0.002 59.139

IrecDAE

ETKP 5.334 2.269 8.564 0.017 65.267
ETKW 5.230 2.586 7.796 0.062 64.353
TKP 5.668 2.259 10.678 0.001 103.182
TKW 4.409 1.618 7.618 0.008 64.352

IrecDAE − PBPK

ETKP 1.025 0.482 1.909 0.015 19.740
ETKW 1.005 0.394 1.470 0.001 10.086
TKP 0.144 0.073 0.201 0.000 1.391
TKW 0.107 0.028 0.745 0.000 14.910

Table 8.1. The mean, the median, the standard deviation (std), the minimum
and maximum value of the EPBPK loss computed considering the set of images
and PBPK model detailed in columns Image and PBPK Model respectively.
For readability, beside each value the notation ·10−3 is omitted.

loss described in Section 8.3.3. In particular, the columns Net and EPBPK

detail the involved CNN and the inclusion of the PBPK component in the
loss function respectively, while the steps of each training iteration are de-
fined in the column Steps. In particular, it is possible to note four different
configurations. The 1-2-3-4, 1-2-3, and 1-2 ones represent the method pro-
posed in Section 8.3.5, implementing the steps specified by the numbers.
In the DAE+CNN configuration the two networks are not jointly trained:
the DAE obtained from 3TP Slice Disentangling step is used while the
CNN, pre-trained on ImageNet [30], is then fine-tuned on the considered
dataset. Table 8.2 consists of three sections; for each of them, the best val-
ues are reported in bold. The first one shows the results of the experiments
obtained by using the AlexNet [71] gaining values equal to 93.94% and
97.69% in terms of ACC and AUC respectively when all the four steps and
the EPBPK component is used. The second part exploits the ResNet34[46]
that achieves 87.88% and 92.69% in ACC and AUC respectively when the
proposed training strategy is implemented. The experiments reported in
the third section exploit the VGG19[135] gaining values equal to 87.88%
and 91.15% in terms of ACC and AUC when the proposed approach is
involved. It is possible to note that for each CNN the solution including
steps 1-2-3-4 and the EPBPK component has the best performance. More-
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Figure 8.6. Box plot representing the distribution of the EPBPK computed
on I3TP images, and the Irec slices obtained with the DAE and the DAE-
PBPK that considers the TK model with W arterial input function (TKW )

over, the configuration with the steps 1-2 represents the work proposed in
[41].
Table 8.2 compare the implemented methodology with some literature pro-
posals and clearly shows that the proposed approach outperforms all the
competitors by a large margin, with the variant based on AlexNet resulting
to be the most effective.

Figures 8.10 and 8.11 provide a qualitative assessment of the images
generated by the DAE and DAE-PBPK for data augmentation. The image
on the left represents the real I3TP slice from which the albedo and shading
components are extracted. The images on the right are the synthetic slices
obtained from DAE and DAE-PBPK after steps 3 and 4. In both cases, it
is possible to note that when the EPBPK component is not considered, the
synthetic images do not differ significantly from the one used as a reference.
On the other hand, the presence of the biological component enables the
network to create new lesions with a different shape but pharmacokinetic
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Figure 8.7. Box plot representing the distribution of the EPBPK computed
on I3TP images, and the Irec slices obtained with the DAE and the DAE-
PBPK that considers the TK model with P arterial input function (TKP )

characteristics similar to those of the baseline image. The aim of Table 8.4
is to provide a quantitative assessment of the Irec generated by the DAE
before and after the DAE-CNN training step. In particular the column
Gen. reports the involved generator, namely the DAE and DAE-PBPK,
the Net gives information about the network used for classification, while
Step details the number of steps performed during each training iteration.
If the network is not specified the generator obtained after the 3TP Slice
Disentangling step is used for the evaluation. For readability, AlexNet,
ResNet and VGG19 are denoted with Al, R and V and beside each value
the notation ·10−3 is omitted. Table 8.4 consists of two parts. The first one
focuses on the real images, while the second part on the synthetic slices.
In the case of real images, the pharmacokinetic component is computed as
EPBPK(I3TP , Irec, pI3TP

) as proposed in Equation 8.2, exploiting the fact
that each Irec corresponds to I3TP . In other words, the aim is to evaluate
the biological characteristics of the images reconstructed by the DAE with
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Figure 8.8. Box plot representing the distribution of the EPBPK computed
on I3TP images, and the Irec slices obtained with the DAE and the DAE-PBPK
that considers the ETK model with W arterial input function (ETKW )

reference to real slices. In the case of synthetic images, generated accord-
ing to the methodology proposed in Section 8.3.4, the EPBPK component
is computed according to Equation 8.6. Moreover, Table 8.4 is organized
into two main sections; for each of them the lowest and highest values are
reported in bold and italics respectively. In the first one, the DAE trained
considering the loss function as proposed in [133] is exploited. In the part
focusing on the real images, although the configuration involving AlexNet
with Steps 1-2-3 shows an increase in values in comparison with the DAE
obtained after the 3TP Slice Disentangling step (first row), it is possible
to note that the EPBPK loss does not suffer any significant alteration. On
the other hand, in the case of synthetic images, the implemented training
strategy leads to a reduction in values regardless of the number of steps
performed. The second section considers the DAE trained by exploiting
the proposed loss function (DAE-PBPK). When the real slices are con-
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Figure 8.9. Box plot representing the distribution of the EPBPK computed
on I3TP images, and the Irec slices obtained with the DAE and the DAE-
PBPK that considers the ETK model with P arterial input function (ETKP )

sidered, the DAE-PBPK obtained after the 3TP Slice Disentangling step
(first row) presents the lowest mean and median values. The training strat-
egy proposed in Section 8.3.5 introduces a reduction in the values reported
in the max column. Moreover, the performance obtained by varying the
CNN and the number of steps are comparable. In the case of synthetic im-
ages, the values achieved are comparable with those computed considering
the configuration without CNN (first row). In conclusion, when the two
sections of Table 8.4 are compared, it is possible to note that the presence
of the PBPK component always leads to better performance.

8.6 Discussions

The aim of this thesis was to propose and assess a domain-aware archi-
tecture for the automatic breast lesion malignancy classification in DCE-
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Net EPBPK Steps ACC SPE SENS F1 AUC

AlexNet[71]

Yes

1-2-3-4 93.94% 92.31% 95.00% 95.00% 97.69%
1-2-3 90.91% 84.62% 95.00% 92.68% 94.23%
1-2 87.88% 84.62% 90.00% 90.00% 91.15%

DAE+CNN 78.79% 76.92% 80.00% 82.05% 83.46%

No

1-2-3-4 81.82% 69.23% 90.00% 85.71% 81.15%
1-2-3 81.82% 69.23% 90.00% 85.71% 78.85%
1-2 87.88% 84.62% 90.00% 90.00% 85.00%

DAE+CNN 75.76% 69.23% 80.00% 80.00% 85.38%

ResNet34[46]

Yes

1-2-3-4 87.88% 84.62% 90.00% 90.00% 92.69%
1-2-3 81.82% 76.92% 85.00% 85.00% 88.46%
1-2 78.79% 69.23% 85.00% 82.93% 81.15%

DAE+CNN 72.73% 53.85% 85.00% 79.07% 73.46%

No

1-2-3-4 69.70% 46.15% 85.00% 77.27% 72.31%
1-2-3 72.73% 46.15% 90.00% 80.00% 80.77%
1-2 81.82% 61.54% 95.00% 86.36% 77.69%

DAE+CNN 72.73% 53.85% 85.00% 79.07% 70.77%

VGG19[135]

Yes

1-2-3-4 87.88% 84.62% 90.00% 90.00% 91.15%
1-2-3 84.85% 84.62% 85.00% 87.18% 85.38%
1-2 81.82% 84.62% 80.00% 84.21% 85.38%

DAE+CNN 69.70% 61.54% 75.00% 75.00% 82.69%

No

1-2-3-4 75.76% 53.85% 90.00% 81.82% 69.62%
1-2-3 72.73% 46.15% 90.00% 80.00% 68.46%
1-2 84.85% 76.92% 90.00% 87.80% 85.77%

DAE+CNN 69.70% 61.54% 75.00% 75.00% 63.22%

Table 8.2. Performance comparison in 10 fold-CV between the methodology
proposed in this thesis and some variants obtained by changing the training
iterations.

Approach CNN ACC SPE SEN F1 AUC
DAE-CNN (Steps 1-2-3-4 with PBPK) AlexNet 93.94% 92.31% 95.00% 95.00% 97.69%
DAE-CNN (Steps 1-2-3-4 with PBPK) ResNet34 87.88% 84.62% 90.00% 90.00% 92.69%
DAE-CNN (Steps 1-2-3-4 with PBPK) VGG19 87.88% 84.62% 90.00% 90.00% 91.15%

3TP-CNN [40] AlexNet 75.76% 61.54% 85.00% 80.95% 83.08%
Haarburger et al. [43] ResNet34 67.65% 30.77% 90.48% 77.55% 83.15%
Piantadosi et al. [109] - 76.47% 53.85% 90.48% 82.61% 72.16%

Fusco et al. [37] - 70.91% 53.33% 77.50% 79.49% 65.42%
Zhou et al. [163] VGG19 61.76% 76.92% 52.38% 62.86% 64.65%

Antropova et al. [5] AlexNet 64.10% 38.89% 85.71% 72.00% 62.30%

Table 8.3. Performance comparison in 10 fold-CV between the proposed
approach and some state-of-the-art competitors, sorted by descending AUC.

MRI. The idea was to develop a solution joining the radiomic knowledge
(i.e. past experience in hand-made feature engineering) and deep learning
techniques. In particular, this work introduced DAE-CNN, a new GAN
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Figure 8.10. Example of synthetic benign lesion generated by the DAE. The
image on the left represents the real I3TP slice from which the albedo and
shading components are extracted. The images on the right are the synthetic
slices obtained from DAE and DAE-PBPK after steps 3 and 4.

like architecture designed to disentangle the contrast agent effects from
all the other image components while learning how to perform the lesion
classification task. The proposed model is based on an intrinsic Deforming
Autoencoders (DAE) and on a CNN, simultaneously trained to adapt both
networks to the specific task to solve. Moreover, a new approach of data
augmentation step is implemented, exploiting the ability of the DAE to
generate new slices.

Table 8.1 compares the fitting error, computed by varying the PBPK
model on the I3TP slices (first section), with the EPBPK loss of the Irec
images representing the output of the DAE and DAE-PBPK respectively.
It is possible to note that when the DAE trained with the loss proposed in
[133] is used, the values describing the fitting error are higher than those
in the first section since the reconstruction process does not use biological
information. On the other hand, the inclusion of the EPBPK component
in the third section introduces an improvement of the fitting procedure,
resulting in a DAE able to remove from the original I3TP the elements,
i.e noise or artifacts, limiting the PBPK model in the description of the
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Figure 8.11. Example of synthetic malignant lesion generated by the DAE.
The image on the left represents the real I3TP slice from which the albedo and
shading components are extracted. The images on the right are the synthetic
slices obtained from DAE and DAE-PBPK after steps 3 and 4.

absorption, distribution, metabolism, and excretion (ADME) of contrast
agent. In other words, the DAE-PBPK represents a physiologically-aware
motion correction method. Indeed, MRI scan protocol provides different
series acquisitions that have a duration of several minutes, and therefore it
is mostly affected by motion artifacts. Cardiac pulsation, anatomical struc-
tures in constant motion (lung, blood vessel walls, eyes), patient breath
or involuntary movements are the main accidental disturbances that can
occur during scanning. With specific reference to DCE-MRI, the aim of a
motion correction technique is to re-align each voxel in the post-contrast
images to the corresponding voxel in the pre-contrast (reference) image,
trying to minimize an objective function that, in the case of this thesis, is
the fitting error.

Table 8.2 shows that for each network the use of the EPBPK loss and
the implementation of the training procedure consisting of four steps leads
to the best performance. In particular, when the biological characteristics
are exploited, steps 3 and 4 represent a physiologically-aware generation
process that produces slices able to improve the classification phase.
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Gen Net Step Real Images Synthetic Images
mean median std min max mean median std min max

D
A

E

- - 4.409 1.618 7.618 0.008 64.352 16.232 7.255 24.959 0.004 272.735

A
l[7

1] 1-2 3.875 1.596 7.603 0.009 109.812 13.702 5.656 22.081 0.000 237.089
1-2-3 4.527 1.994 11.903 0.013 185.438 11.801 4.421 21.604 0.000 238.308

1-2-3-4 4.178 1.903 9.602 0.004 138.913 12.229 4.535 21.249 0.000 229.772

R
[4

6] 1-2 3.875 1.596 7.603 0.009 109.812 13.703 5.656 22.082 0.000 237.089
1-2-3 3.690 1.506 6.503 0.002 53.191 14.603 5.980 22.685 0.001 248.946

1-2-3-4 3.510 1.374 6.907 0.005 73.183 13.889 5.735 21.072 0.001 228.451

V
[1

35
] 1-2 3.496 1.302 8.006 0.002 120.083 13.335 5.389 21.703 0.001 238.574

1-2-3 3.703 1.367 8.975 0.013 124.587 14.216 6.246 21.945 0.001 226.905
1-2-3-4 3.583 1.353 7.295 0.007 87.221 13.883 5.795 21.246 0.002 223.035

D
A

E
-P

B
P

K

- - 0.107 0.028 0.745 0.000 14.910 9.273 1.435 21.177 0.000 259.176

A
l[7

1] 1-2 0.400 0.209 0.554 0.000 4.660 10.300 1.773 21.382 0.000 268.180
1-2-3 0.676 0.352 0.891 0.000 8.804 10.830 2.173 21.628 0.000 268.658

1-2-3-4 0.751 0.369 0.972 0.001 7.042 10.792 2.180 21.287 0.000 274.395

R
[4

6] 1-2 0.433 0.326 0.424 0.001 4.742 9.252 1.542 20.389 0.000 252.402
1-2-3 0.457 0.355 0.425 0.003 5.020 9.241 1.511 20.420 0.000 253.774

1-2-3-4 0.440 0.332 0.426 0.000 4.908 8.886 1.464 19.906 0.000 250.037

V
[1

35
] 1-2 0.437 0.351 0.397 0.001 4.750 8.893 1.467 20.157 0.000 252.003

1-2-3 0.648 0.575 0.558 0.002 5.459 9.171 1.452 20.865 0.000 261.022
1-2-3-4 0.443 0.360 0.410 0.001 4.739 9.267 1.484 20.734 0.000 257.592

Table 8.4. Quantitative assessment of the Irec generated by the DAE before
and after the DAE-CNN training step. The column Gen. reports the involved
generator, namely the DAE and DAE-PBPK, namely the DAE and DAE-
PBPK, the Net gives information about the network used for classification,
while Step details the number of steps performed during each training iteration.
If the network is not specified the DAE or DAE-PBPK obtained after the 3TP
Slice Disentangling step is used for the evaluation. For readability, AlexNet,
ResNet, and VGG19 are denoted with Al, R, and V. For readability, beside
each value the notation ·10−3 is omitted.

Indeed, Figures 8.10 and 8.11 highlight that the use of EPBPK loss makes
the network able to introduce shape variability while preserving the phys-
iological characteristics. Moreover, when the pharmacokinetic component
is not exploited, the generated images in steps 3 and 4 appear similar to the
reference ones, thus explaining the reduction in the performance reported
in Table 8.2. Indeed, the implemented data augmentation process provides
a small shape variability without considering the biological characteristics
that contribute to the distinction between a benign and malignant lesion.

Table 8.4 provides a quantitative assessment of the Irec generated by
the DAE before and after the DAE-CNN training step. When the DAE
is used (first section), the results on both real and synthetic images do
not suffer significant variations, showing that the training steps do not
completely destroy biological information. In the case of DAE-PBPK, the
results on the synthetic slices report that the EPBPK component helps the
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network limit the value of the fitting error. However, when real images
are considered, it is possible to note an increase in values compared to the
experiment without CNN. This characteristic is explained by the fact that
when the DAE and CNN are jointly trained during the methodology de-
scribed in Section 8.3.5, they cooperate to produce an image disentangling
that aims to enhance the information useful for the classification while
preserving the pharmacokinetic characteristics with the consequence that
the EPBPK is not reduced, even if it maintains a low range. Indeed, it is
possible to note that the values obtained with the DAE-PBPK represent
the smallest ones in the Table 8.4. In other words, when the combined
training strategy is used, the purpose is to find the best set of features for
the classification task while exploiting pre-processing phase that considers
the biological information. On the other hand, the DAE-PBPK trained
as described in Section 8.3.3 on real images aims to provide an image de-
composition that preserves the pharmacokinetic information and makes it
possible to reconstruct the input image from the extracted components
without considering the further classification task.

As a final consideration, it is worth noting that the proposed method-
ology can be generalized to different organs or tissues (i.e liver or brain),
considering medical imaging tools whose protocols provide at least three
acquisitions. However, the mathematical physiological model should be
adapted to the specific organ under examination.
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More recently, novel imaging modalities are being introduced in med-
ical practices as a result of ongoing technological advancements in image
acquisition. Medical image analysis or medical image computing refers to
the process of extracting relevant information or knowledge from medi-
cal images with the aim of developing potential non-invasive biomarkers
for the detection and characterization of the tissues and the anatomical
structures under analysis. The manual investigation of medical images by
human experts results in a very tedious and time-consuming task. More-
over, different factors contribute to the complexity of medical imaging
processing that depends on the intrinsic characteristics of the data and
the specific region of interest. The definition of strategies for medical im-
age computing should take the factors of complexity into account with the
aim of proposing methods that are able to capture the variability of the
anatomical structures under analysis and operate in presence of noise or
artifacts while limiting the possibility of human errors. The large amount
of information to consider, and the high complexity of medical images
have prompted research into proposing solutions for the implementation
of systems supporting physicians in the automatic analysis of radiologi-
cal acquisitions. Artificial Intelligence (AI), referring to the simulation of
human intelligence in machines, has been widely used in healthcare with
surprising results. In particular, among all AI techniques, Machine Learn-
ing (ML) and Deep Learning (DL) are the most widely used approaches.
The former includes the set of algorithms that learn from examples, ex-
tracting from them the general concepts, that is the knowledge, while the
latter is a subset of ML that involves the use of Deep Neural Networks
(DNNs). Medical image computing represents the field experiencing the
greatest impact of AI solutions. A key role is played by Convolutional
Neural Networks (CNNs), a class of DNNs that consists of several convo-
lutional layers that autonomously learn the set of features that well fits
the specific task to solve.

This thesis focused on the investigation of AI approaches, and in par-
ticular CNNs, in medical image computing, considering the presence of
multiple data sources, namely multimodal and synthetic ones. The mul-
timodal data sources (Part II) consider the need for several medical ap-
plications of exploiting information coming from multiple modalities, to
create a rich data representation of the phenomena to be explored. The
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idea is that heterogeneous images may highlight different characteristics of
the area under analysis that are useful for its characterization. This thesis
leverages Multimodal Learning for the fusion of information from hetero-
geneous diagnostic tools, proposing in Chapter 4, a systematic analysis of
early, late, and intermediate fusion techniques in medical image processing.
Moreover, an innovative Transfer Module (TM) was introduced with the
aim of implementing in the intermediate approach the cross-modality cal-
ibration of the extracted features. In particular, the presented approaches
were applied to two different cases of study, detailed in Chapters 5 and 6
respectively. The former exploited the presence of different sequences ac-
quired during the same Magnetic Resonance Imaging (MRI) exam, namely
the Dynamic-Contrast Enhanced (DCE), the T2-weighted (T2), and the
Diffusion-Weighted Imaging (DWI), while the latter considered two in-
dependent image modalities that are the T1-weighted (T1-w) MRI and
the Positron Emission Tomography with Pittsburgh Compound B (C-PiB
PET). As a consequence, Chapter 5 presented a scenario in which for each
patient all three image modalities are available, offering an example with
a complete dataset where complementary images obtained from the same
exam are considered. In Chapter 6, instead, the independence between
the T1-w MRI and C-PiB PET, which were acquired on different days,
caused the lack of a modality in some patients, resulting in a dataset with
incomplete acquisition.

On the other hand, the synthetic sources of data (Part III) arise when
the AI-based solutions implement techniques for the generation of syn-
thetic images that are integrated with the available set of data (real images)
with the aim of improving the generalization ability of the implemented
model. This thesis focused on DCE-MRI illustrating in Chapter 7 the
physiologically based pharmacokinetic (PBPK) models used to describe
the contrast agent kinetic behavior and the basic notions for the genera-
tion of synthetic images through a process that aims to preserve the bio-
logical characteristics. Furthermore, the presented concepts were further
exploited in Chapter 8, dealing with a case of study that considered the
breast lesion classification in DCE-MRI. In particular, a nested deep archi-
tecture was introduced to disentangle the contrast agent effect from all the
other image components with an intrinsic Deforming-Autoencoder (DAE)
while learning how to classify breast lesions with a CNN. Moreover, the
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physiologically-aware synthetic image generation process was exploited to
propose an innovative data augmentation approach that introduces shape
variability improving the classification task. During the training phase,
both the image synthesis and the classification steps were influenced by a
specific component in the loss function EPBPK that introduced a biologi-
cal integrity constraint on the processed images.

In all the applications described in this thesis, the use of multiple
sources of data results in the improvement of the generalization ability
of the implemented models.
The best solutions proposed in the case of multimodal data sources exploit
the intermediate data fusion with the presence of the transfer module. In-
deed, the shared representation is created by concatenating features com-
ing from the convolutional cores at an intermediate level, thus preserving
the distinctiveness of the different image modalities while determining the
interaction between them. In the implemented training strategy, the loss
is propagated back to each modality-specific convolutional core leading the
features extracting processes to create a shared representation that is suit-
able for the task to solve.
In the case of synthetic data sources, the solution exploiting the proposed
DL-based data augmentation process, that leverages the latent represen-
tation provided by the DAE introducing shape variability, and the multi-
stage training strategy, that considers both real and synthetic images,
shows surprising results. Moreover, the use of the EPBPK component
makes the generative models aware of the biological and physiological char-
acteristics of the data, improving the classification performance and, at the
same time, the quality of the generated images.

The approaches presented in this thesis suggest several developments
in future research within the field of medical imaging analysis. In partic-
ular, the solutions proposed for multimodal data fusion only focused on
classification tasks. As a consequence, future work will explore the appli-
cability of Multimodal Deep Learning in different applications (i.e tumor
segmentation). Moreover, the results obtained with the DAE introducing a
new loss function based on physiologically based pharmacokinetic (PBPK)
models will prompt new research into exploring its ability in image decom-
position for the removal of artifacts and noise in the acquisition process
(motion correction).
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Despite promising, AI-based approaches in healthcare and, in partic-
ular, in medical image processing, need to face different challenges. ML
techniques require a huge amount of high-quality training data, especially
in the case of DL and DNNs. Unfortunately, although data augmentation
improves the generalization ability of the models, it may not be enough,
particularly if the number of network parameters is very large. Moreover,
the same data modality, if acquired with different devices or in different
medical centers, may show heterogeneous characteristics which may cause
a system implemented for a center to fail to generalize in another context.
Indeed, images from a particular hospital can contain noise, artifacts, or
various types of bias that make it very difficult to integrate data from sev-
eral organizations. In many applications, the available quantity of data is
limited by the fact that the definition of the ground truth results in a very
tedious and hard task for physicians. Furthermore, the intra- and inter-
observation variability contribute to increasing the complexity of medical
image computing in the validation step. The interpretability of the results
is another issue that AI-based solutions require dealing with. Although ML
models, especially those based on DNNs, are able to achieve very promising
performance, it is not easy to understand the reason behind a specific out-
come. In other words, the networks are identified as "black box systems".
To overcome this issue, recent approaches based on explainable AI have
been implemented focusing on image classification [158]. However, the task
model interpretability still remains a challenge for networks trained with
data coming from different sources (multimodal learning), especially if one
of them is not an imaging modality. Finally, ethical implications should
be considered around the use of AI in healthcare since the involvement of
intelligent machines raises problems in terms of accountability, permission,
and privacy. It is not easy to establish accountability for the implemented
systems in case of mistakes. As a consequence, there is the need to provide
clear guidance defining the entity that holds the liability. Moreover, ML
models require to process huge amounts of data during the training step,
which may contain sensitive information about the patients, raising the
issue of determining a well-defined privacy policy for data collection and
sharing.
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