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Abstract

End-to-End (E2E) testing is widely-used to improve the quality of web
and mobile applications. In this kind of activity, the Application Under
Test (AUT) is tested as a whole, in its entirety, simulating real-world usage
scenarios. The goal of the research presented in this thesis is to improve
the effectiveness of E2E testing processes from multiple perspectives.

In the domain of GUI-level testing of web applications, research pre-
sented in this thesis work tackles the problem of near-duplicate web page
detection in automatic model inference, which is a prerequisite for the
application of many automatic test generation techniques for web apps.
Two novel near-duplicate detection techniques are proposed, based on a
common underlying framework, and their effectiveness is assessed in an
empirical study.

In the domain of performance testing of web applications, we face the
problem of workload generation, presenting a novel technique to support
their automatic generation from existing E2E GUI-level web tests. The
effectiveness of the proposed technique is then evaluated in a preliminary
industrial case study, with promising results.

Lastly, in the domain of GUI-level testing of mobile applications, this
thesis presents research aimed at supporting Software Project Managers
in deciding which techniques to use to test a given mobile application.
To this end, two empirical studies are conducted. The first study aims
at comparing the testing effectiveness of state-of-the-art automatic testing
tools against that of unskilled practitioners using Capture and Replay tools
with exploratory testing strategies. The second study investigates the
effectiveness of crowdtesting in generating executable test suites for mobile
apps.

Keywords: End-to-End Testing, Web Applications, Mobile Applications,
Performance Testing, Software Testing.



Sintesi in lingua italiana

Il testing End-to-End (E2E) è una pratica largamente usata per miglio-
rare la qualità di applicazioni web e mobile. In questo tipo di attività,
l’applicazione viene testata nella sua interezza, simulando scenari realis-
tici di utilizzo. Le attività di ricerca presentate in questa tesi mirano al
miglioramento dei processi di testing E2E in diversi ambiti.

Nell’ambito del testing di applicazioni web a livello di interfaccia utente,
le attività presentate mirano a migliorare l’efficacia delle tecniche di gen-
erazione automatica di test allo stato dell’arte. A tal fine, vengono pro-
poste due nuove tecniche per affrontare il problema dell’individuazione di
pagine web quasi-duplicate nel processo di inferenza automatica di mod-
elli. L’efficacia delle tecniche proposte e il loro impatto sulla qualità dei
test generati automaticamente sono valutati sperimentalmente.

Nell’ambito del testing di performance, viene affrontato il problema
della generazione di workload, presentando una nuova tecnica che perme-
tte di generare automaticamente workload partendo da test E2E a livello di
interfaccia utente. L’efficacia dell’approccio proposto viene valutata sper-
imentalmente in un caso di studio industriale.

Infine, nell’ambito del testing E2E a livello di interfaccia utente per
applicazioni mobile, si investiga l’efficacia di diversi approcci, al fine di
supportare i manager di progetti software nella scelta degli approcci da
utilizzare per una data applicazione. A tal fine, vengono descritti due
studi empirici. Il primo studio mira a confrontare l’efficacia di strumenti
automatici di generazione di test con quella di test generati da sviluppatori
inesperti con strumenti di Capture and Replay (C&R). Il secondo studio
investiga l’efficacia di strumenti di C&R in scenari di crowdtesting.

Parole chiave: Testing End-to-End, Applicazioni Web, Applicazioni
Mobile, Performance Testing, Testing di Software.
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Chapter 1
Introduction

Web and mobile applications have become pervasive and are involved
in many aspects of our daily lives. From home banking to public transit
trip planning, from e-commerce to social networks, modern society relies
on web and mobile applications to an ever-growing extent for a multitude
of economic, social, and recreational activities. The impact of failures in
such applications may range from simple inconveniences for end-users up
to complete business interruption, and can potentially cause significant
damages. Hence, ensuring the quality and correctness of web and mobile
applications is of undeniable importance [169].

End-to-End (E2E) testing is one of the main approaches to improve the
quality of these software systems. In this kind of activity, the Application
Under Test (AUT) is tested as a whole, simulating real-world usage sce-
narios. In most cases, E2E testing aims at exercising the AUT from the
perspective of an end-user, typically interacting with its Graphical User
Interface (GUI). The goal is typically to verify functional correctness, i.e.,
that the application behaves as intended in response to user-generated
events and interactions with the GUI (e.g., clicks, scrolls, forms filling and
submissions, etc.).

Moreover, especially for web applications, which may have to serve a
large number of concurrent users, additional testing activities aimed at
assessing that the application behaves as expected under different load
conditions may be put in place [46]. This kind of testing activities are
collectively referred to in the literature as Performance Testing.



2 Chapter 1. Introduction

The research work presented in this thesis is aimed at improving the
effectiveness of E2E testing processes for web and mobile applications, from
multiple perspectives.

In the domain of GUI-level testing of web applications, the thesis work
tackles the problem of near-duplicate web page detection during automatic
model inference, which is a prerequisite for applying many automatic test
generation techniques for web apps. Indeed, as recent studies highlighted,
existing approaches for the detection of near-duplicate web pages are gen-
erally not able to produce accurate models, hindering the effectiveness
of automatic test generation techniques as well. To address this issue,
two novel near-duplicate detection techniques, specifically geared towards
model inference for web testing purposes, are proposed, based on a com-
mon underlying framework. The effectiveness of the proposed techniques,
as well as their practical impact on the quality of automatically generated
tests, is assessed in an empirical study involving massive datasets from
the literature and open-source web applications. Results show that the
proposed techniques outperform state-of-the-art near-duplicate detection
solutions, and lead to remarkable practical benefits when employed in au-
tomatic test generation for web apps.

In the domain of performance testing of web applications, the thesis
tackles the problem of workload generation. Indeed, manually generating
workloads is a very time-consuming and error-prone activity, and existing
techniques supporting their automatic generation typically leverage real-
world system logs, which are not available before the actual release of the
software. To overcome these limitations, a novel technique to automati-
cally generate workloads starting from existing E2E functional web tests
is proposed. The effectiveness of the proposed technique is then evaluated
in a preliminary industrial case study. Results are promising and show
that workloads generated automatically using the proposed approach are
comparable to those that are generated manually by practitioners.

Lastly, in the domain of GUI-level testing of mobile applications, the
thesis work aims at addressing a lack in the literature and at supporting
Software Project Managers in deciding which techniques to use to test a
given mobile application. To this end, two empirical studies are conducted,
involving twenty master’s students as subjects. The first study com-
pares the effectiveness of state-of-the-art automatic testing tools against
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Figure 1.1. Highlights of the contributions of this thesis work.

that of unskilled practitioners using Capture and Replay tools with ex-
ploratory testing strategies. The second study investigates the effective-
ness of crowdtesting in generating executable test suites for mobile apps,
requiring crowdtesters to use exploratory testing strategies and capture
and replay tools.

The main contributions of this thesis work are summarized in Fig-
ure 1.1.

1.1 Thesis Outline

The remainder of the thesis is structured as follows. Chapter 2 in-
troduces some background notions on E2E testing and on its application
in the Web and Mobile Applications domain, hinting at open challenges
and limitations of existing approaches. Chapter 3 presents the work we
conducted to improve the effectiveness of automatic E2E test generation
techniques for web applications, by tackling the problem of near-duplicate
states in web application model inference. In this chapter, we propose
two different solutions for near-duplicate detection, and assess their ef-
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fectiveness with an empirical study. Chapter 4 focuses on performance
testing of web applications and presents a novel approach for automating
the generation of workloads, starting from existing E2E GUI-level tests.
The effectiveness of the proposed approach is evaluated in an industrial
case study. In Chapter 5, we investigate the effectiveness of E2E testing
techniques for Android applications by conducting two empirical studies.
In the first study, we compare the effectiveness of automated test genera-
tion tools w.r.t. unskilled practitioners using capture and replay tools and
exploratory approaches. Subsequently, we elaborate on the data collected
in the first study and conduct a second study, aimed at investigating the
effectiveness of Crowdtesting in generating test suites for Android apps.
Lastly, in Chapter 6, we give some final remarks and highlight future re-
search directions.

1.2 Origin of Chapters

In Chapter 3, the definition of the framework for near-duplicate de-
tection (Section 3.2) is novel, currently unpublished work. The key ideas
behind the Tree Kernel-based near duplicate detection (Section 3.3) have
been published in a conference paper by Corazza et al. [61], and presented
by the author of this thesis at the 2021 edition of the ECOOP/ISSTA
Doctoral Symposium1. The work on the neural embeddings-based near
duplicate detection (Section 3.4) is unpublished and currently under re-
vision. Chapter 4 is based on unpublished work, currently under review.
Chapter 5 includes work (Section 5.1) that has been published in the jour-
nal paper [66], and contains additional work (Section 5.2) that is currently
under peer review.

1https://conf.researchr.org/track/issta-2021/ecoop-issta-2021-doctoral-
symposium

https://conf.researchr.org/track/issta-2021/ecoop-issta-2021-doctoral-symposium
https://conf.researchr.org/track/issta-2021/ecoop-issta-2021-doctoral-symposium


Chapter 2
End-to-End Testing:
Background and Related Work

This chapter provides some background notions on End-to-End (E2E)
testing, focusing on the web and mobile apps domains, as well as an
overview of the state of the art in this field, hinting at challenges and
open issues.

The chapter is structured as follows. Section 2.1 introduces the E2E
testing process. Section 2.2 focuses on GUI-level E2E testing, describing
the main existing approaches (Section 2.2.1), the state of the art in the
web applications domain (Section 2.2.3) and in the mobile apps domain
(Section 2.2.4).

Subsequently, Section 2.3 focuses on performance testing, a particular
type of non-functional E2E testing that is largely applied in the web appli-
cations domain. Section 2.3.1 provides an overview of the different kinds of
performance testing activities, while Section 2.3.2 discusses the key com-
mon phases of performance testing. Section 2.3.3 presents an overview
of the state of the art w.r.t. to performance testing, and Section 2.3.3
describes in detail and compares existing tools supporting performance
testing activities.
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2.1 End-to-End Testing

E2E testing is one of the main approaches to improve the quality of
web and mobile applications [119, 43, 32, 46]. In this kind of activity,
testers exercise the Application Under Test (AUT) as a whole, in its en-
tirety, simulating real-world usage scenarios. Typically, E2E testing aims
at stressing the AUT from the perspective of an end-user interacting with
its Graphical User Interface (GUI), to assess its functional correctness.
More in detail, these GUI-level testing activities aim at verifying that the
application behaves as intended in response to user-generated events and
interactions with the GUI (e.g., clicks, scrolls, forms filling and submis-
sions, etc.).

Moreover, E2E testing approaches can also be used to validate non-
functional requirements. For example, performance testing techniques are
typically used to ensure that a web application and its current deployment
configuration can handle expected workloads while guaranteeing the re-
quired Quality of Service.

In the remainder of this chapter, we describe in greater detail GUI-level
testing (Section 2.2.3) and performance testing (Section 2.3) in the web
and mobile apps domain, providing, for each, background information and
an overview of the state of the art.

2.2 GUI-level Testing

In this section, we start by providing, in Section 2.2.1, an overview
of the existing approaches for GUI-level testing of web and mobile apps,
from a technical point of view. Then, we present Exploratory Testing
(ET) (Section 2.2.2), a widely used strategy to design effective GUI-level
test cases, and crowdtesting (Section 2.2.5), an emerging testing paradigm
that proved its effectiveness in E2E testing for the considered domains.
Subsequently, in Section 2.2.3 and Section 2.2.4, we present the state of
the art for GUI-level testing for the web and mobile applications domains,
respectively.
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2.2.1 Overview of Approaches for GUI-level Testing

In the following, we consider existing approaches for GUI-level testing
in increasing order of automation level.

Manual Testing

The easiest approach to E2E functional testing consists in requiring
testers to manually interact with the AUT, visually assessing that it be-
haves as specified in its requirements. In this case, practitioners can either
be assigned a set of test cases to be manually replicated [191] (also referred
to as scripted testing [111]), or be left free to follow their own sensibility
in interacting with the AUT, in so-called ET approaches [109, 100, 99].

Manual testing is affected by many drawbacks, severely limiting its
effectiveness [228]. Firstly, it is remarkably time- and resource-consuming.
For complex applications, it may take up to several workdays to manually
complete the testing process, which needs to be repeated on each new
release of the software [169]. Secondly, it can be error-prone. Practitioners
performing repetitive and tedious interactions with the AUT are likely to
make mistakes, which may have an impact on software quality [187].

Programmable Tests with Automation Frameworks

To overcome the limitations of manual testing, E2E test automation
frameworks, such as Selenium [179] or Espresso [71] have been proposed.
These frameworks allow testers to easily write code that interacts with the
AUT, generating GUI events such as button clicks, scrolls, filling of input
fields, etc. By using these frameworks, testers can manually implement
automated test cases that simulate user interactions with the AUT, and
automatically verify assertions. An example of Java code implementing
an E2E test case using the well-known Selenium automation framework is
shown in Listing 2.1.

Automated test suites can be readily re-executed every time the need
arises, for example, to check for non-regression on each new release in
evolutionary scenarios. Still, developing a thorough E2E test suite using
automation frameworks is a time-consuming and error-prone task, and
requires testers with adequate programming expertise [111]. Moreover,
tests implemented with automation frameworks are also prone to breakage,
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Listing 2.1. Example of GUI-level test case written in Java using the Sele-
nium automation framework.

@Test
public void testAddReview(){

driver.get("http://localhost/e-shop/"); //go to homepage
driver.findElement(By.name("book-a")).click();
driver.findElement(By.name("add_review")).click();
driver.findElement(By.name("rev")).sendKeys("review1");
driver.findElement(By.name("submit")).click();
String actualTitle = driver.getTitle();
String expectedTitle = "Review added correctly!";
Assert.assertEquals(expectedTitle, actualTitle);

}

i.e., they can stop working in presence of even minor changes to the GUI
of the AUT [123]. Thus, they need appropriate (and costly) maintenance
[58].

Capture & Replay

Capture & Replay (C&R) tools allow testers to automatically generate
re-executable tests by simply interacting with the AUT and “capturing”
(recording) these usage scenarios. From an ease-of-use perspective, C&R
is a very effective alternative to manually writing test scripts, as it enables
even testers with limited testing knowledge to generate tests, reflecting real
usage scenarios, in little time. Anyhow, the C&R approach is not exempt
from limitations. For example, just as manually-implemented tests, those
recorded with C&R tools are fragile w.r.t. app evolution, and may require
re-recording when the GUI of the AUT changes.

Automatic Test Generation

Even with C&R approaches, generating recordings and maintaining
test cases remains a costly manual practice. Automated test generation
techniques aim at completely automating the test generation process, thus
relieving developers and testers from such a burden. Indeed, these tech-
niques can automatically exercise the AUT by generating input events
according to different exploration strategies, like pseudo-random fashion
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[139], by following a model-based approach [38], or other systematic ap-
proaches [14].

Automatic test generation tools, however, generally lack domain knowl-
edge, and may generate either unrealistic test cases or fail to find test cases
that explore aspects of functionality that matter to users [40, 136], also
due to the presence of the so-called ‘gate’ GUIs, i.e., screens that require
a very specific input to proceed with the exploration [193].

2.2.2 Test Design with Exploratory Testing

E2E test design is a creative activity, that can greatly benefit from
leveraging testers with different backgrounds and experience. The diversity
of testers’ performance has been the subject of numerous empirical studies
in the past [214, 34, 108, 17], with the aim of comparing the capability of
students and/or professionals in fault-finding tasks with those of testing
techniques or automatic tools.

In the design of E2E GUI-level test cases, i.e., deciding which sequences
of user actions should be used to test the AUT, ET [3, 109] is a widely-
adopted strategy in the web and mobile apps domains [100, 98, 99, 210],
recognized as fundamental, especially in manual testing activities such as
recording test cases using C&R tools [99]. ET emphasizes the personal
freedom and responsibility of the individual tester to continually optimize
the quality of their work by considering test design, execution, and re-
sult interpretation as mutually supportive activities that run in parallel
throughout the project, in a creative, experience-driven approach [99].

2.2.3 GUI-level Testing of Web Applications

In this section, we discuss the state-of-the-art of GUI-level testing of
web applications. We start by describing automation frameworks for pro-
grammable web testing and C&R tools and then focus on automatic web
test generation and its challenges.

Web Test Automation Frameworks

In the web apps domain, most test automation frameworks operate at
GUI-level by leveraging the Document Object Model (DOM) representa-
tion of web pages to locate and interact with GUI elements. Examples
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of frameworks using such an approach include Selenium [179], Cypress
[103], and Playwright [150]. These solutions have reached a high level of
maturity and popularity [169]. A crucial aspect of developing tests using
DOM-based automation frameworks is the specification of adequate loca-
tors, i.e., constructs used by automation frameworks to identify the web
elements on which the interactions or assertions should be performed [122].
XPath [54] expressions are widely used to this end, due to their flexibil-
ity and expressive power. Selecting effective locators can be a challenging
task. Indeed, locators that are too specific or too general tend to be more
prone to breakage when applied on new versions of the AUT, with changes
in the layout of the web page. In the last years, a competing category of
tools has also appeared, based on computer vision techniques to identify
the elements on which interactions should be performed. Examples of this
kind of framework include Sikuli [222] and JAutomate [6], and identify the
elements with which to interact using screen captures and image matching
techniques. Using a visual approach usually results in more robust tests,
when evolutionary changes in the AUT do not affect the looks of the web
elements. In [121], Leotta et al. conducted an empirical study comparing
layout-based and visual locators in the web context, finding that layout-
based locators are generally more robust, and associated with lower test
development and test execution times. Their study also highlighted that,
in some web applications in which structural changes were more frequent,
visual locators performed better.

Capture and Replay

A number of solutions exist to support C&R of web application inter-
actions. For example, Selenium IDE [1] allows users to record interactions
and automatically generate executable Selenium tests. Similarly, frame-
works such as JAutomate [6] or EyeAutomate [72] allow for the recording
of usage scenarios and automatically generate executable tests using vi-
sual locators. As for the effectiveness of C&R in the web domain, Leotta
et al. [120] conducted an empirical study comparing programmable web
testing (using Selenium) and C&R (using Selenium IDE) in the context of
web test evolution. Their analysis confirmed that, as expected, the initial
development costs of a web test suite are noticeably greater when using
the programmable test approach. On the other hand, however, their re-
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sults highlighted that programmable tests required significantly less main-
tenance as the AUT evolved, making the cumulative costs of programmable
web testing become lower than those of C&R after a small number of new
AUT releases.

Automatic Generation of GUI-level E2E Tests

A number of works have investigated techniques for the automatic gen-
eration of E2E GUI-level web tests. Most of these works rely on state-based
models of the AUT. Typically, in these models, each state represents a dis-
tinct high-level functionality of the AUT, while transitions between states
represent navigability relationships.

Andrews et al. [18] propose a test generation approach based on a hi-
erarchical finite state machine model of the AUT, aimed at reaching full
transition coverage. Biagiola et al. [36, 39] use Page Objects defined by
developers to guide the generation of tests. Marchetto et al. [140] propose
a combination of static and dynamic analysis to model the AUT into a
finite state machine and generate tests based on multiple coverage criteria.
Mesbah et al. [149] propose ATUSA, a tool that leverages the model of the
AUT produced by Crawljax to automatically generate test cases to cover
all the transitions of the model, with a set of customizable invariants as
test oracles. Biagiola et al. [38] propose DANTE, an automated approach
to test generation, aimed at producing minimal test suites from web app
crawlings. DANTE turns the raw output of a crawler into executable test
cases by reusing the same inputs used upon crawling, resolving dependen-
cies among tests, and eliminating redundant tests. Sunman et al. [189]
AWET, an approach that leverages existing test cases, possibly obtained
via capture-and-replay in an exploratory testing fashion, to guide crawling.

The state-based models used in these approaches can be either manu-
ally generated by developers, or automatically inferred, e.g., through crawl-
ing. Broadly speaking, crawling-based model inference techniques dynam-
ically and systematically analyze the AUT starting at an initial web page
and then explore the application by generating GUI events and checking
the responses. When, as a consequence of a fired event, changes in the web
page are detected, a new state is added to the model. From a testing view-
point, these inferred models should contain a minimal set of significantly
different states, yet adequately cover all the functionalities of the AUT.
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In practice, however, models inferred automatically through crawling, like
those of the above-mentioned works, are often affected by near-duplicate
states [78, 65, 89, 135], i.e., replicas of the same functional web page dif-
fering only by minor changes. Near-duplicates have a detrimental impact
on the quality of automatically-inferred models, and thus on the effective-
ness of the resulting automatically-generated E2E web test suites [218], as
explained in the following.

Near-duplicate States in Web App Model Inference

As the detection of near-duplicate states in web app models is a key
issue faced in this thesis work, in this section, we provide a deeper insight
on the problem and the state of the art of automatically retrieving an
accurate web app model for test generation, and on the detecting its near-
duplicate states.

Automated Web Model Inference Automated web model inference
techniques, such as crawling, operate through state exploration by trig-
gering events (e.g., clicks) and by generating inputs that cause state tran-
sitions in the web app. Whenever significant changes in the current web
page are detected, a new state is added to the model. A state can be
viewed as an abstraction of all the dynamic, runtime versions of the same
logical web page, often represented by their DOMs. The final model is a
set of states, i.e., the set of abstract web pages of the web app, and edges
that represent transitions between states.

We use as a running example a simple e-commerce web app showing
a product catalogue. A user can view the details of each product, add
a review, and buy it (Figure 2.1). From a functional testing viewpoint,
a manually-generated web app model for the running example, in terms
of logical states and functionalities, is shown in Figure 2.2. The model
includes four states, namely Catalog page, Detail page, Review Page, and
Buy page. From the Catalog page, it is possible to navigate to the Detail
page by clicking on a product. From a product Detail page, it is possible
to either write a review for the product, which leads back to the Review
page or buy the product, which causes a transition to the Buy page. Upon
submitting a review from the Review page, the web app returns to the
detail page for that product. On the Buy page, after filling out a form,



2.2. GUI-level Testing 13
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Figure 2.1. Example of an e-commerce web application.
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Figure 2.2. Optimal web app model.
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Figure 2.3. Incomplete crawl model w.r.t. the “Buy” functionality due to
redundant near-duplicate states for the same “Detail page”.

users can place orders and are subsequently redirected to the Catalog page.

Near-duplicate States and their impact on testing Figure 2.3
shows a crawl model for the running example, generated by the state-of-
the-art crawler Crawljax [149] with its default configuration, i.e., (1) exact
matching is used to determine whether a new web page needs to be added
to the model, i.e., all dynamic states corresponding to slightly different
web pages are regarded as new states; (2) an ordered GUI events queuing
strategy that considers HMTL elements from top to bottom and from left
to right; (3) a depth-first exploration strategy.

This model is affected by both redundancy (i.e., contains a number of
near-duplicate states for the Detail and Review states) and completeness
issues (i.e., it got stuck in a loop adding reviews, and will never get to visit
the Buy page). To clarify the reasons behind these issues, in the following,
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we describe the crawling process in a step-by-step fashion. Firstly, once
the web app is loaded, the crawler saves the initial home page (also called
index page) as the first state of the crawl model (i.e. State 1 ). In our
running example, the index page is the Catalog page. Then, the crawler
clicks on the first displayed product, i.e., Book A, which leads to the web
page showing details for that book. Such page is saved as a state into
the crawl model (Detail Page for Book A, i.e. State 2 ) and marked as
unvisited. Next, the crawler clicks on the “Add Review ” button and is
redirected to the Review Page for Book A, which is added to the model as
State 3 . Upon filling out the form and submitting a review, the crawler
is then redirected back to the Detail Page for Book A, which now displays
also the newly added review. Since the “new ” version of the detail page is
different from the previously visited version added to the model as State
2 , the default state abstraction strategy regards it as a new state, which is
added to the model as State 4 and marked as unvisited. The crawler then
continues its exploration for State 4 , adding a new review and resulting
in States 5 and 6 being added to the model. This process repeats until
the crawler runs out of its allowed time budget.

In the model obtained via crawling, a number of states representing the
Detail page for Item A are present. In the literature, such replicas of the
same logical page, like the detail pages of our example, are known as clones,
or near-duplicate states [217]. The presence of near-duplicate states in web
app models has a detrimental effect on the effectiveness of model-based test
generation techniques, in terms of conciseness and completeness.

Concerning the former, the presence of near-duplicates typically leads
to test suites containing many redundant tests exercising the same func-
tionality. In our running example, it would be sufficient to cover the De-
tail page only once with a test case, as covering all potential detail pages
with many redundant test cases is unlikely to increase the code coverage
achieved by the test suite or to expose new faults [217].

As for completeness, when exploring large web apps, crawlers may
waste a considerable part of their time budget visiting near-duplicate
states, without exploring other relevant parts of the application. This
harms the completeness of the inferred models, and thus the associated
test suites.

In the running example, the crawler failed to recognize that the ‘new’
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updated Detail page for Book A, featuring the reviews, was a near-duplicate
of the previously-visited Detail page. Therefore, the crawler consumed the
entire time budget stuck on these pages, failing to explore other significant
parts of the application, such as the “Buy” functionality, leading to an
incomplete model.

Notice that configuring the crawler to run with a breadth-first strategy
in place of the default depth-first one would solve neither the conciseness
issue nor the completeness one. Indeed, in that case, the crawler would add
a new Detail page state to the model for each of the (possibly many) books
in the catalogue. This would result in a model with significant redundancy,
as well as possibly consuming most of the allowed time budget, leading to
an incomplete model as well.

State Abstraction Function In practice, web crawlers try to detect
whether a certain web page is a near-duplicate of another previously-visited
page in the model, and thus should not be added to the model, by means
of State Abstraction Functions (SAFs).

The problem of designing a SAF can be framed as an equivalence prob-
lem [217]: given two web pages p1 and p2, the SAF determines whether
p1 ≃ p2. The SAF used by the crawler is the main root cause for the lack of
conciseness and completeness of automated crawl models [217]. Yandra-
pally et al. [217] showed that even state-of-the-art structural and visual
SAF implementations lead to large numbers of near-duplicate states in
automatically-inferred models. Moreover, their study showed that state-
of-the-art SAF implementations are generally not “able to accurately detect
all functional near-duplicates within apps”, and highlights “the need for fur-
ther research in devising techniques geared specifically toward the inference
of web test models”.

Automated Near-duplicate Detection

Many techniques from different domains have been defined, in different
contexts, to design effective SAFs for the near-duplicate detection of web
pages, especially across different web applications. For instance, the prob-
lem of detecting duplicate and near-duplicate web pages arises naturally
in the web indexing process of search engines. In this field, the concept
of duplication and near-duplication is mainly related to the content of the
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web page, and hence Information Retrieval techniques have been found to
be quite effective [89]. Since performance is a crucial issue in this domain,
due to the amount of involved data, content hashing techniques have been
widely adopted thanks to their design simplicity and speed of comparison.
Notable examples include the shingling algorithm presented by Broder et
al. in [41], and the Simhash algorithm [45], which is also used by Google in
its web page indexing process [135]. In [89], Henzinger carried out a large-
scale evaluation of these algorithms on a set of 1.6B distinct web pages,
showing that both achieve high precision in detecting near-duplicate web
page pairs across different websites, while performing significantly worse
in detecting near-duplicated within the same website.

Detecting near-duplicate pages is also a challenge for automatic phish-
ing detection. In this context, malicious websites are often designed to
look as similar as possible to the original website they try to impersonate
while maintaining an entirely different HTML structure to avoid detection.
Hence, techniques from the Computer Vision domain have often been ap-
plied to screen captures of web pages with good results [5, 209].

Among those visual-based techniques, the most fine-grained approaches
focus on individual pixels composing the image. Examples of such tech-
niques are colour-histogram [190] and Perceptual Diff (PDiff) [220], which
have also been successfully applied in a previous web testing work for
detecting cross-browser incompatibilities [133]. Some visual approaches
operate at a coarser-grained scale, aiming at quantifying structural sim-
ilarity or at extracting features from images. Structural similarity-based
techniques leverage the intuition that images (and in particular screen cap-
tures of web applications) are typically highly structured, and their pixels,
especially when they are spatially close, exhibit strong dependencies that
convey important information about the structure of the represented ob-
jects. Similarity measures such as Structural Similarity Index (SSIM) [208],
which has been successfully applied in the detection of phishing websites
[47], take into account these spatial correlations.

Other visual techniques are based on image hashing, aiming at com-
puting identical or nearly-identical digests for similar images, e.g. the
screen captures corresponding to near-duplicate web pages [80]. Examples
of image hashing algorithms include block-mean hash [219] and perceptual
hash (pHash) [225]. Less work, however, has been directed towards defin-
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ing SAFs for the detection of near-duplicate web pages within the same
web application and with the specific goal of supporting web application
testing.

Notable examples of techniques used to detect near-duplicate web pages
in the web testing domain include the Tree Edit Distance, which is defined
as the minimum number of node edit operations that transform one tree
into another, and the Levenshtein Distance [124], defined as the number
of character deletions, insertions, or substitutions required to transform
a string into another. Tree Edit Distance, which can be computed effi-
ciently using the Robust Tree Edit Distance (RTED) algorithm [166], can
be straightforwardly applied to tree-structured DOM representation of web
pages and has been employed in web crawling to detect near-duplicate web
pages [74]. The Levenshtein distance, on the other hand, can measure the
similarity of two web pages by comparing their HTML contents as strings,
as done in [148].

More recently, in [218], Yandrapally, Stocco, and Mesbah presented a
comparative study in which 10 different SAFs, based on techniques from
different domains (including the aforementioned simhash, PDiff, color-
histogram, SSIM, pHash, RTED), are applied and evaluated in the context
of model inference. That study showed that none of the considered algo-
rithms borrowed from the domains of information retrieval and computer
vision “is able to accurately detect all functional near-duplicates within
apps”, and “underlined the need for further research in devising techniques
geared specifically toward web test models”.

2.2.4 GUI-level Testing of Mobile Applications

In this section, we give an overview of the C&R and Automated Input
Generation (AIG) techniques and tools for mobile applications, hinting
at their strengths and weaknesses, and at the studies carried out in the
literature to evaluate and compare their effectiveness.

Programmable GUI Testing for Mobile Applications

A number of test automation frameworks have been proposed and are
used to achieve test automation in GUI-level testing of mobile apps. On the
Android platform, solutions such as Robotium [170], UI Automator [198],
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Monkeyrunner [153], XCTest [96], or Espresso [71] exist. These solutions
provide primitives to programmatically interact with the GUI of the AUT,
access the mobile platform functionality, and monitor its behaviour via
assertion statements.

Also in the mobile apps domain, manually writing test scripts is rec-
ognized as a time-consuming and error-prone activity, and requires testers
with adequate programming knowledge. Moreover, functional tests gener-
ated using this approach are usually quite fragile [59, 58], i.e. they often
fail or need maintenance in presence of GUI modifications, that are part
of the natural evolution of the AUT. This fragility issue makes manually-
written test scripts quite expensive to maintain as the app evolves, and
this can also lead to inertia when there is a need to change the GUI and
discourages many developers from using this GUI testing approach in the
first place [105].

Capture and Replay Techniques and Tools

Some C&R tools for mobile applications are coordinate-based, i.e., they
completely disregard the AUT GUI and record events by saving the ex-
act display coordinates at which they occur. Notable examples of tools
belonging to this category include Appetizer replaykit [30], RERAN [84],
VALERA, proposed by Hu, Azim, and Neamtiu in [95], which besides
recording GUI input events is also capable of recording sensor and net-
work input, RandR [174], Mosaic [86], and OBDR [154].

Other approaches to C&R are layout-based, i.e., identify the GUI el-
ements involved in the recorded events based on some unambiguous GUI
layout property (e.g. unique IDs, query language expressions). Well-known
examples of tools belonging to this category are Robotium Recorder [85]
and Espresso Test Recorder [62], which is developed by Google as part
of the Android Studio IDE and allows testers to generate Espresso test
scripts. Both tools generate Android JUnit test cases by recording usage
scenarios on a real or emulated Android device. Barista [75] is another tool
supporting the capture of user events directly, but only on a real device.

Lastly, visual C&R tools such as Sikuli [222, 44] and EyeStudio [72],
previously discussed in Section 2.2.3, can generally be applied also on mo-
bile apps running inside an emulator.

Despite its appeal and ease of use, the C&R approach is not exempt
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from limitations. Other than the previoulsy-mentioned fragility issue,
C&R tools usually suffer from a trade-off between event-recording accu-
racy and portability of the recorded scripts: the more accurate the recorded
events are (timing, exact position of touch events), the more coupled the
generated test is to the device characteristics it was recorded on [127].

Some works compared the performance of different C&R tools. Garousi
et al. [81] compared two visual GUI testing tools, namely Sikuli and JAu-
tomate, in a real-world industrial scenario, in terms of features, robustness
of the recorded traces, and test development effort. In [116], Lam et al.
compared 11 different C&R tools with respect to three different aspects:
their ability to reproduce common usage scenarios, the size of the traces
created by the tools, and the robustness of traces created by the tools
when being replayed on devices with different resolutions. A comparative
experiment involving students has been recently presented by Ardito et al.
[32], evaluating a layout-based tool (Espresso Test Recorder) vs. a visual
one (EyeAutomate) in terms of productivity, i.e. the number of valid test
cases recorded by students. Ardito et al. observed no significant produc-
tivity difference between the two tools.

Automated Input Generation Techniques and Tools

Even with C&R approaches, generating recordings and maintaining
test cases remains a costly manual practice. AIG tools are capable of com-
pletely automating the input generation process, thus relieving developers
and testers from such a burden. Indeed, AIG tools can automatically ex-
ercise an app by generating input events according to different exploration
strategies, like pseudo-random fashion, or by following a model-based ap-
proach, or other systematic approaches.

The implementation of fully automatic testing tools able to stress the
GUI of Android apps is a popular topic since 2011, as surveyed by some
systematic mapping studies providing a view of the state of the art of the
literature in this field [226, 13, 114, 193].

The first fully automatic testing tool, provided in all the Android re-
leases, is Monkey1, a simple tool able to generate sequences of random
user and system events on the AUT. In order to perform more efficient

1https://developer.android.com/studio/test/monkey.html

https://developer.android.com/studio/test/monkey.html


2.2. GUI-level Testing 21

testing techniques, several different tools supporting the automatic and
systematic exploration of the AUT, based on the analysis of its GUI, have
been proposed. In particular, Android Ripper [12], Dynodroid [132], A3E
[33], SwiftHand [50] are all able to explore a dynamically built GUI model
of the AUT with different exploration strategies, including random and
systematic ones.

The performance of these tools was compared in [51], revealing that the
better ones were barely able to compete with the totally random testing
tool Monkey, when executed for the same amount of time. The main reason
for the success of Monkey is that it is able to generate random events faster
than the other tools since it does not analyze the GUI of the application
under test.

A more effective testing tool called Sapienz [139] was proposed in 2016.
It is able to generate a set of executable test cases on an Android app,
guided by a multi-objective search-based testing strategy aimed at opti-
mising code coverage, failure-finding capability and test sequence length.
It combines random and systematic strategies for test case generation and,
as shown in [139], its performance overcomes the ones of all the other tools
previously presented in the literature.

At last, some experimental cloud-based AIG testing tools have been
proposed. A notable example of this is Google Robo2, an automatic testing
tool available on the Firebase platform that is able to generate user events
according to a systematic testing strategy.

Comparisons between C&R and AIG testing tools

In the Android context, a recent study by Mohammed et al. [152]
focused on the comparison between the traces generated by the random
AIG tool Monkey and the executions performed by eight human users
on five selected Android applications, without using a C&R tool. The
comparison in this study uses an effectiveness metric based on the number
of distinct triggered events. No significant difference was observed between
the traces generated by Monkey and by the human users.

In a study by Mao et al. [136], the performance of the Sapienz tool has
been compared with the ones obtained by a set of 434 testers in the context

2https://firebase.google.com/docs/test-lab/android/robo-ux-test

https://firebase.google.com/docs/test-lab/android/robo-ux-test
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of a crowd-sourcing testing experiment. In this experiment, specific testing
tasks were assigned to crowd testers and their effectiveness was measured
in terms of the accomplished tasks and the coverage of the Activity classes
of nine AUTs. The testers involved in this study have testing skills similar
to the ones of graduate students. The study showed that the automatic
tool and the crowd testers were able to achieve different results, thus the
use of tests generated by crowd testers may represent a valid starting point
for search-based approaches such as the one implemented in the Sapienz
tool.

2.2.5 Crowdtesting

According to the widely-accepted definition presented by Howe et al.
[94], crowdsourcing is the act of an organization outsourcing their work
to an undefined, networked labour using an open call for participation.
Crowdsourced Software Engineering (CSE) derives from crowdsourcing.
Using an open call, CSE aims at recruiting global online labour to carry
out various types of software engineering tasks, such as requirements ex-
traction, design, coding, and testing [137]. The validity of the adoption
of these approaches in the testing context (also referred to as crowdtest-
ing) and the opportunity to use them in conjunction with automatic tech-
niques and tools have been first recognized by Xie et al. [216]. Since then,
crowdtesting has been assessed by the scientific community in several dif-
ferent contexts, including GUI-level testing of web [49, 197] and mobile
[199, 67, 113, 7, 82] applications. Especially in the mobile applications
domain, crowdtesting has proven to be particularly effective [137, 227, 88],
and has been adopted by an increasing number of software organizations
including Microsoft, Google, PayPal, and Uber [31], to test their mobile
apps.

As reported by Steiner [186], a testing task can vary in three dimen-
sions: (I) it can be divisible or unitary; (II) it can be characterized by an
objective to maximize or optimize; and (III) the results obtained by differ-
ent individuals can be additive, conjunctive or disjunctive. Crowdtesting
tasks often are not divisible, thus the same task is assigned to a crowd of
different testers. Moreover, they are based on effectiveness objectives to
maximize, such as the number of found faults, covered scenarios, or cov-
ered code. Lastly, they are generally conjunctive because they contribute
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to the objective with possible overlapping of the results.
Due to the differences in skills and backgrounds of different testers, se-

lecting more than one tester generally provides better effectiveness, with an
increase in costs. However, it is also possible that increases in the number
of testers correspond only to slight increases in the overall effectiveness of
the tests [204]. More specifically, a linear increase in the number of testers
may cause a less-than-linear increase in their overall effectiveness and a
reduction in their overall efficiency. The trade-off between the number of
testers (and thus costs) and achieved testing effectiveness has been studied
in several works, in particular in the context of crowdtesting. The problem
of the optimal selection of a set of crowd workers in order to maximize the
coverage of test requirements, and minimize the number of testers (and the
consequent cost) is addressed in many papers [215, 201, 202] by propos-
ing different search-based approaches. These approaches were tested on a
series of historical data on the effectiveness of crowd workers who worked
on the Baidu platform. These data show how there is a significant differ-
ence in terms of effectiveness between crowd workers and how it can be
related to their experience measured from their performance on past tasks
solved in the same platform. They also show how the growth trend of test
effectiveness is slower and slower as the number of testers independently
dealing with the same test task increases. Kamangar et al. [106], instead,
try to correlate the test effectiveness of crowd workers to their personality
type classified by a psychological approach.

Several other papers in the literature directly studied the relationship
between the number of testers and the overall effectiveness of the produced
tests. In the context of usability testing, Nielsen et al. [160] evaluated the
influence of the number of testers and of their experience (distinguishing
by students or professionals) on the overall capability of finding usability
issues. They found that sets of five students were able, on average, to find
50% of the issues, while sets of 14 students were able to find 75% of issues.
On the other hand, sets of five professionals were able, on average, to find
90% of issues, while the overall set of 15 professionals was able to find all
the usability issues. Also in the context of usability testing, Sears et al.
[178] found that the percentage of found issues increased from 41% to 61%
when the number of testers was increased from 2 to 5.

In the mobile apps domain, a pilot study presented by Wang et al.
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[204] on the basis of data from the Baidu crowdtesting platform observed
three distinct phenomena: large variation in bug detection rapidity and
cost among different applications, decreasing bug detection rates over time
and plateau effect of bug finding curve. They proposed iSense [205], an
estimation technique to evaluate the optimal trade-off between testing ef-
fectiveness (in terms of the number of different bugs detected) and cost. In
addition, an analysis of the same dataset reported in [203] found that there
is a large number of similar bug reports finding the same bugs, confirming
the previously observed phenomena.

In a study by Mao et al. [136], an experiment involving 434 testers
in the context of a crowd-testing experiment carried out on the Amazon
Mechanical Turk platform showed that crowdtesters were able to achieve
greatly varying results, complementary with the ones of automatic tools,
thus the use of tests generated by crowd testers may represent a valid
starting point for search-based approaches.

2.3 Performance Testing

Performance testing is an umbrella term including any kind of testing
task focused on assessing that the System Under Test (SUT) behaves as ex-
pected, under different workloads. Broadly speaking, performance testing
consists in generating synthetic workloads for the SUT, and in monitoring
its behaviour to detect load-related issues. These testing activities play a
critical role in providing acceptable quality levels for end users [223].

2.3.1 Types of Performance Testing

Depending on the specific goals at hand, it is possible to identify dif-
ferent types of performance testing. In the following, we discuss some of
the most commonly-used ones.

• Load testing aims at ensuring that the SUT behaves as expected in
production, under anticipated realistic load conditions resulting from
interactions by controlled numbers of concurrent users or processes
[104, 164].

• Stress testing focuses on evaluating the behaviour of a system un-
der extreme load conditions, exceeding the expected field loads. It
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can also be used to evaluate the system’s ability to handle reduced
availability of resources (e.g.: access to memory or servers) [9]. Stress
tests can typically be derived from load tests, by extending the load
beyond the expected limits, and can help in determining the maxi-
mum load a system can handle.

• Spike testing aims at evaluating the ability of a system to respond
correctly to sudden bursts of peak loads and return afterwards to a
steady state [223].

Performance testing is particularly important in the web applications
domain [46], as such systems are often business-critical [61], and in many
cases they must meet contractually-specified Service Level Agreements.
Therefore, load-related issues can often cost companies up to millions of
dollars. For example, it has been estimated that increasing the load time
of Amazon.com web pages by merely one second may cost the company as
much as $1.6 billion in lost sales per year [48, 68].

Workloads for web applications are typically characterized in terms of
user sessions [146, 91]. A user session is a sequence of related requests
or service invocations issued by the same user when interacting with the
application. Each user generally interacts with the web application by al-
ternating the sending of requests (e.g.: requesting a web page) and waiting
for a time period (the so-called think time) after it has received the server
response, before sending the next request.

2.3.2 Phases of Performance Testing

As previously mentioned, different types of performance testing exist,
each with different purposes and peculiarities. Nonetheless, all of them
share the same core phases: Test Design, Test Execution and Test Analysis.
In what follows, we discuss each of these phases in detail.

Test Design Phase

The goal of the Test Design phase is to define suitable synthetic work-
loads. A workload is characterized by the behaviours of different groups of
users. Each group represents concurrent users performing the same kind
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Figure 2.4. Example of a user group behaviour.

of interaction (i.e., the same user session). More formally, a user group is
characterized by the following variables:

• User session The sequence of requests performed by all users in the
group;

• Number of users The number of concurrent users in the group.

• Initial delay Indicates after how much time from the beginning of
the performance test the user group becomes active.

• Startup time The time required to go from zero to the specified
number of active users. Start-up time will be divided among each
user as (Start Threads Count / Start-up Time).

• Hold load time The time for which all concurrent users will remain
active.

• Shutdown time The time within which all active users must stop
to send requests to the server.

As an example, consider the user group behaviour depicted in Figure
2.4. In the example, after an initial delay of 5 minutes, the user group acti-
vates. In the subsequent 10 minutes of startup time, an increasing number
of users start interacting with the web application (5 additional users for
each minute), until all the required 50 users are active. All these users will
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remain active and continue interacting with the application for an hold
load time of 30 minutes. Then, in the subsequent 5 minutes of shutdown
time, users gradually stop interacting with the application, until no active
user remains. Notice that a performance test is typically designed as a
composition of several different user group behaviours, executed concur-
rently.

Test Execution Phase

Once a suitable workload has been designed, the performance test can
be executed. The Test Execution phase includes (I) a setup step, focusing
on deploying the SUT and the test execution environment; (II) workload
execution, consisting in suitably generating synthetic traffic to the web
application, as specified by the workload; and (III) test monitoring and
data collection, which includes logging system behaviour (e.g.: CPU and/or
memory usage metrics) during workload execution. The recorded data is
then used in the subsequent Test Analysis phase [104].

Two approaches to workload execution exist, namely Live-user-based
execution and Driver-based execution. The former is the most intuitive
workload test execution approach and consists of leveraging a group of
human testers. This approach reflects realistic user behaviours and allows
performance testers to obtain real user feedback. On the other hand, it
does not scale well, as it is limited by the number of available testers.
Driver-based execution overcomes this scalability problem by leveraging
suitably-defined scripts to automatically generate user requests, possibly
using specialized tools such as Apache JMeter [20].

Test Analysis Phase

During the Test Execution phase, the system behaviour (e.g., logs and
metrics) is recorded. These data must be then analyzed to assess whether
the SUT meets the test objectives and if any load-related problem is un-
covered. Huge amounts of performance counters (e.g., CPU, memory and
throughput) and logs may be collected over extended periods of time, mak-
ing a manual analysis basically unfeasible [48]. Hence, heuristics are typ-
ically used to detect potential problems. Some approaches verify that
system metrics (such as CPU and memory usage) do not exceed prede-
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fined threshold values, while other approaches focus on analyzing system
behaviour data in search for known patterns linked to load issues [48, 104,
134].

2.3.3 State of the Art

Most of the approaches proposed in the literature for the automatic de-
sign of workloads leverage system log analysis. The idea behind these ap-
proaches is to start from real user behaviours, as captured by system logs,
to infer realistic workloads. In [147], Menascè et al. proposed a workload
characterization methodology to model the interactions between customers
and e-commerce websites. Their approach consists of two phases. Firstly,
it extracts a number of distinct user session logs from raw HTTP logs. Sec-
ondly, starting from the previously generated user session logs, a clustering
analysis is conducted to group user sessions characterized by similar navi-
gational patterns. For each cluster, they produce a state-transition graph
describing the possible behaviours of that group of users. These models
can then be used to generate realistic sequences of requests, and thus work-
loads, for e-commerce web applications. Other works proved that Markov
chain models can be effective in representing the possible behaviours of
users and thus in generating realistic workloads [141, 126, 172].

However, approaches based on state-transition models of user behaviours
are affected by two key limitations. Firstly, they assume first-order de-
pendencies between requests (i.e.: the next request depends only on the
previous one), which is a limitation, given the articulate structure of many
web applications.

Secondly, they do not allow for modelling data dependencies between
subsequent requests. Indeed, in many scenarios, the parameters used in a
given request may depend on values contained in the response to a previ-
ous request. For example, in applications that require authentication, the
authentication token that is sent in each request is obtained by the client
in the response to an initial authentication request. Similarly, the ID of
a purchased item in a checkout request in an e-commerce web application
must correspond to the ID of the item that was added to the cart in a pre-
vious request. Accounting for such data dependencies when modelling the
behaviour of classes of users is crucial to guarantee that valid sequences of
requests are generated.
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Table 2.1. Comparison of Performance Testing tools

Characteristic Load Runner JMeter LoadComplete Gatling

Licensing Commercial Open-Source Commercial Open-Source/
Commercial

Capture & Replay ✓ ✓ ✓ ✓

WebSocket support ✓
Via external

libraries ✓ ✓

WebSocket support
(C&R) ✓ ✗ ✓ ✗

Data Correlation
detection

Manually
specified

rules.

Manually
specified

rules.

Manually
specified

rules.
✗

SUT monitoring ✓
Via external

plugin . ✓ ✗

Shams et al. [180] proposed a new application modelling methodology
to overcome these limitations. Their approach relies on manually-defined
Extended Finite State Machines (EFSM) models of the AUT, that can
represent higher-order request dependencies, and allow testers to manually
specify data dependencies between requests. Vögele et al. [200] further
extend the approach proposed by Shams et al. and presented WESSBAS,
a tool that is capable of automatically extracting an EFSM model from
system logs. In that work, however, the authors do not address the problem
of data correlation between requests.

Still, these approaches require the collection of large amounts of system
logs, which limits their applicability in scenarios in which the SUT has not
been yet released and alpha/beta testers are not available [48]. Moreover,
analyzing large quantities of log data is a challenging and time-consuming
task [165], which also lengthens the time to market in evolutionary scenar-
ios in which the SUT changes and updated workloads should be generated
as well.

Parrott et. al [165] proposed Lodestone, a solution to overcome the
problem of obsolete workloads. Lodestone is a real-time data science ap-
proach to load testing, leveraging streaming of log data to dynamically
generate and update user behaviour patterns, group them into similar
behaviour profiles, and instantiate the distributed workload of software
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systems. However, this approach is very expensive in terms of architecture
and complexity, and its applicability is limited in scenarios in which the
SUT has not been yet released.

State of Practice Overview

In this section, we briefly present state-of-practice tools for perfor-
mance testing, focusing on the strengths and shortcomings of each one. In
particular, we consider two largely used open-source tools, namely Apache
JMeter [20] and Gatling [4], and two well-known commercial solutions,
namely LoadRunner [129] and LoadComplete [128]. In Table 2.1, we sum-
marize their characteristics.

Apache JMeter JMeter is an open-source, multi-platform framework
for performance testing, supporting both the definition of workloads and
their execution. JMeter allows practitioners to design workloads by either
manually specifying a sequence of requests, through its Graphical User
Interface (GUI), or by leveraging a Capture and Replay (C&R) module.
With the latter approach, a tester can directly interact with the SUT as an
end-user, and JMeter generates an executable workload by automatically
capturing the requests that are sent to the SUT during the interaction. A
key limitation of the C&R approach is the inability to record Websocket
requests, which must be managed manually using an external module [173].
Furthermore, JMeter does not provide automatic correlation capabilities to
address data dependencies, but only a third-party plugin [142] to support
correlation detection through the use of manually-defined correlation rules
[2, 118, 87]. As for monitoring the behaviour of the SUT, JMeter can be
extended with the PerfMon plugin, which allows for the collection of load
metrics (e.g.: CPU usage, RAM usage) on the SUT.

Gatling Gatling [4] is an open-source performance testing solution, de-
signed to be easily integrated into continuous integration/continuous de-
ployment pipelines. A commercial enterprise version is available, including
support and additional features. In what follows, we consider the open-
source version. Gatling does not allow practitioners to manually specify
the requests in a workload but offers the possibility of using a C&R ap-
proach. Similarly to JMeter, however, the capture component in Gatling is
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incapable of managing WebSocket requests and offers no automatic/partial
correlation feature to cope with data dependencies, forcing practitioners
to carry out additional time-consuming and tedious manual work. Gatling
does not feature built-in monitoring capabilities, and practitioners need to
set up appropriate tooling to collect relevant metrics on the SUT.

LoadRunner LoadRunner [129] is a widely-used commercial perfor-
mance testing solution developed by Micro Focus [87]. Similarly to JMeter,
LoadRunner allows users to manually design a workload by specifying a
sequence of requests (using the VUGen IDE included with the tool) or to
use a C&R approach. Unlike JMeter, however, the C&R feature shipped
by LoadRunner is capable of recording also WebSocket requests. As for
data dependencies, LoadRunner includes a plugin to support the detection
of correlations, but the tool requires a time-consuming and tedious con-
figuration of manually-defined rules. LoadRunner includes extensive SUT
monitoring capabilities. Licences for using this tool, however, can cost up
to several thousand USD per year, and, depending on the selected licens-
ing plan, limitations on the number of virtual users and/or the duration
of workloads might apply.

LoadComplete LoadComplete [128] is a commercial performance test-
ing solution developed by SmartBear. It provides a GUI allowing practi-
tioners to design performance tests manually or by using a built-in C&R
tool, which is also capable of capturing WebSocket requests. Additionally,
LoadComplete includes a plugin to support data dependency detection,
but only using manually-specified rules [87, 102]. LoadComplete also fea-
tures SUT monitoring capabilities and can generate custom reports [102].
Similarly to LoadRunner, LoadComplete is a costly commercial tool. Li-
cences can cost up to several thousand USD per year, and limitations on
the number of concurrent users and/or on the duration of workloads might
exist depending on the licence.

2.3.4 Challenges in the Definition of Performance Tests

Summarizing, from our analysis of the state of the art, we identified
a number of challenges that limit the productivity of practitioners and
the effectiveness of the performance testing process. Such challenges are
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reported in the following.

Avoiding the necessity of a deployed system to automatically
generate performance tests The approaches proposed in the liter-
ature require large amounts of user logs. To collect adequate amounts of
log data, the system under test needs to be deployed, but deploying an
untested application is not a good practice [163].

Automatically managing data dependencies between subsequent
requests For a test to run correctly, a request that is sent to a server
might need to use a dynamic value that was returned by a previous re-
sponse in the same session [180]. For example, when a user logs in to a
web application, the server might issue a session ID, which is used to iden-
tify that user in subsequent requests and is dynamic (i.e.: after each login,
the user receives a different session ID). In a similar scenario, performance
tests must be parametric, i.e., take into account this data dependency
[142].

Existing tools typically offer only partial support for this correlation
task, allowing practitioners manually define a set of rules (regular expres-
sions) for identifying correlations. Nonetheless, manually defining rules is
still a time-consuming and tedious task, and requires practitioners to be
familiar with the data flow between subsequent requests.

Coping with the evolution of workloads Web applications are con-
stantly evolving, with new features being added or existing ones being
updated. Moreover, the way users use a web application also can change
over time. As a consequence, workloads may become rapidly obsolete, and
need to be updated as well. In this evolutionary scenario, workload gener-
ation techniques that require long analysis times may become inapplicable
[46, 165, 48].

Supporting emerging protocols such as WebSocket WebSocket
[77] is an emerging network protocol supporting bidirectional connections
where data is simultaneously exchanged in both directions. As shown in
Figure 2.5, unlike classic Hypter-Text Transfer Protocol (HTTP), in which
requests and responses alternate, with WebSocket, updates are sent imme-
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diately when they are available, in a bidirectional fashion. These asyn-
chronous, bidirectional communication patterns enabled by WebSocket al-
low practitioners to build true real-time functionalities, including chat,
collaborative document editing, etc [184].

The introduction of WebSocket leads to an increase in Performance
Testing complexity. Indeed, WebSocket messages in performance tests
are difficult to handle, as they are not constrained by the alternation of
requests and responses as in HTTP. With WebSocket, a single connec-
tion may correspond to multiple requests and multiple response messages,
which significantly complicates the data correlation task.
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Improving Automatic Web
Test Generation with
Near-duplicate Detection

As discussed in Section 2.2.3, most automatic test generation tech-
niques for web applications proposed in the literature leverage state-based
models of the Application Under Test (AUT), in which states represent
high-level features of the AUT, whereas transitions represent navigabil-
ity relations. These models can be either defined manually by testers,
which is a time-consuming and costly practice, or automatically inferred
via systematic exploration (i.e., crawling) of the AUT. In the latter case,
automatically inferred models are typically affected by the so-called near-
duplicate states, i.e. states that correspond to slightly different web pages
that nonetheless represent the same functionality from a testing viewpoint.
Using models containing near-duplicate states has a negative impact on the
quality of the resulting test suites, leading to a number of redundant tests
and completeness issues.

The goal of the research presented in this chapter is to improve the
effectiveness of automatic web test generation by improving the quality
of automatically inferred models. To this end, two novel near-duplicate
detection techniques are presented and their effectiveness as well as the
practical impact of adopting them in automatic test generation are empir-
ically evaluated.



36
Chapter 3. Improving Automatic Web Test Generation with Near-duplicate

Detection

Web 
Application

Crawling
Automatic Test 

Generation
Test 
Suite

State-based model

Figure 3.1. Considered reference scenario for automatic web test generation.

The remainder of this chapter is structured as follows. In Section 3.1,
the automatic web test generation scenario we consider as a reference is
described in greater detail, focusing on the key phases of model inference
via crawling. Subsequently, the general framework for near-duplicate de-
tection we propose is sketched in Section 3.2, and two novel techniques for
near-duplicate detection are presented in Section 3.3 and in Section 3.4,
respectively. Lastly, Section 3.8 presents some closing remarks and future
works directions.

3.1 Reference Scenario for Automatic Web Test
Generation

In this chapter, we consider a generic reference scenario for automatic
web test generation, in which a state-based functional model of the AUT is
automatically inferred via crawling. Subsequently, such an automatically-
inferred model is used to automatically generate tests according to suitable
strategies. Such a scenario, depicted in Figure 3.1, can be considered
an abstraction of most automatic web test generation proposed in the
literature (see Section 2.2.3).

In the remainder of this section, we discuss in greater detail the key
crawling step in the reference scenario.

3.1.1 Crawling

The crawler loads the web pages in a web browser and exercises client-
side JavaScript code to simulate user-like interactions with the web app
pages. This allows the crawler to support modern, client-side intensive,
single-page web applications. The main conceptual steps performed when
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exploring a web application are outlined in the Crawl function of Algo-
rithm 1.

Algorithm 1: Web app crawling process
1 Function Crawl(initial URL):
2 s1 ← getState(initial URL)
3 model ← initializeModel(s1)
4 while ¬ timeout do
5 next← nextStateToExplore(model)
6 if next = nil then ▷ app exhaustively explored
7 break

8 s← getToState(next)
9 for e ∈ getCandidateEvents(s) do

10 fireEvent(e)
11 sc ← current state after firing the event e
12 if ¬ IsDuplicate(sc,model) then
13 add sc to model

14 return model

15 Function IsDuplicate(sc, model):
16 foreach state s′ in model do
17 if SAF(sc, s′) = ‘clone or near-duplicate’ then
18 return True ▷ s is a duplicate of s′

19 return False

Crawling starts at an initial URL, the homepage is loaded into the
browser and the initial DOM state, typically called index, is added to the
model (Line 3). Subsequently, the main loop (Lines 4–14) is executed until
the given time budget expires or there are no more states to visit (i.e., the
web app has been exhaustively explored according to the crawler). In each
iteration of the main loop, the first unvisited state in the model is selected
(line 5), and the crawler puts in place adequate actions to reach said state.
If the state cannot be reached directly, it retrieves the path from the in-
dex page and fires the events corresponding to each transition in the path.
Upon reaching the unvisited state, the clickable web elements are collected
(i.e., the web elements on which interaction is possible, line 9), and user
events such as filling forms or clicking items are generated (line 10). After
firing an event, the current DOM state sc is captured (line 11). The is-
Duplicate function supervises the construction of the model and checks
whether sc is a duplicate of an existing state (lines 16–19) by computing
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Figure 3.2. Overview of the proposed framework for near-duplicate detection.

pairwise comparisons with all existing states in the model using WebE-
mbed State Abstraction Function (SAF). The state sc is added to the
model if the SAF regards it as a distinct state, i.e., a state that is not a
duplicate of another existing state in the model (lines 12–13). Otherwise,
it is rejected and the crawler continues its exploration from the next avail-
able unvisited state until the timeout is reached.

3.2 Proposed Framework for Near-duplicate De-
tection

In this section, we describe the generic framework we abstracted to
support the definition of novel near-duplicate detection techniques and
the investigation of existing ones. The framework, which is depicted in
Figure 3.2, identifies three key, abstract, steps in the process of detecting
near-duplicates, namely: (1) Web Page Preprocessing, (2) Similarity Com-
putation, and (3) Classification.

The Web Page Preprocessing step takes care of manipulating the in-
put web pages, which are HTML documents, to make them suitable for
similarity computation. Examples of preprocessing steps include generat-
ing a tree-based representation of web pages using the standard Document
Object Model (DOM), obtaining a visual representation of the web pages
by loading them in a web browser and capturing snapshots, or removing
certain parts that are not deemed important in similarity computation.

The Similarity Computation step is responsible for computing a rep-
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resentation of the degree of similarity between the two web pages. The
most simple representation of similarity is a numeric similarity score, but
in general, the similarity representation can be complex, structured ob-
jects, describing similarity w.r.t. a number of different aspects.

The Classification step takes as input a similarity representation and is
responsible for classifying the web page pair as distinct or near-duplicate.
The most simple classification approaches are threshold-based, i.e., dis-
criminate between distinct and near-duplicates based on whether similar-
ity is below or above given thresholds. In general, classification can be
performed by training more sophisticated classification models, such as
Decision Trees, Neural Networks, or Support Vector Machines (SVM).

3.3 Tree Kernel-based Near-duplicate Detection

In this section, we start by giving some preliminary notions on Tree
Kernel functions in Section 3.3.1, and then we introduce the Tree Kernel-
based near-duplicate detection approach we are investigating in Section 3.3.2.

3.3.1 Tree Kernel Functions

Tree Kernel (TK) functions are a particular family of kernel functions
which specifically evaluate the similarity between two tree-structured ob-
jects. These functions have been extensively studied in Natural Language
Processing [157].

To compute the similarity between two trees T1 and T2, TK functions
consider, for each tree, a set of tree fragments. A tree fragment is a subset
of nodes and edges of the original tree. Then, the similarity between the
tree fragments of the two trees is evaluated, and the overall similarity
of the two trees is computed by aggregating, in some meaningful way, the
similarities of the single fragments. Depending on how the set of fragments
to consider is defined, it is possible to characterize different classes of tree
kernel functions. Widely-used classes include [156]:

• Subtree Kernels, which consider only proper subtrees of the original
trees, i.e., a node and all of its descendants, as fragments.

• Subset Tree Kernels, which consider as fragments a more general
structure than the one considered by subtree kernels, relaxing the
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<html>
<head>
<title></title>
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</head>
<body>
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Figure 3.3. An HTML document (left) and its DOM representation (right)

constraint of taking all descendants of a given node and thus allowing
for incomplete subtrees, limited at any arbitrary depth.

• Partial Tree Kernels, which consider an even more general notion
of fragments, in which the constraint of taking either all children of
a tree node or none at all is relaxed. In this case, it is possible to
include only some of the children of a node in a fragment.

Tree Kernels in Software Engineering

TKs have also been applied with promising results in the Software
Engineering domain. In particular, TKs have been applied on Abstract
Syntax Tree representations of source code for clone detection [60], and
their usage is also being investigated for test case prioritization tasks [11,
10]. More recently, [97, 181] presented an effective approach to fake website
detection, which leveraged TK functions.

3.3.2 Proposed Approach

The key intuition behind the proposed TK-based near-duplicate detec-
tion approach is to use TK functions to compute the degree of similarity
between two web pages which, as shown in Figure 3.3, can be naturally
modelled using their tree-structured DOM representation. In the proposed
solution we consider three well-known TK functions, namely subtree ker-
nel, subset-tree kernel and partial tree kernel.
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Table 3.1. Considered DOM transformation strategies

Strategy Description

As-is This transformation strategy leaves the DOM unchanged;
Only body This transformation strategy considers only the DOM subtree rooted

in the body element of the web page.
Only body, no scripts This transformation strategy is the same as the “Only body” one, but

also removes script elements along with their subtrees.
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Figure 3.4. Overview of the proposed TK-based approach.

As for web page preprocessing, in addition to representing web pages
using their DOM, we devised three different kinds of transformations, de-
signed to investigate how different portions of the DOM tree impact sim-
ilarity computation and near-duplicate detection, and to make the ap-
proach more general and customizable. In particular, we consider three
basic DOM transformation strategies, as detailed in Table 3.1.

From the pairwise combination of the three considered TK functions
and the three DOM transformation strategies, nine different similarity
measures can be computed for a pair of web pages. These different sim-
ilarity measures (or a subset thereof) are then aggregated in a similarity
vector, in which each component corresponds to a different similarity mea-
sure. Leveraging these similarity vectors and existing open datasets with
annotated web page pairs, we use supervised learning approaches to train
an ad-hoc classifier. An overview of the proposed approach is depicted in
Figure 3.4.
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3.4 Neural Embedding-based Near-duplicate De-
tection

3.4.1 Neural Embeddings

Vector Space Models, first proposed by Salton et al. [177], allow objects
to be represented as vectors in a multi-dimensional continuous space. In
such vectors, the semantics of objects are “distributed” over vector com-
ponents, so that similar objects correspond to points in the vector space
that lie close to each other. Encoding information into a low-dimensional
fixed-length vector representation enables easy integration in modern ma-
chine learning models, which often require input data to be represented as
vectors, and proved to be very effective in the Natural Language Process-
ing domain [194].

In that domain, the continuous vector space is usually referred to as
the semantic space and the representations of the objects (e.g.: words,
sentences, documents, etc.) are called distributed representations or em-
beddings. A popular, unsupervised way of learning low-dimensional embed-
dings for words or documents from large text corpora consists in leveraging
neural networks, typically trained with some sort of language modelling ob-
jective. For example, Word2Vec [151], one of the most popular approaches
for learning word embeddings, is based on a feed-forward neural archi-
tecture which is trained with language modelling tasks (e.g.: predict the
current word given its context, i.e., the words that surround it). Similarly,
Doc2Vec [117], which extends Word2Vec with the capability of learning
embeddings for paragraphs and documents, is based on training a neural
network on the task of predicting the next word in a document given the
current document id, and a number of preceding words.

Doc2Vec aims to find an optimal embedding model such that simi-
lar text documents would produce embeddings that lie close in the vector
space. Given a document, Doc2Vec creates and projects paragraph em-
beddings, as well as word embeddings, into the vector space and then uses
a trained deep neural network model to predict words of paragraphs or
documents in a corpus [117]. Instead of computing an embedding for each
word like Word2Vec [151], Doc2Vec creates a different embedding for an
entire paragraph or even a document. At inference time, the input para-
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graph id vector (a one-hot encoded vector) is unknown, hence it is first
derived by gradient descent given the input and output words and it is
concatenated with the one-hot encoded vectors of the paragraph words to
predict the next word in the paragraph. The internal representation used
to make such a prediction is averaged or concatenated across predictions
to get the final document embedding [117].

To learn the best vector representation for each document, Doc2Vec can
be configured to use two different models: Paragraph Vector Distributed
Memory or Distributed Bag Of Words. The former randomly picks a set
of consecutive words in the paragraph and tries to predict the word in
the middle, using the surrounding words, a.k.a., context words, and the
paragraph id. The latter is similar to a Skip-gram model, in which, given
a paragraph id, the model tries to predict the next word of a randomly
picked sequence of words from the chosen paragraph [117].

Embeddings in Software Engineering

Neural embeddings proved to be effective in many code analysis tasks,
such as code completion [52], log statement generation [144], code re-
view [196] and other code-related tasks [143, 145].

Alon et al. [8] present Code2Vec, a neural model for learning embed-
dings for source code, based on its representation as a set of paths in the
abstract syntax tree. Hoang et al. [90] propose CC2Vec, a neural network
model that learns distributed representations of code changes. The model
is applied for log message generation, bug fixing patch identification, and
just-in-time defect prediction. Feng et al. [76] use representation learn-
ing applied across web apps for phishing detection. Lugeon et al. [130]
propose Homepage2Vec, an embedding method for website classification.
Namavar et al. [159] performed a large-scale experiment comparing differ-
ent code representations to aid bug repair tasks. In this work, we propose
an embedding method that works at a finer granularity level and that can
integrate both structural (HTML tags) and textual (content) information.
We study this embedding in the context of automated crawling and testing
of web apps.

Among the grey literature, Ma et al. [131] propose GraphCode2Vec, a
technique that joins code analysis and graph neural networks to learn lexi-
cally and program-dependent features to support method name prediction.
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Dakhel et al. [63] propose dev2vec, an approach to embed developers’ do-
main expertise within vectors for the automated assessment of developers’
specialization. Jabbar et al. [101] propose to encode the execution traces
of test cases for test prioritization.

3.4.2 Proposed Approach

The key idea behind the proposed neural embedding-based approach,
which we call WebEmbed, is to leverage specifically-trained neural net-
work embedding models to represent web pages as points in a continuous
vector space. Then, the similarity (or lack thereof) of two web pages can
be simply computed using standard measures such as cosine similarity
[83]. With one or more similarity measures in place, obtained possibly
using different embedding models and/or different similarity measures, it
is possible to compose a similarity vector, as done also in the TK-based
near-duplicate detection approach (see Section 3.3). Such similarity vec-
tors can be used with supervised classification approaches to classify web
page pairs.

More in detail, WebEmbed uses novel neural embedding models for
web pages built on top of Doc2Vec [117] and leveraging different represen-
tations of web pages. WebEmbed requires two separate training phases.
In the first phase, we train neural embedding models, which can be done
using any corpus of web pages and does not require data to be manu-
ally labelled as clone or near-duplicate. In the second phase, a classifier
is trained using supervised machine learning approaches, and a training
set of annotated web page pairs is required. An overview of the proposed
neural embedding-based approach is depicted in Figure 3.5

Web Page Embedding Models

Our approach requires computing embeddings for HTML web pages.
To this end, we extend the well-known Doc2Vec [117] embedding model,
originally conceived for general-purpose textual documents, to support web
pages. In particular, we devised three different token extraction strategies
to extract a convenient representation of web pages for training a Doc2Vec
model, as described in what follows.
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Figure 3.5. Overview of the WebEmbed approach.

Token sequence extraction The general procedure to extract token
sequences from a web page is detailed in Algorithm 2. The procedure takes

Algorithm 2: Token Extraction
1 Function extractTokens(n, et): ▷ et: content, tags, or both
2 let tokens be an empty list
3 tokens.append(getTokens(n, et))
4 foreach children node c of n, from left to right do
5 if c is not a script, style, or comment node then
6 tokens.append(extractTokens(c))

7 return tokens

as inputs the root DOM node of the web page and a flag indicating which
type of token sequence to extract, and proceeds as follows: (1) the sequence
of tokens (either tags, content, or content+tags) for the current node are
extracted (line 3); (2) the token extraction procedure is recursively called,
in a depth-first fashion, on all children of the current node, from left to
right. The result of these calls is then appended to the list of extracted
tokens (lines 4–6); (3) the sequence of extracted tokens is returned (line 7).

Throughout this section, let us consider as a running example the
HTML code corresponding to the Detail page for Book A (Listing 3.1).
In the listing, tag names and attribute names are highlighted in boldface,
content is highlighted in blue, and comments in green.
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Listing 3.1. HTML document corresponding to the Detail page for Book A
shown in Figure 2.1.

<html lang="en">
<head>
<title>Book A detail page</title>
<link rel="stylesheet" href="styles.css">
<script type="text/javascript" src="utils.js"></script>

</head>
<body>
<img src="book_a.jpg" class="item_pic"/>
<h1>Item A</h1>
<img src="three-stars.png"/>
<p class="price">4.99 $</p>
<p class="descr">Detailed description for Book A.</p>
<h2>Reviews</h2><!-- Reviews listed here -->
<a href="/addrev?i=item_a" class="btn">+ Add Review</a>
<table class="reviews">
<tr> <!-- First review -->
<td>Good! by <a href="/u/alice">Alice</a></td>
<td><img src="three-stars.png"/></td>

</tr>
<tr> <!-- Second review -->
<td>Liked it! by <a href="/u/bob">Bob</a></td>
<td><img src="five-stars.png"/></td>

</tr>
</table>
<a href="/buy?i=book_a" class="btn">BUY</a>

</body>
<script>init_page();</script>

</html>
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Tags Token Sequence The first extraction function considers only
the name of the tags from an HTML page while discarding comments,
scripts, and CSS. The intuition is that tags indicate the general layout of
an HTML document and may be effective for detecting structurally similar
web pages [188]. Consequently, the tag token sequence of the web page in
Listing 3.1 is as follows: [html, head, title, body, img, h1, img, p, p, h2,
a, table, tr, td, a, td, img, tr, td, a, td, img, a].

Content Token Sequence The second extraction function only re-
trieves the textual content of a web page. Intuitively, two web pages shar-
ing similar textual content have some degree of topical relatedness [188].
Consequently, the HTML in Listing 3.1 is converted to the following to-
kens of DOM content: [Book, A, detail, page, Book, A, 4.99, $, Detailed,
description, for, Book, A, Reviews, +, Add, Review, Good, by, Alice, Liked,
it, by, Bob, BUY ].

Content+tags Token Sequence The third extraction function con-
siders both content and tags and combines the output of the two previous
extraction functions. This can be effective in cases where using the tags
or the content only is not enough to accurately classify two web pages.
The HTML in Listing 3.1 is converted to the following content+tags token
sequence: [html, head, title, Book, A, detail, page, body, img, h1, Book,
A, img, p, 4.99, $ p, Detailed, description, for, Book, A, h2, Reviews, a,
+, Add, Review, table, tr, td, Good, by, a, Alice, td, img, tr, td, Liked,
it, by, a, Bob, td, img, a, BUY ].

Model Implementation and Training Once the preprocessing for
token sequence extraction is done, three different Doc2Vec models are
trained, i.e., one model for each token-sequence type. Hence, we obtain
three Doc2Vec models that allow us to compare pairs of web pages and
thus compute their similarity based on one token-sequence representation
of the pair at a time. For example, the following embeddings are produced
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for the HTML of Listing 3.1:

doc2vec(tags) = [−0.25, 0.48, ..., 0.03]

doc2vec(content) = [−0.55, 0.17, ..., 0.90]

doc2vec(content + tags) = [−0.40, 0.33, ..., 0.44]

Training State Abstraction Functions

Once the embedding models are trained, it is possible to train a classi-
fier implementing a SAF. This task requires a labelled corpus of web pages,
in which each web page pair is manually annotated with a label indicating
whether the web pages in the pair are clones/near-duplicates.

For each pair of web pages in such corpus, we use one of the different
Doc2Vec models to compute their embeddings. Then, we compute the
cosine similarity [183], a widely used metric to assess vector similarity.
A combination of the three similarity scores, based on content, tags, or
content+tags neural embeddings, is used to train a classifier to discriminate
two web pages as being distinct or clones.

Usage of the State Abstraction Function The Classify procedure
in Algorithm 3 illustrates our neural-based SAF. Given two web pages p1,

Algorithm 3: Web App Crawling with WebEmbed
1 Function Classify(p1, p2, ET ): ▷ ET : embedding types
2 let s be an empty list
3 foreach embedding type et in ET do
4 r1 ← extractTokens(p1.getRootNode(), et)
5 r2 ← extractTokens(p2.getRootNode(), et)
6 doc2vec← getDoc2VecModel(et)
7 e1 ← doc2vec.infer(r1)
8 e2 ← doc2vec.infer(r2)
9 s.append(cosineSimilarity(e1, e2))

10 return classifier .classify(s)

p2 and a list ET of embedding types to consider, we first extract the token-
sequence representations from each page based on the selected embedding
types (ET can be any non-empty subset of {content, tags, content+tags}),
obtaining one list of tokens for each web page (Lines 4–5). Each of the two
token sequences r1 and r2 is then fed to the appropriate Doc2Vec model
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(line 6) to compute an embedding (Lines 7–8). Then, the cosine similarity
between the two resulting embeddings e1 and e2 is computed, obtaining
a similarity score that is appended to the list s of similarities computed
so far (Line 9). Next, the classifier marks the two pages as either distinct
or clones based on the list s of similarity scores and determines the SAF
return value (Line 10), which is ‘clone’ in case of near-duplicate detection
or ‘distinct ’ otherwise.

Example Consider the following embeddings produced for our run-
ning example, for the embedding type ‘tags’ (i.e., ET = [‘tags’]):

p1 = Catalog Page e1 = [−0.45, 0.56, ..., 0.30]

p2 = Detail Page A e2 = [−0.55, 0.17, ..., 0.90]

p3 = Detail Page A + Review 1 e3 = [−0.56, 0.19, ..., 0.95]

During crawling, let us assume that a decision tree classifier flags a pair
of pages as ‘clone’ when the cosine similarity between their embeddings
satisfies the root decision node condition (s > 0.8). If sim(e1, e2) = 0.56,
p2 is added to the model, as p2 is not too similar to p1. Then, when
exploring p3, we obtain sim(e3, e1) = 0.58 and sim(e2, e3) = 0.95. Hence,
page p3 is not added to the model as it is recognized as a near-duplicate
(‘clone’) of p2.

3.5 Empirical Study Design

To assess the effectiveness of the proposed techniques in detecting near-
duplicates, as well as the practical impact of their application in the au-
tomatic web test generation process, we conducted an empirical study
leveraging massive datasets of web pages available in the literature and
nine open-source web applications. In this section, we detail the empirical
study we conducted in terms of investigated research questions, employed
data, baseline techniques, and experimental procedure.
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3.5.1 Research Questions

To investigate the effectiveness of the proposed near-duplicate detection
techniques and the practical impact of their application in automatic web
test generation, we consider the following research questions:

RQ1 (near-duplicate detection): How effective are the proposed tech-
niques in distinguishing near-duplicate from distinct web pages?

RQ2 (model accuracy): How do the web app models generated using
the proposed techniques compare to a ground truth model?

RQ3 (code coverage): What is the code coverage of the tests generated
using web app models inferred with the proposed techniques?

RQ1 aims at assessing the effectiveness of the proposed techniques in
detecting near-duplicate web pages, framing the near-duplicate detection
problem as a binary classification task. RQ2 aims at investigating the
quality, in terms of completeness and conciseness, of web app models in-
ferred using the proposed techniques. Lastly, RQ3 focuses on the impact of
the proposed techniques when used in automatic web testing generation,
specifically assessing the test suites generated by crawl models obtained
using the proposed techniques in terms of code coverage of the web apps
under test.

3.5.2 Datasets

We use three existing datasets available from the study by Yandrapally
et al. [217], plus an additional dataset of web pages collected by the Com-
mon Crawl project [57].

The first dataset is called DS and contains 33,394 unique web pages
derived from automated crawls (using Crawljax [148]) of 1,031 randomly
selected websites from the top one million provided by Alexa, a popular
website that ranks sites based on their global popularity (dismissed as of
May 1, 2022). From these web pages, 493,088 distinct same-website web
page pairs can be derived.

The second dataset, referred to as RS, contains 1,000 state-pairs from
DS that Yandrapally et al. [217] manually labelled as either clone, near-
duplicate or distinct. Overall, RS contains 1,826 distinct web pages.
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Table 3.2. Web page characteristics across the datasets

Web page metrics

DOM Source Text content
(# nodes) (# chars) (# chars)

Dataset # pages Mean Std. Mean Std. Mean Std.

DS 33,394 821 960 107,055 160,897 7,309 10,503
RS 1,826 665 687 91,124 127,116 5,964 8,487
SS 1,313 212 287 16,234 17,320 1,335 1,262
CC 368,927 401 913 51,097 70,541 6,139 14,642

The third dataset, SS, contains ≈97,500 web page pairs from nine sub-
ject apps, which were also manually labelled by Yandrapally et al. [217] as
clone/near-duplicate or distinct. These nine web apps, which are briefly
described in Table 5.2, have been used as subjects in previous research
on web testing [188, 187, 39, 37]. Five of them are open-source PHP-
based applications, namely Claroline (v. 1.11.10 ) [23], Addressbook (v.
8.2.5 ) [22], PPMA (v. 0.6.0 ) [27], MRBS (v. 1.4.9 ) [28] and Man-
tisBT (v. 1.1.8 ) [29]. Four are JavaScript single-page applications—
Dimeshift (commit 261166d) [24], Pagekit (v. 1.0.16 ) [25], Phoenix (v.
1.1.0 ) [26] and PetClinic (commit 6010d5 ) [21]—developed using popu-
lar JavaScript frameworks such as Backbone.js, Vue.js, Phoenix/React and
AngularJS.

As for the additional dataset, which we refer to as CC, it contains
368,927 web pages available from the Common Crawl project [57], also
used in previous research [130]. Similarly to DS, the web pages in CC are
also collected by crawling real-world websites. Table 3.2 reports analytics
information about the web pages of the considered datasets in terms of
DOM size, length of the HTML source, and amount of text content.

3.5.3 Baselines

Based on the study by Yandrapally et al. [217], we selected two baseline
near-duplicate detection techniques for our study, namely RTED (Robust
Tree Edit Distance) [166], and Perceptual Diff (PDiff) [221]. RTED is an
efficient algorithm for computing the tree edit distance, i.e., the minimum
number of node edit operations that can be used to transform one labelled
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tree into another. The tree edit distance can be straightforwardly applied
to tree-structured DOM representation of web pages, and has been em-
ployed in web crawling to detect near-duplicate web pages [74]. The other
baseline, PDiff, is a visual-based technique which compares two web pages
by analysing their screen captures, based on a human-like concept of sim-
ilarity that uses spatial, luminance, and colour sensitivity. We chose them
as baselines for the following reasons: (1) they were the best DOM-based
and visual techniques for near-duplicate detection among those considered
in [217], (2) they were used as a SAF for web testing purposes within
Crawljax.

3.5.4 Use Cases

In our empirical study, we consider three different practical use cases,
namely Beyond Apps, Across Apps, and Within Apps. These use cases
differ in what concerns the datasets used to train the classifiers, and the
associated labelling cost for developers, as detailed in what follows.

Beyond apps This use case aims at investigating the feasibility of a
general-purpose model trained on web pages that are different from the
ones it is tested on. Therefore, we train the classifiers on RS and test
them on SS. This use case requires no labelling costs to web developers,
as the classifier we train on RS is supposed to be re-used as-is on any new
web app.

Across apps This use case investigates the generalizability of the pro-
posed solutions when applied to web apps similar to the ones on which the
classifier was trained. Indeed, we train a distinct classifier for each of the
nine web apps in SS in a leave-one-out fashion. In other words, for each i-
th app in SS, we train the classifier on annotated web page pairs from the
remaining eight web apps, using the web page pairs from the current app
as a test set. In this use case, developers are supposed to find and manually
label all pages of web apps similar to the ones under test. A company may
develop a few web apps in a given domain, investing in manual labelling of
the near-duplicates of such apps to save the near-duplicate detection effort
later, when a new app will be developed in the same domain.
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Table 3.3. Considered use cases

WebEmbed

Doc2Vec Classifiers

Use case Training Set Training Set Test Set

Beyond apps DS ∪ CC RS SS
Across apps (for each Appi) DS ∪ CC SS \Appi Appi
Within apps (for each Appi) DS ∪ CC 80% Appi 20% Appi

Within apps In this use case, we train an app-specific classifier for each
of the nine subject web apps. For each app in SS, we use 80% of the web
page pairs for training the classifier and the remaining 20% for testing. In
this use case, developers are required to label a significant portion of the
near-duplicate pages of the web app under test before a classifier can be
trained and applied to the other pages of the same web app.

The characteristics of each use case are summarized in Table 3.3. For
all use cases, WebEmbed relies on the embeddings computed by a com-
mon Doc2Vec model trained on the non-annotated pages of the considered
datasets, namely DS ∪ CC.

3.5.5 Procedure and Metrics

RQ1 (near-duplicate detection) For each considered use case, we
evaluate different implementations of the TK-based approach and WebE-
mbed. More in detail, for the TK-based approach, we consider different
compositions of the similarity vector: (1) we use a similarity vector contain-
ing all the nine different similarity scores arising from the combinations of
DOM transformation strategies and tree kernel functions; (2) we use each
distinct similarity score alone; (3) we use the tree best components as in-
dicated by a preliminary Recursive Feature Elimination analysis, namely
the ones obtained using each tree kernel function with the “Only body, no
scripts” DOM transformation strategy.

As for the WebEmbed approach, we vary the token sequence used
to train Doc2Vec. More in detail, we trained three different Doc2Vec
models, one for each representation of the pages in the dataset DS ∪ CC
(tags, content, content+tags). Concerning the training hyperparameters,
we used the default parameters of the gensim [167] Python library and
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Table 3.4. Ground Truth Models for the considered web apps.

Logical Pages Concrete Pages

Addressbook 25 131
PetClinic 14 149
Claroline 36 189
Dimeshift 21 153
PageKit 20 140
Phoenix 10 150
PPMA 23 99
MRBS 14 151
MantisBT 53 151

fitted the models for 100 epochs using a vector size of 100.

As for the classifiers, we evaluate a total of eight classifiers. We consider
six machine learning classifiers, namely Decision Tree, Nearest Neighbour,
SVM, Naïve Bayes, Random Forest, and Multi-layer Perceptron. We also
consider their ensemble with majority voting and an additional threshold-
based classifier. To measure the effectiveness in near-duplicate detection,
we compute the accuracy, precision, recall, and F1 scores of all the consid-
ered variants of the proposed approaches.

RQ2 (model accuracy) We compute the accuracy of the models ob-
tained using WebEmbed w.r.t. the labelled ground-truth crawl models of
the nine web apps in SS. The crawl models contain redundant concrete
states (web pages) that Yandrapally et al. [217] aggregated into the corre-
sponding logical pages. Logical pages represent clusters of concrete pages
that are semantically the same (i.e., that are near-duplicate). Table 3.4
reports details on the ground truth models provided by [217] for each of the
nine considered web apps. These figures highlight that models inferred via
automatic crawling can contain significant redundancies. For the Phoenix
app, for example, only 10 distinct logical pages (i.e., features) exist, but
crawling produced a model containing 150 states, with a 1,400% redun-
dancy. To measure WebEmbed’s model accuracy w.r.t. the ground truth,
we compute the precision, recall, and F1 scores considering the intra-pairs
(IP ) in common in the given model and the intra-pairs within each man-
ually identified logical page in a given Ground Truth (GT):
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p =
|IPGT ∩ IPWebEmbed|

|IPWebEmbed|
r =

|IPGT ∩ IPWebEmbed|
|IPGT |

We also consider the F1 score as the harmonic mean of (intra-pair)
precision and recall. As an example, let us consider a set of 6 web pages
{p1, p2, p3, p4, p5, p6} with the following ground truth (GT) model: {p1, p2},
{p3}, {p4, p5, p6}. This means that p1 and p2 are instances of the same
logical page, and so do p4, p5 and p6, whereas p3 is the only witness of
its logical state. Suppose that a given model inference technique produces
the following model: {p1, p3}, {p2}, {p4, p5}, {p6}. Such inferred model is
affected by a completeness issue (the functionality corresponding to p3 is
not represented in the model, as p3 is assigned the same logical page as
p1) and by conciseness issues (two near-duplicate states exist — the one
with p2 is a near-duplicate of the one containing p1, and the logical state
containing p6 is a near-duplicate of the one containing p4 and p5. The
intra-pairs in a state-based model of a web app are defined as the maximal
set of web page pairs such that both states in the pair correspond to the
same logical page in the model. In our example, the intra-pairs for GT are
⟨p1, p2⟩, ⟨p4, p5⟩, ⟨p4, p6⟩, ⟨p5, p6⟩, whereas the intra-pairs for the WebE-
mbed model are ⟨p1, p3⟩, ⟨p4, p5⟩. Thus, precision and recall for the model
in the example are defined as:

p =
|⟨p4, p5⟩|

|⟨p1, p3⟩, ⟨p4, p5⟩|
= 0.5,

r =
|⟨p4, p5⟩|

|⟨p1, p2⟩, ⟨p4, p5⟩, ⟨p4, p6⟩, ⟨p5, p6⟩|
= 0.25.

The F1 score for the inferred model in the example is F1 = 2pr/(p+ r) =
0.32.

RQ3 (code coverage) To assess the effectiveness of WebEmbed when
used for web testing, we firstly integrate our neural embeddings-based near-
duplicate detection approach within the well-known Crawljax web crawler
[149]. Subsequently, we crawl each web application in SS multiple times,
each time varying the SAF. For all tools and all use cases, we set the same
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crawling time of 30 minutes. We use the state-of-the-art DANTE web
test generator [38] to automatically generate Selenium test cases from the
crawl models. Lastly, we execute each test suite, measuring the web app
code coverage. For JavaScript-based apps (Dimeshift, Pagekit, Phoenix,
PetClinic), we measure client-side code coverage using cdp4j 3.0.8 and the
Java implementation of Chrome DevTools. For PHP-based apps (Claro-
line, Addressbook, PPMA, MRBS, MantisBT), we measure the server-
side code coverage using the xdebug (v. 2.2.4) PHP extension and the
php-code-coverage (v. 2.2.3) library.

We assess the statistical significance of the differences between WebE-
mbed and the baselines using the non-parametric Mann-Whitney U test [211]
(with α = 0.05) and the magnitude of the differences, if any, using Cohen’s
d effect size [56].

All our results, the source code of WebEmbed, and all subjects are
available in a replication package [168]

3.6 Results

For the sake of conciseness, in this section, we report only the results
achieved by the SVM classifier, which consistently performed better than
all the other classifiers across all the use cases. Similarly, we report the
results only for the best TK-based implementation, namely the one that
considered similarity vectors containing three components, namely the ones
obtained using each tree kernel function (subtree kernel, subset tree kernel,
and partial tree kernel) with the “Only body, no scripts” DOM transfor-
mation strategy.

3.6.1 RQ1: Near-duplicate detection effectiveness

Results for the Beyond Apps use case are reported in Table 3.5, which
shows, for each considered technique, accuracy (Acc.), precision (Pr.), re-
call (Rec.), and F1 scores. Results highlight that, in the Beyond Apps
scenario, both the TK-based approach and WebEmbed perform similarly
to RTED, whereas they both perform remarkably better than the other
baseline, PDiff, with more than 50% increase in accuracy. No significant
differences in classification performance can be observed among the differ-
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Table 3.5. RQ1 - Near-duplicate Detection (Beyond Apps use case). Best
averages are boldfaced.

Beyond Apps

Technique Acc. Pr. Rec. F1

TK-based (three TKs) 0.74 0.91 0.73 0.81

WebEmbed (content) 0.73 0.97 0.67 0.79
WebEmbed (tags) 0.75 0.98 0.70 0.81
WebEmbed (content+tags) 0.75 0.97 0.70 0.81

RTED 0.75 0.86 0.81 0.83
PDiff 0.48 0.81 0.43 0.56

Table 3.6. RQ1 - Near-duplicate Detection (Across Apps use case). Best
averages are boldfaced.

Across Apps

Technique Acc. Pr. Rec. F1

TK-based (three TKs) 0.74 0.86 0.80 0.82

WebEmbed (content) 0.82 0.89 0.88 0.87
WebEmbed (tags) 0.79 0.88 0.86 0.84
WebEmbed (content+tags) 0.83 0.89 0.90 0.87

RTED 0.77 0.85 0.86 0.80
PDiff 0.74 0.86 0.80 0.83

ent implementations of WebEmbed. As for the TK-based approach, it
achieves a similar accuracy w.r.t. WebEmbed, while exhibiting a lower
precision and a greater recall, meaning that its usage leads to a larger
number of false positives (i.e., distinct web page pairs that are classified
as near-duplicates), but to a lower number of false negatives (i.e.: near-
duplicate web page pairs that are classified as distinct).

As for the Across Apps use case, results are reported in Table 3.6. In the
table, we report the scores averaged over the nine considered apps. Results
show that the TK-based approach performs similarly to the baselines, and
slightly worse than WebEmbed which, on the other hand, scores higher
accuracy with respect to the baselines and TK-based (+8% and +12% than
RTED and PDiff/TK-based, respectively). Statistical tests confirmed that
the differences in accuracy between WebEmbed and the baselines/TK-
based are statistically significant (p-value<0.05), with a large effect size.
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Table 3.7. RQ1 - Near-duplicate Detection (Within Apps use case). Best
averages are boldfaced.

Within Apps

Technique Acc. Pr. Rec. F1

WebEmbed (content) 0.91 0.92 0.95 0.93
WebEmbed (tags) 0.85 0.91 0.87 0.88
WebEmbed (content+tags) 0.93 0.94 0.97 0.95

RTED 0.84 0.92 0.85 0.86
PDiff 0.86 0.87 0.97 0.91

In the remainder of the empirical evaluation, since training classifiers, exe-
cuting crawls, and automatically generating and running tests to compute
code coverage are time-consuming activities, we limit our analyses to the
most promising of the proposed techniques, namely WebEmbed.

Results from the Within Apps scenario are reported in Table 3.7 and
show that, as expected, training the models on web page pairs belonging
to the same web app on which they are tested leads to better classification
performance. Results highlight that, also in this scenario, WebEmbed
scores higher accuracy than the baseline approaches (+11% and +8% in-
crement in accuracy w.r.t. RTED and PDiff, respectively), with the con-
tent+tags embedding model achieving the best results. As in the Across
App scenario, also in this case statistical tests confirmed that the differ-
ences in accuracy between WebEmbed and the baselines are statistically
significant, with a large effect size.

RQ1: Among the considered techniques, WebEmbed achieves the
highest classification accuracy (75–93%, on average) over all the con-
sidered use cases, when implemented with content+tags embeddings
and SVM classifiers. The differences w.r.t. the baseline approaches
are statistically significant in two out of three use cases, with large
effect size. As for the TK-based approach, it performs similarly to
WebEmbed in the Beyond Apps use case, but worse, in a statisti-
cally significant way, in the Across Apps use case.
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Table 3.8. RQ2 - Model Coverage (Beyond Apps Scenario). The best average
F1 score is highlighted in bold.

Beyond Apps

WebEmbed RTED PDiff

Pr. Rec. F1 Pr. Rec. F1 Pr. Rec. F1

addressbook 0.89 0.95 0.92 0.68 0.72 0.70 0.55 0.58 0.57
claroline 0.93 1.00 0.97 0.93 1.00 0.97 0.93 1.00 0.96
dimeshift 0.84 1.00 0.91 0.81 0.96 0.88 0.56 0.67 0.61
mantisbt 0.84 0.97 0.90 0.58 0.67 0.62 0.75 0.86 0.80
mrbs 0.94 0.98 0.96 0.92 0.96 0.94 0.56 0.58 0.57
pagekit 0.56 0.58 0.57 0.21 0.21 0.21 0.21 0.21 0.21
petclinic 0.72 0.79 0.75 0.70 0.77 0.73 0.53 0.58 0.55
phoenix 0.71 0.73 0.72 0.45 0.47 0.46 0.33 0.34 0.34
ppma 0.82 1.00 0.90 0.82 1.00 0.90 0.82 1.00 0.90

Average 0.81 0.89 0.84 0.68 0.75 0.71 0.58 0.65 0.61

Table 3.9. RQ2 - Model Coverage (Across Apps Scenario). The best average
F1 score is highlighted in bold.

Across Apps

WebEmbed RTED PDiff

Pr. Rec. F1 Pr. Rec. F1 Pr. Rec. F1

addressbook 0.89 0.95 0.92 0.69 0.73 0.70 0.86 0.91 0.88
claroline 0.93 1.00 0.97 0.93 1.00 0.97 0.93 1.00 0.96
dimeshift 0.76 0.90 0.82 0.81 0.96 0.88 0.56 0.67 0.61
mantisbt 0.81 0.93 0.87 0.58 0.67 0.62 0.75 0.86 0.80
mrbs 0.92 0.96 0.94 0.92 0.96 0.94 0.50 0.52 0.51
pagekit 0.82 0.84 0.83 0.21 0.21 0.21 0.21 0.21 0.21
petclinic 0.77 0.85 0.81 0.70 0.77 0.73 0.53 0.58 0.55
phoenix 0.71 0.73 0.72 0.45 0.47 0.46 0.33 0.34 0.34
ppma 0.79 0.96 0.87 0.82 1.00 0.90 0.82 1.00 0.90

Average 0.82 0.90 0.86 0.68 0.75 0.71 0.61 0.68 0.64
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Table 3.10. RQ2 - Model Coverage (Within Apps Scenario). The best aver-
age F1 score is highlighted in bold.

Within Apps

WebEmbed RTED PDiff

Pr. Rec. F1 Pr. Rec. F1 Pr. Rec. F1

addressbook 0.84 0.89 0.86 0.15 0.16 0.15 0.27 0.28 0.28
claroline 0.93 1.00 0.97 0.93 1.00 0.97 0.93 1.00 0.97
dimeshift 0.84 1.00 0.91 0.83 0.99 0.90 0.62 0.73 0.67
mantisbt 0.87 1.00 0.93 0.87 1.00 0.93 0.87 1.00 0.93
mrbs 0.96 1.00 0.98 0.92 0.96 0.94 0.71 0.73 0.72
pagekit 0.95 0.98 0.96 0.30 0.31 0.30 0.36 0.38 0.37
petclinic 0.91 1.00 0.95 0.82 0.90 0.86 0.91 1.00 0.95
phoenix 0.80 0.83 0.81 0.15 0.16 0.15 0.47 0.48 0.48
ppma 0.82 1.00 0.90 0.82 1.00 0.90 0.82 1.00 0.90

Average 0.88 0.97 0.92 0.64 0.72 0.68 0.66 0.73 0.70

3.6.2 RQ2: Accuracy of the inferred models

We report, for each web app, intra-pairs precision (Pr.), intra-pairs re-
call (Rec.), and intra-pairs F1 scores for the models automatically inferred
by the competing techniques. Model quality results in the Beyond Apps,
Across Apps and Within Apps use cases are reported, respectively, in Ta-
ble 3.8, Table 3.9, and Table 3.10. For WebEmbed, we present the results
for the best configuration resulting from RQ1 (content+tags embeddings
and SVM classifier).

Overall, results show that WebEmbed produces more accurate mod-
els (i.e., models more similar to the ground truth) than the competing
techniques across all use cases. Moreover, WebEmbed benefits from app-
specific information, and model accuracy is noticeably improved in the
Within apps use case. as summarized by the intra-pairs F1 scores.

In the Beyond apps use case, WebEmbed scores +18% and +37%
average F1 w.r.t. RTED and PDiff, respectively. In the Within apps use
case, WebEmbed scores +21% and +34% average F1 w.r.t. RTED and
PDiff, respectively. In the Across apps use case, WebEmbed scores an
average F1 of 92%, a +35% and +31% increase w.r.t. RTED and PDiff,
respectively.

Statistical tests confirmed that the differences in accuracy are statisti-
cally significant (p-value < 0.05) with a large effect size in all use cases,
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Table 3.11. RQ3 - Code Coverage Percentages. Best average scores are
boldfaced.

Beyond Apps Across Apps Within Apps

WE RTED PDiff WE RTED PDiff WE RTED PDiff

addressbook 14.54 13.76 10.23 14.68 14.78 13.94 15.19 14.06 14.06
claroline 12.89 12.49 3.50 13.27 7.90 4.71 28.81 23.87 5.45
dimeshift 15.27 15.27 13.78 13.46 13.78 13.78 13.46 13.78 13.78
mantisbt 18.13 13.52 15.80 22.65 15.79 18.36 26.60 16.76 18.35
mrbs 16.19 10.50 8.75 17.55 10.50 8.75 18.94 17.49 9.17
pagekit 56.31 56.11 54.13 56.51 56.11 55.57 58.11 56.98 55.67
petclinic 31.63 32.28 31.94 31.94 32.11 32.11 33.44 32.42 32.11
phoenix 28.78 28.78 28.78 29.06 28.78 28.78 45.51 30.74 30.74
ppma 19.04 15.66 18.39 19.18 15.75 17.44 34.97 22.27 23.08

Average 23.64 22.04 20.59 24.26 21.72 21.49 30.56 25.38 22.49

except Across apps, in which the differences between WebEmbed and
RTED are statistically significant with a medium effect size.

RQ2: WebEmbed achieves the highest F1 scores (84–92%, on av-
erage) in all use cases: neural embeddings are able to approximate the
ground truth model better than structural and visual techniques. The
differences with the baseline approaches are statistically significant in
all use cases, with a medium to large effect size.

3.6.3 RQ3: Impact on automatically generated tests

Table 3.11 shows the code coverage results for each app and for each
considered near-duplicate detection approach, grouped by use case. Con-
sidering the average scores on the nine apps, the scores for WebEmbed
(WE) are consistently the best across all use cases. For the Beyond Apps
use case, WebEmbed achieves +6-14% code coverage w.r.t. RTED and
PDiff. Concerning the Across Apps use case, WebEmbed achieves +12–
13% code coverage w.r.t. RTED and PDiff. About the Within Apps
use case, WebEmbed achieves +20–36% code coverage w.r.t. RTED
and PDiff. The differences in code coverage between WebEmbed and
PDiff are statistically significant for all use cases (i.e., p-value < 0.05, with
small/negligible/medium effect sizes). The differences in code coverage
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between WebEmbed and RTED are significant only for the Within App
use case, with a small effect size.

RQ3: The tests generated from WebEmbed crawl models achieve
the highest code coverage scores in all the considered use cases (up to
+36% improvement) thanks to the more accurate and complete web
app models generated using neural embeddings.

3.6.4 Final Remarks

Overall, WebEmbed was more effective than the considered baseline
approaches across all use cases. From a practical point of view, looking at
the accuracy scores in conjunction with code coverage, we suggest: (1) us-
ing WebEmbed (Beyond apps) if no labelling budget is allowed for devel-
opers. Indeed, the effectiveness of this configuration is close to WebEm-
bed (Across apps), which instead requires a non-negligible labelling cost;
(2) using WebEmbed (Within apps) in all other cases, especially if the
labelling cost is affordable. Indeed, the gain in code coverage is remarkable
in this case (+29 w.r.t. the Beyond apps use case, and +26% w.r.t. the
Across apps use case), with corresponding positive implications for fault
detection.

3.7 Threats to Validity

In this section, we discuss threats to validity that could have affected
our empirical study and its results, according to the guidelines proposed
in Wohlin et al. [213].

External validity These threats concern the generalizability of the
results. In this study, we considered nine open-source web applications,
which may not be representative of complex, real-world commercial ap-
plications. To mitigate this threat, we selected web applications from
different domains, having different sizes, and implemented with different
technologies. Still, the limited number of subjects in our evaluation poses
a threat in terms of the generalizability of our results to other web apps.
Moreover, we considered only the embeddings produced by Doc2Vec [117],
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and WebEmbed’s effectiveness may change when considering other algo-
rithms.

Internal validity These threats concern uncontrolled factors that
may have affected the results. We compared all variants of WebEmbed
and baselines under identical experimental settings and on the same eval-
uation set (Section 3.5.2). The main threat to internal validity concerns
our implementation of the testing scripts to evaluate the scores, which we
tested thoroughly. An additional threat is represented by the manually
created web page pair annotations and ground truth models. This threat
is unavoidable, since there exists no automated method to compute the
ideal classification of web pages. To minimize this threat, the authors of
the original dataset created, in isolation, a ground truth, and then estab-
lished a discussion to reach an agreement [218].

3.8 Summary and Future Works

The goal of the research presented in this chapter is to improve au-
tomatic test generation techniques for web applications by tackling the
problem of near-duplicates in automatically-inferred models. To this aim,
we designed and implemented two novel techniques for near-duplicate de-
tection, based on machine learning approaches, specifically geared towards
model inference for test generation purposes.

The two techniques we proposed can be framed within a general frame-
work for near-duplicate detection we devised. The first technique we pro-
posed leverages TK functions to compute the similarity of two web pages
based on their tree-structured DOM representation. The second technique,
which we called WebEmbed, leverages a novel neural embedding model
specifically designed for web pages to obtain a vector representation of each
page, which can then be used to compute a meaningful similarity measure
between any two given web pages. Both techniques use their specific simi-
larity measures to train machine learning classifiers for the near-duplicate
detection task.

We studied the effectiveness of the proposed techniques in inferring
accurate models for functional testing of web apps, while also discussing
their cost for developers in three settings, namely Beyond, Across and
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Within web apps. Furthermore, we investigated their practical impact on
the quality of automatically-generated GUI-level web tests, by integrating
them within a state-of-the-art tool for automatic web test generation.

Results show that the performance of the TK-based approach is in line
w.r.t. the best existing near-duplicate detection techniques in the consid-
ered scenarios. WebEmbed, on the other hand, manages to consistently
outperform all the baselines. Crawl models produced with WebEmbed
are more accurate and lead to the generation of test suites achieving higher
code coverage.

Future work on the near-duplicate detection problem includes exploring
other forms of embeddings to further improve the accuracy of WebEm-
bed. For example, usage of visual embeddings on the web screenshots, e.g.,
with autoencoders, will be explored, as well as hybrid solutions. Moreover,
embedding models capable of taking into account also the intrinsic struc-
ture of web pages, such as the one proposed by Alon et al. [8] for Abstract
Syntax Tree representations of source code, could also prove effective in
the domain of near-duplicate detection of web pages.

In a broader context, the research on near-duplicate detection carried
out in this chapter could be applied in different domains than automatic
model inference/test generation. For example, in web test prioritization
[185], detecting near-duplicate web pages could prove useful in comput-
ing model coverage measures to guide test prioritization so that tests are
executed in an order that maximizes the coverage rate of distinct logical
pages. This could lead to improvements in fault detection rates. More-
over, in the security domain, our approaches could be used for the task of
automatically detecting phishing websites.



Chapter 4
Automating Workload
Generation for Web Apps
leveraging existing E2E
functional tests

The research presented in this chapter aims at addressing some of the
challenges practitioners face in the definition of workloads for performance
testing of web applications, as highlighted in Section 2.3.4. To this end,
we propose a novel solution to automatically generate workloads for per-
formance testing. The remainder of this chapter is structured as follows.
In Section 4.1, we describe in detail the novel solution we propose. In
Section 4.2, we detail the preliminary industrial case study we conducted
to assess the effectiveness of the proposed technique, while in Section 4.3
we present the results, discussing threats to validity in Section 4.4. Lastly,
in Section 4.5 we provide closing remarks and future work directions.

4.1 The Proposed Solution: E2E-Loader

4.1.1 Overview of the proposed approach

The key intuition behind the proposed approach is to leverage auto-
mated End-to-End (E2E) GUI-level tests, widely used for quality assurance
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Figure 4.1. Overview of the E2E-Loader approach.

(as discussed in Chapter 3), for the generation of workloads for performance
tests. Indeed, automated E2E GUI-level tests aim at testing web apps as
a whole, from the point of view of end users, simulating the interactions
of a user with the GUI of the system (e.g.: clicking buttons, submitting
forms, etc.) to ensure that the applications behave as expected. Thus,
E2E test cases can be used as a promising starting point to design realistic
user sessions (i.e., sequences of actions performed by a single user).

In order to define a performance testing workload, however, these
pseudo-realistic sequences of user actions need to be heavily processed.
The overview of the process we proposed is presented in Figure 4.1. We
first provide a broad overview of this pipeline, and then in the next Sec-
tions will detail each step.

As the first step, E2E tests must be mapped to a user session, i.e.,
to a sequence of actual user requests. Indeed, a single high-level action,
such as clicking a button, submitting a form, or loading a new page, might
correspond to a number of different web requests to the SUT. To this
end, we exploited the HTTP ARchive (HAR) [162] format, a JSON-based
standard defined by the World Wide Web Consortium for logging of a web
browser’s interaction with a site. In particular, HAR is supported by any
modern web browser [161], to log all network-level interactions occurring,
in a given period, between a browser and the SUT, including HTTP and
WebSocket messages. Thus, while executing E2E tests, we can collect the
corresponding HAR files, which will include all the requests triggered by
those tests, that were sent to the web server. Let us note that, thanks to
the use of the HAR standard, E2E-Loader is completely independent from
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the technologies used to automate E2E tests, and could possibly be used
also when E2E tests are not automated at all but are rather performed
manually by a tester.

In the next step, E2E-Loader processes the collected HAR files, look-
ing for data correlations between requests. This step is performed by the
Correlation Extractor, which includes a custom heuristic, considering both
values and parameter names. These detected correlations are shown to the
performance tester via a GUI component, the Performance Test Configura-
tor. This component allows testers to confirm or discard the automatically
detected correlations, or to specify new correlations that were not detected
by the heuristic. Moreover, the GUI also allows testers to compose the de-
sired final workload, by characterizing the behaviour of each desired group
of users (see Section 2.3.2) in terms of the number of concurrent users per-
forming that kind of interaction, initial delay, hold load time, shutdown
time, etc.

Lastly, once the tester is satisfied with the current configuration, the
Performance Test Generator component generates executable performance
tests. In our implementation, executable performance tests are generated
in JMeter format, but the component could be easily extended to support
other executable formats as well. An overview of the E2E-Loader approach
is depicted in Figure 4.1. In the remainder of this section, we detail each of
these key components of E2E-Loader, namely the Correlation Extractor,
the Performance Test Configurator and the Performance Test Generator.

4.1.2 Managing Data Correlations: The Correlation Ex-
tractor component

In most web applications, requests that are sent at a given time might
need to use dynamic values obtained by previous responses in the same
session [180]. Keeping track of these correlations and properly managing
them in each user session composing a workload is a crucial task, neces-
sary to properly simulate realistic user behaviours. Consider, for example,
the HTTP response and the subsequent request depicted in Figure 4.2, in
which some parameters in the request depend on values returned in the
previous response. In the example, the Authorization header parameter
in the request corresponds to the auth parameter returned as a field of the
JSON body of the response. Similarly, the sessID cookie parameter sent
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Figure 4.2. Example of HTTP response and subsequent request, with data
correlations.

in the request depends on the value set in the Set-Cookie header of the
response. Lastly, the p2 field in the body of the request depends on the
value returned in the data field in the body of the response. Moreover, pa-
rameters returned in a response might be used also as path or query string
parameters in the URL of subsequent requests (see Figure 4.2). In the
literature, to the best of our knowledge, this problem has been addressed
only in the work presented by Shams et al. in [180]. That approach,
however, relies on manually-defined models of the SUT to automatically
identify correlations between requests. Our approach, on the other hand,
is fully automated and based only on the analysis of the requests.

To automatically detect correlations between response and subsequent
requests, the Correlations Extractor component performs a two-step analy-
sis. In the first step, likely correlations are detected by comparing the value
of each request parameter with the value of all the parameters in all previ-
ous responses. In this phase, the comparison is based only on the value of
the parameters and selects as candidate correlations all parameters having
the exact same value. This first step may find multiple correlations for the
same parameter, possibly with different parameter names. For instance, a
request parameter named paymentMethod with value CREDIT_CARD might
match with two different parameters in previous responses, named, respec-
tively, paymentMethod and supportedPayment. The proper correlation
is the one that detects the underlying relation in requests-responses and
makes the recorded sequence of requests reproducible, by instantiating a
new sequence of requests according to the actual server responses gener-



4.1. The Proposed Solution: E2E-Loader 69

ated in the new interactions.
In the second step, in cases in which multiple potential correlations

are detected for a given request parameter, the set of potential correla-
tions is further refined using a custom heuristic we defined, taking into
account also parameter names. The idea is to select the most likely match
for the response parameter whose name is most similar to the name of
the request parameter. The custom heuristic we defined is based on the
Levenshtein distance (also known as edit distance), a widely-used similar-
ity measure for strings [224]. Given two strings, the Levenshtein distance
between them can be defined as the minimum number of character edits
(insertions, deletions and substitutions) for transforming one string into
another. More in detail, potential matches are ranked in decreasing or-
der of similarity, and only the top three matches are selected as potential
candidates. Preliminary experiments suggested that returning the top-
three alternatives included the correct correlation in more than 90% of the
cases. The above-described matching process is applied to both HTTP
and WebSocket messages and is capable of detecting correlations between
any response/request pair, regardless of the specific protocol.

4.1.3 Performance Test Configurator

The Performance Test Configurator component provides testers with
a GUI that can be used to fine-tune the automatically-detected correla-
tions and to better customise the desired workload. In particular, this
module allows testers to graphically choose which correlations to adopt,
among the candidate ones that were automatically individuated by the
Correlation Extractor component, as well as to manually specify new cor-
relations using a rule-based approach similar to the one included in most
existing tools (see Section 2.3.3), had the correct ones not been automat-
ically detected. This component also enables the automatic generation
of parametric tests, leveraging external data sources. For example, in a
workload in which a number of concurrent users buy a book from an online
store, it is possible to provide a list of books to buy as an external CSV
file and to make each distinct synthetic user behaviour parametric w.r.t.
the book. This way, each simulated user buys a distinct book, making the
workload more realistic. Moreover, the GUI also allows testers to compose
the desired final workload, by selecting which user behaviours should be
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Figure 4.3. Example of workload definition using the E2E-Loader GUI.
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Table 4.1. Formalization of the five workloads selected for the case study

Workload Behavior Thread
Count

Initial
Delay (sec)

Hold Load
For (sec)

Overall
duration (sec)

1 Rename Shopping Cart 10 5 600 605Search Hotel 10 5 600

2

Rename Shopping Cart 10 5 300

605Rename Shopping Cart 5 305 300
Search Hotel 10 5 300
Search Hotel 5 305 300

3
Rename Shopping Cart 5 5 180

545Rename Shopping Cart 10 185 180
Rename Shopping Cart 15 365 180

4
Search Hotel 5 5 180

545Search Hotel 8 185 180
Search Hotel 10 365 180

5

Rename Shopping Cart 5 5 900

1 805Rename Shopping Cart 10 905 900
Search Hotel 5 5 900
Search Hotel 10 905 900

included in the workload, and by characterizing each desired group of users
(see Section 2.3.2) in terms of the number of concurrent users performing
that kind of interaction, initial delay, hold load time, and shutdown time.
The screenshot in Figure 4.3 shows the workload composition feature as
provided by the GUI.

4.1.4 Performance Test Generator

Once the tester has finished modelling the workload using the Perfor-
mance Test Configurator GUI, the Performance Test Generator compo-
nent is responsible for “translating” the workload in an executable perfor-
mance test suite. The current implementation of E2E-Loader generates
executable performance tests in the format used by Apache JMeter, to
support practitioners familiar with the tool, and to be adopted in the au-
tomatic pipelines based on JMeter.

4.2 Empirical Study Design

In this section, we present the industrial case study we conducted to
assess the effectiveness of the proposed approach in generating high-quality
workloads for performance testing. In particular, the goal of the case study
is to answer the following research question:
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RQ Are workloads automatically generated with E2E-Loader comparable
to those manually-generated by practitioners using state-of-the-art
tools?

In this section, we detail the case study we conducted, by describing the
adopted experimental procedure in terms of the involved subject system,
considered workloads, gold standard implementation of workloads, and the
metrics we used to compare workloads.

4.2.1 Subject System

The system used for the evaluation is a modern web application de-
signed to support travel agencies in booking hotels and transportation
for customers’ holidays, interacting with a number of third-party services.
The app features a microservices-based architecture and uses Kubernetes
to properly orchestrate containers. As of today, it consists of 51 microser-
vices and makes large use of the WebSocket protocol to provide a swift
user experience and reduce load times. The front end is implemented us-
ing Angular and communicates with the microservices using REST APIs.

During our empirical evaluation, Booking Engine was deployed on a
Kubernetes cluster running in a QA environment, on a server with the
following characteristics: AMD Ryzen 9 5900X 12-Core processor 64 GB
RAM and 1TB SSD. No other applications or services were running on
the server during the execution of the experiments. As for the perfor-
mance tests, they were executed on a different server, featuring an Intel(R)
Core(TM) i9-9940X CPU at 3.30GHz, 64 GB RAM and 1TB SSD.

4.2.2 Workloads

In our study, we consider five different workloads used by our indus-
trial partner to test the app under load. The workloads are detailed in
Table 4.1 and consist of different combinations of two user behaviours:
Rename Shopping Cart and Search Hotel. In the first behaviour, users
navigate to the shopping carts management page and rename one of the
shopping carts. In the second behaviour, users enter the travel planning
page, specify a search query in terms of selected destination, check-in and
check-out dates, and the number of guests per room), and browse the
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returned results. In this second usage scenario, the app makes use of
WebSocket to return additional results as soon as they are retrieved from
third-party services. In all workloads, both the start-up time and the shut-
down time are set to zero seconds. Let us note that these workloads involve
15 of the 51 defined microservices.

4.2.3 Gold Standard Implementation

In our empirical evaluation, we consider, as a gold standard, the imple-
mentations of the above-described workloads that were manually defined
by practitioners working with our industrial partner, using the JMeter
tool. It is worth noting that manually implementing these workloads took
a practitioner several days of tedious and error-prone work, as data correla-
tions between responses and subsequent requests and WebSocket messages
had to be managed entirely manually.

4.2.4 Metrics

To compare the different performance test suites (i.e. the one auto-
matically generated by E2E-Loader vs. the one manually generated by a
practitioner), we compare the loads induced by them on the SUT. More in
detail, as done in similar works on performance testing [46], we measure
the load induced on the SUT over time, by collecting statistics on CPU
usage levels (percentage of used CPU) every five seconds. Moreover, since
the subject system features a microservices-based, distributed architecture,
in our analysis we also collected CPU loads at a much finer-grained level
of a single container, using the kubectl command line tool provided by
Kubernetes, to collect the CPU usage in millicores [115] over time.

4.2.5 Procedure

Firstly, we trained a practitioner working with our industrial partner
on how to use E2E-Loader. Let us note that, to avoid biases, this per-
son is not the same one that implemented the gold standard workloads.
Subsequently, the practitioner used E2E-Loader to implement the work-
loads defined in Section 4.2.2, leveraging the available E2E functional tests
for the Rename Shopping Cart and Search Hotel scenarios, implemented
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using the Cypress framework. Subsequently, we executed both the gold
standard implementations of the workloads and the ones obtained using
E2E-Loader, measuring, every five seconds, the percentage of CPU used
for the entire QA server running the SUT, and the millicore usage of the
microservices. Thus, for each of the five workloads and for each of the 15
involved containers, we obtained two sequences of millicore usage levels
over time, one for the gold standard implementation and one for the E2E-
Loader implementation.

As done in similar works (e.g.: [46]), to determine whether the loads
induced by the E2E-Loader test suite are comparable to those induced by
the gold standard, we used the Wilcoxon signed-rank test [212] to compare
the two sequences of recorded load levels. More in detail, for each workload,
we tested the following null hypothesis:

H0: the load induced by the E2E-Loader implementation has the same
distribution as the load induced by the gold standard implementa-
tion.

If the test p-value is greater than 0.05, the null hypotheses cannot be re-
jected, and thus we can consider the induced loads to be comparable. If,
on the other hand, the test p-value is smaller than 0.05, the null hypoth-
esis can be rejected with high confidence, thus accepting the alternative
hypothesis that a statistically significant difference exists between the two
induced loads. Even when statistically significant, however, the difference
in the induced loads might be negligible and have no practical impact [46].
Hence, we measured the magnitude of these differences using the Cliff’s
delta effect size [55], a measure that is largely used in software engineer-
ing to determine the degree of difference between two experimental results
[107]. Cliff’s delta ranges between -1 and 1, and can be interpreted as
follows: if |δ| < 0.147, the difference is negligible; if 0.147 ≤ |δ| < 0.33,
the difference is small ; if 0.33 ≤ |δ| < 0.474, the difference is medium; if
|δ| ≥ 0.474 the difference is considered large. In this work, as also done
in [46], we consider two loads comparable even if a statistically significant
difference exists, but the effect size is small or negligible.
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Figure 4.4. CPU loads (%) over time in the considered workloads.

Table 4.2. Results of the Statistical Tests (SUT-level CPU load)

Workloads

1 2 3 4 5

p-value 0.54 0.66 0.15 0.07 <0.0001
effect size – – – – 0.30 (small)

4.3 Results

The SUT-level CPU loads induced by the performance tests imple-
mented using E2E-Loader and by the gold standard implementations are
depicted in Figure 4.4. The figure highlights that, for all the considered
workloads, the load induced by the performance tests generated using E2E-
Loader are quite similar to those obtained using the manually implemented
performance tests.

As for the statistical tests on the loads measured at SUT level, the
results are reported in Table 4.2. For each workload, we report the p-value
of the statistical test we performed and, in case the p-value is smaller
than 0.05, we report the measured effect size. In four workloads out of five
(Workload 1 to Workload 4), the statistical tests highlighted no statistically
significant difference in the CPU loads. In Workload 5, a statistically
significant difference exists (p-value < 0.0001), but the measured effect
size is small.

The results of our finer-grained statistical analysis considering CPU
loads at container level are reported in Table 4.3. In the table, each row
corresponds to a different container, and values report the p-value of the
statistical test comparing the two loads at millicore level induced on that
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Table 4.3. Results of the statistical tests (Container-level CPU loads)

Workloads

Workload 1 Workload 2 Workload 3 Workload 4 Workload 5

C1 p-value < 0.0001 0.74 0.42 0.28 < 0.0001
eff. size 0.16 (small) – – – 0.21 (small)

C2 p-value 0.45 0.009 0.80 < 0.0001 < 0.0001
eff. size – 0.6 (neglig.) – 0.35 (medium) 0.15 (small)

C3 p-value 0.001 0.14 0.001 0.77 < 0.0001
eff. size 0.23 (small) – 0.12 (neglig.) – 0.49 (large)

C4 p-value 0.55 0.44 0.7 0.56 0.19
eff. size – – – – –

C5 p-value < 0.0001 0.0003 0.12 0.26 < 0.0001
eff. size 0.31 (small) 0.26 (small) – – 0.55 (large)

C6 p-value < 0.0001 < 0.0001 0.001 0.05 < 0.0001
eff. size 0.45 (medium) 0.47 (medium) 0.08 (neglig.) – 0.7 (large)

C7 p-value 0.91 0.95 0.43 0.68 0.69
eff. size – – – – –

C8 p-value 0.31 0.17 0.001 0.69 0.47
eff. size – – 0.15 (small) – –

C9 p-value 0.93 0.73 0.67 0.36 0.48
eff. size – – – – –

C10 p-value 0.09 0.02 0.37 0.97 0.70
eff. size – 0.02 (neglig.) – – –

C11 p-value 0.31 0.82 0.04 0.05 0.15
eff. size – – 0.12 (neglig.) – –

C12 p-value 0.66 0.90 0.04 0.87 0.60
eff. size – – 0.17 (small) – –

C13 p-value 0.14 0.31 1.0 0.51 0.24
eff. size – – – – –

C14 p-value 0.001 0.13 0.43 0.01 < 0.0001
eff. size 0.10 (neglig.) – – 0.05 (neglig.) 0.1 (neglig.)

C15 p-value 0.41 0.91 0.49 0.72 0.86
eff. size – – – – –
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container. Also in this case, when a statistically significant difference exists
between the two loads (p-value < 0.05, we report also the effect size. Re-
sults show that, in 93% of the cases, the loads induced on the containers by
E2E-Loader workloads are comparable to those induced by gold standard
workloads, with the only exceptions being on Container 5 in Workload 5,
in Container 6 for Workloads 1, 2, and 5, and in Container 3 for Workload
5. In these cases, results show a statistically significant difference with a
medium or large effect size.

Summarizing, E2E-Loader provides the following advantages, very ben-
eficial for a software-related industry:

• The approach can be used to automatically define workloads before
the SUT is released and user interactions logs are collected, unlike
most log-based solutions presented in the literature.

• The approach provides a significant time speed-up compared to man-
ually defining workloads with generally available tools used in the
industry, such as the well-known JMeter. The data correlations sug-
gested by the tool while defining workloads were correct in approx-
imately the 90% of the cases, so our heuristic proved to be valid to
effectively assist the testers. Moreover, practitioners are lifted from
the burden of manually managing WebSocket messages.

• The workloads defined by our tool are easier to be maintained during
the product life-cycle. Indeed, within software evolution, new work-
loads can be derived automatically from updated E2E test cases.

4.4 Threats to Validity

In this section, we discuss threats to validity that could have affected
the results of our empirical study, according to the guidelines proposed in
Wohlin et al. [213].

External validity The main threat to external validity that could
affect the generalizability of our preliminary results is linked to the fact
that we consider a single subject system. The subject system is a mod-
ern web application, implemented using state-of-the-art frameworks and
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a microservice-based architecture, but nonetheless cannot be considered
as representative of all industrial-strength web applications. Additional
experiments on a wider set of subject systems need to be put in place to
mitigate this threat.

Internal validity We compared the workloads generated automati-
cally using E2E-Loader and those manually implemented by practitioners
under the same experimental settings. The workloads were executed at
night, when no developer interacted with the test environment. Still, un-
controlled factors such as scheduled tasks at OS level may have affected
the measured load levels and thus our results. An additional threat to
internal validity concerns our implementation of the scripts to collect load
metrics on the server as well as to compare the recorded loads and perform
statistical analyses. To mitigate this threat, we thoroughly tested these
software components.

4.5 Summary and Future Works

Performance testing is essential to improve the quality of web applica-
tions and to ensure a good user experience under different load conditions.
A key performance testing activity is the design of synthetic workloads,
i.e., deciding which requests should be sent to the SUT to simulate a given
load condition.

From the analysis of the literature, we found that existing tools and
solutions are affected by some key limitations, hindering the productivity of
performance testers and the effectiveness of the entire performance testing
process.

This chapter presents a novel solution aimed at automatically gener-
ating workloads for performance tests, starting from existing End-to-End
functional test cases. We implemented the solution in a tool named E2E-
Loader, which we make publicly available for interested researchers and
practitioners [35]. We assessed the effectiveness of E2E-Loader in generat-
ing realistic workloads in an industrial case study, based on state-of-the-art
technical solutions. In particular, we compared the performance tests gen-
erated by the tool with a gold standard, intended as tests manually defined
by an IT practitioner. Results show that, in most cases, the server loads
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induced by the test suites obtained with E2E-Loader are comparable to
those obtained with manually defined tests, while requiring a fraction of
the time to be generated. Moreover, E2E-Loader tests can also be easily
re-generated from E2E functional tests, to keep performance tests updated
in scenarios in which the SUT evolves.

In future works, we plan to further validate our proposal by comparing
it against log-based workload generation approaches presented in the lit-
erature. Furthermore, we also plan to replicate our study on a broader set
of subject systems, possibly including also open-source ones, to improve
the generalizability of the results. Further work could also be devoted to-
wards extending the tool to introduce support for analysing the results of
performance tests and to automatically detect anomalies.





Chapter 5
Investigating Exploratory E2E
Functional testing of Android
Apps

According to a recent report [64], 4 billion smartphone users have down-
loaded 230 billion apps in 2021, with an app store spend of $170 billion.
In such a competitive market, it is fundamental to adequately test mobile
apps, as high-quality apps have a much higher chance of being well-received
by users and thus of being profitable [110].

As discussed in Section 2.2.4, leveraging Automated Input Genera-
tion (AIG) tools or practitioners using Capture & Replay (C&R) tools
and Exploratory Testing (ET) strategies are two widely-used approaches
for GUI-level testing of mobile apps. From a practical perspective, a Soft-
ware Project Manager might be puzzled in deciding whether to use AIG
tools or human testers implementing ET approaches, for a specific app un-
der development. Moreover, this decision-making scenario is further com-
plicated by the diffusion, in recent years, of crowdsourced testing [227, 137,
92, 207] (or crowdtesting), that allows companies to conveniently recruit
“crowds” of human testers on an on-demand basis and relatively inexpen-
sively [201], thus making ET approaches more appealing.

To the best of our knowledge, little work aimed at supporting these
managerial choices has been conducted in the literature. In this chapter,
we present two empirical studies we conducted, involving state-of-the-art
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AIG tools and 20 masters students. The first study, presented in Sec-
tion 5.1, aims at comparing the testing effectiveness of AIG tools against
those of tests generated by practitioners using ET and C&R tools. The
second study, presented in Section 5.2, investigates the effectiveness of
crowdtesting in a scenario in which the goal is to generate a test suite
using ET and C&R tools, analysing the impact of the number of recruited
testers and of the adoption of different (i.e., Uninformed and Informed)
exploratory strategies, on the effectiveness of the resulting test suites.

5.1 Comparing Automated Tools and Practition-
ers using C&R

In real-life industrial scenarios, where there are budget, temporal and
team capability constraints, a Project Manager might need to choose
whether to use fully-automated AIG testing techniques, to employ (pos-
sibly low-skilled) practitioners with C&R techniques, or to consider both
strategies. As for C&R techniques, we can do a further subdivision. In-
deed, the simplest scenario we can consider of Exploratory GUI Testing of
Android apps with C&R techniques is the one where the tester has no pre-
vious knowledge about the AUT nor about its requirements, but is free to
define arbitrary sequences of user interactions based on his/her sensibility.
In the following, we will refer to this scenario as Uninformed Exploratory
Testing (UET). In a more sophisticated scenario, the tester can be driven,
in the definition of sequences of user interaction, not only by his/her sen-
sibility but also by some additional information about the code coverage
achieved by previous tests. In the following, we will refer to this scenario
as Informed Exploratory Testing (IET).

The UET approach can be appealing in mobile application develop-
ment, where the pressure to reduce time-to-market is very strong [112].
Indeed, with this strategy, even naive practitioners, with no knowledge of
the source code of the AUT, can be employed to design and run tests. The
IET approach, on the contrary, requires some insight into the source code
but can lead to test cases stressing parts of the code that could have been
missed by a UET test suite. This clearly requires testers with program-
ming and testing skills.

In the literature, to the best of our knowledge, little work has been di-
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rected towards supporting Software Project Managers and Decision Makers
in choosing which strategies to use to test a given Android app.

5.1.1 Empirical Study Design

The goal of the empirical study presented in this section is to compare,
in terms of testing effectiveness, different strategies for End-to-End (E2E)
GUI testing of Android apps. In particular, we consider three testing
strategies:

UET An Exploratory Testing strategy in which test suites are developed
with a C&R approach by testers with a university-level background
of programming and software engineering, basic knowledge of C&R
tools and without knowledge of the structure of the AUT. In addition,
testers have a strict deadline constraint to complete their testing task;

IET An Exploratory Testing strategy in which test suites are generated
with a C&R approach by testers with a university-level background
of programming and software engineering, basic knowledge of C&R
tools and complete knowledge of the structure of the AUT. In ad-
dition, testers can leverage on information about the code coverage
obtained with the previous test cases to improve the effectiveness of
the produced test suite. Finally, testers have no strict deadlines to
complete their work;

AIG A testing strategy relying on fully-automated AIG tools that explore
the GUI of the AUT without the need for any manual intervention.

In the remainder of this section, we detail the empirical study we con-
ducted in terms of research questions, experimental subjects and objects,
employed metrics and procedures.

Research Questions

To compare these testing approaches, we posed the two following re-
search questions:

RQ1 (UET vs AIG) How do test cases generated with an Uninformed
Exploratory Testing strategy compare, in terms of effectiveness, to
those generated by AIG tools?
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RQ2 (IET vs AIG) How do test cases generated with an Informed Ex-
ploratory Testing approach compare, in terms of effectiveness, to
those generated AIG tools?

The answers to the research questions will be evaluated either from a
quantitative point of view, by comparing coverage percentages obtained by
different testing techniques with respect to different code coverage metrics,
and by a qualitative point of view, aiming at assessing and classifying the
code portions of the AUT that remain unexplored by the three different
strategies.

Subjects

Our empirical study involved a set of students attending the Advanced
Software Engineering course in the M.Sc. in Computer Engineering pro-
gram at the Università degli Studi di Napoli Federico II, Naples, Italy.
Twenty students were enrolled in the experiments, on a voluntary basis.
All the involved students had a Computer Engineering Bachelor Degree
and a common background in Java programming and software engineer-
ing. Since the Advanced Software Engineering course is mainly focused on
testing, they received seven lectures on testing techniques (including func-
tional and coverage-based testing techniques), testing automation, JUnit,
GUI testing, and C&R techniques. In addition, they attended four lec-
tures on Android programming basics (the final assignment for the course
required them to develop an Android app) and were all Android phone
users. Finally, all the students were given a dedicated lecture on C&R
tools for Android testing.

Objects

C&R Tool The selected C&R tool for this experiment was Robotium
Recorder [171]. The main feature of this tool is the possibility to record
(capture) the interactions of a user with an Android device in the context of
an Android app and to generate a corresponding re-executable JUnit test
case, exploiting JUnit and the Robotium library [170]. The tool can be
straightforwardly integrated with Integrated Development Environments
(IDEs) such as Eclipse and Android Studio.
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Moreover, we used the well-known Emma [70] tool to measure the
Lines of Code (LOC) coverage percentage achieved by the test cases at
source code level (with respect to the Executable Lines of Code metric).
According to the operative definition provided by the Emma reference
manual [69], an Executable LOC is a line of source code having at least a
corresponding statement in the bytecode (e.g.: comments are lines of code
that do not yield executable LOCs).

The Automated GUI testing tools Three AIG testing tools were
considered in this experiment, i.e., Android Ripper [14, 13], Sapienz [139]
and Robo [79]. Android Ripper [14, 13] is one of the first automated GUI
testing tools made available to the scientific community. We selected it be-
cause it has been often considered as a benchmark in several works reported
in the literature [51, 16, 125, 155, 175]. Sapienz [139] is a search-based GUI
testing tool, proposed in 2016. We selected it because its performance over-
comes the ones of all the other tools previously presented in the literature.
Robo test is a GUI testing tool integrated into the Google Firebase Test
Lab [79]. We selected this tool because it is the systematic GUI testing
tool provided by Google, and includes also a free plan, making it a viable
choice for developers. In the following, we briefly describe some technical
aspects of these tools.

Android Ripper Android Ripper automatically explores the AUT
in a systematic and deterministic way, by analysing its GUI and triggering
suitable user/system events. The tool includes a strategy aiming at execut-
ing each event handled by the AUT at least once, combined with heuristics
to avoid the re-execution of already triggered events. Consequently, its exe-
cution usually ends after triggering all the events identified by the strategy,
and some empirical evaluations showed that it is not usually required to
set time limits for its execution [13]. Android Ripper allows the Tester to
customize many options of the execution, like for instance the possibility
of selecting a breadth- or a depth-first GUI exploration strategy.

Sapienz Sapienz [139] is a search-based testing tool that executes
random-based user/system events on the AUT, guided by a multi-objective
optimization strategy. Indeed, it uses a genetic algorithm, starting from a
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random set of test cases, composed of a sequence of user/system events. At
each iteration, crossover and mutation operators are applied to generate
new test cases. Offspring are selected on the basis of a fitness function,
aimed at maximizing the code coverage and the failure-finding capability
while minimizing the test sequences length. The fact that Sapienz has a
dependency on randomness leads to two practical consequences: (I) it can
obtain a different coverage for each run, thus multiple executions can lead
to more effective test suites; (II) its execution requires setting a timeout
or a number of generations of the genetic algorithm. As a reference, the
authors of the tools defined a one-hour timeout in the experiments they
reported in [139].

Robo Robo is a testing tool integrated into the Google Firebase Test
Lab [79], which explores in a systematic and deterministic way the GUI
of the AUT. Differently from the two other considered tools, Robo is exe-
cuted on the Google cloud infrastructure. Running a test in Robo requires
uploading the APK of the AUT and selecting a device (either virtual or
real) to be used for testing. Optionally, the tester can also define a time-
out. Google suggests using a 5 minutes time-out for “moderately complex
apps”. Robo test is offered with two usage plans: with the free one, it is
possible to execute up to 10 tests per day per Google account on a virtual
device or 5 on a physical one. With a premium account, it uses a pay-per-
use strategy and additional tests can be executed with a cost per hour of
1$ per virtual device or 5$ per physical device. After test execution, Robo
generates log files, saves a series of annotated screenshots, and then creates
a video from those screenshots, showing the user operations performed on
the GUI.

Let us note that all these tools consider only a limited set of user/sys-
tem events, mostly including the ones of the standard widgets belonging
to the Android libraries (e.g. buttons, text fields, spinners, selection boxes
and so on). The characteristics of the three considered AIG tools are sum-
marized in Table 5.1.

The Applications Under Test Well-known limitations of C&R tools
are related to their difficulty in registering and reproducing preconditions
to the test case execution, which can be related to third-party remote



5.1. Comparing Automated Tools and Practitioners using C&R 87

Table 5.1. Main Characteristics of the AIG Tools Considered in the Experi-
ment

Tool Name Description

Android
Ripper

Exploration approach: Systematic and Deterministic.
Objective: Coverage of distinct events.
Termination criteria: Exhaustion of events to trigger.

Sapienz
Exploration approach: Search-Based.
Objective: Maximize an objective function considering both code coverage,
fault detection capability and test sequences length.
Termination criteria: Time limit reached, or fixed number of generations
for the underlying genetic algorithm.

Robo
Exploration approach: Systematic and Deterministic.
Objective: Coverage of distinct events.
Termination criteria: App exhaustively explored, or time limit reached.

Table 5.2. The Android apps used in our study

Id Name Version Classes Activ. Methods LOCs Exec.
LOCs

A1 MunchLife [158] 1.4.4 10 2 28 486 184
A2 SimplyDo [182] 0.9.2 46 3 246 3566 1281
A3 TippyTipper [192] 1.2 42 6 225 2238 999
A4 Trolly [195] 1.4 19 2 64 1062 364

resources (e.g. remote databases or web services, including also authenti-
cation services). In addition, C&R tools may generate unstable test cases
in presence of multi-threaded applications and dependencies on race con-
ditions.

We have selected a set of four small-sized Android applications that
are single-threaded and that have no dependencies on third-party services.
They are all open-source apps (their source codes are also available on
the F-Droid [73] repository or on GitHub) and were also used in other
empirical studies on Android GUI testing [13, 51, 139]

Table 5.2 reports, for each of the selected apps, its name and version,
as well as the total number of classes, activities, methods, LOCs, and
Executable LOCs. We also point out that the number of classes reported in
Table 5.2 includes both statically defined and anonymous classes, including
listener classes related to GUI widgets.

More in detail, MunchLife (A1) is a counter of the score achieved in
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the “Munch” card game. It consists of a main GUI showing a number of
different counters and controls to change their values, together with a menu
used for changing configuration preferences (e.g. the maximum counter
value). Simply Do (A2) is a to-do list management utility. Its main GUI
reports the current list of activities organized in a hierarchy, while many
different features to organize, sort, delete, and export a backup of to-do
items are accessible through menus. TippyTipper (A3) is a utility app
for the calculation of tips for restaurant bills. From its three main GUIs,
it allows the user to specify the bill amount, the tipping percentage, and
the number of people splitting the bill. It calculates the amount of money
that anyone has to pay. All the calculation parameters may be modified
by operating on menus. Finally, Trolly (A4) is a shopping list manager
application, that allows users to add/remove objects from lists, and to
maintain a list of the most recently listed objects, as well. It manages
three kinds of lists, i.e. items to buy, bought items, and also “off list”
items (i.e. items that were inserted in past lists and can be inserted in new
lists. This list basically acts as a suggestion list).

The functionalities of these apps are accessible either by app menus
or by context menus. Some of the applications are also sensitive to some
system events such as device rotation. A screenshot of the main Activity
of each of these apps is reported in Figure 5.1. Since the selected apps do
not interact with any remote service, not even for authentication purposes,
GUI testing was possible at system level without the need of dealing with
precondition setting, mocking, and other integration and system-testing
issues.

Variables

To compare the effectiveness of the different GUI testing approaches,
we used two code coverage metrics, widely employed in similar works (e.g.:
[51, 193]): (I) the lines-of-code (LOC) coverage, measured at bytecode
level by the Emma [70] tool with respect to the Executable Lines of Code,
and (II) branch coverage, measured at source code level.

Let us note that, to measure branch coverage, we manually instru-
mented the AUTs, inserting probes in each branch of their Java source
code. Such probes write to the standard log output of Android apps, eas-
ily readable using the well-known Logcat tool. The instrumented versions
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(a) MunchLife (A1) (b) SimplyDo (A2)

(c) TippyTipper (A3) (d) Trolly (A4)

Figure 5.1. Screenshots of the considered AUTs.
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of the applications are available at http://reverse.dieti.unina.it/i
ndex.php/30-support-material for experiment replication purposes.

Due to the lack of advanced customization features with Robo, it was
not possible to compute its LOC coverage with Emma. Nevertheless,
thanks to the instrumented AUTs, we computed the branch coverage met-
ric with the Robo tool, leveraging the generated log files.

Materials and Procedure

In this subsection, we describe the procedure we adopted for our ex-
periments. Firstly, before the experiments, all the involved students were
given several hours of practical lectures on GUI testing techniques and on
C&R tools, focusing in particular on Robotium Recorder, to ensure that
they all had adequate expertise with the tool.

Subsequently, we assigned the students two testing tasks. The first task
consisted in generating a test suite for each of the AUTs using Robotium
Recorder and a UET approach. This task was carried out in a controlled
environment, in the Software Engineering laboratory, and all the stu-
dents were supplied with a virtual machine including the Eclipse IDE,
the Application Under Tests (AUTs), and an instance of an Android emu-
lator capable of running the AUTs. During this task, all students had no
prior knowledge of the AUTs, nor they had access to their source code or
to code coverage reports. To prevent the need to set specific preconditions,
we suggested the students to produce a single test case for each app, com-
posed of a single, long sequence of interactions. As an alternative, they
can produce different test cases by returning each time to the initial state
of the virtual machine. We gave the students a time limit of four hours
to complete this task. Within this time frame, the students were free to
decide the order in which to analyse the AUTs, as well as the amount of
time to allocate to each AUT.

The second task was a homework assignment in which the students
had to improve their previously-developed test suites. In this task, each
student had to first measure the code coverage of the previously developed
test cases, as explained during the lectures. Subsequently, based on an
analysis of the source code and of the code coverage reports, the students
had to generate additional tests using Robotium Recorder and the same
testing environment, with the goal of improving code coverage (thus with

http://reverse.dieti.unina.it/index.php/30-support-material
http://reverse.dieti.unina.it/index.php/30-support-material
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an IET approach). Notice that performing the IET task after the UET
task on the same applications is not unrealistic. Indeed, even when using
an IET approach, testers typically start by recording an initial test suite
with an Uninformed approach, to get a basic understanding of the AUT
and an initial test suite to be used to compute coverage metrics [19]. The
students submitted the output for this task (i.e.: the resulting test suites
and the corresponding coverage reports) after the end of the Software En-
gineering course, when they were ready to take the final exam. Before
the experiments, we made clear to the students that the achieved coverage
values were not to be considered in the determination of the course grades,
in order to discourage plagiarism among students. On the other hand, the
obtained result and the adopted methodologies were objects of discussion
in the final examination. Upon submitting their work, students were also
asked to report how much time it took them to complete the second task.
On average, the students reported that they completed the second task in
approximately eight hours. All the tests produced by the students were
re-executed to ensure that they worked properly and to validate coverage
data.

As for the experiments with the AIG tools, we executed both Android
Ripper and Sapienz on instances of the same emulator used by students,
for testing each of the four apps. Robo was used on emulators provided by
the Google Cloud platform having the same characteristics (e.g., the same
Android version).

Android Ripper was executed using the configuration named TR9 in
[13], in which the tool automatically explores the GUIs of the AUTs in
breadth-first order, adopting an Active Learning strategy, and by cutting
the exploration branches when the last visited GUI is deemed equivalent
to a previously visited one in terms of widget number and typology. The
total time spent by Android Ripper for testing the four apps was 4 hours
and 50 minutes, varying between 13 minutes (for A1) to 3 hours (for A2),
depending on the complexity of the GUI of the AUTs [13].

The Sapienz tests were executed using the tool version presented in
[139]. Sapienz was configured as recommended in [139] (crossover and
mutation probability set to 0.7 and 0.3 respectively, maximum generations
set to 100, population size to 50 and each individual contains 5 test cases)
and executed for a fixed testing time of one hour for each application.
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Both the testing time with Android Ripper and Sapienz were close to the
testing time given to students in the UET scenario. Since the execution
of Sapienz depends on randomness, we executed it 20 times for each app,
and for each execution, we evaluated the coverage values.

In addition, to get a rough estimation of the possible improvements
in coverage that Sapienz may obtain when executed for a longer time,
we performed further executions with a time limit of 24 hours per app,
considering as total coverage the one obtained as the union of the coverage
of all the generated test cases. In order to reduce the dependence on
randomness of these results, we repeated each 24-hour run three times,
reporting in the following, for each AUT, the average total coverage of
these runs.

The Robo tests were executed using the online Firebase platform. With
Robo, only the branch coverage was measured since, as previously de-
scribed, Robo cannot be executed together with the code coverage tool
Emma. At the time of the experiments, a constraint of the available ver-
sion of Robo was that each testing session could last up to 5 minutes, and
longer sessions could not be executed. Nevertheless, none of the AUTs
required more than 3 minutes to be tested.

Finally, let us note that, for both students and AIG tools, each testing
activity started from the state obtained just after app installation.

Analysis of the Uncoverable Code

After the students performed the assigned tasks, we made a preliminary
analysis of the AUTs code to assess whether some LOCs and/or branches
could not be covered with the selected tools (both C&R and AIG), under
the previously discussed experimental configuration. This is fundamental
to obtain an upper bound on the results achievable by both C&R and
AIG tools. All the considered AUTs presented some uncoverable LOC-
s/Branches. The maximum achievable coverage measures are reported in
Table 5.3.

In the following we briefly explain why some parts of the code were
uncoverable:

• Unreachable code. All the AUTs presented some code that cannot
be exercised by any GUI testing solution. For example, there is dead
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Table 5.3. Maximum achievable LOC coverage and branch coverage (BC)
percentage for the AUTs.

A1 - MunchLife A2 - SimplyDo A3 - TippyTipper A4 - Trolly

LOC BC LOC BC LOC BC LOC BC

Max Cov. 96% 92% 85% 79% 91% 86% 88% 67%

code corresponding to deleted menu entries, or also code handling
bad data input format exceptions, whose execution is prevented by
the behaviour of the input widgets, as in the case of non-numeric
data that cannot be inputted from the numeric keyboard.

• Code related to system events that cannot be triggered at
application testing level. There are some user or system events
that are not exercisable by the considered GUI testing tools. For ex-
ample, some intent calls can be generated only by other applications
or by the operating system.

• Code that can be activated only after multiple starts of
the AUT. In the experiments, all the testing activities started from
the same initial state of the AUTs, i.e. the one immediately after
the installation. As a consequence, different initial states cannot be
covered. For example, SimplyDo can load a previously saved list of
things to do, if present. This part of the code cannot be executed
under our experimental conditions.

• Code related to not supported widgets/events. Both the used
C&R tool and the AIG tools might not be able to exercise custom
UI controls/events. For example, none of them supported the type
of slider widget used in TippyTipper, and thus the code of the cor-
responding event handlers cannot be covered.

5.1.2 Results

This section presents the experimental results, along with quantitative
and qualitative analysis aimed at addressing the research questions.
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RQ1: How do test cases generated with an Uninformed Ex-
ploratory Testing strategy compare, in terms of effectiveness,
to those generated by AIG tools?

This first research question aims at comparing the testing effectiveness,
in terms of code coverage, of test suites produced by students using a C&R
tool in an Uninformed Exploratory Testing scenario, against AIG tools.

Quantitative analysis The first analysis we have carried out regards
the quantitative comparison between the effectiveness of the test cases
generated by students and the one of the considered AIG tools, both in
terms of LOC and Branch coverage.

Table 5.4 reports the measured coverage values achieved by all the
students (named S1 to S20) and by the three AIG tools, for each of the
considered apps (A1 to A4). In details, the first eight columns show the
LOC coverage and Branch Coverage percentages. The last four columns
report the total number of events composing the test cases produced by
each student for each app. The number of events provides a measure of
the complexity of the test suites produced by students.

Table 5.4 also reports average, median, standard deviation values, as
well as the code coverage percentages reached by the union of the cover-
age sets of all the students. The average, median and standard deviation
values of the number of events composing the test cases are also reported.
As regards Sapienz, we have reported the average, median and standard
deviation values of the coverage percentages obtained by 20 one-hour exe-
cutions. For the sake of readability, we also included (on the top row of the
table) the maximum achievable coverage percentages which were already
reported in Table 5.3.

The measured coverage results obtained both by the students with the
C&R tool in a UET scenario and by AIG tools are depicted in Figure 5.2
and in Figure 5.3, with boxplots representing, respectively, the LOC and
Branch coverage percentages obtained by the students and by Sapienz in
its 20 one-hour runs. Moreover, in the figures, we used horizontal lines
to represent the LOC/Branch coverage percentage obtained by Android
Ripper and Robo, and an additional horizontal line showing the maximum
achievable coverage under the experimental conditions and constraints.

When testing A1, the students obtained LOC coverage percentages
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Table 5.4. LOC/Branch Coverage (%) and Number of Events of Test Suites
Produced with UET Approach

LOC Coverage Branch Coverage Number of Events

A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

Max Cov. 96 85 91 88 92 79 86 67

Students

S1 83 77 83 78 62 65 75 62 85 154 207 171
S2 91 84 86 76 80 76 80 60 79 267 240 145
S3 87 80 85 79 69 72 77 63 197 272 219 130
S4 86 61 87 75 70 67 67 62 62 63 122 60
S5 86 81 83 78 70 69 75 62 77 200 208 166
S6 86 82 87 79 64 72 80 64 48 299 159 162
S7 82 82 89 79 62 77 82 63 177 387 351 299
S8 79 82 79 75 56 71 70 58 64 149 124 114
S9 86 79 87 80 69 68 81 64 127 194 220 156
S10 90 77 79 78 74 69 68 62 208 172 204 145
S11 85 78 87 77 66 73 79 58 93 170 288 159
S12 91 79 84 72 87 65 75 55 198 236 270 147
S13 84 82 84 78 64 71 74 62 44 239 212 349
S14 83 82 85 76 59 73 79 58 88 244 135 151
S15 80 70 85 75 57 61 78 60 34 117 125 103
S16 90 74 84 80 82 64 75 62 71 164 150 182
S17 83 82 81 73 61 72 71 54 48 123 67 50
S18 90 82 84 79 75 74 78 63 192 178 154 142
S19 86 82 87 77 69 74 80 60 55 320 174 124
S20 82 78 83 77 70 65 73 62 67 125 114 144

Average 85 79 84 77 68 70 76 61 101 204 187 155
Median 86 81 84 77 69 71 76 62 78 186 189 146
St. Dev. 4 5 3 2 8 4 4 3 59 79 68 67
Union 96 85 91 88 92 79 86 67

AIG tools

Android
Ripper 77 65 74 64 66 56 64 53

Sapienz (1 hour)
Average 85 42 85 64 68 37 76 51
Median 85 41 85 63 68 36 77 50
St.Dev. 0 5 2 3 0 4 2 2

Robo - - - - 47 27 50 21
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ranging between 79% and 91%, averaging at 85% with a standard de-
viation of 4%. The maximum achievable LOC coverage for A1 is 96%.
With A2, the students covered on average 70% of the LOCs, with cover-
age ranging from 61% to 84% and a standard deviation of 5%, against a
maximum achievable LOC coverage of 85%. As for A3, on average 84% of
the LOCs were covered by the students, with 91% being the upper bound
to the achievable LOC coverage. The students’ coverages ranged between
79% and 87%, with a standard deviation of 3%. At last, for A4, in which
the 88% of the LOCs were coverable, the students reached LOC coverage
percentages in the range 72%-80%, averaging at 77% with a standard de-
viation of 2%.

Differences in LOC coverage between different students when testing
the same app exist, but are quite limited: the standard deviation values
are in the range between 2% (for A4) and 5% (for A2).

These data indicate that, when considering LOC coverage, there is no
relevant difference among the 20 considered students when they perform
Uninformed Exploratory testing in the specified conditions. Moreover,
the data show that none of the students was able to reach the maximum
achievable coverage in the given testing time, but each of them covered at
least more than 60% of the code.

On the other hand, the Branch coverage percentage reached by the
students for A1 is in the range between 57% and 80%, with an average of
68% and a standard deviation of 8%. The maximum branch coverage for
the same app is 95%. As regards A2, in which 85% of the branches are
coverable, the students reached Branch coverage percentages in the range
61%-76%, averaging at 70% with a standard deviation of 4%. With A3, on
average 76% of the branches were covered by the students, against a max-
imum achievable Branch coverage of 85%. The subjects reached Branch
coverage values in the range between 67% and 81%, with a standard devi-
ation of 4%. Finally, when testing A4, the students obtained on average a
branch coverage of 61%, with a standard deviation of 3% and 70% of the
branches being coverable. The best students achieved a branch coverage
of 64%, whereas the worst managed to cover 54% of the branches.

As regards the number of events composing the test cases, we observed
that, differently from coverage percentages, the number of events presents a
large variability among the different students. This datum is witnessed by
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high standard deviation values with respect to the corresponding average
values. Moreover, the data we gathered highlights that test cases consisting
of more events do not generally produce larger coverage percentages.

The collected coverage data indicate that, for each of the considered
AUTs, the students obtained much greater values in terms of LOC coverage
than of Branch coverage. This fact is essentially due to the large portion
of code that is automatically executed at the start of each Activity of each
AUT (included in the onCreate methods, which were always covered by
each student). Such portions of code have a considerable weight in the
evaluation of the LOC coverage, whereas, on the contrary, they have a
small impact on the Branch coverage, since they include few branches.

Differences in Branch coverage between different students when testing
the same app are in a larger range with respect to LOC coverage values,
with standard deviation values between 3% (for A4) and 8% (for A1). This
is explained by the above considerations on the magnitude of the LOC and
Branch coverage achieved by the students: the ability of a particular tester
in exploring the AUT has a greater impact on the achieved coverage when
considering branch coverage.

Moreover, we can observe that none of the students was able to obtain
coverage equal to the overall level obtained by all of the students. In fact,
the union of the coverage of the 20 students is always greater than each
coverage obtained by a single one.

Furthermore, it is important to note that the maximum achievable
coverage, both in terms of LOCs and Branches, coincides with the one
obtained by considering the union of the coverage of all the students. In
other words, there is no coverable code under our experimental conditions
that has not been covered by at least one of the students. This is a first
useful indicator of the potential capability of students in designing effective
test suites by using a C&R tool.

As regards the effectiveness of the AIG tools, the measured coverage
percentages are, for the convenience of readers, reported in the lower part
of Table 5.4, where the coverage values can be easily compared against the
students’ results.

The different executions of Sapienz provided different coverage values.
For this reason, we have represented them in form of boxplots in Figures
Figure 5.2 and Figure 5.3. We have observed that, for application A1,
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all the executions reached almost the same values of LOC and Branch
coverage percentages, whereas for the other applications we observed larger
deviation standard values, between 2% and 5% in LOCs and between 2%
and 4% in Branches. The Sapienz tool outperformed the other ones, both
in terms of LOC and Branch coverage in A1 and A3. As for A4, the
performance of one-hour executions of Sapienz are similar to the ones of
Android Ripper. As for A2, Android Ripper always overcame Sapienz both
in terms of covered LOCs and Branches. The third tool, Robo, proved to
be less effective than the others, achieving percentages far lower than those
of the other considered tools both in terms of LOC and Branch coverage.

As shown by Figure 5.2, the test suites produced by the students with
the UET approach almost always appear to be more effective than those of
the AIG tools, for all the considered apps. Indeed, with respect to Android
Ripper, there is a remarkable superiority in the coverage achieved by the
students. As for Sapienz, the students’ LOC coverage values are always
better for A2 and A4, while for A1 most of the students cover more LOCs
than Sapienz. Finally, for A3, the performance of students and Sapienz
are similar.

As for the Branch coverage, the results are more contrasting (see Figure
5.3). Indeed, for A1, Sapienz and Android Ripper obtained notable results,
with Sapienz overcoming most of the students. For A2 and A4, instead,
the students obtained better coverage than the AIG tools. For A3 the
coverage achieved by the students and by Sapienz were pretty close and
better than Android Ripper. Finally, the effectiveness of Robo is always
by far the lowest.

On the basis of these results, no general conclusions about the LOC
and Branch coverage comparisons between students and AIG tools could
be made. However, one datum that emerged from our analysis was that
neither every single student nor each tool did cover all the coverable code,
since none of them reached the Max Coverage of each app.

Qualitative Analysis. In this section, we present the results of the fine-
grained qualitative analysis that we carried out to evaluate the capability
of both the students using UET and the AIG tools in covering the app
code. We restricted our analysis to the subset of coverable code obtained
by the analysis reported in Section 5.1.1.
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Table 5.5. Partition of Branches with respect to the Number of Students
Covering Them in UET Approach

Branches Branches Covered in UET by

Total Coverable every student the majority
of the students

the minority
of the students

A1 - MunchLife 61 56 26 (46%) 15 (27%) 15 (27%)
A2 - SimplyDo 419 329 101 (31%) 200 (61%) 28 (8%)
A3 - Tippy Tipper 208 178 91 (51%) 75 (44%) 12 (5%)
A4 - Trolly 120 80 55 (69%) 19 (24%) 6 (7%)

Analysis of the coverage of the students in the UET approach.
In order to investigate the capability of the students using UET in cov-
ering the app code, we evaluated for each Branch the number of students
that were able to cover it. Therefore, we did a qualitative analysis of the
Branches that were less frequently covered by the students. Since most
of the uncovered LOCs are included in the code underlying the uncovered
branches, we decided, for sake of space, of performing a detailed analysis
only of the uncovered branches.

To this aim, for each AUT, we classified its branches in three subsets:
(I) those covered by all the students (20 out of 20), (II) those covered
by the majority of the students (10 ≤ #students ≤ 19), and (III) those
covered only by the minority of them (1 ≤ #students ≤ 9). We recall
that, as discussed in the previous section, each branch of each AUT was
covered by at least one student. The resulting numbers are reported in
Table 5.5, together with the total number of branches of each AUT, and
the number of branches that could be executed with the UET approach in
the considered experimental configuration.

To get an insight into the reasons behind the common lack of coverage
of some branches with the UET approach, we did a manual analysis of all
the branches that the majority of the students failed to cover. For each
of these uncovered branches, we also surveyed the students who failed to
cover them, asking for the causes of this shortcoming. In the following, for
each AUT, we group its uncovered branches in subsets containing branches
that were not covered for similar causes. Moreover, we also assess whether
the considered AIG tools had been able to cover these branches.

For the four AUTs, we grouped the uncovered branches in nine sets,
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Figure 5.4. A Screenshot of the A1 App, in Landscape Mode

referred to as B1 to B9, described as follows.

B1 This group includes branches of the MunchLife app that could be
covered only by triggering orientation change events. The app in-
deed presents two graphical widgets (representing Male and Female
symbols) that are shown in the home activity of MunchLife (see Fig-
ure 5.4). They can be selected and deselected and different branches
are activated whether the app is rendered in portrait or landscape
mode as these symbols have a different layout in the two orienta-
tions. Only 4 students took into consideration device rotation events
in their test cases, in combination with clicks on these two symbols.
The other ones did not imagine the existence of these branches in
the source code. Sapienz covered these branches, while Android Rip-
per systematically explored only the portrait GUI since it considered
the behaviour of the portrait and landscape modes to be equivalent.
Similarly, also Robo failed to cover these branches.

B2 The home activity of MunchLife shows a counter that can be in-
cremented/decremented until a maximum value (which is set to 10
by default) is reached. This maximum value can be modified from
a menu option. If the user sets a maximum value lower than the
current counter value, a specific branch is executed to update the
counter accordingly. Only 7 students out of 20 have tested this par-
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ticular scenario. Analogously, none of the automatic tools triggered
the specific sequence of events to activate this branch group.

B3 The maximum counter value in MunchLife can be set by a numeric
input field. If a non-numeric symbol is inserted (e.g. / or * symbols),
a branch handling a bad data format exception is executed. Only 7
out of 20 students designed this specific validation test case, whereas
the others tested only for valid and invalid numeric inputs. Sapienz is
the only automatic tool covering this branch, since it automatically
generates both valid and invalid input data for numeric input fields.

B4 Long Click event handlers are defined in the source code of SimplyDo
for some widgets (e.g. the ones used to add or edit items of the list),
in addition to Click events handlers. Only one student triggered long-
click events in its test cases and covered the branches corresponding
to these event handlers. None of the considered tools covered these
branches.

B5 The source code of SimplyDo includes some branches responsible for
storing the managed list of items in the internal memory when the
application is stopped and for their restoration when the application
is restarted. The application stop and restart can be triggered by a
device rotation event. Only 2 students triggered a device rotation
after the insertion of items in the list. Sapienz was the only automatic
tool able to cover these branches.

B6 The SimplyDoActivity class source code includes an event handler
corresponding to the triggering of the back event on the device. In
SimplyDo, lists of items are managed according to a tree structure.
If a list contained in another list is shown, the back button can be
used to show the container list. In case the back button is triggered
on the root list, the app stops itself. Only 3 students exercised this
stopping scenario, as most of the students declared that they didn’t
consider the need to test the exit from the app with the back button.
Sapienz and Android Ripper covered this branch.

B7 Similarly to the branches in B4, there are branches related to Long
Click events handlers in TippyTipper. Such branches are related
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to the buttons used to reset the input number or to delete a digit
from it. Only 3 out of 20 students defined test cases including these
events. In this case, Sapienz and Robo covered these branches.

B8 In TippyTipper there is a branch related to the opening of a menu
in the SplitBill Activity. The menu in this Activity has no items
(probably the feature is partially unimplemented). Only 6 students
tested it. Sapienz and Android Ripper covered this branch.

B9 Trolly is a shopping list app. It can manage three different lists of
items: the first one includes those to buy, the second one includes
those that have been bought, and the third one (called OffList) in-
cludes the items that were added and then removed in the past from
the first list. This OffList is used by the app to provide input sugges-
tions, and its visualisation can be activated by clicking on the Add
widget without having selected an object to add, provided that at
least one object was added to the list in the past. This feature is not
explained in the app GUI and has not been tested by the majority
of the testers (only 4 students out of 20 designed test cases covering
this branch). None of the automatic tools was able to cover it.

Summing up, we observed two main reasons for the lack of coverage
achieved by the students, as follows:

1. Lack of Information about the AUT. Some code was not covered be-
cause testers had only limited knowledge of the functionalities offered
by the GUI of the AUT. For example, branches B2, B3 and B9 can
be covered by a complex sequence of events, not self-explained by the
GUI. The majority of the students, in their exploration of the GUI,
failed to identify these features. These targets generally were not
even covered by automatic tools. Similarly, branches B4, B7 and B8
correspond to uncommon events, such as long clicks on widgets (for
which they anyhow explored the standard click events), or opening
an empty menu. Most of the AIG tools covered these branches.

2. Strict testing time limit. In the cases of branches B1, B5 and B6,
students reported that they missed them also for lack of time. These
branches, indeed, correspond to interactions between application events
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and lifecycle events (e.g. device rotations for B1 and B5, “back” event
for B6). Testing all the possible interactions is an onerous activity
in terms of the number of test cases to be designed and is often ne-
glected by testers (cfr. [15]), also due to the strict time limit. On
the other hand, all these branches have been covered by Sapienz.

In conclusion, we found that the main cause of ineffectiveness for students
using a UET approach lies in the lack of information about the AUTs, and
in strict time constraints for the execution of the testing tasks.

Analysis of the coverage of the AIG tools. When considering
the coverage data of the AIG tools and comparing them to those achieved
by the students, we found that each branch covered by at least one tool
was covered by at least one student, and a remarkable amount of LOCs
(between 9% and 23%) was covered by at least one of the students but
none of the AIG tools.

It is worth to note that Sapienz was able to find a crash in A4 (Trolly)
that was not found by any of the students. This crash is caused by the
input of a single quote ’ character in the text input field, leading to an
unhandled exception due to the execution of a malformed query on the
SQLite database of the app. Since there is no source code for the handling
of this exception, no differences in code coverage were observed.

We analysed in details the parts of code of the AUTs that were covered
by at least one of the students but not by Sapienz (as this is the most
effective of the AIG tools), to understand the causes behind this lack in
coverage.

In the following we report some notable examples of lack of coverage
of all the AIG tools:

• The first example is represented by the branch B2 above described.
This branch can be activated only by a sequence including two or
more counter increments, the opening of a specific entry of the menu,
and the setting of a maximum counter value, lower than the current
counter value. Of course, the probability for a random-based (or
search-based) testing tool to explore this sequence of events is very
low. A similar case is represented by B9.
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• To win a game in MunchLife the counter must reach the winning
value (initially set to 10), so a sequence of at least 10 events is needed.
Sapienz has not explored this scenario. Android Ripper, similarly,
incremented the counter just once because it did not observe any
variation in the GUI except for the counter value. On the other
hand, the winning scenario has been considered obvious by all of the
students (20 out of 20 have covered this branch).

• In TippyTipper a branch is covered when (I) the tax rate has been
enabled by selecting a specific entry in the menu, (II) a value is
set for the tax rate by selecting another specific entry of the menu
(enabled by the previous action), and (III) the tip is calculated by
clicking on the corresponding button on the GUI. This scenario has
not been found by any AIG tools, but it has been tested by 14 out
of 20 students.

• Still in TippyTipper, a branch can be tested by (I) setting the round-
ing strategy for the tip from a specific menu entry and (II) executing
a tip calculation requesting for an explicit rounding of the tip. All
the students recognised and covered this branch, but none of the AIG
tools.

• Sapienz does not consider events related to the context menu im-
plemented in Trolly, because the latter is implemented using old
libraries. A similar problem occurs in SimplyDo, where it fails to
acknowledge the existence of events related to a context menu acti-
vated when long-clicking on list items. These two problems are the
most relevant in terms of lack of coverage.

• In TippyTipper there is a NumberPicker widget, being an extension
of old widgets, which was not considered by Sapienz.

As for the cause of the above lacks, we can classify them as follows:

• Technological issues. AIG tools are not able to deal with unsupported
events/widgets. Thus they need to be constantly updated, to keep
the pace of the continuous evolution of the Android framework. Sim-
ilarly, their backward compatibility should also be improved. Fur-
thermore, in presence of custom widgets/events, the effectiveness of
these tools is undermined.
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• Methodological issues. AIG tools are not able to deal with long
and/or complex sequences of events needed to activate functional-
ities. In fact, one of the factors optimised by Sapienz is the length of
the executed event sequences, so long event sequences have a lower
probability to be tested. Android Ripper follows a heuristic designed
to avoid repetitions of events on already visited GUIs: in this way
it tries to execute at least once any possible event, but it doesn’t
try them in all possible orders. These portions of code, instead, are
often tested by humans, when they comprehend the existence of a
specific execution scenario involving that sequence of events.

RQ2: How do test cases generated with an Informed Exploratory
Testing strategy compare, in terms of effectiveness, to those gen-
erated by AIG tools?

The second research question aims at the comparison, in terms of
LOC/Branch coverage, between the test suites produced with the Informed
Exploratory Testing (IET) approach and the AIG tools. In the IET ap-
proach, the same students involved in the previous experiment were as-
signed the task of improving the coverage achieved in the first scenario, by
adding further test cases. In this phase of the experiments, the students
had the opportunity to inspect the AUTs source code and to consider the
actual coverage achieved by the test cases as feedback. Furthermore, they
did not have a strict constraint on the testing time. Nevertheless, they
could take the exam only after delivering the test suites. For this reason,
they still were interested in completing the testing task in the shortest
possible time. The students claimed to have taken five to fifteen days to
perform this task, during which they also studied for the exam.

As regards the AIG tools, in order to have a fairer comparison with
the students, we ran Sapienz multiple times for each app, for a longer
testing time (24 hours). Therefore, we evaluated the coverage percentage
of the union of all the generated test suites. We compared the coverage
percentages achieved by the students with the average ones of Sapienz.

As for Android Ripper and Robo, an increment of the testing time
would not lead to any increment in coverage, since, for all the AUTs,
these two tools terminated the exploration of the GUIs not due to time
constraints. Therefore, in this analysis, we considered the same values
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Table 5.6. LOC/Branch Coverage Percentage and Number of Events of Test
Suites Produced with IET Approach

LOC Coverage Branch Coverage Number of Events

A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

Max Cov. 96% 85% 91% 88% 92% 79% 86% 67%

Students

S1 93% 82% 86% 81% 84% 74% 80% 65% 189 199 227 231
S2 95% 85% 89% 82% 89% 77% 82% 66% 87 308 348 282
S3 92% 82% 89% 82% 87% 73% 81% 66% 253 320 277 170
S4 94% 69% 87% 88% 85% 62% 77% 68% 71 97 133 97
S5 92% 82% 86% 83% 89% 73% 80% 67% 115 258 228 200
S6 95% 85% 90% 84% 90% 79% 84% 68% 61 323 194 171
S7 95% 82% 91% 82% 92% 74% 85% 66% 218 387 402 327
S8 91% 83% 86% 83% 80% 76% 78% 67% 109 159 154 136
S9 94% 79% 87% 81% 90% 68% 83% 65% 137 204 242 162
S10 92% 81% 89% 81% 84% 71% 82% 65% 253 205 348 152
S11 95% 80% 89% 81% 92% 72% 81% 67% 318 189 482 177
S12 94% 81% 87% 80% 89% 74% 79% 65% 230 242 538 196
S13 95% 82% 87% 80% 87% 58% 80% 65% 60 255 319 415
S14 90% 82% 85% 81% 84% 64% 79% 64% 99 265 141 170
S15 96% 82% 85% 80% 93% 74% 82% 65% 82 160 168 153
S16 96% 82% 89% 89% 92% 64% 82% 70% 102 232 224 207
S17 94% 84% 85% 81% 89% 75% 78% 66% 93 178 161 100
S18 96% 84% 87% 85% 92% 77% 82% 68% 231 197 177 165
S19 93% 84% 89% 77% 84% 76% 81% 62% 240 344 192 131
S20 96% 85% 88% 84% 95% 78% 81% 66% 76 187 152 155

Average 94% 82% 88% 82% 88% 72% 81% 66% 151 235 255 190
Median 94% 82% 87% 81% 89% 74% 81% 66% 112 219 226 170
St. Dev. 2% 3% 2% 3% 4% 6% 2% 2% 81 73 116 76

AIG tools

Android
Ripper 77% 65% 74% 64% 66% 56% 64% 53%

Sapienz
24 hrs
union avg

88% 54% 87% 72% 71% 48% 81% 57%

Robo - - - - 47% 27% 50% 21%

obtained in the previous experiment.

Quantitative analysis Table 5.6 reports the measured IET coverage
values for the students involved in the experiment. In detail, for each
student, both the LOC/Branch coverage percentages are reported, for each
of the four apps. In addition, the last four columns report the total number
of events composing the test cases produced by the students.

In the last rows of the table, the average, median and standard devi-
ation values are reported, too. For the convenience of readers and ease
of comparison, we also included the maximum achievable coverage values
(which were previously reported also in Table 5.3). In addition, we re-
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ported the average values of coverage percentage evaluated by considering
the union of the coverage of the test suites produced by Sapienz in 24
hours, measured with respect to three runs. Finally, we reported the cov-
erage reached by Android Ripper and Robo, from Table 5.4.

The boxplots in Figure 5.5 and in Figure 5.6 graphically show the
distribution of the LOC/Branch coverage percentages achieved by the stu-
dents. Moreover, we added horizontal lines corresponding to the coverage
percentage obtained by the three considered AIG tools and an additional
horizontal line showing the maximum achievable coverage with respect to
the experimental conditions and constraints. As highlighted by the plots,
the coverage achieved by the students is generally better than the one ob-
tained by each automatic AIG tool, both in terms of LOC and Branch
coverage. The only exceptions can be observed for A3, where the longer
Sapienz executions achieved better coverage percentages than two of the
students. We can conclude that the effectiveness of the exploratory testing
highly improved thanks to the source code knowledge and the additional
time given to the students.

As regards the number of events composing the test cases, this measure
presents a large variability also in this case. Moreover, longer test cases do
not generally correspond to test suites achieving greater coverage percent-
ages. In addition, the increase in the number of events of the test suites
obtained by the IET approach with respect to the ones obtained by the
UET approach is not very large. The average increase per app is indeed
less than half the length of the UET test suites.

In order to characterize the code coverage improvements obtained by
the IET approach, we performed a further analysis where we compared
the coverage sets obtained using the UET (see Table 5.4) and the IET
(see Table 5.6) approaches. By these tables, it is possible to observe an
increase in coverage for the apps A2, A3 and A4 between 3% and 5% in
terms of LOC and between 2% and 5% in terms of covered branches. A
larger increase has been observed for app A1, for which the LOC coverage
increased by 9% and the branch coverage by 20%. In addition, a general
reduction of the standard deviation values with respect to both coverage
metrics can be observed.

As regards Sapienz, an increase in coverage can be observed with re-
spect to that of the one-hour runs previously presented. The increase in
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Figure 5.5. Boxplots representing the LOC coverage achieved with an IET
approach
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LOC coverage is quite small for A1 and A3 (3% and 2%, respectively),
whereas it is more relevant for A2 and A4 (12% and 8%, respectively). For
all the apps except A3, the LOC coverage provided by Sapienz remains
always smaller than the ones obtained by students adopting the IET ap-
proach. Only for A3, the average coverage obtained by Sapienz is almost
the same as the average of the values obtained by students. Similar results
were obtained as regards the Branch coverage.

Qualitative analysis We have measured, as in the previous case, the
number of branches covered by all the students, by the majority of the
students, and by the minority of the students using the IET approach. In
Table 5.7 we reported the number and percentage of branches covered by
the test suites produced by (I) all the students (20 out of 20), (II) the
majority of the students (10 ≤ #students ≤ 19), and (III) the minority of
them (1 ≤ #students ≤ 9).

Table 5.7. Partition of Branches with respect to the Number of Students
Covering Them in IET Approach

Branches Branches Covered (IET) by

Total Feasible every student the majority
of the students

the minority
of the students

A1 - MunchLife 61 56 34 (61%) 22 (39%) 0 (0%)
A2 - SimplyDo 419 329 147 (45%) 163 (49%) 19 (6%)
A3 - TippyTipper 208 178 136 (76%) 33 (19%) 9 (5%)
A4 - Trolly 120 80 65 (81%) 15 (19%) 0 (0%)

The amount of branches covered by all the students is strongly in-
creased by the IET w.r.t. UET, as can be seen by comparing Table 5.5
and Table 5.7: for the UET test suites, it varied between 31% and 69%
for the four apps, while it is between 45% and 81% for the IET test suites.
We can observe that for three out of four applications, the majority of the
reachable branches have been covered by all the students, whereas in the
other app (A2) the 45% of branches have been covered by all the student’s
test suites. It can also be noted that the number of branches covered only
by a minority of students is sensibly reduced. In particular, in the two
smaller applications A1 and A4, all the branches were covered at least by
the majority of the students (there were 21 branches covered only by the
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minority of the students with the UET test suites).
As in the previous qualitative analysis, we focused our attention on

the set of branches B1 to B9, which caused a lack of coverage in the UET
approach. During the final examination of each student, we asked about
how they reached / why they did not reach these branches. In what follows,
we summarised what they reported.

• Branches covered by the majority of students thanks to the knowledge
of the source code. In three cases (B1, B3 and B7) the knowledge of
the source code has allowed the majority of students to design test
cases covering these branches. For example, almost all the students
(17 out of 20) covered the B1 branches, corresponding to the inter-
actions with the male and female widgets of A1 in landscape mode,
too. In fact, in the source code, the branches are explicitly related
to landscape mode and male/female widgets, as can be observed in
Listing 5.1. Analogously, the majority of the students (11 out of 20)
covered the branch B3, since in the source code there is an explicit
NumberFormatException handler related to the numeric input field.
Similarly, the majority of students (17 out of 20) managed to cover
branch B7, due to the presence of an explicit Long Click event han-
dler in the source code. In these cases, the students highlighted that
the uncovered source code was found thanks to the source code level
coverage reports provided by Emma.

• Branches covered by the majority of students thanks to a better com-
prehension of the behaviour of the application under test. In branches
B2 and B9, the uncovered code corresponded to scenarios that were
not identified by students in the UET approach. In both cases, the
branches were covered by the majority of students in the IET ap-
proach (respectively 13 and 16 out of 20 students). These students
reported that they exploited the knowledge of the source code of the
AUTs to identify the uncovered branches and to understand the be-
haviour of the app, also thanks to debugging activities they carried
out. The time needed to perform these activities was not compatible
with the strict time limit imposed in the UET approach.

For the remaining branches (B4, B5, B6 and B8), the number of students
that managed to cover them with their test suites increased, but the ma-
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Listing 5.1. Source Code of B1 Branches

private OnClickListener genderClickListener = new OnClickListener() {
@Override
public void onClick(View v) {

if(devDisplay.getRotation() == 0) {
if(gender_female == false) {

gender.setImageResource(R.drawable.female_portrait);
} else {

gender.setImageResource(R.drawable.male_portrait);
}

} else {
if(gender_female == false) {

gender.setImageResource(R.drawable.female_landscape);
} else {

gender.setImageResource(R.drawable.male_landscape);
}

}
gender_female = gender_female == true ? false : true;

}
};

jority of students still failed to cover them. We asked the students who
did not cover these branches why they failed in doing so. Interesting ob-
servations were brought on by the students, summarised as follows:

• In some cases, such as branches B5 and B6, covered only by 5 and
6 students, respectively, they were not able to design effective test
cases. These branches were activated by a combination of user events
and activity life cycle events. Some students did not comprehend the
importance of testing all the scenarios related to these interactions,
whereas some other students did not remember that device rotation
events were able to trigger activity lifecycle events, too.

• In other cases, such as branches B4 and B8, students did not cover
the branches since they did not consider them as important and they
neglected their coverage in order to save testing time.

In conclusion, our results show that the availability of source code
and longer testing times lead to a remarkable increase in the obtainable
coverage. The remaining lack of coverage can generally be attributed to the
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limited testing skills of some students and to their necessity to accomplish
the assigned task in a reasonable time and not delay the examination
schedule.

5.1.3 Final Remarks

The study we performed provided several useful insights about Ex-
ploratory Testing processes based on C&R and AIG tool-based ones.

The experimental results showed that an exploratory testing process
executed by a novice tester with a C&R tool and no prior knowledge of
the AUT (i.e., an uninformed approach) may yield to code coverage com-
parable to that of the best freely-available AIG tool, at least when both
processes are executed in the same amount of time considered in the ex-
periment.

Moreover, the experiment showed that a remarkable increase in cover-
age w.r.t. the UET strategy can be obtained by providing the testers with
more information about the AUTs (i.e., visibility of the source code, de-
tails of the achieved coverage) and a suitably longer testing time. In such
Informed Exploratory Testing (IET) scenario, the novice testers generally
outperformed the AIG tools, even when these were executed for a longer
period of time.

On the other hand, we observed that the effectiveness of the consid-
ered AIG tools is mainly limited by technological issues. These tools can
rapidly become obsolete if they fail to keep the pace of the ever-continuing
evolution of the Android framework, and this limits their effectiveness.
Therefore, these tools have large margins for improvement, as long as they
are kept up to date. As for Sapienz, in particular, we observed that its
performance depends on randomness and that longer testing times may re-
sult in greater coverage percentages. Anyway, the performance of Sapienz
generally remains worse than the ones of students.

Another finding regards the observed diversity between the coverage
obtained by different students in ET scenarios. Different students were able
to cover different testing targets, and the union of the coverage achieved
by multiple students improves significantly w.r.t. the coverage achieved
by single students. This finding indicates that the effectiveness of the
uninformed exploratory testing approach may be significantly improved
by allocating a larger number of testers. Of course, doing so will multiply
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the cost of manpower.
Another consideration regards the different typologies of testing tar-

gets that were covered by the different testing techniques. Thanks to their
capability of deducing the possible behaviour of the AUT, based on the
analysis of the app GUI, human testers are generally able to record test
cases covering the main app scenarios, even in absence of documentation
about app requirements. This observation is coherent with the positive
results reported in the literature in the context of exploratory testing.
Moreover, human intelligence proved to be by far superior in testing also
usage scenarios that are only reachable through complex sequences of in-
put events. Vice-versa, humans often failed in systematically testing all
the possible input events for a given widget, or combinations of user and
system events. As a consequence, AIG tools appear more useful in these
cases, as witnessed by the coverage obtained by the tools in the experiment
and by the proliferation in the literature of approaches related to specific
testing issues, e.g. concurrency testing, security testing, performance test-
ing, compatibility testing, energy consumption testing and so on [114].

These findings may provide useful indications for a project manager
who is in charge of deciding on a testing strategy that combines manual
exploratory testing and automated testing, in accordance with the avail-
able testing time and resources.

5.2 Investigating Exploratory Crowdtesting

New perspectives for ET in the mobile apps domain raised in the last
years with the diffusion of the crowdtesting paradigm [227, 137, 92, 88,
207], discussed in Section 2.2.5.

Crowdtesting activities typically combine well with ET strategies. In-
deed, exploratory approaches can greatly benefit from the diverse back-
ground and skill sets of the different crowdworkers, resulting in overall
more reliable testing results [204]. Moreover, by requiring crowdtesters to
record their interactions with the AUT by means of C&R tools, it is also
possible to obtain a re-executable test suite to be used in future regression
testing activities.

On the other hand, well-known software project management chal-
lenges, such as determining the best trade-off between testing costs and
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software quality, are particularly critical for crowdtesting, due to the com-
plexity of mobile apps and unpredictability of distributed crowdtesting
processes [204]. The decision on how much crowdtesting resources should
be allocated is further complicated by the possibility of employing different
exploratory testing strategies, i.e., Informed and Uninformed approaches
(see Section 5.1). Indeed, a project manager might be puzzled in deciding
which exploratory testing strategy to adopt in a crowdtesting task, with a
fixed budget: is it better to recruit a greater number of crowdtesters with-
out prior knowledge of the AUT, or is it better to pay a smaller number of
crowdtesters to carry out more time-consuming Informed exploration ac-
tivities?

As discussed in Section 2.2.5, number of works in the literature have
proposed decision support systems aimed at assisting practitioners in effec-
tively managing the crowdtesting process by predicting when to stop [204,
205] or by recommending how many and which testers should be recruited
[206]. These works, however, consider a scenario in which the goal is to
detect faults, and not to also produce a re-executable test suite adequately
stressing the AUT, which could be used in subsequent regression testing
activities. Moreover, they do not take into account different exploratory
strategies. To the best of our knowledge, there exists no work in the lit-
erature aimed at supporting the managerial choice of deciding how many
crowdtesters should be recruited, and which exploratory strategy should
be used, in a scenario in which the goal is to obtain re-executable test
suites.

5.2.1 Empirical Study Design

The aim of this study is to investigate the effectiveness of test suites
generated by different-sized non-communicating crowds of testers with
C&R tools and with different exploratory testing strategies. In this sec-
tion, we start by presenting the research questions we investigate. Then
we detail the evaluation we conducted, by describing the involved subjects
(i.e. the testers), the tools, the AUTs, the metrics that we considered when
comparing the effectiveness of test suites, and the experimental procedure.
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Research Questions

To investigate the impact of crowd size on the effectiveness of the GUI
test suites generated by independent crowdtesters with C&R techniques
and different exploratory testing strategies, we consider the following re-
search questions.

RQ1 (Impact of increasing crowd size) What is the effect on test ef-
fectiveness of adding additional workers to non-communicating crowds
of testers using a UET (resp., IET) strategy?

RQ2 (Comparing UET and IET) How do test suites generated by
different-sized crowds of testers with a UET strategy compare, in
terms of effectiveness, to those generated by different-sized crowds
of testers with an IET strategy?

RQ3 (Cost-effectiveness of UET, IET and mixes strategies) Under
a fixed budget, how do test suites generated by crowdtesters using a
UET, IET, and mixed approach compare, in terms of effectiveness?

Procedure

The empirical study described in this section elaborates on the results
of the study described in Section 5.1. Indeed, under the assumption that
the master’s students involved in that study can be considered as repre-
sentative of practitioners taking part in crowdtesting activities, we base
our crowdtesting analyses on the test suites each of the students generated
in isolation using UET and IET strategies, as described in Section 5.1.1.
Starting from tests produced by each subject in isolation, we combina-
torially computed, for each of the AUTs, for each ET strategy, and for
each of the 1 048 575 distinct subsets arising from our subject set of 20
testers, the aggregate coverage that particular crowd would have achieved.
In Table 5.8, we report more details on the investigated subsets of testers
and show, for each considered cardinality in [1, . . . , 20], the corresponding
number of subsets. The number of considered subsets ranges from a single
subset of size 20 to 184 756 subsets of size 10. For the sake of compactness,
since the number of subsets of cardinality i and 20 − i is the same for all
i in 1, . . . , 20, we report only one row for both cardinalities. For example,
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Table 5.8. Details on the investigated crowds of testers.

Subset cardinality Number of distinct subsets

20 1
1 or 19 20
2 or 18 190
3 or 17 1 140
4 or 16 4 845
5 or 15 15 504
6 or 14 38 760
7 or 13 77 520
8 or 12 125 970
9 or 11 167 960
10 184 756

Total 1 048 575

there exist 20 different subsets of a single tester, as well as 20 distinct
subsets of 19 testers.

To answer RQ3 and ensure a fair comparison between different-sized
crowds using different strategies, we took into account the overall effort
(measured in man-hours) required to perform each testing task. Such effort
is directly proportional to the monetary rewards crowdtesters would receive
upon completing the tasks. In particular, in our analysis, we assigned a
one-hour effort to Uninformed testing tasks, and a three-hour effort to
Informed ones (e.g.: three testers using an Uninformed approach cost the
same as one tester performing an Informed approach). We assigned a three-
hour effort to IET tasks because we consider both the initial Uninformed
exploration (which lasted one hour per app) and the subsequent Informed
exploration (which lasted on average two hours per app) as part of the
IET process.

Furthermore, to answer RQ3, we also computed the average LOC cov-
erage achieved by crowds of testers using heterogeneous exploratory strate-
gies (i.e.: some testers in the crowd use a UET approach, whereas some
others use an IET approach). We refer to this heterogeneous approach as
Mixed. Mixed crowds can be a very interesting solution for crowdtesting,
in scenarios in which it is not possible to share the source code of the
AUT with external crowdtesters. Indeed, a project manager might recruit
a number of external crowdtesters using an Uninformed approach, and
have some other workers, internal to the company, record test suites with
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an Informed strategy. In this case, to face the combinatorial explosion in
the number of possible subsets to consider, we limited our analysis to the
configurations in which the overall effort in man-hours does not exceed
20 hours. We selected this threshold so that the results of mixed crowds
can be compared with both those of UET and IET crowds, under the same
man-hours budgets. Moreover, for each valid combination of IET and UET
testers not exceeding the 20-hour effort threshold, we randomly sampled
1 000 distinct crowds, guaranteeing that the subsets of testers using a UET
and an IET strategy are always disjoint.

The data and code to replicate our findings are publicly available in a
replication package [35]. In particular, the package contains:

• the source code of the four Android applications we considered in
our study;

• the test suites developed by the students using UET and IET strate-
gies, including code coverage reports;

• Python scripts we developed to compute the aggregate coverage of
all the considered subsets of students’ test suites and of a sample of
the subsets including mixes of test suites produced by UET and IET
tester;

• R scripts we developed to carry out statistical analyses and draw
plots.

5.2.2 Results

RQ1: Impact of Increasing Crowd Size

In Table 5.9, we report, for each AUT, for each exploratory strategy,
and for each considered number of testers, the average LOC coverage per-
centage achieved by crowds of that size. Figure 5.7 shows the average and
median LOC coverage achieved by different-sized crowds of testers, as well
as the measured standard deviation. These plots show that, regardless of
the considered exploratory strategy, the benefit on effectiveness of adding
an additional tester to the crowd is greater the smaller the original crowd,
and becomes negligible as the size of the original crowd increases. To bet-
ter visualize the differences in terms of achieved LOC coverage between
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Table 5.9. Average LOC coverage percentage achieved by different-sized
crowds of testers.

MunchLife SimplyDo TippyTipper Trolly

Num. of
testers UET IET UET IET UET IET UET IET

1 84,1 93,4 78,5 82,8 83,9 87,3 77,5 83,5
2 89,7 95,9 82,3 84,0 86,9 89,2 79,0 84,3
3 91,7 96,3 82,9 84,6 87,6 89,7 80,0 85,4
4 92,8 96,5 83,1 85,0 88,0 90,1 80,5 86,1
5 93,5 96,6 83,2 85,2 88,3 90,4 80,8 86,7
6 93,9 96,7 83,3 85,4 88,5 90,6 81,0 87,1
7 94,3 96,8 83,5 85,6 88,8 90,7 81,1 87,4
8 94,6 96,8 83,6 85,7 89,0 90,9 81,2 87,6
9 94,8 96,9 83,7 85,8 89,2 91,0 81,3 87,8
10 95,0 97,0 83,8 85,8 89,4 91,2 81,4 87,9
11 95,2 97,1 83,9 85,9 89,6 91,3 81,4 88,1
12 95,4 97,2 84,0 86,0 89,8 91,4 81,4 88,1
13 95,5 97,3 84,1 86,0 90,0 91,5 81,4 88,2
14 95,7 97,3 84,3 86,0 90,2 91,6 81,4 88,2
15 95,8 97,4 84,4 86,1 90,4 91,6 81,4 88,3
16 95,9 97,5 84,5 86,1 90,5 91,7 81,4 88,3
17 96,0 97,6 84,6 86,2 90,7 91,8 81,4 88,3
18 96,1 97,7 84,7 86,2 90,9 91,8 81,4 88,3
19 96,1 97,7 84,8 86,2 91,1 91,9 81,4 88,3
20 96,2 97,8 84.9 86,3 91,2 91,9 82,1 88,9

different-sized crowds of testers using the same exploratory strategy, in
Figure 5.8 we depict such differences using tile diagrams. In that figure,
darker tiles are associated with higher differences in coverage. We can
observe that the area with white tiles (and, in general, lighter tiles) is
more extended in the diagrams corresponding to crowds of IET testers,
independently from the AUT. In other words, the benefit on effectiveness
of adding an additional tester to the crowd is generally greater for UET
testers with respect to IET testers.

To determine whether the differences in LOC coverage percentage among
different-sized crowds are statistically significant, we performed statistical
tests. In particular, for each AUT and exploratory strategy s, and for each
pair of cardinalities (k, k′), with k, k′ ∈ [1, . . . , 19], k > k′, we tested the
null hypothesis:

HAUT,s,k,k′

0 : The LOC coverage achieved using the exploratory strategy
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Figure 5.7. Average, median, and St. Dev. of the LOC coverage achieved
by different-sized crowds of testers.

Figure 5.8. Difference in LOC coverage percentage achieved by different-
sized crowds of testers using the same exploratory testing strategy.
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Figure 5.9. Results of hypotheses testing: comparing the effectiveness of test
suites generated by different-sized crowds using the same exploratory strategy.

s on AUT by k testers is smaller than or equal to the one achieved
by k′ testers.

Notice that we do not include in our statistical analysis crowds of cardi-
nality 20 because, as shown in Table 5.8, only one subset of that cardinality
exists in our setting, and thus the reduced sample size hinders the appli-
cability of statistical tests. To test the null hypotheses, we first tested
the LOC coverage distributions for normality using the Shapiro-Wilk test.
Then, when both distributions of LOC coverage were normal, we used
the Student’s T test to evaluate the null hypotheses. In the other cases,
we used the Mann–Whitney–Wilcoxon test [212], which does not assume
normal distributions. When the test p-value < 0.05, we reject the null
hypothesis with high confidence, accepting the alternative hypothesis that
the LOC coverage achieved by k testers is greater than that achieved by
k′ testers. Statistical test results are reported with tile plots in Figure 5.9.
In the figure, light tiles correspond to null hypotheses that we could not
reject, whereas dark tiles correspond to scenarios in which the tests con-
firmed statistically significant differences in coverage. More in detail, the
dark tiles are associated with scenarios in which the number of testers on
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the x-axis achieves a greater coverage than the corresponding number of
testers on the y-axis. As the plot highlights, in almost every scenario, we
detected statistically significant improvements in LOC coverage when in-
creasing the number of testers, with the only exceptions being situations
in which the original crowd had already a large number of testers (light
area in the upper-right corner of each tile plot in Figure 5.9).

Even when statistically significant, however, the difference in LOC cov-
erage achieved by different-sized crowds of testers might be negligible and
have no practical impact. Hence, we measured the magnitude of these dif-
ferences using the Cliff’s delta effect size [55], a metric that is largely used
in software engineering studies to compare the degree of difference between
the two experimental results [107]. Cliff’s delta ranges between -1 and 1,
and can be interpreted as follows: if |δ| < 0.147, the difference is negligi-
ble; if 0.147 ≤ |δ| < 0.33, the difference is small ; if 0.33 ≤ |δ| < 0.474,
the difference is medium; if |δ| ≥ 0.474 the difference is considered large.
Results of this analysis are shown in Figure Figure 5.10.

RQ1: Results highlight that, regardless of the considered exploratory
strategy, increasing the size of the crowd of testers by small amounts
(e.g.: 1 to 3 additional testers) generally leads to small or negligible
improvements in coverage, especially when starting with an already
consistent crowd (e.g.: more than 10 testers).

Figure 5.7 and Figure 5.8 show that the greater sensitivity to the in-
crease in the number of UET testers is observable for MunchLife, for which
there are steeper slopes of the curves related to the average and to the me-
dian of the LOC coverage (cfr. Figure 5.7). Similarly, the darker area is
larger for MunchLife (cfr. Figure 5.8). We analyzed the source code and
the coverage sets produced by the UET testers for this application and we
noticed the presence of relatively large areas of code that were executable
only by test cases including device orientation changes events. The pres-
ence of device orientation-dependent code is unusual in small-sized Android
apps and most UET testers did not consider these events in their test cases
because their systematic inclusion certainly has remarkably increased the
time needed to capture the test cases. In addition, other chunks of code
that have not been covered by many UET testers are related to complex
sequences of events, not self-explained into the GUI screens, as described
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Figure 5.10. Measured effect size (Cliff’s Delta): comparing the effectiveness
of test suites generated by different-sized crowds using the same exploratory
strategy.

in greater detail in Section 5.1.2.

In conclusion, the lack of knowledge about the application under test
and the strict time limit represents the main causes for the variability of
the coverage results achieved by different UET testers.

On the other hand, residual differences in terms of coverage achieved
can be observed for IET testers, too. For example, some complex interac-
tions in SimplyDo and TippyTipper have been found by a few IET testers.
In addition, a specific undocumented and unintuitive feature of Trolly (i.e.
the ”offlist” list) represented an unsolvable coverage problem for about half
of the IET testers and it is responsible for the few darker tiles observable
in Figure 5.8 for Trolly and IET testers.

In general, it appears that the residual differences in coverage between
different IET testers depend on their ability in producing effective test
cases: although they received a common background, we observed some
significant differences between their results can be observed.
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Figure 5.11. Difference in LOC coverage achieved by different numbers of
testers using different testing strategies.

RQ2: Comparing UET and IET

In order to answer this research question, we investigate the differences
in coverage achieved by different-sized crowds of testers using different
exploratory strategies. In particular, for each of the AUTs and for each
combination of the number of testers (k, k′), k, k′ ∈ [1, . . . , 20], we com-
puted the difference between the LOC coverage achieved on average by
a crowd of k non-communicating testers using an IET strategy and the
one achieved by k′ testers using a UET strategy. Negative values corre-
spond to cases in which UET testers achieved a higher coverage, whereas
positive values, on the other hand, correspond to scenarios in which IET
testers achieved a higher coverage. In Figure 5.11, we report the results of
this analysis. The white areas in the figure correspond to cases in which
the coverage achieved using UET and IET strategies is comparable (less
than 1% difference in absolute value), red areas correspond to situations in
which the coverage achieved by UET testers is greater than that achieved
by IET testers, while blue areas correspond to situations in which IET
testers achieved higher coverage. As Figure 5.11 highlights, in three of the
four considered AUTs, namely MunchLife, SimplyDo, and TippyTipper,
a noticeable equivalence area exists, and in some cases, the LOC cover-
age achieved by larger crowds of UET testers (i.e., generally more than 10
testers) is higher than that achieved by smaller crowds of IET testers (i.e.,
1 to 3 testers). In Trolly, on the other hand, the LOC coverage achieved
even by a single IET tester exceeded that of a crowd of 20 UET testers by
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more than 1%, and therefore no equivalence area exists.
To determine whether these differences in LOC coverage are statisti-

cally significant, we performed statistical tests and measured the effect
size following the same procedure described in the previous subsection.
More in detail, for each AUT and for each pair of cardinalities (k, k′), with
k, k′ ∈ [1, . . . , 19], we tested the null hypotheses:

HAUT,k,k′

0−smaller : The LOC coverage achieved using a UET strategy on AUT
by k testers is smaller than or equal to the one achieved by k′ testers
using an IET strategy.

HAUT,k,k′

0−greater : The LOC coverage achieved using a UET strategy on AUT
by k testers is greater than or equal to the one achieved by k′ testers
using an IET strategy.

To test the null hypotheses, we used the Student’s T test when both the
sample distributions are normal, and the Mann–Whitney–Wilcoxon test
[212] otherwise. When the test p-value < 0.05, we reject the null hypoth-
esis with high confidence, accepting the alternative hypothesis that the
LOC coverage achieved by k testers using UET is greater (resp., smaller)
than that achieved by k′ testers using IET. Statistical test results are re-
ported with a tile plot in Figure 5.9. In the figure, blue tiles correspond
to cases in which we could reject HAUT,k,k′

0−greater , thus accepting the alterna-
tive hypothesis that the LOC coverage achieved by k testers using UET
is smaller than that achieved by k′ testers using IET. Red tiles, on the
other hand, correspond to cases in which we could reject HAUT,k,k′

0−smaller , thus
accepting the alternative hypothesis that the LOC coverage achieved by k
testers using UET is greater than that achieved by k′ testers using IET.
Lastly, white tiles correspond to cases in which we could not reject any
null hypotheses, and thus we can draw no statistical conclusion. Results
show that, in a preponderant number of cases, the coverage achieved by
crowds of testers using UET is smaller, in a statistically significant way,
than that achieved by crowds of IET testers.

In MunchLife and SimplyDo, larger crowds of UET testers manage to
achieve a statistically higher LOC coverage than crowds of IET testers of
sizes 1 and 2. In particular, in MunchLife, sets of 7 or more UET testers
achieve a higher coverage than sets with one IET tester, and it takes 16 or
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more UET testers to achieve a higher coverage than a pair of IET testers.
In SimplyDo, it takes 4 or more UET testers to cover more LOCs than a
single IET tester, while 14 or more UET testers are needed to achieve better
coverage than a pair of IET testers. In both MunchLife and SimplyDo,
even 20 UET testers cannot achieve a higher coverage than 3 or more IET
testers. In TippyTipper, there is a bigger number of cases in which UET
crowds achieve a higher coverage than IET crowds, as witnessed by the red
area in the bottom-right corner of the tile diagram. Nonetheless, 9 or more
IET testers achieve a higher or comparable coverage than any number of
UET testers. Lastly, in Trolly, even a single IET tester achieves a higher
coverage than any number of UET testers.

The reason behind the better results obtained by IET testers compared
to large sets of UET testers for Trolly is related to the existence of the ”hid-
den” functionality related to the management of ”offlist” items, which can
only be activated with long click events in a particular execution scenario:
it was discovered almost exclusively by the IET testers who could observe
the source code related to its implementation.

On the contrary, the better results obtained by large sets of UET testers
compared to small sets composed of one or more IET testers observed
for TippyTipper depend on the absence of code that was difficult to be
observed and tested in this app. In these cases, UET testers were limited
mainly by the strict time limit and their diversity allows them to obtain
excellent results by considering the union of the coverage obtained by a
large group of them.

Even when statistically significant, however, the differences in LOC
coverage achieved by different-sized crowds of testers using different ex-
ploratory strategies might be negligible. Hence, we measured the magni-
tude of these differences using the Cliff’s delta effect size, as discussed in
Section 5.2.2. Results of this analysis are shown in Figure 5.13, and high-
light that in three of the considered AUTs, namely MunchLife, SimplyDo,
and TippyTipper, there exists an “equivalence” zone in which different
numbers of UET and IET testers achieve comparable coverage (i.e., the
effect size is small or negligible). In Trolly, on the other hand, the cover-
age achieved by IET testers is always greater than that achieved by any
number of UET testers, with a large or medium effect size.

The performance of both IET and UET crowds and the extent of such
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Figure 5.12. Results of alternative hypotheses testing: comparing the ef-
fectiveness of test suites generated by different-sized crowds using different
exploratory strategies.

Figure 5.13. Measured effect size (Cliff’s Delta): comparing the effectiveness
of test suites generated by different-sized crowds using different exploratory
strategies.
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equivalence areas are significantly influenced by the nature of the AUT. In
AUTs in which some features are unintuitive, Informed approaches prove
to be significantly more effective, as testers using an Uninformed strategy
often fail to stress these ‘hidden’ features. In AUTs featuring a larger
number of functionalities, on the other hand, the coverage achieved by
each tester appears to be mainly limited by the given time budget. In these
cases, leveraging larger numbers of testers using an Uninformed approach
leads to overall better coverage.

RQ2: Results highlight that small crowds of IET testers generally
achieve similar results w.r.t. larger crowds of UET testers. In apps
with unintuitive features, even a single IET tester can achieve better
results than a large crowd of UET testers.

RQ3: Cost-effectiveness of UET, IET, and mixed strategies

Generating tests with an Informed exploratory strategy requires com-
puting and analysing code coverage reports, and is, therefore, more time-
consuming than using a simpler Uninformed exploratory approach. The
goal of this research question is to investigate which exploratory strategy
(or mix thereof) is the most cost-effective. As discussed in Section 5.2.1,
we assigned a one-hour effort to Uninformed testing tasks and a three-hour
effort to Informed ones.

In Table 5.10, we report the average LOC coverage percentage achieved
by different-sized crowds of testers using different strategies, with the same
overall man-hours effort. In particular, we consider: (I) crowds using an
Uninformed approach; (II) crowds using an Informed approach; and (III)
crowds in which some testers use an IET strategy, while some others use
a UET approach (which we refer to as Mixed). For each AUT and for
each overall man-hours budget, we highlight in bold the maximum LOC
coverage achieved by any of the considered strategies. For the sake of
compactness, we report in Table 5.10 only a subset of the overall man-
hours budgets for which an IET crowd exists. Complete data are available
in the replication package [35].

Results show that, under the same effort budget, the coverage achieved
by IET crowds is always greater than or comparable to the one achieved
by UET crowds. In some cases, the difference in coverage between IET
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Table 5.10. LOC coverage percentage achieved using different strategies,
with the same overall man-hours effort.

Effort Strat. Num.
IET

Num.
UET MunchLife SimplyDo TippyTipper Trolly

3 UET 0 3 91,7 82,9 87,6 80,0
IET 1 0 93,4 82,8 87,3 83,5

6
UET 0 6 93,9 83,3 88,5 81,0
IET 2 0 95,9 84,0 89,2 84,3
Mixed 1 3 95,6 83,7 88,9 83,0

9

UET 0 9 94,8 83,7 89,2 81,3
IET 3 0 96,3 84,6 89,7 85,4
Mixed 1 6 95,9 84,0 89,8 83,1
Mixed 2 3 96,2 84,3 89,6 85,6

12

UET 0 12 95,4 84,0 89,8 81,4
IET 4 0 96,5 85,0 90,1 86,1
Mixed 1 9 96,1 84,3 89,9 83,2
Mixed 2 6 96,3 84,5 90,4 85,1
Mixed 3 3 96,2 84,1 90,0 84,7

15

UET 0 15 95,8 84,4 90,4 81,4
IET 5 0 96,6 85,2 90,4 86,7
Mixed 1 12 96,2 84,6 90,4 83,2
Mixed 2 9 96,1 84,5 90,4 84,4
Mixed 3 6 96,8 85,1 90,6 86,1
Mixed 4 3 96,3 85,2 90,4 85,4

18

UET 0 18 96,1 84,7 90,9 81,4
IET 6 0 96,7 85,4 90,6 87,1
Mixed 1 15 96,2 84,8 90,8 83,2
Mixed 2 12 96,4 85,0 90,7 84,0
Mixed 3 9 96,4 85,1 90,6 85,4
Mixed 4 6 96,6 85,3 90,7 85,2
Mixed 5 3 96,8 85,4 90,6 86,4
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and UET crowds is remarkable. In MunchLife, for example, with a 6 hours
overall effort, 2 IET testers achieve on average 2% more coverage than 6
UET testers. Similarly, in Trolly, with an 18 hours budget, 6 IET testers
achieve 5,7% more coverage than 18 UET testers. In most cases, however,
the difference is less noticeable (1% or less). As for mixed crowds, we can
observe that, for small budgets (e.g. 6, 9 or 12 man-hours), the coverage
percentage achieved with mixed approaches has intermediate values w.r.t.
UET and IET testers. In these cases, the effectiveness of the resulting
mixed test suites appears to be generally greater than that of UET crowds,
and comparable (less than 0.5% difference in LOC coverage) to that of IET
crowds. On the contrary, as the budget increases to 15 or 18 man-hours,
there are frequent cases in which combinations including both UET testers
and IET testers provide the best coverage results. For example, with 15
hours of overall effort, a mixed crowd of 3 IET testers and 6 UET testers
achieves higher LOC coverage than an IET crowd of 5 testers on both
MunchLife and TippyTipper. In both cases, however, the difference in
LOC coverage is rather small (0.2%).

These results support the insight of the existence of a trade-off between
the advantages of the IET approach (which provides effective test suites
even with a few testers) and those of the UET approach (which improves its
effectiveness as the number of tester increase, due to the greater diversity
among the results of individual testers). This trade-off could be optimized
by a mixed approach involving both UET and IET testers.

RQ3: Results highlight that, in the considered setting, an Informed ex-
ploratory strategy is generally more cost-effective than an Uninformed
approach or combinations of both approaches. Mixed crowds appear to
be generally more cost-effective than UET ones and can represent a
valid trade-off solution when larger budgets are available.

5.3 Threats to Validity

In this section, we discuss some threats that could have affected the
results of our empirical study and their generalizability, according to the
guidelines proposed in Wohlin et al. [213].
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Threats to Internal Validity.

To ensure a fair comparison between the effectiveness of Uninformed
Exploratory Testing (UET) tasks and that of Informed Exploratory Test-
ing tasks, we enforced the same experimental conditions for all the exper-
iments. To this aim, each student act on freshly-installed apps, without
any data from previous executions, in the context of an instance of the
same Android emulator with the same Java Virtual Machine. In addition,
we provided students with a pre-installed instance of the Eclipse IDE, in-
tegrated with Robotium Recorder and Android support, and with projects
related to the applications under test. In this way, we mitigated the threat
related to the waste of testing time due to environment setup activities
that could differ between different students. All the students had a basic
knowledge of that environment, which was presented in previous lectures
of the same course. Furthermore, we selected apps with no dependencies
on external resources such as remote data sources or services, so that their
behaviour was not influenced by external factors. We did not control the
order of analysis of the apps, having required that the students freely orga-
nized and accomplished their tasks. Of course, it is not possible to exclude
the threat of a learning effect, in case all the students analysed the apps
exactly in the same order. In addition, we were not able to reconstruct the
time allocated by any student to the testing of each specific application
because we asked only to provide the total time spent on the testing of all
the apps, without tracing the ending time for each application testing.

Threats to External Validity.

These threats limit the generalizability of the results and are often
posed by the way experimental objects and subjects are selected. In this
study, we considered four simple open-source Android apps. We are aware
that the selected apps cannot be considered representative of complex com-
mercial applications. This represents a threat to the possibility of general-
ising our findings to every Android app. Additional experiments involving
industrial-strength apps should be carried out in order to mitigate this
threat.

As for the C&R tool, in our experiments, we used the Robotium
Recorder tool. Currently, Android Espresso Test Recorder, a free tool
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included in the Android Studio suite, has surpassed Robotium Recorder
in popularity. Anyhow, the features of the two tools are quite similar.
We performed other experiments with different graduate students using
Android Espresso Test Recorder in a UET scenario on the same AUTs,
and the results showed that there are no significant differences in the effec-
tiveness of the recorded test cases with respect to the ones recorded with
Robotium.

Concerning the selected subjects, the involvement of students as par-
ticipants may affect the generalization of results [42, 53]. Anyway, differ-
ent recent studies state that it is reasonable to recruit crowdworkers from
the researchers’ organization [138, 82]. The 20 students involved in this
experiment had basic experience in Android development and GUI test-
ing, and several studies [93, 49, 176] observed that graduate students and
practitioners perform similarly when applying a new technology during ex-
perimentation. Thus, we suggest that our results could be generalizable
to crowdtesting scenarios in which C&R testers with limited testing skills
are recruited [136].

5.4 Summary and Future Works

E2E testing of mobile apps is a challenging activity, due to the time-to-
market pressure of a very competitive scenario and to the fragmentation
of mobile systems and devices, requiring repeated tests on multiple dif-
ferent devices. Many solutions have been proposed in the literature to
support practitioners, like C&R with ET or AIG tools. From a practi-
cal perspective, a Software Project Manager might be puzzled in deciding
whether to use AIG tools or ET approaches, for a specific app under devel-
opment. Moreover, this decision-making scenario is further complicated by
the diffusion, in recent years, of crowdtesting, which allows companies to
conveniently recruit human testers on an on-demand basis and relatively
inexpensively, thus making ET approaches more appealing.

Nevertheless, to the best of our knowledge, little work aimed at sup-
porting these managerial choices has been conducted in the literature, even
though the choice can be of paramount importance for a Software Project
Manager.

In this chapter, we conducted two empirical studies aimed at addressing
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this lack in the literature and providing useful insights to software project
managers, based on which they could make more informed decisions.

In the first study, we measured, using well-known metrics such as LOC
and Branch coverage, the testing effectiveness of unskilled practitioners
using a C&R tool, on four apps on which they had no information at
all, under strict temporal constraints. In this scenario, which we named
Uninformed Exploratory Testing (UET), human testers obtained testing
performances just slightly better than AIG tools. In a second experiment,
we gave the same testers more time and information about the AUTs, i.e.,
source code and coverage reports, and asked them to record more tests
to improve the previously-achieved coverage. In this scenario, which we
called Informed Exploratory Testing (IET), we found that human testers
generally outperformed the considered AIG tools, even when AIG tools
were executed for longer periods of time.

Moreover, we conducted a detailed qualitative analysis of the lack of
coverage obtained by the testers and the AIG tools. This analysis al-
lowed us to investigate the limitations of both approaches. In particular,
we found that the main factors hindering the effectiveness of the human
testers are the lack of time and the lack of information on the AUT. As
for the AIG tools, their effectiveness was limited by both technological and
methodological issues. The technological issues are related to unsupported
GUI events/widgets and could be easily solved by technical improvements
of the tools, which should be adapted to the continuous evolution of the
Android framework. The methodological issues, on the other hand, are
related to the ineffectiveness in testing functionalities that are reachable
only through complex interactions and represent a well-known intrinsic
limitation of AIG testing techniques [13].

In the second study, we elaborated on the results of the first study
to investigate the effectiveness of exploratory strategies and capture and
replay in crowdtesting scenarios, based on the assumption that the 20 in-
volved master’s students can be considered representatives of practitioners
taking part in crowdtesting activities. To this end, we computed, for every
possible distinct subset of subjects, the aggregate code coverage that a
given crowd would have achieved in a crowdtesting scenario.

The analysis of the experimental results provided some interesting con-
clusions and insights. First of all, we confirmed the effectiveness of the
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crowdtesting paradigm even in scenarios in which the goal is to produce
re-executable test suites with C&R, and not only to identify bugs. Fur-
thermore, we have observed that increasing the size of the crowd of testers
by small amounts generally leads to small or negligible improvements in
coverage, especially for larger crowds. The comparisons between the cov-
erage results achieved by crowds of UET and IET testers showed that
small crowds of IET testers generally achieve similar results with respect
to larger crowds of UET testers, but the test suites produces by IET testers
are superior with respect to the coverage of complex or unpredictable func-
tionalities. The comparisons between the results of different crowds having
the same overall testing effort (in terms of man-hours) and composed of
UET testers, IET testers or a mix of them, provided some insights about
the optimal composition of crowds. In the context of our experimental set-
ting, IET crowds were generally more cost-effective than UET crowds or
mixed crowds, whereas mixed crowds generally outperform UET crowds,
and appear as a viable alternative when larger budgets are available.

In future work, we plan to replicate our experiments in an industrial
context, involving industrial-strength apps, to evaluate the effect of the
testers’ skill level on the effectiveness of the generated test suites. More-
over, we also plan to replicate the study on crowdtesting involving larger
crowds of real crowdtesters in place of students, to improve the generaliz-
ability of the results, and include real crowdtesting costs in our analyses.

Furthermore, on a broader horizon, similar studies could also be carried
out in the context of web applications, to investigate whether the same
findings apply to that domain as well.



Chapter 6
Conclusions

End-to-End (E2E) testing is a widely-used approach to improve the
quality of web and mobile applications. In this kind of testing activity,
the Application Under Test (AUT) is tested as a whole, in its entirety,
simulating real-world usage scenarios. The research presented in this thesis
aims at improving the effectiveness of E2E testing processes from multiple
perspectives.

In the domain of GUI-level testing of web applications, research pre-
sented in Chapter 3 of this thesis work aims at improving the effectiveness
of automatic GUI-level test generation techniques by tackling the problem
of near-duplicate web pages in automatic model inference, which is a pre-
requisite for the application of many automatic test generation techniques
for web apps. Indeed, most automatic GUI-level test generation tech-
niques for web applications rely on state-based models of the AUT, which
are typically automatically inferred via crawling. In such models, states
represent high-level functionalities of the AUT, while transitions represent
navigability relationships between these functionalities. Automatically-
inferred models, however, are affected by near-duplicate states, i.e., states
corresponding to slightly different web pages that nonetheless represent
the same functionality from a testing point of view. Near-duplicate states
have a negative impact on the quality of automatically-inferred models,
and thus on the quality of the test suites which are automatically gen-
erated from them [217]. To this end, two novel near-duplicate detection
techniques are proposed, based on a common underlying framework. The
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effectiveness of the proposed techniques and their impact on the quality
of automatically-generated test suites is assessed in an empirical study
against state-of-the-art baselines. Results show that the proposed tech-
niques outperform state-of-the-art approaches for near-duplicate detection
of web pages, and their usage can lead to remarkable improvements in the
quality of the resulting test suites. Future work in this domain could be
aimed at further improving the effectiveness of the proposed techniques,
for example by using visual embeddings on web screenshots, or by using
more advanced embedding models, capable of taking into account also the
intrinsic structure of web pages, such as the one proposed by Alon et al. [8].
In a broader context, the research on near-duplicate detection carried out
in this thesis could be applied in different domains than automatic model
inference/test generation. For example, in web test prioritization, selec-
tion, and/or minimization [185], similar techniques could be used to define
more advanced model-based coverage measures.

In the domain of performance testing of web applications, the research
described in Chapter 4 faces the problem of workload generation, i.e., speci-
fying which sequence of web requests should be sent to the AUT to simulate
a given load level. In a collaboration with an industrial partner, we found
that existing solutions and tools for the automatic generation of workloads
for web applications are affected by limitations hindering the productiv-
ity of practitioners and the overall effectiveness of the performance testing
process. To overcome these limitations, we presented a novel technique to
support their automatic generation of workloads leveraging existing E2E
GUI-level web tests. The effectiveness of the proposed technique is then
evaluated in a preliminary industrial case study, with promising results.
In future works, we plan to further validate our proposal by conducting
an extensive empirical evaluation and comparing it against state-of-the-
art workload generation approaches presented in the literature and on a
broader set of subject systems, possibly including also open-source ones,
to improve the generalizability of the results.

Lastly, in the domain of GUI-level testing of mobile applications, the
research activities described in Chapter 5 aim at investigating the effective-
ness of different GUI-level testing approaches for mobile apps, to support
Software Project Managers in deciding which techniques to use to test
a given mobile application. To this end, two empirical studies are con-
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ducted, comparing among themselves Automated Input Generation (AIG)
tools, practitioners using Capture & Replay (C&R) tools and different
exploratory testing strategies, and crowdtesting scenarios involving prac-
titioners using C&R tools. Experimental results provided some interesting
insights that could prove useful to both software project managers decid-
ing which testing strategies to adopt for their mobile app projects, and to
researchers and practitioners working on novel AIG tools. Future works in
this domain will aim at replicating the experiments in an industrial con-
text, involving industrial-strength apps, to also evaluate the effect of the
testers’ skill level on the effectiveness of the generated test suites. More-
over, we also plan to replicate the study on crowdtesting involving larger
crowds of real crowdtesters in place of students, to improve the generaliz-
ability of the results, and include real crowdtesting costs in our analyses.
Furthermore, on a broader horizon, similar studies could also be carried
out in the context of web applications, to investigate whether the same
findings apply to that domain as well.
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