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Abstract 
 

The term Additive manufacturing refers to a wide family of production 

technologies that can be classified based on a great number of features such as 

the operating principle and the material employed however, this thesis will 

focus on the Laser Powder Bed Fusion (LPBF) technologies and more 

specifically on the powder bed deposition stage. LPBF technologies (AM) 

have become commonly used method for the production of parts to be 

employed in critical applications in an ever-expanding list of fields ranging 

from aerospace and automotive to medical devices [1].  Indeed, the popularity 

of this method of production resides in the undeniable advantages it allows, 

i.e., material savings, design flexibility, customization etc. and in how such 

advantageous features perfectly apply to cases where a complex design and 

reliable mechanical properties are required for small batches productions. 

However, a further affirmation of LPBF technologies is hindered by the 

incomplete understanding of the complex multiphysics involved. Indeed, the 

selection of the operating process parameters is not trivial in case of novel 

materials and requires a laborious trial and error approach that can in turn 

lessen, if not completely even out the aforementioned advantages. Another 

weakness of this technologies is the high volatility of the finished parts 

characteristics if compared with more traditional and stable methods that leads 

to issues such as process repeatability, internal defects of the printed parts, and 

non-uniformity of the properties within the building chamber[2]. In fact, a 

Laser Powder Bed Fusion process comprises multiple stages: first, the 

feedstock material, in the form of micrometric powders, is spread in layers 

ranging from few microns to several dozens, then selected areas of the 

deposited layer are melted by a focused laser beam. The steps are repeated until 

the final part is completed [3]. As mentioned before the work presented in this 



thesis will focus on the first step: the powder bed deposition. This step can be 

regarded as a sub process with his own input parameters and outputs which in 

turn can influence the successive step and the printing process as a whole. 

Indeed, the spreading process is the only form of control over the state of the 

powder bed that will be processed by the laser beam and any defect or 

discontinuity will affect the layer and consequently the final part. Moreover, 

the laser’s parameters (i.e., power, scan speed etc.) are set not taking into 

consideration the local variations in the powder bed characteristics and are 

unlikely to be ideal for the whole layer.  Therefore, clarifying the relationship 

that links inputs and outputs means being able to obtain the desired 

characteristics of the powder bed trough an appropriate selection of the process 

parameters and ultimately grants more control over the final result. Such a fine 

level of control on the process has significant implications on both industrial 

and research applications.  From the industrial point of view, it means 

increasing the reliability of the existing process, eliminating probable sources 

of defects, obtaining more uniform mechanical properties throughout the 

printing chamber and between successive prints. Moreover, the characteristics 

of the powder bed could be chosen as to enhance the laser-matter interaction, 

increasing the energy efficiency of the process. As for the research on the topic, 

clarifying and controlling the spreading mechanisms is pivotal in cases where 

the feedstock material is made up of particles with significantly heterogeneous 

characteristics (e.g., size, material, shape etc.) in order to avoid segregation 

phenomena or suboptimal spreading that can cause defects in the final part. 

This scenario is relevant when dealing with the printing of tailored materials 

or new alloys. In this light, the extent of the impact of a complete 

comprehension of the link between the spreading process parameter and the 

resulting powder bed appears evident. Therefore, the aim of this thesis is to 

investigate the powder bed deposition stage during a LPBF in order to deepen 



the understanding the spreading mechanism. The investigations have been 

carried out by means of both a numerical and experimental approach. The 

outline is the following: 

 

• Section 1: State of the art 

• Section 2: Experimental analysis  

• Section 3: Numerical model  

• Section 4: Application  

• Section 5: Future developments 

• Section 6: Conclusions 
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Section 1: State of the art 
 

In the last decade LPBF processes, along with all the other Additive 

Manufacturing technologies has received a lot of attention from the academic 

community leading to the formation of an extensive literature on the topic, 

based on both experiments and numerical simulations. This literature is mainly 

focused on the laser processing stage with many studies analysing the molten 

pool formation as well as the solidification and microstructure evolution [4] 

and dealing with the proper selection of the parameters, e.g., hatch spacing, 

beam power, scan speed[5].  Nie et al. [6]  examined the scan speed effect on 

single tracks and the overlapping effect on multitrack parts of Al-Cu-Mg 

alloys. The energy density was related to the melting pool width and a 65% 

overlap and 10 m/min scanning speed to the higher density of the samples and 

no cracks. Wang et al. [4] studied a SLMed Al-3.5Cu1.5 Mg-1Si alloy 

analysing both the microstructure and the mechanical properties, finding the 

maximum densification for a laser energy density of 182 J/mm3. Della Gatta 

et al. [7] focused on identifying the process parameters for a customized Al-

Cu-Mg-Si alloy and were able to obtain a maximum relative density of 97%, 

pointing out a predominant role of the laser beam power. However, similarly 

to the cited works, in most of the literature on the topic the characteristics of 

the underlying powder bed are often assumed and not derived from the real 

processing conditions, if not completely neglected. However, the laser-matter 

interaction is strongly influenced by the properties of the underlying powder 

layer, such as the particle size distribution, surface topology, and packing 

factor [8], [9] which are in turn determined by the feedstock material and the 

spreading process parameters [10]. This omission could undermine the results 

that were obtained. Due to the unidentified spreading mechanism, which may 
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result in significant differences in the morphology of the powder layer, the 

observed "optimum" cannot be immediately translated to any printing 

procedure. These characteristics can also drastically vary within the same layer 

and between layers at the same position in the powder bed. Therefore, if a 

specific state of the powder bed was taken into account when optimizing the 

laser processing parameters, the aforementioned variations could result in less-

than-ideal laser-matter interaction, which would lower the quality of the 

printed parts and eventually lead to defects like lack of fusion (LOF) or 

porosities [11]. 

For these reasons, in the latest years, the researchers have focused more on 

powder bed deposition stage. After a deep survey of the literature on the topic 

it is possible to identify two different approaches to the problem, with their 

unique advantages and limitations: Experiments and numerical simulations.  

The experiments are conducted on different machines with varying degrees of 

fidelity to the actual process, ranging from the freehand layering of powders 

with dedicated setups to the use of specially sensorised actual 3D printers, 

based on the purpose of the research activity. Many researchers have applied 

different classes of optical measurement methods such as structured light [12], 

low coherence scanning interferometry [13], or fringe projection profilometry 

[14] to acquire the surface of the spread layer during the printing process, 

applying artificial intelligence to identify and correct macroscopic defects in 

the powder bed before the laser processing stage, leading to an effective form 

of online control. However, some form type of sampling is required in order to 

acquire more essential aspects of the powder bed, such as the packing factor 

and local size distribution. A strategy was developed by Ali et al. [15] that 

involved sampling portions of the powder bed with a UV curable polymer and 

analysing the samples using nano-computing tomography (CT). Other 

researchers developed and 3D-printed a hollow component that served as a 
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container for the powders, which were later retrieved and weighed to measure 

the regional packing density [16]. A common approach also requires the use 

of simple setups that sacrifice the fidelity and precision of the process to 

enhance the observability of the results. Ahmed et al. used a makeshift 

cardboard stencil (25 mm × 2.5 mm) with two glass slides and manually spread 

a thin layer of powder, to be able to observe it under a microscope [17]. As 

showed, an experimental approach can convey useful information on various 

aspects of the spreading process, however, it also has some drawbacks. First, 

due to the small length scale of the particles it is difficult to characterize the 

process on a particle scale. Indeed, there is no universally recognised strategy 

for the analysis of the powder bed, therefore the data that can be extrapolated 

from the literature on the topic are scattered and do not follow an organized 

structure. Moreover, the setups required to perform the experiments can be 

costly and time-consuming, considering the additional design burdens. The 

same applies when using an actual 3D printer, considering the downtime of the 

machine. Alternatively, simple setups can be used but the loss in fidelity and 

reproducibility cannot be ignored. The use of numerical simulations enables a 

deeper comprehension of the complex spreading mechanisms at a particles 

scale, while allowing for more flexibility in the parameter’ selection. The 

behaviour of the particles can be analysed based on every different 

characteristic (i.e., diameter, material, shape etc.) of the latter and under 

various processing condition (i.e., layer thickness, spreading speed, geometry 

of the recoater) with simple changes to the source code. Almost the entirety of 

the works in the literature makes use of the Discrete Element Method (DEM), 

first proposed by Cundall and Strack [18]. The DEM tracks the time evolution 

of each particle independently, in a Lagrangian fashion, based on the forces 

applied to the particles by an external source or by other particles, and updating 

his position and velocity after a fixed amount of time. A more detailed 
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explanation on how the numerical method works will be presented in a later 

section. DEM based models have been successfully used in the simulation of 

granular systems [19] and suspensions [20] and have been proven to be suitable 

to accurately predict the powder spreading in Laser Powder Bed Fusion 

(LPBF) techniques. Parteli and Poschel [21] developed a numerical tool that 

explicitly takes into account the complex shape of the particles and used it to 

investigate the effect of a varying coating speed and particle size distribution 

on the surface roughness. Moreover, the load on the partially built part was 

also monitored. Mindt et al. [22] focused on the spreading of commercial Ti-

6Al-4V powder, comparing the results with that of simpler ‘rain’ models. The 

effect of the coating speed and building plate displacement on the powder 

packing density was investigated. In the work from Haeri et al. [23], the focus 

was on how different aspect ratios of the particles influence the roughness and 

the solid volume fraction of the powder bed, showing that optimal results can 

be achieved for an aspect ratio of 1.5. It was also shown that a roller performs 

better than a blade in terms of geometry of the spreading device. These findings 

are qualitatively confirmed by experiments, even though the experimental 

setup does not realistically reproduce the spreading conditions. Chen et al. 

[24]developed a numerical model to investigate the powder flowing behaviour, 

explicitly taking into account the cohesive forces between the particles. 

Decreasing the particle size was beneficial for the fluidity of the powder bed. 

However, for particles with radius lower than 21.8μm, the effect of the 

cohesion forces becomes prominent, hindering the powder flowability. An 

experimental validation was carried out, comparing the simulated and the real 

profile of the powder heap in front of the blade during the spreading process. 

Similar findings by Meier et al. [25] confirmed that if the median diameter of 

the particles is too small, the resulting powder bed quality can be 

compromised. Haeri [26]used a DEM model to identify more efficient shapes 



1.   State of the art 

 

5 
 

for the spreading device that can lead to a quasi-critical value of powder bed 

density. Nan et al. [27] studied the jamming caused by the highly frictional 

nature of the powders used in AM. The frequency and duration of the jamming 

phenomena were related to the layer thickness. Zhang et al. [28] employed a 

DEM model to simulate ceramic powder roller-spreading with specific 

attention to the influence of the layer thickness and of the roller parameters on 

the packing factor of the powder bed. Chen et al. [18] focused on the deposition 

mechanism at a particulate scale and tried to establish a comprehensive model. 

Three competing mechanisms which can influence the packing density of the 

powder bed were identified: the cohesion effect, the wall effect, and the 

percolation effect. A similar approach can be found in Fouda et al. [29], 

showing that the final deposited layer packing fraction is influenced by the 

dilation caused by the starting of the spreader, the rearrangement due to the 

crossing of the gap, and the inertia of the already deposited particles. 

Furthermore, the relationship between the process parameters and the relative 

influence of those mechanisms was also highlighted. Han et al. [30] tried to 

establish a systematic approach for the optimization of the layer thickness. A 

numerical model was developed to analyse the effect of the layer thickness on 

the powder bed density and the optimum parameters were used to produce 

samples whose microstructure and tensile strength were assessed. Desai et al. 

[31] employed an interesting approach to overcome the limitation of the high 

computational power required by DEM method by using the DEM-based 

simulations to train a feed forward, back propagation neural network which 

was then used to study the relationship between spreading parameters and 

process results. However, some limitations exist when using a DEM based 

numerical model. Indeed, these models do not scale well with the number of 

particles in term of computational power required, therefore only a limited part 

of the whole process can be reproduced. Moreover, the selection of the 
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parameters for the DEM model usually requires complex calibration 

procedures. Another strong limitation is represented from the shape of the 

particles. Complex shapes can be modelled to some extent with overlapping 

clusters of spheres, at the cost of additional computational power requirements. 

It is also worth mentioning that, given the scarcity and fragmentary nature of 

experimental data, most of the cited works are totally not validated with some 

having just a partial validation of the results. The main advantages and 

limitations of the two approaches are summarised in Table 1. 

 

Table  1 - Advantages and limitations of the experimental and numerical 

approach. 

Experimental Numerical 

Advantages Disadvantages 

Full scale  Costly 

Trustworthy  Limited 

number of 

parameters to 

explore  
 

Advantages Disadvantages 

Particle scale Computationally  

demanding  

Flexibility in 

the setup and 

parameter 

selection 

Simplifications 

are required 

 Hard to validate 

 

 

The fragmentary nature of available data also applies to studies that make use 

of numerical models to investigate the powder bed deposition. Indeed, the 

presented results are often only valid if referred to the same material, with the 

same parameters and the same setup for the process. However, in many studies 

it is possible to identify common results that can be summarised as follows: 
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• Spreading speed can influence the characteristics of the deposited 

layer. 

• Due to the size of the metallic powders commonly used as feedstock 

material, the adhesive effects play a crucial role and should therefore 

be taken into consideration, both during the modelling and when 

selecting the material for real printing processes. 

• The layer thickness should be selected carefully since an improper 

selection can lead to detrimental effects.  

• The effective layer thickness may deviate significantly from the 

nominal, usually increasing for the first few layers up to a stable 

value. 

• The characteristics of the powder bed can vary significantly in the 

direction of advancement of the recoater.  

Regardless of the method used, there is still need for further analysis. Indeed, 

a proper comprehension and optimization of the spreading process is far from 

be achieved. The works in the literature do not address what happens in the 

layers after the first and at the same way ignore the recursive nature of the 

process, where the result of the previous layer influences the successive 

spreading. 



 

8 

Section 2: Experimental analysis 

2.1 Materials and methodology 
 

The next section will cover the experimental part of this thesis, describing in 

due detail the equipment, the selected feedstock material as well as the 

experimental procedure followed. The assumptions and underlying 

motivations as well as the results will be presented and discussed.  

2.1.1 The experimental device 
 

The spreading process tests that will be discussed later were performed on the 

specially constructed apparatus in Figure 1 that accurately mimics the layering 

apparatus of a commercial 3D printer. 

 

Figure 1 - Experimental device used in the spreading experiments. 
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Due to a number of benefits, such as unrestricted access to the powder bed 

without being constrained by the additional equipment of a real 3D printer, the 

freedom to operate and modify the device itself, and a large selection of process 

parameters, an independent open architecture device was preferred. 

Nonetheless, the level of precision required to guarantee the correct conduction 

of the process is met, ensuring stable and reproducible results. Both the 

feedstock and deposition plate measure 150x150 mm and can be vertically 

adjusted via two independent micrometric screws. The vertical offset of the 

deposition plate after each pass of the recoater defines the layer thickness, 

while the overall amount of powder that is deposited for each layer can be 

controlled by moving the feeding plate. In a perfect world, the amount of 

powder removed from the powder feedstock would match the amount of 

powder deposited in each layer. However, due to a less than ideal spreading 

procedure, it is typically raised to prevent subpar layering or feeding errors. 

The surplus powder is collected for further reuse in a tank at the end of the 

deposition zone.  In order to avoid complicating the experimental setup with 

other variables a simple vertical rubber blade was preferred to a more complex 

device, such as a roller or similar.  

2.1.2 The feedstock materials 
 

As for the feedstock material, Al powders, which will be referred to as "poor 

grade," and IN718 powders, which will be referred to as "good grade" were the 

two materials taken into consideration. The term "poor grade" refers to some 

characteristics of this powder, such as an uncontrolled aspect ratio, a lack of 

sphericity, and a relatively wide range of particle sizes, which make them 

unsuitable for additive manufacturing. These characteristics are evident in 
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Figure 2, which displays an image of Al powder taken with a scanning electron 

microscope (SEM, Hitachi TM 3000). 

 

Figure 2 - SEM image of the “poor grade” feedstock material. 

On the other hand, as can be seen from Figure 3, the "high quality" sample of 

IN718 (= 8.19 g/cm3) is made of particles that have a better degree of sphericity 

and a more regulated aspect ratio. Additionally, the PSD chart demonstrates 

that the particle diameter has a reasonably flat slope and ranges between 10 

and 50 µm. These two fairly dissimilar feedstock materials were selected to try 

to highlight any cross correlation between the process parameters and the 

characteristics of the powders. 
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Figure 3 - (Left) SEM image of the "good grade" feedstock material. (Right) 

Particle Size Distribution of the "good grade" material. 

2.1.3 Powder bed characterization 
 

As mentioned before, the powder deposition stage can be regarded as a sub 

process per se, with his own process parameters and target outputs. 

Specifically, in this thesis the process parameters chosen are the layer thickness 

and the spreading speed, along with the two different feedstocks presented 

earlier. The target output chosen to evaluate the deposited powder bed are the 

packing density, the surface characteristics of the top layer and the particles 

size distribution. Instead of focusing just on an average value of the powder 

bed features, we have assessed the properties at various points in the powder 

bed to pinpoint areas where the deposition outcomes may be less than ideal or 

significantly different, as well as the potential for segregation phenomena. 

Indeed, besides having good characteristics of the powder bed it is preferable 

for them to be distributed uniformly on the deposition plate. In this light, the 

four corners of the deposition plate, as shown in Figure 4, were the four 

locations where the powder bed was examined. To reduce their impact, each 
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sampling spot is 30x30 mm in size and placed 20 mm from the edges of the 

deposition plate.  

 

Figure 4 - Position of the sampling zones in the deposition plate. 

There are no additional stages of compaction in an additive manufacturing 

process, therefore the spreading process is the only one that can affect the 

packing density of the powder bed. In our studies, a known-volume portion of 

the powder bed was removed using a special instrument made to retrieve a 

sample from a shallow powder bed. The sample was weighed using a precision 

balance to determine the powder bed's local packing density.  The topology of 

the powder bed surface in its loose state as a result of the spreading process 
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has a direct impact on the laser-matter interaction and, subsequently, on the 

effectiveness of the heat transfer mechanisms. This is especially true for 

reflective materials, for which the main mechanism of absorption is multiple 

refraction between powder particles [32]. Given the loose nature of the powder 

bed's surface, in-situ observation is the only way to describe it. Specific spots 

with an extension of around 1 mm2 were observed with the use of a Wi-Fi 

microscope mounted on a specifically designed platform. To measure the 

quality of the deposited powder bed, the instrument's restricted depth of focus 

was exploited. The strategy described above was used to characterize the 

powder bed obtained used the experimental device presented above. More 

specifically, 30, 50, and 100 µm were chosen as the three levels of layer 

thickness. Although a layer thickness of 100 µm is primarily used for 

technologies like electron beam melting, where the use of a different heat 

source (namely an electron beam) with more penetrative potential allows for 

the deposition of thicker layers of powders [33], these values are within the 

typical ranges used in LPBF applications [34]. However, prior studies have 

shown that the thermal contraction of the previously printed part during the 

printing process can cause the real thickness of the layer of powders to differ, 

sometimes significantly, from the nominal one [35]. This led to the inclusion 

of a layer thickness of 100 µm in the study. Two levels of the recoating device's 

speed, 30 mm/s and 60 mm/s, which lie within the scope of usual AM 

applications, were taken into consideration. Additionally, a lesser spreading 

speed of 10 mm/s was also used as a benchmark. The very low spreading speed 

can have a substantial impact on the overall process time and is of little 

industrial importance because recoating occurs at every layer. As a result, only 

one iteration was performed. Based on the aforementioned factors, Table 2 

reports the experimental strategy that was produced, which included a total of 

7 unique combinations for the two feedstock materials. Multiple layers were 
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deposited for each set of parameters, and the powder bed was then 

characterized. 

Table  2 - Experimental plan of the spreading experiments. 

Experiment Sample Recoating speed 

[mm/s] 

Layer thickness 

[μm] 

1 Poor grade 60 100 

2 Poor grade 60 50 

3 Poor grade 60 30 

4 Poor grade 30 100 

5 Poor grade 30 50 

6 Poor grade 30 30 

7 Poor grade 10 100 

8 Good grade 60 100 

9 Good grade 60 50 

10 Good grade 60 30 

11 Good grade 30 100 

12 Good grade 30 50 

13 Good grade 30 30 

14 Good grade 10 100 
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2.2 Results  
 

This section will present the results of the spreading experiments, along with a 

discussion of the probable causes for these results. Understanding the probable 

reason of these variances is crucial to achieving a more stable process and fully 

realizing the potential of these technologies, considering the crucial role the 

powder bed plays in an LPBF. This further supports the reasoning behind the 

work and the need to have a solid investigational methodology to define the 

spreading stage of the process. It should be pointed out that the results 

produced by the adopted method do not adequately account for either the 

unique contribution of each layer or any variation in the effective layer 

thickness. Nevertheless, the current results provide useful information.  

2.2.1 Poor grade feedstock material 
 

First, the focus will be on the results with the “poor grade” feedstock material. 

It should be noted that, the measurements are grouped and referred to as "rear" 

and "front" with respect to the powder bed because there is no discernible 

variation between zones "1" and "2," and zones "3" and "4", respectively (see 

Figure 4), i.e., no source of variability is found in the direction orthogonal to 

the spreader advancement. For the spreading experiments carried out with the 

"poor grade" feedstock material, Figure 5 trough Figure 7 display the relative 

density (i.e., the density of the measured sample normalized with respect to 

that of bulk aluminium). The relative density ranges from 0.25 and roughly 

0.4, which is a much lower value than that found in comparable works when 

evaluated experimentally and numerically [10], [36]. With a thicker layer, the 

largest relative density is possible at the slowest spreading rate. However, with 

layer values of 50 µm and 30 µm, a faster spreading speed seems to be 
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advantageous. Between the front and back sections, the relative density values 

are not considerably different (except for the case at 60 mm/s and a layer of 50 

μm that shows a reduction of about 20%). This can be explained by taking into 

account the morphology and PSD of the feedstock material. in this instance, 

the space between the recoater and the baseplate is comparable to the diameters 

of the larger particles and jamming events [27] can occur, Additionally, the 

high velocity of the recoater fractures the interlock between the powders in the 

case of powders that tend to form large aggregates, allowing for enhanced 

flowability [37]. On the other hand, a reduced spreading speed results in a more 

effective deposition for a thicker layer [24]. The poor sphericity and great 

diversity in particle size, which might encourage phenomena like mechanical 

interlocking and clustering, can be used to explain the low relative density 

values. The cohesive effects brought on by Van Der Waals forces are relevant 

and aid in the development of aggregates for particles less than 100 m in 

diameter [25].  
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Figure 5 - Relative packing density at “rear” and “front” locations for the 

“poor grade" feedstock material for a layer thickness of 100 µm. 

 

Figure 6 - Relative packing density at “rear” and “front” locations for the 

“poor grade" feedstock material for a layer thickness of 50 µm. 
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Figure 7 - Relative packing density at “rear” and “front” locations for the 

“poor grade" feedstock material for a layer thickness of 30 µm. 

These hypotheses are strongly corroborated by the data reported in Figure 8 

where the percentage of the zone that is in focus is shown. No matter where 

you are on the powder bed, the values for each experimental condition exhibit 

substantial variability (between 0.3 and 0.6). In fact, no distinct trend can be 

found; hence, it is difficult to see how the process parameters have an impact. 

The results' average low value, however, suggests that the deposited layer's 

surface is not uniform and exhibits intricate 3-dimensional patterns across a 

limited area. Since variations in substrate morphology might affect the laser 

absorption coefficient, the presence of these features in the top layer may be 

detrimental to the process's outcome. As a result, there is significant variation 

in the mechanical properties of the printed object because the laser-matter 

interaction is not uniform over the powder bed. 
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Figure 8 - Percentage of the in-focus zone for the different zones of the powder 

bed (blue cross) and its average value (red dot). 

2.2.2 Good grade feedstock material 
 

Following the same nomenclature for the "good grade" sample, Figure 9 trough 

Figure 11 depicts the relative density for various layer thicknesses and 

spreading speeds as a function of position on the deposition plate. For a fixed 

layer thickness in this situation, it is impossible to clearly identify any 

influence of the spreading speed. Nevertheless, it appears that the overall 

values, which range between 0.5 and 0.65 for all parameter combinations, are 

much higher than for the "poor grade" sample. Other than the relative density's 

variation in relation to the process parameters, there are also noticeable 

differences in the relative density for various spots on the powder bed.  
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Figure 9 - Relative packing density at “rear” and “front” locations for the 

“good grade" feedstock material for a layer thickness of 100 µm. 

 

Figure 10 - Relative packing density at “rear” and “front” locations for the 

“good grade" feedstock material for a layer thickness of 50 µm. 
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Figure 11 - Relative packing density at “rear” and “front” locations for the 

“good grade" feedstock material for a layer thickness of 30 µm. 

 

Table 3 reports the findings of the analysis on the PSD of the extracted 

samples. Once more, because the results from zones 1 and 2 were comparable 

and no unexpected source of difference is anticipated, they have been pooled 

and given the name "rear." The zones 3 and 4 results have also been labelled 

as the front. Only the values of D10, D50 (which corresponds to the 

distribution's median), and D90 were published for the sake of clarity. These 

numbers represent statistical parameters that show the size of the particles that 

make up 10%, 50%, and 90% of the sample, respectively (ISO 9276-1:1998). 

The size distribution is moved toward larger diameters in comparison to the 

initial PSD for higher spreading speeds (experiments 8, 9, and 10), however 

this trend is inverted for lower spreading speeds. 
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Table  3 - Results of the PSD analysis for the “good grade” sample. 

 front rear 

Experiment D10 D50 D90 D10 D50 D90 

8 16.9 27.7 41.8 17.1 26.9 41.3 

9 17.6 27.8 43.1 17.1 28 43.2 

10 15.5 25 40.6 15.7 25.6 40.7 

11 16.3 25.9 40.3 15.8 25.2 40 

12 16.7 26.6 42 16.4 26.3 41.9 

13 15.6 24.5 39.7 15.4 24.4 39.1 

14 15.8 25.1 40.3 15.5 25.2 39.3 

 

Due to the use of a single material and the deposition plate's tiny size in this 

instance, the shifting is not very noticeable, but it should be carefully taken 

into account when employing heterogeneous materials or when the recoater is 

moving in a larger range of directions. Contrary to the previous instance, the 

value of the in-focus zone for the high-quality sample is nearly equal to 1 

regardless of the procedure settings. The features of the powder bed have 

significantly improved as a result of the spreading process using "good grade" 

feedstock. The relative packing density dramatically increases (up to 100% 

greater) and is on par with results from comparable works. Similar results for 

layer topology characterization were consistently close to one. Combining 

these two observations, we can infer that the sample's particle size distribution 

(i.e., the lack of very small particles that could be subject to strong cohesive 

forces and consequently form clusters) and more tightly controlled aspect ratio 

do not promote the negative mechanism previously mentioned, leading to a 

better packed powder bed. It has been noted in numerous publications in the 

literature [36][22] that the interaction with the recoater is what causes the 

volume fraction of the smaller particles to decrease from the "front" to the 

"rear" zone of the powder bed. If the spreading processes change as the coating 

speed increases, the opposite outcome can be explained. In fact, numerical 
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studies that examined the spreading process at the particle scale have shown 

that the spreading speed affects the rate at which particles are deposited in the 

powder bed as well as the particle size (and, consequently, the inertial 

properties) [38], [39]. 
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Section 3: Numerical model 
 

This section will present the development of the DEM based model used in 

this thesis for the simulation of the spreading process. The numerical method 

will be presented in due detail, explaining the role of the parameters, the 

simplifications, and restrictive assumptions along with the selected calibration 

procedure. Finally, the results of powder bed spreading simulations will be 

discussed, highlighting new findings and confirmations/divergences with the 

mechanisms known in the literature. 

3.1 The Discrete Element Method 
 

The Discrete Element Method is an explicit numerical method, first proposed 

by Cundall and Strack [18], particularly suited for the simulation of the time 

evolution of complex granular systems. It should be pointed out that the 

method itself is really flexible in most of his aspects, comprising but not 

limited to the particles that are considered when checking for possible 

interactions, the degree of freedom of the particles, the presence/absence of 

particles belonging to the same molecule, heat transfer between particles, the 

selection of how the contacts are handled, however, here we will be referring 

to the specifics of the  model used in this work. The DEM works by computing 

the forces exerted on each particle due to external fields (in this case only 

gravity) and contacts with other particles and walls. At every time step, the 

translational and angular velocity of the i-th particle, are obtained resolving the 

force (1) and torque (2) balance equations 
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𝑚𝑖
𝑑𝑢𝑖⃗⃗⃗⃗ 

𝑑𝑡
= ∑ 𝐹𝑖𝑗⃗⃗⃗⃗ + 𝑚𝑖𝑔 𝑗                                         (1) 

 

𝐼𝑖
𝑑ω𝑖⃗⃗⃗⃗  ⃗

𝑑𝑡
= ∑ 𝑇𝑖𝑗

⃗⃗ ⃗⃗ 
𝑗                                             (2) 

where mi and Ii are the particle mass and moment of inertia, Fij and Tij are the 

interaction force and torque on the i-th particle due to the other j-th particles or 

walls, and 𝑔  the gravity vector. The torque in Eq. (2) contains a sliding 

component RiFij,t and a rolling contribution μrRrknδn (constant directional 

torque model [31]) where μr is the coefficient of rolling friction. The results 

from the previous equations are then used to update the particle position xi and 

rotation angle θi according to: 

𝑑𝑥𝑖⃗⃗  ⃗

𝑑𝑡
= 𝑢𝑖⃗⃗  ⃗                                             (3) 

 

 
𝑑θ𝑖
⃗⃗⃗⃗ 

𝑑𝑡
= ω𝑖⃗⃗⃗⃗                                            (4) 

The scheme in   Figure 12 summarizes the various phases that take place during 

a timestep. 
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Figure 12 - Working principle of the Discrete Element Method. 

 

Two particles are considered in contact when the distance between their centres 

is less than the sum of their radii, the difference between these two quantities 

defining the normal overlap: 

 𝛿𝑛 = 𝑅𝑖 + 𝑅𝑗 − ‖𝑥𝑖 − 𝑥𝑗‖                       (5) 

 

The tangential overlap and the unit tangential vector are obtained from the 

relative velocity between the surfaces of the contacting particles. The Hertz-

Mindlin contact model [40] is employed with an additional term to take into 

account cohesive forces, which cannot be neglected for particles smaller than 

100 μm [25], as they are of the same order of magnitude of the gravity force. 

The normal and tangential forces acting on each particle are then: 

𝐹𝑖𝑗,n = 𝑘nδn + γn
𝑑δn

𝑑𝑡
− 4πk𝑅rδn                  (6) 

𝐹𝑖𝑗,t = −(𝑘tδt + γt
𝑑δt

𝑑𝑡
)                                 (7) 

where k is the cohesion energy density. The tangential force obeys to the 

Coulomb criterion |Fij,t| ≤ μs|Fij,n | with μs the sliding friction coefficient. The 
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other parameters depend on the material properties trough the following 

equations: 

𝑘n =
4

3
𝐸r√𝑅r𝛿n                                               (8) 

kt = 8Gr√𝑅r𝛿n                                               (9) 

γn = −2
ln ϵ

√ln ϵ2+π2
√

5

3
𝑚r𝐸r√𝑅r𝛿n                       (10) 

γt = −4
ln ϵ

√ln ϵ2+π2
√

5

3
𝑚r𝐺r√𝑅r𝛿n                       (11) 

where mr, Rr, Er, and Gr are the equivalent mass, radius, Young’s modulus, and 

shear modulus, and e is the coefficient of restitution. The coefficient of 

restitution is defined as the ratio between the kinetic energy of two objects 

before and after a collision and therefore, denotes how fast the energy of the 

system is dissipated during the impacts between particles. Some 

approximations are necessary in order to run simulations of a complex process 

(like the powder spreading in AM) in a reasonable amount of time [41]. Both 

the material properties (for instance, by reducing the particle stiffness [42]) and 

the simulation geometry can be simplified (e.g., by exploiting periodicity or 

simplifying the particle shape). To accurately duplicate the behaviour of the 

powder in real life and capture the key physical mechanism of the spreading 

process, the material characteristics must, of course, be calibrated. The 

material for the powders considered in this study is Inconel718, a Nickel-based 

superalloy that is largely used in AM applications [43]. More details on the 

reference material can be found in the previous section. Looking at the SEM 

images, it appears that the particles do not present any particular irregularity, 
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therefore, in the simulations the particles will be considered perfectly 

spherical, thus avoiding the added complexity of a multi-sphere model. This 

also makes the contact resolution phase pretty straightforward. Indeed, for in 

case of spherical particles the contact plane (the plane which defines the 

direction of the normal and tangential forces) can be unambiguously identified. 

In case of polygonal particles, the contact plane identification can be 

ambiguous in case of corner-to-corner contact, requiring the definition of a 

contact energy function and of a strategy of minimization to find the direction 

of maximum gradient descent. Another key aspect when selecting the 

characteristics for the particles to be used in the simulation as a representation 

of the IN718 powders is the particles size distribution. Indeed, the particle size 

distribution has a relevant influence on the spreading process behaviour [44], 

and can influence the results of the calibration process. Therefore, in this work 

replicated the dispersion of a powder commonly used in AM was replicated. 

The experimental particle size distribution has been discretized specifically by 

taking into account particles of four distinct sizes, namely 13, 21, 28, and 42 

µm, with number fractions of 0.2, 0.2, 0.5, and 0.1, respectively, leading to an 

average diameter of 25 µm. The smallest particles were truncated to produce 

the simulation's distribution since including them would have needed a 

significantly smaller time step to maintain numerical stability. An appropriate 

choice of timestep is crucial, since if it is too large it can lead to instabilities 

and consequent errors. These errors stem from the assumption adopted in DEM 

that the velocities of solid grains are constant within one iteration timestep. In 

the model adopted here the timestep was maintained lower than 15% of the 

Rayleigh time.  

𝑇𝑅 =
𝜋𝑅√

𝜌

𝐺

0.1631𝜈+0.8766
                          (12) 
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For the same reason the Young’s modulus has been reduced by several orders 

of magnitude. Studies have proved that such a reduction does not alter the bulk 

behaviour [42]. The material properties used for the model in this study are 

reported in Table 4 and were obtained from literature and from data available 

on the feedstock material. The coefficient of rolling friction is set to such a 

value that the rolling of a particle stops after a distance of approximately 15–

20 times its radius [45]. Since the rolling friction is mostly used to account for 

the non-spherical shape of the powder and for the mechanical interlocking that 

can arise, a fine tuning of this parameter was deemed not necessary. 

 

Table  4 - Material properties used in the simulation. 

Parameter Symbol Value 

Density [Kg/m3] ρ 9187 

Young’s modulus [GPa] E 0.2 

Poisson’s ratio  ν 0.3 

Coefficient of restitution e 0.7 

Coefficient of rolling friction μr 0.15 
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3.2 Calibration procedure 
 

The values for the remaining parameters were obtained by means of a 

calibration procedure. The topic of the calibration of DEM parameters has been 

widely explored in the literature [41], [46]–[48].  In order to guarantee a valid 

calibration procedure, it should be kept in mind that most of the parameters are 

strongly interconnected and therefore the calibration stays valid if the other 

conditions are the same. Moreover, one of the key problems with calibrating a 

DEM model is that the calibration process can consume as much computing 

power as the main simulation [49]. As a result, the calibration setup should be 

as straightforward as feasible. Specifically, in this work we will consider two 

target values for the comparison between experiments and simulations, namely 

the angle of repose (i.e., the steepest stable angle formed by a pile of powder) 

and the angle of slipping (i.e., the angle at which a fine layer of powder slips 

from a flat surface). Both these quantities have been used in the literature to 

characterize the flowability of bulk materials [47]. To maintain the 

correspondence between the number of target values and the calibrated 

quantities we will consider two varying parameters: the sliding friction 

coefficient µs and the cohesion energy density k. To avoid any moisture 

contamination of the powder to be used in the experiment for the calibration it 

was kept in a sealed container. The angle of repose θrep was measured by 

manually pouring the powder on a round-shaped base of known diameter d 

until it reached a maximum height h. The height of the pile was then measured, 

and the angle of repose was obtained as: 

θrep = arctan (
ℎ

𝑑/2
)                                       (13) 
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The test was repeated three times and the mean value obtained for the angle of 

repose was determined to be about 28.7°. The other test was carried out to 

obtain a reference value for the slipping angle. A thin layer of powder was 

spread on a flat surface which was slowly tilted until the powder started 

slipping uniformly. At this point, the tilting was stopped, and the angle 

recorded. Again, the test was repeated three times and the value obtained for 

the slipping angle was about 41.6°. These values have been used as target 

values for the calibration of the DEM parameters. The simulation setup for the 

calibration tests faithfully reproduces the experimental one. However, to 

reduce the overall computational time needed to perform the calibration tests, 

we adopt the ‘cloud method’ [50] for the determination of the angle of repose: 

the particles are not poured through a funnel but are generated in a loose cloud 

above the base and let settle until a stable angle is attained. Despite the 

simplification, this method has shown a good accuracy and a considerable 

saving of computational time. While the slipping angle can be 

straightforwardly obtained, the calculation of the angle of repose required a 

post-processing strategy, since the relatively small number of powder particles 

in the pile leads to a rougher surface compared to the real one. As shown in 

Figure 13 five equally spaced points belonging to the powder surface were 

selected. The angle between the line that fits these points, and the horizontal 

plane is the angle of repose. The process is repeated for each pile along the 

directions shown in Figure 14 and the average of the four values is used as 

angle of repose.  
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Figure 13 - Procedure for the calculation of the angle of repose. 

 

Figure 14 - Directions along which the angle of repose is calculated. 

 

The experimental setup for the calculation of the angle of repose is presented 

in Figure 15. 
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Figure 15 - Experimental setup for the calculation of the angle of repose. 

 

First, the parameter’s space was explored running simulations with nine 

combinations of coefficient of friction and cohesion energy density. The value 

of the corresponding values of angle of repose and slipping angle were then 

calculated. The bounds of the parameter space were set based on the existing 

literature [41], [46]–[48] and on the observation of non-physical behaviour for 

values beyond these limits. The experimental target values are attained for the 

calibration parameters falling in the upper right portion of the figures. Other 

simulations were run with the parameters falling in this   region to refine the 

estimate, finding µs = 0.7 and k = 90000 J/m3. These values led to an error 

inferior to the 4 % for both the target values and were therefore considered 

satisfactory. An overview of this calibration procedure and its results can be 

found in Figure 16 and Figure 17. 
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Figure 16 - Variation of the angle of repose with coefficient of friction and 

Cohesion Energy Density and optimal value (red cross). 

 

Figure 17 - Variation of the slipping angle with coefficient of friction and 

Cohesion Energy Density and optimal value (red cross). 
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3.3 Simulation setup  
 

Once the parameters have been set the model can be used to perform a 

spreading process simulation. The computational domain is shown in Figure 

18. It can be seen that the spreading apparatus of a real 3D printer is faithfully 

reproduced and both the accumulation zone, where the powder particles are 

gathered and build up to create a rising heap in front of the blade, and the 

deposition zone, where the heap is partially stratified in a thin layer, are taken 

into consideration. 

 

 

Figure 18 - Setup used for the simulations with relevant dimensions. 

For the sake of reducing the computational burden of the simulations some 

simplifying assumptions were applied to the computational domain. First, the 

total extent of the zone considered in the model is significantly lower than that 

of a real process. It can be argued that this reduction may alter the results, 

however it was verified that it was the minimum distance needed to attain a 

steady state in the spreading process (i.e., the powder heap in front of the blade 

reached a constant slope, after which it started increasing in size without 
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substantial modifications in its shape). Moreover, the domain was assumed 

periodic in the direction orthogonal to the movement of the blade 

(y-direction in Figure 18), This assumption can be found also in similar works 

in the literature and is reasonable since there are no sources of variation in this 

direction. The boundaries in the y direction were set as periodic, meaning that 

a particle exiting from the domain from one end is inserted in the other end 

with the same values for velocity and angular momentum, and with an added 

counter that tracks the periodic boundary the particle was first originated in. It 

was verified that the chosen periodic length does not alter the average results 

by performing simulations with increasing values of this parameter. Finally, 

the building plane is considered perfectly flat, while all the edges have been 

rounded to improve the stability of the simulation. Indeed, having a perfectly 

sharp edge can cause problems in the contact detection between particles and 

edges. The dimensions of the setup are listed in Table 5. 

 

Table  5 - Characteristic dimensions of the computational domain. 

Dimensions Symbol  Value [µm] 

Domain size in x-direction Lx 3250 

Domain size in x-direction Ly 175 

Domain size in x-direction Lz 1125 

Length of accumulation zone Lacc 1250 

Length of deposition zone Ldep 1250 

Space in between zones Lin 150 

Blade width Wblade 250 

Layer thickness Hlayer 100 
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The presented setup will be used to investigate the phenomena occurring 

during the accumulation and deposition phases of the spreading process and 

how such phenomena influence the state of the powder reservoir and the 

characteristics of the powder bed. The choice of parameters for the numerical 

simulations will not reflect that of the experiments since the heavily different 

length scale and, ultimately, the different scope of the two approaches would 

make it pointless to trivially compare the results. For this reason, the velocity 

of the blade is set to two values to investigate two different regimes of motion. 

Specifically, we set the lower value to 20mm/s, corresponding to a quasi-static 

regime, and the higher value to 100mm/s, where inertial effects play a 

significant role [25]. The other parameters are kept fixed since the main scope 

of the present work is to identify the underlying mechanism of the powder 

spreading process and not to perform a parameter optimization. Specifically, 

the layer was set at 100 µm as to represent a layer in a steady state. 

 

3.4 Results  
 

To generate the feedstock of powders for the spreading process, 4500 particles 

are generated above the accumulation zone and are let settle under the action 

of gravity until they stop moving. The quantity of powder for the feedstock is 

chosen to guarantee that the powder entirely covers the deposition zone at the 

end of the spreading process. An example of the initial powder feedstock is 

displayed in Figure 19. To avoid any possible influence of the initial state of 

the powder bed on the results, every simulation is repeated with three different 

starting conditions, obtained by varying the initial position of the particles. 

Therefore, the results will be plotted taking into consideration the mean values 

as well as the standard deviations (reported as error bars).  
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Figure 19 - State of the powder feedstock after the settling of the particles. 

Two different moments can be identified when the blade start to move. First it 

starts accumulating particles, with the particles that move upward along the 

blade causing a sharp rise of the height of the powder heap. After a brief 

transient, the process achieves a stationary state with the powder reaching a 

characteristic dynamic angle of repose. The value of this angle appears to be 

determined by the concurrent action of two contrasting phenomena: the 

obstruction caused by the particles in front of the powder heap that promotes a 

steeper angle and the effect of gravity that causes the rolling and rearrangement 

of the particles in a more acute avalanche. Since the resistance of the particles 

in front of the blade is more relevant at higher speeds, the dynamic angle of 

repose increases with the velocity of the blade from around 25° to over 36° as 

shown in Figure 20, where the typical angle at which the particles arrange can 

be observed.  
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Figure 20 - Dynamic angle of repose in the accumulation stage for two 

different speeds of the blade: (a) 20mm/s, (b) 100mm/s. 

Once the stationary state is attained, as more particles are swept, the powder 

heap grows without any alteration of the shape. In this state, the mechanism of 

the powder heap accretion can be identified. Indeed, the diameter of the 

particles has a considerable impact on their trajectory. The smaller particles 

can fill in the spaces left behind and sink into the powder reservoir with a 

mechanism somewhat resembling that seen in granular convection, whereas 

the larger ones have a tendency to become caught in the powder heap [51]. 

This event demonstrates the existence of vertical interactions that have the 

power to affect the subsequent layers' and the powder reservoir's condition. In 

fact, following the spreading process, the reservoir's powder's mean diameter 

slightly decreases from its original value of 25 µm to a value of 23 µm. 

Moreover, the mass of powder left in the reservoir after the spreading decreases 

of about 27% for the highest speed of the blade. Although this phenomenon 

won't have a direct impact on how the current layer is spread, it may change 

how much powder will be spread overall in the following layer, which could 

result in flaws like short feed.  The behaviour of the powder heap changes once 

the blade reaches the deposition zone. the lack of new particles on the trajectory 
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of the blade causes a significant reduction in the dynamic angle of repose. In 

addition, as shown in Figure 21, the larger particles on the free surface of the 

powder heap are drawn down and accumulate towards the bottom of the heap 

because they are more susceptible to the effects of gravity. This phenomenon 

causes segregation, which has an impact on the final powder bed. This build-

up is more noticeable with lower blade speeds. 

 

Figure 21 - Snapshot of the base of the powder heap, where a front formed by 

the bigger particles can be observed. The picture is referred to a 20mm/s 

spreading speed. 

 

The powder bed is divided into 15 evenly spaced sub-regions along the 

spreading direction in order to quantitatively evaluate its condition following 

the spreading operation. In each zone, the relative density, the effective layer 

thickness, and the mean diameter along the spreading direction are calculated. 

The top border of the particles that are on the powder pile's surface are 

measured along the z-axis to determine the effective layer thickness. The 
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volume of the theoretical layer divided by the total mass of the particles yields 

the relative density, which is then normalized using the bulk material's density. 

The height of the effective layer thickness, the width of the simulation box, 

and the length of the sub-region are used to compute the volume of the 

theoretical layer as well as the volume of the rectangular parallelepiped. The 

average diameter of the particles having centres within a sub-region is the 

mean diameter. Figure 22 depicts, for the higher and lower blade speeds, the 

status of the powder bed (panels a and b) and the three aforementioned values 

along the spreading direction (panels c to e). It can be assumed that the particles 

have a velocity in the spreading direction that is a portion of the speed of the 

blade itself since the re-coating device interacts with the particles.  
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Figure 22 - Typical state of the powder bed after the spreading process at (a) 

100mm/s and (b) 20mm/s. (c) Relative density, (d) effective thickness, and (e) 

mean diameter of the layer of powder along the spreading direction. 

 

As a result, in the high-speed case, a void can be seen to form in the powder 

bed's beginning region where the effective layer thickness is much lower than 

the gap size (100 µm), while the particles also tend to collect in the powder 

bed's ending region where the effective layer thickness increases noticeably. 

The movement of the blade has a significant impact on how these 

discontinuities arise (a similar pattern is seen in reference [25]). Towards the 

end of the deposition zone an increased variability can be observed in the 

relative density. More particularly, the ‘rebound effect' [30] that takes place 
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with smaller values of the layer thickness and the aforementioned particle 

segregation can both be linked to this phenomenon. The wall at the end of the 

deposition zone, which is a solid impediment, interferes with the blade's 

trajectory and causes the rebound effect. The particles captured in between 

give rise to force arcs as the blade approaches the obstacle. When these force 

arcs break due to blade movement, the particles are discharged at a relatively 

high speed and change the composition of the deposited bed. It could be argued 

that the impact of such phenomenon should be negligible because it takes place 

in a small region at the end of the powder bed that is not used for actual print 

processes, the results hint that a similar mechanism could somehow come into 

play any time there is an interaction between the loose powder and a solid 

object (i.e., the already printed part Apart from these zones, a slower spreading 

speed leads to a more stable layer thickness and to a larger relative density, 

leading to a higher quality of the powder bed. From Figure 22 panel e, it can 

be seen that the mean diameter of the powder reduces throughout the powder 

bed, further confirming the arise of segregation phenomena, similarly to what 

was observed in the accumulation stage. The reduction of the mean diameter 

in the initial portion of the powder bed observed can be explained noting that 

the biggest particles have a bigger momentum when dragged by the blade 

therefore move farther in the spreading direction and for higher speeds of the 

blade this appears to be slightly more evident. However, in the rest of the 

powder bed, at variance with what was observed for the effective layer 

thickness and the relative density, a lower spreading speed promotes the 

aforementioned segregation phenomena, thus leading to a more stable trend 

that results in a variation of the size distribution throughout the powder bed. 

More specifically, the mean diameter constantly decreases alongside the 

spreading direction, since the big particles accumulated at the base of the 
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powder heap are deposited first, leaving an overall finer powder for the 

remaining part. 

 

3.4 Parallelization 
 

The presented numerical model provides useful insights on the physical 

mechanisms taking place during the spreading process and can be used as a 

starting point to properly set the parameters of the spreading process and 

design novel printing machines to improve the quality of the spread powder 

and of the resulting printed part. the trends identified have been discussed, 

identifying the underlying physical reason and are also consistent with those 

found in the literature on the topic further confirming the reliability of the 

model. However, while all of the above holds true, the limitations and 

simplifications of the model are undeniable and while some (i.e., the reduction 

of the stiffness) have been proven to not alter the results, other (i.e., the limited 

extension of the computational domain and only simulating the first layer) 

should be removed in order to obtain a more truthful description of the process 

and to uncover the inner workings that remain hidden due to the above 

simplifications. It should be noted that the computational domain has been 

scaled down mainly to avoid excessive running time of the simulations 

therefore the first and most immediate solution to increase the complexity of 

the model without impacting the running time is to increase the computational 

power dedicated to performing the calculations. This result can be achieved 

via parallelization i.e., the distribution of the computational load on several 

processors. The open-source software package on which the simulations 

presented in this work of thesis is LIGGGHTS [52], a fork of LAMMPS [53], 

with the addition of mesh geometry support, granular models for particle–
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particle and particle–wall interactions, and particle–particle and particle–wall 

heat transfer. Due to the common basis, LIGGGHTS natively supports the use 

in a parallel environment via message passing interface (MPI). Static domain 

decomposition performs relatively well in homogeneous condensed matter 

simulations, however in typical DEM applications, specifically in our case, the 

distribution of the particles is widely inhomogeneous and time varying which 

can lead to performance limiting load imbalances. Therefore, the 

implementation of a dynamic domain decomposition is needed. As a result, the 

computational domain is split into a cartesian grid of subdomains that can be 

mapped to MPI processes. The user can specify how many subdomains must 

be created in the x, y and z directions. Each subprocess is responsible for the 

calculations regarding the particles inside the respective subdomain and an 

additional distance, whose extension depends on the biggest particle radius. 

The particles that belong to this region are branded as “ghost atoms” and their 

information (i.e., radius, position, velocity) are synced from the subprocess that 

owns the particles. Starting from this initial decomposition the imbalance is 

calculated as the maximum number of particles belonging to a subprocess 

divided by the total number of particles. When this number is too high a new 

domain decomposition takes place. Using a recursive multi-sectioning 

approach, slices are enlarged by modifying the borders of the slices. The 

method interpolates new split sites such that each slice might include the 

appropriate amount of particles based on the previous split locations and the 

aggregated total of particles up to these points. The quality of the new 

decomposition is assessed after computing the actual number of particles in the 

new slices across all processors using these new divides. This is continued until 

either the maximum number of tries has been made or the required particle 

distribution has been achieved by a reasonable margin. This should in theory 

guarantee that the workload is evenly distributed among the subprocesses with 
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the maximum speedup attainable. However, it is not always trivial to obtain a 

substantial increase in the performances when increasing the number of 

computational resources dedicated to a simulation. 

This issue can be easily understood looking at the scheme in Figure 23 that 

shows a complete breakdown of the various phases of a timestep. Specifically:  

• Pair time: Time devoted to particle-particle force calculation. 

• Neighbouring time: Time devoted to the construction of neighbour lists 

for the particles.  

• Communication time: Time devoted to MPI communication. 

• Output time: Time devoted to writing the data on disk. 

• Other time: All of the remaining time between the end of the current 

timestep and the beginning of the next. 

These statistics are provided by LIGGGHTS itself and are obtained as the 

mean of the corresponding time between all of the MPI processes. An 

imbalance factor, calculated as the ratio between the max time for all of the 

MPI processes and the mean time, is also provided. Any load imbalance causes 

the faster processor to wait for the slower one, resulting in an overall worse 

parallelization. Indeed, there exist some geometries for which a proper domain 

decomposition cannot be found. A complete breakdown of this issue and a 

proposed solution can be found in Berger et al. [54]  
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Figure 23 - Phases during a timestep.  

Based on these premises, the use of the presented DEM model in a parallel 

environment required some tuning. The proposed domain decomposition 

consisted in slicing the computational domain along the direction of 

advancement of the recoater (x axis in Figure 18) with the extension of the 

slices varying throughout the simulation time. In order to verify the occurrence 

of any load imbalance due to the previously described phenomena a strong 

scalability test was performed. The test, along with the simulations that will be 

presented hereinafter, was performed on the LIGER supercomputer, a Tier2 

BULLx DLC Parallel Scalar Supercomputer, running 266 bi-socket nodes Intel 

Xeon x86 E5-2680v3 2.5GHz 12 cores, with 14 nodes performing 

visualization optimization running on NVIDIA K80 cards and a high-speed 

interconnect network InfiniBand FDR (56 GBps) between nodes. The facilities 

are located in the campus of the École centrale de Nantes. The setup used for 

the strong scalability test is essentially the same as the one presented in section 
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3.3 but the dimension in the x direction is significantly increased in order to 

maintain the same ratio with the number of particles. Indeed, the simulation 

has a total of 320k particles and was run for 10k timesteps in the steady state. 

The same simulation was run doubling the number of processors each time up 

to a total of 64 processors. The results, in terms of total and single stage time 

are shown in Figure 24. A significant reduction in the total simulation time can 

be appreciated, confirming the validity of the proposed domain decomposition.  

 

Figure 24 - Simulation time (total and phase wise) for 10k timesteps with 320k 

particles for different numbers of processors. 
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Figure 25 - Simulation time (phase wise) for 10k timesteps with 320k particles 

for different numbers of processors in double log scale. 

Looking at the log-log plot in Figure 25 it can be seen that the speed up is 

almost linear up to 32 processors with an appreciable slowdown in the case of 

64 processors. This result is not surprising considering that previous 

experiences, data on the code and test on the hardware have shown that even 

in ideal situations, the optimal number of particles per processors is around 

10k, with rapidly degrading performances in case of more particles per 

processors. The speedup relative to the case of 4 processors is shown in Figure 

26. The decrease is the efficiency with 64 processors is evident. The increased 

efficiency in the case of 32 processors is not surprising considering that the 

base reference is the time with 4 processors and stems from the previously 

discussed rule of the 10k particles for processors. Based on these results it can 

be concluded that the proposed model can be parallelized efficiently, making 

it possible to extend the computational domain without skyrocketing the time 
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needed to perform the simulations. However, the scaling is not trivial. Indeed, 

in order to not alter the results, the ratio between the number of particles and 

the total length of the computational domain should be kept almost constant 

and since the minimum timestep to avoid numerical instabilities depends only 

on the characteristics of the particles (see section 3.3), taking into consideration 

more particles means expanding the computational domain and ultimately, due 

to the constant speed of the blade, more timesteps. Therefore, even if the 

parallelization negates an increase in wall time (i.e., he actual time that a 

program takes to run or to execute its assigned task) required per timesteps, the 

increase in the number of timesteps leads to longer simulations. Nonetheless, 

it is possible to complicate the simulations to faithfully reproduce the spreading 

process. Specifically, it is now possible to remove the two most limiting 

simplifying assumptions of the DEM model presented in this study: the single 

layer nature of the spreading process and the extension of the computational 

domain. 
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Figure 26 - speedup relative to 4 processors for 10k timesteps with 320k 

particles. 
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3.5 Multilayer 
 

A real spreading process can be comprised of up to thousands of layers, 

therefore, a single layer simulation, while still providing useful insights, is 

bound to fail to fully capture the evolution of the phenomenon. Indeed, various 

studies in the literature have proven that the layer of spread powder can vary 

significantly during the process. Wischeropp et al. [55] developed an 

experimental setup to investigate the development of the actual powder layer 

height in successive layers, proving that there is a significant increase in the 

deposited powder, that can reach values up to 5 times the nominal layer 

thickness. Using a similar approach Jansen et al. [56] studied the effect of the 

process parameters on this increase, identifying a strong interdependence. In 

order to investigate these aspects, the DEM based model was slightly modified 

to take into account the recursive nature of the process. The total extent of the 

computational domain was increased to 10000 µm and the base mesh in the 

deposition zone (see Figure 18) can now move in the z direction effectively 

reproducing the lowering of the building plate in a 3D printer. After the first 

layer is spread new feedstock material is generated, the mesh is lowered by a 

distance equal to the nominally selected layer thickness and the spreading is 

repeated, with the previously spread layer now being the substrate. The process 

can then be repeated n times.  To properly evaluate the results and to capture 

the effect of each layer on the subsequent ones also the characterization of the 

layer was improved to take into account the multi-layer nature of the process. 

Specifically, for each layer a series of inputs, identifying the conditions in 

which the spreading process takes place, and outputs, characterizing the results 

of the spreading process, were defined. The inputs, in the most general form, 

are the following: 
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• Nominal layer thickness (vertical shift of the deposition plate; user 

defined) 

• Recoating speed (speed of the recoating device; user defined) 

• Dose factor (total quantity of powder to be spread; user defined) 

• Particle size distribution (PSD of the sample; user defined) 

• Roughness (surface roughness of the previous layer; model defined) 

• Void layer (space between the recoater and the free surface of the 

powder layer; model defined) 

The inputs can be classified as either user or model defined. A user defined 

input can be set a priori while a model defined input results from the state of 

the previous layer and cannot therefore be controlled. The outputs, in the most 

general form, are: 

• Effective layer thickness (position of the free surface of the powder 

bed) 

• Real Effective layer thickness (thickness of the deposited layer of 

powders) 

• Solid Volume Fraction Theoretical (solid volume fraction of the 

deposited layer of powders compared with an ideal full layer of 

nominal thickness) 

• Solid Volume Fraction Real (solid volume fraction of the deposited 

layer of powders compared with an ideal full layer of real thickness) 

• Particle Size Distribution (particle size distribution of the deposited 

layer)  

• Roughness (roughness of the deposited layer) 

Notice that, differently from the single layer case, the effective layer thickness 

does not give an exact representation of the depth of the newly deposited layer 

of powders. Indeed, the shape of the underlying substrate must be taken into 

account and therefore, a new parameter, the Real Effective Layer Thickness is 
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introduced. The scheme in Figure 27 illustrates how some of the output for the 

layer n become input for the layer n+1. The output roughness of the layer n 

becomes straightforwardly the input roughness for layer n+1, while the void 

layer for the layer n+1 is a linear combination of other parameters and can be 

calculated as:  

 

VL(𝑛 + 1) = NLT(𝑛 + 1) + NLT(𝑛) − ELT(𝑛)   (14) 

 

Where VL is the void layer, NLT is the nominal layer thickness and ELT is the 

effective layer thickness. 

 

Figure 27 – Relationship between input and output of layer n and layer n+1 

This improved model was used to perform multi layers simulations, in order to 

highlight the variation of the quantities of interest throughout the process. First, 
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a monodisperse sample with a radius of 15 µm was considered, in order to 

reduce the number of variables. A total of 21 layers were deposited with a 50 

µm nominal layer thickness and a 100 mm/s spreading speed. The results for 

the first 5 layers are presented in the figure from Figure 28 to Figure 32. It 

appears that the quantities of interest mean value varies significantly for the 

first layers, soon reaching a steady state. This phenomenon is enhanced by the 

monodispersed nature of the powders which promotes the formation of well-

organized structures. Indeed, the solid volume fraction value is close the max 

theoretic value. For the first layer only two graphs are presented since the other 

two values are the same.  
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Figure 28 - a) Effective Layer Thickness and b) solid volume fraction theory 

for layer 1. 

 

Figure 29 - a) Effective Layer Thickness, b) Real Effective Layer Thickness 

c) soldi volume fraction theory and d) solid volume fraction real for layer 2. 
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Figure 30 - a) Effective Layer Thickness, b) Real Effective Layer Thickness 

c) soldi volume fraction theory and d) solid volume fraction real for layer 3. 
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Figure 31 - a) Effective Layer Thickness, b) Real Effective Layer Thickness 

c) soldi volume fraction theory and d) solid volume fraction real for layer 4. 
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Figure 32 - a) Effective Layer Thickness, b) Real Effective Layer Thickness 

c) soldi volume fraction theory and d) solid volume fraction real for layer 5. 

 

Looking at the graphs some of the findings of the single layer are confirmed. 

Specifically, the layer of deposited powders grows to a value bigger than the 

nominal layer thickness. Also, the slope of the powder bed can be found in 

each layer, with a hole in the initial zone and an accumulation of particles in 

the end of the computational domain. In this case the phenomenon appears 

more pronounced. No segregation was observed since all of the particles have 

the same radius. In order to verify the relation between the observed behaviour 

and the inputs the parameter space was explored, limited to the first three inputs 

reported in Figure 27 (i.e., nominal layer thickness, recoating speed, and excess 
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powder) in a range that was deemed significant for potential application. The 

nominal layer thickness ranges from 30 to 70 µm, the recoating speed from 40 

to 125 mm/s and the dose factor from 100 to 150% (100% meaning that 

quantity of powder to be spread is in theory equal to the powder to be 

deposited). To guarantee good representation of the real variability, a Latin 

hypercube sampling algorithm was used, and the resulting combinations are 

presented in Table 6. 

Table  6 - Combination of input parameters resulting from the LHS. 

Combination 

number 

Nominal layer 

thickness [µm] 

Recoating 

speed [mm/s] 

Dose factor 

[%] 

1 69 87 132 

2 54 68 109 

3 44 112 137 

4 37 60 111 

5 38 99 104 

6 30 51 149 

7 48 78 143 

8 54 96 118 

9 65 123 128 

10 60 40 122 

 

Multi-layer spreading simulations with these parameters were carried out. A 

total of 6 layer per combination was spread. Figure 33 trough Figure 42 show 

the evolution of the real effective layer thickness with every successive layer. 

Note that the plotted values refer to the average for the layer. It appears that 

the value of the real effective layer thickness increases rapidly in the first few 
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layers to reach the value of the nominal layer thickness. The number of layers 

required for this stabilization decreases significantly for lower recoating 

speed. The dose factor does not have an evident effect.  



3.   Numerical model 

 

62 
 

 

Figure 33 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 1 in table 6. 

 

Figure 34 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 2 in table 6. 
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Figure 35 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 3 in table 6. 

 

Figure 36 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 4 in table 6. 
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Figure 37 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 5 in table 6. 

 

Figure 38 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 6 in table 6. 



3.   Numerical model 

 

65 
 

 

Figure 39 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 7 in table 6. 

 

Figure 40 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 8 in table 6. 
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Figure 41 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 9 in table 6. 

 

Figure 42 - Value of the real effective layer thickness as a function of layers 

for the combination of parameters number 10 in table 6. 
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3.5 Influence of a solid part 
 

All of the multi-layer simulation presented until now are referred to free 

flowing layers of powder. That is, however, not always the case, for a LPBF 

process. Indeed, part of the powder bed is bound to be affected by the laser 

processing that melts the powders and leads to the formation of a solid part that 

is the goal of the printing process. This leads inevitably to modification in the 

spreading, with the new layer of powders now being spread on a layer that is a 

mix of free, unconstrained particles and a solid object, with his own geometric 

characteristic (i.e., roughness, shape, geometric singularity etc.), that can differ 

significantly from that of the spread layer of powders due to the complex 

phenomena that occur during the melting and solidification [57]. Also, given 

the arbitrary geometric complexity of the parts, complex combinations of free 

powder and solid parts can be encountered during the spreading process. In 

order to take into account these more complex configuration and to understand 

how they can affect the spreading process a new complication was introduced 

into our model. Part of each layer was transformed into a solid substrate, 

maintaining the surface properties. This process consists of two steps: first the 

surface of the particles in the zone of interest is reconstructed with a cloud of 

points, then a binning algorithm is applied to the point cloud and the point with 

max z is identified in each bin. These points are used to construct a mesh which 

acts as a substrate for the successive layer. Figure 43 summarizes the procedure 

and shows a typical result. The choice of the bin determines how much the 

feature of the underlying layer of powder are smoothed. 
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Figure 43 - Procedure used to mesh the layer: a) generation of the point cloud, 

b) binning and finding the max point per bin, c) reconstruction of the mesh. 

 

While it should be clear that the substrate obtained with this procedure is far 

from representative of the state of the molten track of metal in case of a LPBF 

process (slightly closer to reality in case of simple sintering of the base powder) 

it still introduces a way of preserving the surface characteristics throughout the 

layers and taking into account the presence of a solid object in the powder 

layer. A new multi-layer simulation was performed introducing a meshed zone 

in the middle of powder bed (specifically the meshed zone extends from 6000 

to 8500 µm). Similar to the free- flowing case, the quantity of interest (i.e., 

effective layer thickness, real effective layer thickness) changed significantly 

in the first few layers only to soon come to a stable value. The solid volume 

fraction showed a more interesting behaviour, as shown in Figure 44 trough  

Figure 47 (Notice that the graph for the first layer has been omitted since it is 

the same as the free-flowing case). Indeed, it can be observed that the solid 

volume fraction is significantly lower in correspondence of the meshed zone. 

The presence of a solid rough substrate disrupts the otherwise orderly structure 
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that was observed in the free-flowing configuration. Moreover, voids can be 

observed at the beginning and at the end of solid zone. This “border effect” 

was also observed in the single layer simulations at the end of deposition zone, 

further confirming the disturbances caused by the presence of a solid part in 

the powder bed.  
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Figure 44 - Solid volume fraction real with meshed substrate for layer number 

2. 

 

Figure 45 - Solid volume fraction real with meshed substrate for layer number 

3. 
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Figure 46 - Solid volume fraction real with meshed substrate for layer number 

4. 

 

Figure 47 - Solid volume fraction real with meshed substrate for layer number 

5. 
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The presented DEM based model provided useful insights on the phenomena 

that take place during the spreading process and how to optimize it to obtain 

the desired powder bed characteristics. It showed good scalability and proved 

to be able to capture the time evolution of the process throughout the spreading 

of successive layers. A practical application of the model and how, at his actual 

stage, it can be used to improve the results of a 3D printing process. 

Nonetheless, some upgrades are needed to obtain a more faithful description 

of the process. Specifically, a model for the layer processing stage (widely 

available in the literature) should be integrated into the loop for the multi-layer 

simulation. 
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Section 4: Application 

4.1 Motivation 
 

This section will present a case study, highlighting the importance of a clearer 

comprehension and optimization of the spreading process. The information 

and techniques presented in this work will be applied to the 3D printing of a 

custom alloy, aiming at improving the energy efficiency of the process, 

showcasing how an optimized spreading process can have a significant impact 

on an industrial setting. Indeed, the possibility to produce parts with 

customized mechanical properties, acting directly on the provided feedstock 

material. Aluminium alloys have received great interest as they are the main 

materials in aerospace industries due to their low density and high strength 

combined with good processability and mechanical properties. Among these, 

one of the most studied is the AlSi10Mg due to its good mechanical properties 

coupled with a relatively good printability [58]. It has been proven that the 

properties of this alloy can be further enhanced by adding between 2% and 6% 

of Cu [7]. Indeed, the printing of a mixture of Al based alloys with the addition 

of a small percentage of Cu has been attempted successfully from various 

authors. Namely, Zhang et al. [59] fabricated crack-free Al-Cu-Mg parts, 

finding that the laser energy density value of 340 J/mm3 is the threshold above 

which samples without imperfections can be obtained. Nie et al. [6] examined 

the impact of the scanning speed on single tracks and the overlapping effect on 

multitrack parts of Al-Cu-Mg alloys, reaching optimal results for an energy 

density ranging from 150 to 170 J/mm3. Della Gatta et al. [7]successfully 

produced Al-Si-Mg-Cu parts by mixing AlSi10Mg and pure Cu powders, 

investigating the process window 35–180 J/mm3. Much more studies are 



4.   Application 

 

74 
 

available for the SLM of AlSi10Mg without any copper addition, but the 

energy densities adopted are roughly in the same range [60]–[64]. It can be 

noted that the energy density required to obtain an effective process is 

generally higher than 100 J/mm3. This is associated with the high reflectivity 

and high thermal conductivity of aluminium compared to other alloys. Indeed, 

3D printing of materials with higher melting temperatures, such as Inconel, 

Steel, or Titanium, are smaller. For example, the energy densities required for 

the SLM are 56–80 J/mm3 for stainless steel, 37–85 J/mm3 for IN718-Cu, and 

40–70 J/mm3 for Ti6Al4V. These observations suggest that the heat transfer 

from the laser to the powder plays a pivotal role in the printing of the samples. 

Indeed, the relation between the input energy and the processed material is not 

straightforward and it is regulated by the complex laser-matter interaction. the 

reason for this apparent contradiction lies in the state of the underlying material 

to be processed which is rarely taken into account [9], [65]. The key idea is to 

investigate the possibility of reducing the energy required to achieve an 

effective printing for an Al- Si-Mg-Cu alloy by enhancing the “energy 

absorption efficiency” defined as the ratio between the energy absorbed by the 

powder bed and the one provided by the laser beam. This will be carried out in 

a two-step process. In the first stage, the DEM based model presented in the 

previous section will be used to evaluate the optimal value for layer thickness 

and spreading speed to maximize the packing factor and the surface coverage. 

Then, in the second step, several specimens are printed with the parameters 

determined by the model and the results are evaluated based on the relative 

density, the porosity, and the microhardness.  
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4.2 Materials and methods 
 

4.2.1 Feedstock material 
 

The numerical model used in this case study is based on the on presented in 

detail in the previous section, however some modifications are mandatory. 

First, the material used in this case is different: AlSi10Mg and 99% pure Cu 

gas atomized powders with Figure 48 showing SEM images of both powders.  

 

 

Figure 48 - SEM images of the powders used as base materials: (a) AlSi10Mg; 

(b) Cu. 

 

The chemical composition of the AlSi10Mg powder, as declared by the 

supplier, is reported in Table 7. 
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Table  7 - Chemical composition of AlSi10Mg powder. 

Al Si Mg Fe Mn O Ti Cu Zn C Ni Pb Sn 

Bal. 9.0–

11.0 

0.20–

0.45 

0.55 0.45 0.20 0.15 0.10 0.10 0.05 0.05 0.05 0.05 

 

The powders are mixed with weight ratio of 4% Cu and 96% using a fluidized 

bed facility operating with Argon, supported by an acoustic field to avoid 

aggregation between the different clusters of particles. The effectiveness of the 

mixing process is verified through SEM images of the mix (Figure 49) where 

the Cu particles are indicated by a lighter colour. 

 

 

Figure 49 - SEM image of the mixed powder used as feedstock material. The 

Cu particles are indicated by a lighter color. 
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The material properties have been varied to reflect these changes, using the 

procedures explained previously. The same applies to values for the spreading 

parameters optimization.  

 

4.2.2 Optimization of the spreading process 
 

Two values of the layer thickness are considered, 30 μm and 50 μm, typically 

used in SLM industrial applications for the considered material [27]. 

Regarding the spreading speed, since high values have proven not suitable the 

choice fell on values in a lower range. Specifically, 75, 50, and 25 mm/s, for a 

total of 6 different combinations. Figure 50 and Figure 51 show a comparison 

of the powder bed for the three different values of the spreading speed and a 

layer thickness of 50 μm and 30 μm, respectively.  

 

 

Figure 50 - Results of the simulations with a 30 μm layer thickness for 

different levels of spreading speeds: (a) 75 mm/s, (b) 50 mm/s, and (c) 25 

mm/s. 
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Figure 51 - Results of the simulations with a 50 μm layer thickness for 

different levels of spreading speed: (a) 75 mm/s, (b) 50 mm/s, and (c) 25 mm/s. 

 

A first result that can be observed is the substantial modification of the size 

distribution of the deposited particles between the two configurations. Indeed, 

for a layer thickness of 30 μm the biggest particles are almost absent since the 

gap between the layer and the solid substrate acts as a filter, effectively 

dragging them away. These particles are caught in the powder heap in front of 

the blade and are not deposited in the powder bed with a phenomenon similar 

to that observed and discussed in the previous section. This also determines a 

significant deterioration of the characteristics of the powder bed (i.e., surface 

coverage and solid volume fraction) along the spreading direction. The surface 

coverage is obtained as the fraction of the area of the layer that is covered by 

the particles. A low value of this parameter means that there are holes in the 

powder bed where no particles have been deposited. As for the solid volume 

fraction, it is calculated as the total volume occupied by the particles, divided 

by the theoretical volume of the layer (a parallelepiped with a height of 30 μm 

or 50 μm, depending on the layer thickness).  The results are plotted in Figure 

52 and Figure 53. The surface coverage decreases significantly with increasing 

the spreading speed and appears to be rather insensitive to the layer thickness 

variation. Similarly, the solid volume fraction decreases with increasing the 
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spreading speed; however, the impact of the layer thickness is more relevant, 

with a thicker layer resulting beneficial for a more compact powder bed. The 

above results suggest that the optimal parameters to be used in the experiments 

are a layer thickness of 50 μm and a spreading speed of 25 mm/s. However, in 

the experimental tests, the speed of the recoating device is set to 35 mm/s, a 

slightly higher value to reduce the processing time. 

 

Figure 52 - Surface coverage for different spreading velocities and layer 

thicknesses. 
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Figure 53 - Solid volume fraction for different spreading velocities and layer 

thicknesses. 

The SLM process is performed by using a Concept Laser M2 Machine 

operating in Argon atmosphere. As anticipated the whole purpose of this case 

study was to obtain a satisfactory printing with a reduced energy density. 

Therefore, three different levels of energy densities (20, 25, and 35 J/mm3) are 

investigated. Moreover, the energy effectively adsorbed by the material may 

vary depending on the adopted values of laser power and scan velocity The 

processing parameters are related by the following formula:  

 

𝐸𝑑 =
𝑃

𝑉𝑠ℎ𝑠𝐿𝑡
                                              (15) 

 

Where Ed is the energy density, P is the laser power, Vs is scan velocity, hs is 

the hatch spacing, and Lt is the layer thickness. The hatch spacing, i.e., the 
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separation distance between two consecutive laser beams (orthogonal to the 

laser scan direction), is kept constant at 0.09 mm. A complete overview of the 

different processing condition is reported in Table 8. 

 

Table  8 - Experimental processing conditions. 

Set of parameters  P[W] Vs[mm/s] h[mm] Lt[mm] Ed[J/mm3] 

1 150 952 0.09 0.05 35 

2 180 1143 0.09 0.05 35 

3 210 1333 0.09 0.05 35 

4 240 1524 0.09 0.05 35 

5 150 1111 0.09 0.05 30 

6 180 1333 0.09 0.05 30 

7 210 1556 0.09 0.05 30 

8 240 1778 0.09 0.05 30 

9 150 1333 0.09 0.05 25 

10 180 1600 0.09 0.05 25 

11 210 1867 0.09 0.05 25 

12 240 2133 0.09 0.05 25 

 

4.2.3 Printed samples characterization 
 

For each processing condition, three samples (10x10x10 mm3) are printed, 

randomly positioned across the building plate to avoid the influence of the 

building position on the measured properties. The surface roughness of the top 

face of the as-built cubic samples is examined with a Confocal Microscope 

(Leica DCM3D Scan) [66]. The surface roughness parameters considered in 

this study are the arithmetic mean surface roughness and the maximum height 
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according to the standard ISO 25178-2. The sample density ρs is evaluated 

according to the Archimedes method by using a Gibertini Infinity balance and 

calculated as:  

 

ρ𝑠 = (ρ𝑤𝑎𝑡𝑒𝑟 − ρ𝑎𝑖𝑟)
𝑚𝑎𝑖𝑟

𝑚𝑎𝑖𝑟−𝑚𝑤𝑎𝑡𝑒𝑟
+ ρ𝑎𝑖𝑟                 (16) 

 

With ρwater and ρair the densities of water and air at 25 °C, and mwater and mair 

the weights of the sample in air and water, respectively. Denoting with 

wAlSi10Mg and ρAlSi10Mg the mass percentage and density of AlSi10Mg, and with 

wCu and ρCu the mass percentage and density of Cu, the theoretical density of 

the alloy is calculated as: 

 

1

ρ𝑡
=

𝑤𝐴𝑙𝑆𝑖10𝑀𝑔

ρ𝐴𝑙𝑆𝑖10𝑀𝑔
+

𝑤𝐶𝑢

ρ𝐶𝑢
                                        (17) 

 

The relative density (RD) is measured concerning the material theoretical 

bulk density of 2.72 g/cm3 and then expressed as: 

 

RD =
ρ𝑠

ρ𝑡
× 100                                          (18) 

 

The relative density measurements are repeated three times for each sample. 

For microstructural observations and microhardness measurements, the cubes 

are sectioned via a metallographic hacksaw to observe the cross-section 

containing the build-up direction. Then, the cut samples are hot mounted in 

epoxy resin, and subsequently mechanically grounded on sandpapers and 

then polished with diamond suspensions. Observations of the cross-sections 
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of the samples are made with an optical microscope (Figure 54 panel a). To 

observe the microstructure, the surfaces of the mounted samples are etched 

with chemical reagent (Keller). The images are post processed via image 

analysis software, to enhance the contrast between voids and metal parts and 

to calculate the amount of porosity in the samples. To analyse the gradient of 

the porosity, each sample is divided in bottom, centre, and top part. A typical 

result is shown in Figure 54 panel b and c. 

 

Figure 54 - Steps of image analysis: (a) optical acquisition of the cross-section, 

(b) identification of the porosities, (c) image mask. 

 

To determine the mechanical properties, micro-hardness tests are performed. 

Hardness is measured according to the Vickers scale by using a Micro-Vickers 

Hardness Tester. The test is repeated nine times in various positions of the 

sample to ensure the repeatability of the measurements.       
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4.3 Results 
 

4.3.1 Surface roughness  
 

An overview of the results of the printing process for each processing condition 

is presented in Figure 55.  

 

 

Figure 55 - Overview of the printed samples with the respective processing 

conditions. 

A variety of flaws arise on the sample surfaces as a result of various 

phenomena that take place during the SLM process, making it challenging to 

evaluate the roughness and interpret the data. In order to accurately assess the 

quality of each scanned layer during the construction process, it is crucial to 

focus on the top surface's roughness. Figure 56 reports a sample of the acquired 

surface.  
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Figure 56 - Rendering of the acquired top surface of sample 1. 

The samples' surfaces have several superficial clusters, which show that the 

powder hasn't completely melted in those areas. However, there are no external 

breaks or missing pieces in the samples. Figure 57 display the outcome of the 

roughness measurement for each sample. The average values vary from 20 to 

34 µm, and values fall between 270 and 378 µm. When the process parameters 

are changed, neither surface morphology parameter generally exhibits an 

evident trend, which points to a complex phenomenology. However, the data 

show that the lowest values are reached at the highest laser power, indicating 

a smoothing effect brought on by the rise in power. 
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Figure 57 - Measured Sa (left) and Sz (right) compared to the process 

parameters. 

 

4.3.2 Density  
 

Other than the characteristics of the top surface it is pivotal to evaluate the 

densification and the presence of internal defects in the printed part. Indeed, 

the presence of a great number of porosities or other defects can compromise 

the integrity of a printed part and should therefore be avoided. In general, in a 

LPBF process, two types of processing defects can be identified that are related 

to the employed energy density in an opposite way: lack of fusion (LOF) and 

keyholes. LOF defects form when the energy is insufficient to obtain a full 

melting of the powders. Causes can be an excessively low laser power or a 

scan velocity too high. Keyholes, on the contrary, happen when, due to 

excessive energy density, a fluid dynamic instability forms in the molten pool 

[67]. The analysis of the quantity, size, and geometry of the defects indicates 

whether the process parameters are above or below the optimum values. In this 

light, for in-depth analysis of the internal defects in the specimens, the cross-
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sectional morphologies parallel and perpendicular to the building direction are 

taken for metallographic observation. The dependence of the porosity and the 

relative density of the samples on the laser power and scanning velocity is 

investigated for different energy densities. In Figure 58 the measured relative 

density is plotted against the laser power.  

 

 

Figure 58 - (a) Relative density and (b) porosity measurements compared to 

the laser power and the energy density. 

 

It can be noticed that the relative density increases by increasing the energy 

density, reaching a value of 96% for an energy density of 35 J/mm3. Also, for 

each investigated value of energy density, the relative density increases for 

increasing values of the laser power and scanning velocity. Most samples 

reveal irregularly shaped pores and some un-melted powder particles can be 

identified. These defects can be attributed mainly to lack of fusion or rapid 

solidification of the metal without complete filling of gaps. From a visual 

analysis of  Figure 59, a similar trend for each value is identified: numerous 

and large LOF defects exist in samples built using a laser power of 150 W, 
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whereas they start to decrease in number and dimension when increasing the 

power up to 240 W, showing that, despite the optimization of the spreading 

process, a higher energy density is required to attain a complete melting and a 

stable process.  Among the investigated processing conditions samples are 

printed at = 240 W and = 35 J/mm3. 

 

 

Figure 59 - Images of the cross-section of the samples with the respective 

processing conditions. 

 

However, it can be interesting to focus on the variation of the defects in the 

same specimen throughout the printing process. As explained previously, the 

cross-section of the samples has been divided into three parts in order to 

analyse how the presence of porosity changes throughout the sample height. 
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For each set of parameters, the porosity slightly decreases from the bottom of 

the sample to the top. This behaviour is more evident when increasing the  

energy density and decreasing the laser power as shown in Figure 60 trough 

Figure 62.  
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Figure 60 - Porosity variation through the specimen for Ed = 20 J/mm3 

 

Figure 61 - Porosity variation through the specimen for Ed = 25 J/mm3 



4.   Application 

 

91 
 

 

Figure 62 - Porosity variation through the specimen for Ed = 35 J/mm3 

 

4.3.3 Microstructure  
 

Figure 63 shows microscope images of the cross-section of the samples. Due 

to the LOF defects present in the samples, in some cases, especially at low 

energy density, it is not possible to observe the melting pool (i.e., the track of 

the molten material). Indeed, as suggested by the presence of LOF defects, 

melting of the powders and thus the formation of melting pool is not 

achieved. For higher laser power values, it is possible to notice irregular-

shaped melting pools, in Figure 64, the micrographs of the samples produced 

in the limit conditions are shown. In the worst case (= 150 W and = 20 J/ 

mm3) the Cu powders remain un-melted and embedded into the Al matrix 

(Figure 64 panel a), while in the best case (= 240 W and = 35 J/ mm3) it is 



4.   Application 

 

92 
 

possible to appreciate exceptionally fine grains with grain boundaries rich in 

precipitates (Figure 64 panel b).  

 

 

Figure 63 - Microscope images of the cross-section of the samples. 

 

 

Figure 64 - Micrography of the samples with (a) P = 150 W and Ed = 20 J/mm3 

and (b) P = 240 W and Ed = 35 J/mm3. 
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4.3.4 Microhardness 
 

Microhardness can be considered the first indicator for the mechanical 

quality of the printed material. The results are shown in FIGURE at different 

laser power and energy density. The values range from 126 HV to 148 HV. 

While no significant trend can be observed the average microhardness of the 

samples is 135 HV, similar to what is found in the literature (range 100–150 

HV) [68]. 

 

Figure 65 - Microhardness of the samples compared to the laser power and of 

the energy density. 
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4.4 Discussion 
 

4.4.1 The role of the powder bed and laser power 
 

All of the results presented above, with the highlighted trends will be discussed 

taking into specific consideration the impact of the spreading process as it was 

the main motivation behind this case study. However, other factors influencing 

the outcome of the process will not be disregarded and will be discussed in due 

detail. First, it is worth repeating that the features of the substrate can greatly 

influence the laser-matter interaction. Indeed, Wang et al. [69] demonstrated 

that the amount of energy adsorbed by a powder bed is different from the one 

absorbed by the bulk material, due to the different reflection/absorption 

properties. On this topic, Gusarov et al. [32] studied the transfer of radiation 

and heat during selective laser melting. They considered a powder bed with 

porosity corresponding to freely poured powder, which has roughly the values 

(40–60%) typical for metallic powders employed in SLM. The authors 

demonstrated that the laser radiation penetrates the substrate via the pores up 

to several particle diameters of depth due to multiple reflections, confirming 

that the laser energy is deposited not only on the surface but also in the bulk of 

the powder layer. This suggests that, along with the laser source wavelength 

and the corresponding material absorption coefficient, the effective energy 

transfer from the beam to the powder bed is affected by the powder 

characteristics (e.g., mixture ratio, particle shape, and size distribution) and the 

powder bed state. This aspect is even more important for aluminium alloys, 

which are characterized by high reflectivity. Therefore, a proper choice of the 

spreading parameters can be pivotal to achieve good densification and suitable 

mechanical properties of the product. In particular, a higher packing promotes 
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the multiple reflection mechanism and hence the formation of a more stable 

melting pool at lower laser energy input. By tuning the layer thickness and the 

spreading speed on the basis of numerical simulations of the spreading process, 

we have successfully printed an Al-Si-Cu-Mg alloy with a power input 

significantly lower than the one commonly reported in the literature [6], [7], 

[59]. The central role and influence of the spreading process can be further 

inferred from the variation of the LOF defects. Looking at the graphs in Figure 

54, a reduction of the number and extension of the LOF defects moving from 

the bottom to the top zone of the samples is visible, along with better-molten 

pools. This reduction is more evident for lower values of the laser power. As 

previously mentioned, such increased quality can be attributed to differences 

in the spread layer of powders. Indeed, as discussed previously, the 

characteristics of the deposited layer can change significantly throughout the 

printing process and therefore, the optimal laser parameters that should be 

employed from change with the number of printed layers. This aspect is not 

taken into consideration here, however the results point to the necessity of 

more in process optimizations. Moreover, looking at the results an influence 

of the laser power can be observed. Indeed, as also seen by Tang et al. [70], 

the absorptivity of powders decreases at lower laser power. In agreement with 

the literature, we have found that the decrease of the laser power leads to an 

increased formation of LOF defects, even with the same energy density, 

leading to incomplete remelting of the latest solidified layer and a poor 

metallurgical bond [71].  

4.4.2 Comparison with the literature 
 

In order to showcase the effectiveness of the spreading process optimization in 

terms of energy efficiency a brief recap of literature works dealing with Al- 
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Cu-Mg and AlSi10Mg alloys is presented in Table 9. The properties 

considered are the densification, since it is a key indicator of the quality of the 

process, and microhardness, since it can be considered as a good indicator of 

the mechanical properties of the printed part. Moreover, other fundamental 

mechanical properties (e.g., yield stress) can be derived from microhardness 

through empirical relationships [72], motivating the adoption of this 

parameter. An energy efficiency index is also reported, defined as the ratio 

between Ed and HV. While not having a physical meaning, this index allows 

to immediately compare the results of different processes. As clearly visible in 

Table 9, the value of the energy density adopted in this work is unprecedently 

low for this type of alloys, with a significant reduction even when compared 

with pure AlSi10Mg that is easier to print and more widely studied. Despite 

the low Ed values, the samples produced in the present work show good 

mechanical properties, leading to a value of (3.8) 80% higher than the best 

value found in the literature. In Chen et al. [73], where a comparably low Ed 

was selected as the optimal parameter based on a FEM model of the substrate-

beam interaction, the resulting mechanical properties are fairly low, suggesting 

that the selection of printing parameters from an incomplete, although rigorous 

modelling that does not take into account all the steps of the process can 

negatively affect the experimental outcomes. It is worth noticing that the value 

of this parameter spans a wide range of values (0.2–2.1), confirming that the 

selection of the optimal process parameters is challenging and strictly 

dependent on the application.  
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Table  9 - Comparison of SLMed Al-Cu-Mg alloys process parameters and 

properties as found in the literature. 

Material  P 

[W] 

hs 

[mm] 

Lt 

[mm] 

Vs 

[mm/s] 

Ed 

[J/mm3] 

Density 

[%] 

HV ηe Ref.  

AlSi10Mg+C

u 

240 0.09 0.05 2133 35 > 97 135 3.86 - 

Al+Cu+ 

Mg 

200 0.7-

0.13 

0.04 83-333.3 100-300 94-99 - - [59] 

Al+Cu+ 

Mg 

200 0.7-

0.13 

0.04 - >340 99 111 0.32 [59] 

Al+Cu+ 

Mg 

200 0.09 0.04 83 666 99.91 125 0.19 [6] 

Al+Cu 190 0.08 0.04 165 359.8 99 ±1 - - [60] 

AlSi10Mg 280 0.03 0.06 2000 77.78 - 125 1.61 [61] 

AlSi10Mg 330 0.16 0.03 1000 50-60 99.70 - - [62] 

AlSi10Mg 250 0.07 0.03 2100 56.7 99 116 2.04 [63] 

AlSi10Mg 280 0.05-

0.07 

0.03 800-

1300 

116-183 > 97 - - [64] 

AlSi10Mg 330 0.19 0.03 1300 44.53 - 95 2.13 [73] 
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Section 5: Future developments 
 

Physics based Discrete Element Method simulations are accurate and 

reproducible, however are really demanding in terms of computational power 

required. It has been pointed out numerous times throughout the previous two 

chapters that it was needed to introduce simplifying assumptions to avoid 

excessive computational time. Therefore, some kind of reduced model would 

be pivotal to fully unlock the spreading process optimization. Indeed, a model 

with some degree of real time predictive capabilities on the characteristics of 

the powder bed in function of the process variables would be fundamental for 

actual applications in an industrial environment. In general, there exists a 

literature dealing with the application of Machine Learning to metal Additive 

Manufacturing, ranging from the design to the parameter optimization and 

quality control [74]. Considering the powder spreading stage most of the works 

make use of computer vision techniques and Convolutional Neural Networks 

to monitor the state of the powder bed and classify defects [75] in order to 

propose correctional procedures. The work from Desai et al. [31] uses a DEM 

based model to generate the data to train a feed forward neural network. A 

similar approach was followed in this thesis, where the presented model was 

used to generate a training dataset.  

Among the multitude of machine learning architectures, the choice fell on 

Gaussian process regression. The Gaussian processes model is a probabilistic 

supervised machine learning framework that has been widely used for 

regression and classification tasks. A Gaussian processes regression (GPR) 

model can make predictions incorporating prior knowledge (kernels) and 

provide uncertainty measures over predictions [76]. A complete description of 
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the mathematical basis and the functioning principle of the method will not be 

discussed here but can be found in the reference. 

The main reasons a GPR was selected is due to the nature of the dataset. 

Indeed, Gaussian processes do not need an extensive number of train data point 

to output a prediction. Another great feature of Gaussian processes is that the 

uncertainty of a fitted GP increases away from the training data, but this 

uncertainty is known and can be paired with an optimization algorithm to 

identify the best point to reduce said uncertainty. This proposition of sampling 

points in is done by acquisition functions which usually trade off exploitation 

and exploration. Exploration refers to sampling in areas where the prediction 

uncertainty is large while exploitation refers to sampling where the output is 

significant. All of these characteristics fit the needs in this case.   

The input and output for our model will be the same presented in section 3.4. 

First, a GP is built based on the assumption that the input parameters 

completely describe the state of the powder bed. Therefore, every layer of 

every simulation becomes a new point with its input and output. However, the 

results of this more general model are not satisfactory and completely fail to 

capture the variation of the outputs with the layer.  

Therefore, we are now considering two separate models: a layer-wise model  

𝑀1(𝑟𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠, 𝑉𝐿) → (𝑜𝑢𝑡𝑝𝑢𝑡𝑠) 

Which aims to predict the variation of the outputs with different layers, for 

fixed user defined inputs.  
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And a variable-wise model which aims to predict the characteristics of the 

powder bed at the steady state.  

𝑀2(𝑅𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠, 𝐸𝐿𝑇, 𝑅𝑒𝑐𝑜𝑎𝑡𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑) → (𝑜𝑢𝑡𝑝𝑢𝑡𝑠@𝑠𝑡𝑎𝑏𝑙𝑒 ) 

These two separate models granted more promising results; however, much 

remains to be to obtain a reliable prediction from the models specifically 

from the gaussian process modelling point of view (e.g., kernel, acquisition 

function etc.) 
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Section 6: Conclusions 
 

In this thesis, the spreading stage of a LPBF process has been investigated with 

a combined experimental and numerical approach. In the first section the 

development of a custom-made recoating device was presented along with the 

results of the experiments carried out on it. The main findings can be 

summarized as follows:  

• A variation in the spreading speed is beneficial or detrimental based on 

the ratio between the feedstock particles diameter and the nominal layer 

thickness. 

• A higher spreading speed promotes segregation of the bigger particles 

towards the end of the deposition plate while a slower spreading speed 

promotes the opposite phenomenon. 

• Overall, the effect of the spreading parameters is strongly dependent 

on the characteristics of the feedstock material and any optimization 

should be performed taking it into account. 

The second section presents the implementation of a Discrete Element Method 

based model which is used to investigate the spreading process and identify 

the mechanisms taking place at a particle level. First, a simple single layer 

model is used to understand the impact of the process parameters (i.e., layer 

thickness and spreading speed).  

• For a higher spreading speed, a lower amount of the total powder in the 

powder reservoir after the spreading process can be observed, further 

suggesting the necessity to vary the total quantity of powder to be 

spread. 
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• The initial and the terminal zones of the bed are affected in different 

ways by the interaction with a solid part (the powder bed chamber in 

this case), thus leading to an alteration of the bed characteristics. 

• The described spreading mechanisms are prone to cause further 

particles segregation during the deposition stage. This appears to be 

more evident when the speed of the blade is low since, for higher 

velocities, these segregation phenomena are overwhelmed by the 

dynamic effects. 

The model is then extended to take into account the multi-layer nature of the 

process. The behaviour observed for a single layer could still be appreciated to 

some degree, however, a significant variation in the powder bed characteristics 

emerges throughout the layers. It appears that a stable state is reached after a 

certain number of layers which depends strongly on the process parameters. 

Specifically, a lower spreading speed promotes the attainment of this stable 

state in fewer layers. A strategy to freeze part of the powder bed is also 

proposed with the aim of understanding the impact of the previous layer 

characteristics on the spreading process. Overall, the proposed numerical 

model highlights specific mechanisms involved during the blade motion that 

may be detrimental for the final state of the powder bed. We believe that the 

present analysis can help to properly set the parameters of the spreading 

process and design novel printing machines to improve the quality of the 

spread powder and of the resulting final material. 

To show the applicability of the presented model a case study is also 

considered. This case study showed how the energy efficiency of a 3D printing 

of a custom Al-Cu alloy can be improved via an optimized spreading stage, 

aimed at improving the absorptivity of the powder bed. Despite the limitations 

of the numerical model used, the positive correlation is evident, suggesting that 



6.   Conclusions 

 

103 
 

a far more advanced optimization strategy could further improve the results 

leading to more efficient processes overall. Preliminary results on the 

application of machine learning techniques to the spreading process are also 

presented but, despite the promising premises, further investigations are 

needed to attain satisfactory results.
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