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Abstract

Recent studies have highlighted that shared areas of the railway sta-
tions may be locations where there may be contagion by viruses and bacte-
ria during the periods of a pandemic like in the case caused by SARS-CoV-2
diffusion. The propagation of SARS-CoV-2 disease particularly damaged
the railway sector because the transportation demand had registered a
drastic reduction. People prefer to travel only if strictly necessary, using
private cars in alternative to public services such as railway transportation.
In this Thesis, answering the Infrastructure Manager Rete Ferroviaria Ital-
iana’s request, we propose sanitization strategies that coordinate a team
of robots in a dynamic railway station without interrupting the preexisting
human activities such as transportation services, catering services, shop-
ping, and ticketing. Since every important Italian station is equipped with
a WiFi Meraki Cisco System Network, our aim is to exploit such infrastruc-
ture to monitor the positions of mobile devices (tablets and phones) and
to evaluate the most crowded areas of the station to be sanitized. Specif-
ically, our approach is to define a heatmap whose colored zones indicate
the presence of contamination (prioritized zones) caused by the aggregation
of visitors, which can be used by robots as guidance during sanitization
activities. In Chapter 3, we propose a multi-robot approach to sanitize
railway stations based on a distributed Deep Q-Learning technique. A
team of cleaning robots - each endowed with a robot-specific convolu-
tional neural network - learns how to effectively cooperate and sanitize
the station’s areas according to the associated priorities. In Chapter 4 we
extend the previous framework allowing to define teams of robots having
different sanitizing strategies/capabilities. In Chapter 5 we illustrate a dis-
tributed framework, where a centralized server uses the Hierarchical Mixed
Integer Linear Programming to coordinate the robots assigning different
zones where the cleaning has higher priority; thanks to the MPC-MILP
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approach, we use historical data about the distribution of people and the
knowledge about the transportation service of the station, to predict the
future dynamic evolution of the position of people in the environment and
the spreading of the contaminants. In Chapter 6, we propose a multi-
robot online sanitization strategy that combines the Bioinspired Artificial
Cockroach Colony Strategy with the 2-type Fuzzy Logic to coordinate to-
gether a team of robot sanitizers. We tested our solution considering real
data collected by the WiFi network of the main Italian railway station,
Roma Termini shared by Rete Ferroviaria Italiana S.p.A. We compared
our results together with other methods conventionally proposed for san-
itization, applied to the same scenario. The approaches described in this
Thesis may also be applied in every indoor public location as shopping
centers, restaurants, and industrial sheds, if WiFi Service is available with
visitors’ positioning information, with a correct number of robots selected
considering the total surface of the environment.

Keywords: Deep Reinforcement Learning, MPC-MILP, Cockroach Colony
Strategy, 2-type Fuzzy Logic, Distributed Multi-Robot Systems, Sanitiza-
tion.



Sintesi in lingua italiana

Studi recenti hanno messo in evidenza che aree condivise delle stazioni
ferroviarie posson essere luoghi dove sono possibili contagi causati da virus
e batteri durante i periodi di pandemia come quello causato dalla diffusione
del SARS-CoV-2. La propagazione della malattia SARS-CoV-2 ha partico-
larmente danneggiato il settore ferroviario perché la domanda di mobilità
di trasporto ha registrato una drastica riduzione. La gente ha preferito vi-
aggiare solo se strettamente necessario, usando soprattutto mezzi privati in
alternativa ai servizi di trasporto ferroviario. In questa Tesi, rispondendo
ad una richiesta del Gestore dell’Infrastruttura Rete Ferroviaria Italiana,
si propongono differenti strategie di sanitizzazione per coordinare un team
di robot in un ambiente dinamico come una stazione ferroviaria, senza
interromperne i servizi di trasporto, la ristorazione, lo shopping, la ven-
dita dei biglietti, ed in presenza dei visitatori. Dal momento che ogni
importante stazione ferroviaria è dotata di una infrastruttura di rete WiFi
Cisco System, abbiamo deciso di utilizzare tale rete per monitorare le po-
sizioni dei dispositivi mobili (tablet e cellulari) e di valutare quali sono
le aree della stazione più affollate che necessitano di sanitizzazione con
maggiore priorità. Nello specifico, il nostro approccio consiste nel costru-
ire un heatmap in cui le zone colorate indicano la presenza di zone con
più livelli di contaminazione (zone prioritarie) causate dall’aggregazione di
visitatori. le zone prioritarie possono essere usate dai robot come guida
durante l’attività di sanitizzazione. Nel Capitolo 3, si propone un approc-
cio Multi-robot per la sanitizzazione basato su una tecnica distribuita di
Deep Q-Learning. Un team di cleaning robot, ciascuno dotato di una pro-
pria rete neurale convoluzionale, impara a cooperare e sanitizzare le aree
della stazione considerando le relative priorità associate. Nel Capitolo 4
abbiamo esteso lo studio precedente aggiungendo al framework funzional-
ità per definire team di robots aventi differenti caratteristiche e strategie



di sanitizzazione. Nel Capitolo 5 si presenta un framework distribuito in
cui un server centrale applica il metodo Hierarchical Mixed Integer Linear
Programming per assegnare zone differenti a ciascun robot dove le prior-
ità sono maggiori. Grazie all’approccio MPC-MILP, abbiamo usato dati
storici sulla distribuzione delle persone, nonchè la conoscenza delle carat-
teristiche del servizio di trasporto nella stazione per predire l’evoluzione
dinamica delle posizioni delle persone e la relativa diffusione della contam-
inazione. Nel Capitolo 6 proponiamo un metodo di sanitizzazione on-line,
che combina la tecnica Artificial Cockroach Colony Strategy con la tecnica
2-type Fuzzy Logic per coordinare un team di robot sanitizzatori. Ab-
biamo testato le nostre soluzioni impiegando dati reali raccolti dalla rete
WiFi della principale stazione italiana Roma Termini, condivisi da Rete
ferroviaria Italiana S.p.A. Abbiamo inoltre confrontato le performance dei
metodi proposti con altre tecniche comunemente proposte in letteratura
per la sanitizzazione, applicandoli al nostro scenario. Gli approcci presen-
tati in questa tesi possono essere applicati in ogni luogo pubblico, come
centri commerciali, ristoranti e capannoni industriali, se è disponibile un
Servizio WiFi ed un adeguato numero di robot.

Parole chiave: Deep Reinforcement Learning, MPC-MILP, Cock-
roach Colony Strategy, 2-type Fuzzy Logic, Distributed Multi-Robot Sys-
tems, Sanitization.
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Chapter 1
Introduction

Modern societies are increasingly open and connected, the demand for
transport is continuously increasing [18] and the high volume and frequency
of passengers moving between cities is an evident cause for rapid spread of
diseases across countries [102]. In this regard, the role of railway stations
is crucial. Stations are not only nodes of the railway network where pas-
sengers are in transit, but also locations for shops, restaurants, places for
recreation and aggregation [6, 75]. Passengers gathering in the halls and
platforms of the stations, eating at restaurants, and boarding the trains
facilitate the transmission of diseases [101]. For this reason, the pandemic
caused by the SARS-CoV-2 has spawned a crisis that has affected the rail-
way sector in a significant way [92], for example, by inducing people to
prefer cars instead of trains [24]. It is then strategic for the infrastructure
managers (such as the Italian Rete Ferroviaria Italiana) to deploy adequate
and modern tools to prevent future contagion inside railway stations [76].
In this scenario, disinfectant robot technologies can support in fighting
pandemics [93] by reducing the number of people involved in the cleaning
process and by enhancing the sterilization performance.

In this direction, we propose an approach to multi-robot sanitization
suitable for teams of robots capable of cleaning large human-populated rail-
way stations [66] without interruption of any public service. Specifically,
we present distributed methods to generate effective cleaning strategies
that drive a set of sanitizing robots towards the most critical regions of
the station. Such regions are prioritized by estimating the most populated
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areas of the station to be sanitized. For this purpose, we rely on the WiFi
infrastructure, which is often available in public environments, to retrieve
the position of the smartphones [82] to get an approximated assessment
of the distribution and concentration of the crowd. Such estimated dis-
tribution of people in the railway station areas is then used to specify a
heatmap of prioritized areas to be sanitized, which is dynamically updated
and provided to each of the robots to enable them to adapt their coop-
erative cleaning behaviors continuously. It should be noted that cleaning
railway stations in the presence of humans represents a very challenging
real-world domain for multi-robot coordination, not only because of the
large environment to be effectively covered by multiple agents, but also for
the continuous variation of the people distribution that requires dynamic
adaptation of the target areas to be reached. In this scenario, we propose in
Chapter 3 to deploy a distributed Deep Q-Learning approach, where each
robotic agent, endowed with a specific Deep Q-Network (DQN), learns
how to adapt its cleaning behavior with respect to the shared estimated
heatmap. For each robot, given the current heatmap and position, the
generated strategy provides the next adjacent area to sanitize in order to
maximize the overall team reward. The peculiarity and originality of the
approach rely on the exploitation of the shared dynamic heatmap in com-
bination with a distributed deep learning algorithm, where each agent can
independently learn how to effectively sanitize a large and populated envi-
ronment in cooperation with other agents. While the distributed algorithm
permits scaling with the number of robots, the shared heatmap accounts
for dynamically updated priorities in large populated environments, which
are rarely considered in multi-agent sanitizing frameworks. In our setting,
such priorities are associated with the dynamics of contaminated areas,
which is modeled by a Gaussian convolution law. In Chapter 4 we inves-
tigate on the behavior of a distributed Deep Q-Learning approach, there
are more typologies of teams of robots with different capabilities of clean-
ing and speed. We compared this solution with the homogeneous case.
In Chapter 5 we propose a deterministic approach where the sanitization’s
strategy depends on the participation of the Server that assigns every robot
with different heatmap’s zones with high priority thanks to the Hierarchi-
cal MILP-MPC approach, and then every robot independently builds its
paths to the zones with the Artificial Potential Fields technique, clean-
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ing the peaks of the priorities they meet along the path. In Chapter 6,
inspired by the social behavior of the Cockroaches, we described a new
approach where the robots apply and Cockroach Colony Strategy to the
cleaning. The WiFi server participates to the cleaning process sending
to every robots the heatmap and a FeromonesMap where the robots find
respectively the positions of the contaminations and the feromones signals
deposited by the members of the team. Moreover, the Server proposes
as a destination a different heatmap subarea for each robot thanks to the
2-type Fuzzy Logic combined with the taboo search technique. The robots
build their paths using 2-type Fuzzy Logic method considering at every
step the presence of the concentration of priority and the pheromones that
they may find along the route, their own distance from other members of
the team, and their distance from the destination zone proposed by the
WiFi Server.

Notice that in this Thesis we focus on the decision and coordination
problem (i.e., areas to be cleaned by the robots), while we assume that
each cleaning robot is endowed with a suitable navigation system (local-
ization, obstacle avoidance, path and motion planning systems, etc.) to
safely reach the areas established by the cleaning strategy. We investigate
the system at work in several realistic case studies defined in the context
of the Roma Termini railway station. In this scenario, we evaluate the
system performance by exploiting both simulated and real data about the
people distribution inside the station. The collected results show that the
proposed approach is feasible in real-world scenarios, competitive with re-
spect to alternative methods, and scalable with respect to the number of
sanitizing agents and the crowding of the station. The main contributions
of this work can be summarized as follows:

• We propose a decentralized and scalable DQN framework, where
multiple mobile robots independently learn to cooperate for the ex-
ecution of cleaning tasks in crowded indoor environments. We in-
troduce and discuss several case studies in a real-world challenging
environment provided by the Roma Termini railway station. In this
scenario, we show how the proposed decentralized DQN framework
responds to online priority changes and how it scales with respect to
the number of robots (from 2 to 8) and the crowding of the station.
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• We extended the DQN approach to the heterogeneous case, compar-
ing the relative performances with the homogeneous one.

• We propose a new distributed approach based on the collaboration of
a MILP-MPC Server with robots performing the Artificial Potential
Fields technique to sanitize a large environment.

• We propose a new distributed bioinspired Cockroack Colony Strategy
combined with 2-type Fuzzy Logic for the sanitization of dynamic
environments.

• The proposed methods rely on the station’s WiFi infrastructure to
monitor the distribution of people in the environment and estimate
the diffusion of contaminants, thus allowing to dynamically prioritize
the areas to be sanitized.

• We discuss and compare all the proposed methods at work with a real
dataset in which the distribution of people is retrieved from a one-
day data recording provided by the WiFi Network of Roma Termini,
shared by Rete Ferroviaria Italiana S.p.A.

• The performances of the proposed systems is also compared with
respect to standard coverage path planning techniques.

The rest of the Thesis is structured as follows. In Chapter 2, we dis-
cuss literature related to multi-robot cleaning/sanitizing and area covering
strategies. In Chapter 3, we describe the architecture of the proposed DQN
framework. In Chapter 4, we present the extended version of the DQN ap-
proach considering heterogeneous teams of robots. In Chapter 5, it is
illustrated the MILP-MPC Strategy combined with the Artificial Poten-
tial Field Method. In Chapter 6, we propose a new bio-inspired Cockroach
Colony Strategy with 2-type Fuzzy logic method and we compare the per-
formances of all our discussed approaches together with 2 conventional
coverage path planning proposed for the sanitization found in the litera-
ture. Finally, Chapter 7 concludes the Thesis and outlines future research
directions.



Chapter 2
Background and Related Work

Perception is never purely in the
present - it has to draw on
experience of the past;(...).We all
have detailed memories of how things
have previously looked and sounded,
and these memories are recalled and
admixed with every new perception.

Oliver Sacks, Musicophilia: Tales of
Music and the Brain

In this Thesis, we address the issue of sanitizing highly dynamic indoor
environments with different adaptive approaches. We use both statistical
and deterministic model-based methods capable of responding to a context
that evolves over time, such as that of the railway station. In fact, in the
railway station, sanitization becomes more urgent in places where there
are aggregations of people, and the contamination of the areas increases
with the increase in the number of visitors and following their movements.
For this reason, we decide to test multiple sanitization methodologies and
compare them in a real scenario using one day real data shared by Rete
Ferroviaria Italiana S.p.A. In this Chapter, we describe, for each studied
approach, the background and related works from which our methods were
born. In particular, Section 2.1 describes typical methods proposed for san-
itization and cleaning based on Coverage Path Planning (CPP) techniques.
Section 2.2 describes the related works for the Deep Q-Learning technique,
while Section 2.3 describes the background relating to its extension version
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through the use of heterogeneous robot teams. Section 2.4 illustrates the
works that inspired us towards the application of the Hierarchical MILP-
MPC method, while Section 2.5 shows the studies that led us towards the
adoption of a strategy based on the Cockroach Colony Method and the
use of 2-type Fuzzy Logic for the coordination of the robot team in its
sanitization task.

2.1 Coverage path planning

Several approaches have been proposed in the literature to design multi-
robot strategies for cleaning activities. Different frameworks rely on cov-
erage path planning (CPP) methods to reach and sanitize a specific area.
Random walk methods [19] have been investigated to randomly and rapidly
explore free regions exploiting multiple robotic agents, but these techniques
are usually not efficient since robot overlapping and path repetitions are
frequent. Other methods are based on fixed-shaped paths (spirals, rectan-
gles, etc.), where each robot is assigned to a specific area of the environ-
ment [68, 71, 62, 54, 50, 53, 52, 67, 86]. These approaches are effective in
providing a continuous cleaning service that maximizes the coverage and
minimizes the idleness of the agents, on the other hand, they are not adap-
tive and do not provide dynamic prioritization mechanisms with respect
to changing environments.

In contrast, we are interested in generating sanitization strategies that
take into account the dynamic evolution of the cleaning priorities. In
this regard, we estimate the spread of contaminants by monitoring the
distribution of people in the station to guide the robots towards sanitizing
the most contaminated areas. Related works on CPP consider priorities
during patrolling or surveillance tasks.

For instance, in [58], the authors focus on the task of patrolling a given
environment exploiting multiple agents and ensuring that static priori-
tized locations are visited within a predefined time period. Similarly, in
[90, 65, 74], a surveillance task is addressed as a periodical revisit problem
of a discrete set of sites associated with static priorities or fixed visitation
frequencies. These approaches often consider static priorities and graph-
based representations of the environments with a limited number of nodes.
In our work, in contrast, we consider a distribution of priorities that is
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dynamic on the environment’s surface, with unpredictable variations fol-
lowing the movements of people. Our environment is represented as a very
large gridmap where every cell represents a location point. The priorities
are represented with real values assigned to each cell of the gridmap. The
real value associated with the cell represents the degree of contamination
of the relative location in the environment. In addition to the above meth-
ods, other studies exploit the Voronoi tessellation based coverage control
(VTCC) proposed by Jorge Cortes et al. [26]. The technique first divides
the coverage area into subspaces called Voronoi cells. Each subspace is
assigned to a robot, and each robot converges to the centroidal position
of the subarea by using Lloyd’s algorithm [56], considering a cost function
of the system that decreases as the distance between the robot and the
centroid decreases. The robots, following the gradient descent control law,
move to the center of mass of the Voronoi Tessellation, which balances
a distributed density function between the Voronoi segments [25]. These
studies are commonly proposed in the literature in applications in which
the robot team moves in the environment, attempting to maximize the part
of the map that is visible, such as in the case of surveillance of an area of
interest via mobile robots with sensors [20, 78, 57, 7]. As for cleaning ap-
plications, in [48, 49], a distributed slipform control scheme is proposed for
oil spills at sea, targeting thick layers, using Voronoi tessellation to achieve
coverage of the oil spill area, navigating the stain to the optimal centroid
location, and spraying the dispersant. In this case, the distributed density
function is represented by one Gaussian bell function, with one maximum
peak at the center of its shape. Here, the robots move in the environment
with the gradient descent law to the optimal centroid location, which coin-
cides with the center of mass of the Voronoi cell. The robots converge all
together in points with higher values, close to the maximum peak of the
Gaussian bell, surrounding the oil stain that spills from the ship. When
the time-varying probability density functions are not Gaussian, as in our
case, the centers of mass of the Voronoi cells may not coincide with their
maximum peaks of the density function; this may cause the robots to be
driven toward sub-optimal areas.
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2.2 The MARL method

In contrast to these applications described in Section 2.1, we propose
in Chapter 3 an approach that permits to dynamically update the robots’
behavior with respect to the estimated people distribution in the environ-
ment and the associated risk of contaminant. Moreover, we are interested
in providing an approach suitable for high resolution priorities in very
large railway stations and scalable with respect to the number of robots
in the team. In particular, Reinforcement Learning (RL) approaches have
been deployed in the context of cleaning or disinfection of structured en-
vironments based on double DQN [68] or Actor-Critic Experience Replay
(ACER) [50]. These approaches are more flexible than the ones based on
CPP, but usually, only single-robot setups are considered and in static
contexts where there is not a dynamic propagation of contaminations. On
the other hand, Multi Agent Reinforcement Learning (MARL) frameworks
are often proposed to ensure flexibility and scalability in different applica-
tions like exploration [98], construction [72], or target-capturing [84], while
priority-based cleaning issues are less explored. For instance, in [98], the
authors proposed a cooperative multi-agent Deep Reinforcement Learning
technique to solve multi-target capturing tasks, where a unique end-to-end
network is deployed and trained over local robot-centered portions of the
environment from each agent. Similarly, in [72], the authors presented a co-
operative multi-robot exploration framework exploiting a two-phase multi-
task Reinforcement Learning approach with cautiously-optimistic learners
in combination with deep recurrent Q-networks for action-value approxi-
mation. Here, each robot is endowed with a specific neural network trained
on local information from onboard sensors, supporting the modularity and
the scalability of the framework. In [51], the authors developed a method to
implement path planning and obstacle avoidance based on deep Q-learning
with experience replay and a specific heuristic, which guides the robots to
avoid the blind exploration of the action space during the training process.
On the other hand, since the behavior and the distribution of people in a
railway station are hardly predictable, the definition of such heuristic can
be challenging. Similarly to our approach, a distributed framework is pro-
posed in [84], where multiple agents learn a collaborative policy in a shared
environment using the A3C training method for a construction task. Each
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agent perceives the other agents as moving features of the environment
(hence no explicit communication is exploited). The effects of the actions
are then detected by agents as disturbances to be compensated during the
construction task, while the cooperative policy arises from the shared goal.
Differently, in [103], the authors consider a decentralized MARL problem
where the agents are connected via a time-varying and possibly sparse
communication network. This method introduces a complex communica-
tion between robots, which have to merge local information from onboard
sensors with the observations from the other agents of the team, and may
lead to communication overhead [17]. In contrast, we are interested in in-
vestigating the case in which the information about the whole environment
is shared between the robots through the heatmap exploiting the WiFi in-
frastructure available in the railway stations. Such heatmap is used to
coordinate the agents hence no further explicit communication is needed.
A similar approach is also described in [4], where the authors propose
a multi-robot path planning algorithm using Deep Q-Learning combined
with a Convolution Neural Network (CNN). In this case, a single image is
used to represent the map, the obstacles, and the position of the agents
in the environment, while the CNN is deployed to produce suitable paths
for each robot in order to reach a single target location. Analogously to
our work, the authors propose multi-agent Deep Q-learning, however they
address a path planning problem with fixed targets, while we are interested
in cleaning/sanitizing tasks with dynamically changing prioritized maps.

2.3 The MARL method extended to consider het-
erogeneous multi-robot teams

The work proposed in Chapter 4 is an extended version of our previous
multi-robot sanitizing framework [12, 14] where heterogeneous agents are
considered. Specifically, we extended the framework by allowing different
robots with different features - such as cleaning range, the shape of the
cleaning area, or speed - to cooperate during the execution of the shared
cleaning task. Analogously to [12, 14], we propose a framework based on
a decentralized deep reinforcement learning, where each robot of the team
performs its own learning process. Our claim is that the robot-specific
policies produced by this approach permits cooperation between the het-
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erogeneous robots without performance degradation of the overall team.
The need to consider heterogeneous robots is relevant for the infrastruc-
ture manager. Different typologies of robots with different cleaning strate-
gies can be deployed, for instance, by integrating several small (low-cost)
robots, having limited sanitizing capabilities, in alternative to bigger but
more performing ones. The possibility to increase the number of robots in
a team with different or less expensive models without reducing the clean-
ing performance of the overall system may be convenient in terms of costs
but also in terms of hardware and software maintenance [44], especially
over prolonged usage periods [73]. In the literature, frameworks that sim-
ulate heterogeneous teams of robots are often considered and deployed in
several different contexts [89]. For instance, in the pursuit-evasion class of
games, robots with different capabilities cooperate to catch moving targets
in a shared environment and their pursuit strategies must be adapted with
respect to the behavior of the opponent [91, 96]. This case is similar to our
domain, where clusters of people appear/disappear/move around the sta-
tion and the robots’ cleaning strategy should be adapted accordingly. The
benefit of the coordinated heterogeneous robots is also emphasized in [99]
where different robots (aerial and ground vehicles) are deployed. In this
work, our main contribution is the design of a heterogeneous framework
where multiple mobile robots of different characteristics and typologies
learn to cooperate during the execution of cleaning tasks. To evaluate
the approach, we consider a very large crowded environment from a real
railway station, exploiting WiFi information about the distribution of peo-
ple in order to assess the performance of different heterogeneous teams of
robots. We also propose an assessment of a heterogeneous robotic team in
a real case study, using a one-day data recording of the people’s movements
inside the Roma Termini station, retrieved from the Meraki Cisco System
WiFi Network. In this context, the empirical results collected show that
the performance of the heterogeneous team is comparable to that of the
homogeneous team working under the same conditions.
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2.4 The HMILP-MPC Multi-Robot method for
Priority-based Sanitization of railway stations

As previously introduced in Section 2.1, solutions to the cleaning task,in
the literature, consider the environment as a grid-map that is partitioned in
several parts and assigned to different robots executing fixed shaped clean-
ing paths (spirals, triangles, rectangles, etc.) [68, 71, 62, 54, 50, 53, 52, 67].
These methods are effective to provide a continuous cleaning service which
maximize the coverage and minimizes the idleness of the agents. Additional
works regarding the CPP methodology, consider the presence of some zones
of the environment with persistent static higher priority, that needs to be
cleaned/sanitized with pre-specified higher frequency [58, 90, 65, 74, 22].
Those approaches often consider a graph-based representation of the en-
vironments with only a limited number of nodes. In contrast, we are
interested to find a solution considering high resolution and dynamic pri-
orities in very large railway stations. An interesting work is described in
[22], where the authors solve the multi-robot persistent coverage control
problem over a grid environment using Mixed Integer Linear Programming
(MILP) to maximize the coverage level of the cells over a finite horizon.
In their study, the authors defined terminal constraints to ensure that the
agents are always able to terminate their plans in predetermined closed
trajectories. Also in our framework we consider persistent priorities from
the historical data recorded by Meraki WiFi Network, but in contrast, we
are more interested to find a solution that may adapt to different circum-
stances, following the unexpected changes of priorities of the environment,
without fixed trajectories or fixed nodes. Moreover, we chose to design a
Hierarchical MILP (HMILP) [8, 33] where the problem of finding different
paths for different robots in a common graph is decomposed in a cascade
of MILP problems, one for each robot, and each selected path is used to
constrain the selection of the followings . This way, robot starting from
the same initial conditions are forced to select different paths to increase
the coverage. In this context Model Predictive Control (MPC), has of-
ten been used to find local solutions in open environments with a small
number of obstacles [2]. Unfortunately, including geometric constraints for
complex and very large indoor environments with static obstacles makes
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the optimization problem very expensive to solve in real-time [1]. This
depends by the number of added obstacle constraints, increasing the it-
eration cost of MPC solvers, and the extra non-convexity making it hard
to find good local solutions. For this reason, we propose in Chapter 5 an
approach that avoids geometric constraints in the control layer by dele-
gating collision checking and obstacle avoidance to a lower-level Artificial
Potential Fields (APF) navigation module. Similarly to our work, in [87]
an APF framework controlling and coordinating a group of robots for co-
operative manipulation tasks is proposed. Also in [81] APF method and
optimal controllers methods are used for path planning of autonomous
vehicles. The authors highlighted that the main advantage of the Artifi-
cial Potential Fields approach over the other path planning methods is its
low calculation cost, even with complex Potential Fields for obstacles and
road structures. Following these perspectives, in Chapter 5, we propose
a MILP-MPC approach combined with APF, which is able to produce
high-level strategies for the cleaning/sanitizing of crowded environments
by on-line adapting the agents’ behavior with respect to the current distri-
bution of people. In particular, the proposed system relies on anonymous
information from the preexisting WiFi infrastructure, which is often avail-
able in public environments, to estimate the position of people [82] and to
prioritize the sanitizing process toward more crowded areas of the environ-
ment. Moreover, we also defined a simple parametric model to estimate
the spreading of contaminants (bacteria or viruses) due to the presence of
people in order to better estimate the risky areas to be cleaned with higher
priority.

2.5 Bioinspired Artificial Cockroach Colony Strat-
egy combined with 2-type Fuzzy Logic

The sanitization of an environment may be seen as a problem of cov-
erage path planning ( see also the Section 2.1). In this sense, there are
several studies in literature where the authors suggest cleaning and sani-
tization as possible applications. Classical approaches to the coverage are
[61, 68], where the environment is divided into different zones, and every
robot covers the assigned subareas using paths with a boustrophedon or
spiral shape. Other studies are focused on finding paths that ensure the
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cleaning of prioritized zones with higher assigned frequencies than the oth-
ers [90, 65, 74]. In contrast, we are interested in considering a dynamic
environment in which every zone may increments its priority to be cleaned
during the day, following the spreading of contamination caused by peo-
ple’s movements and the natural contaminant’s diffusion law. Specifically,
in Chapter 6 we rely on Ant Colony Strategy (ACS) to guide multiple
robots toward our dynamic context. In [105], a coverage planning method
in fields with multiple obstacle areas was presented. The method implies
that the field is divided into blocks around the in-field obstacles, such that
the blocks contain no obstacles. This study applies ACS to add adapt-
ability to the problem of coverage path planning, but in contrast to our
method of Chapter 6, the ACS is applied only to find the optimal block
traversal sequence formulated as a TSP problem in a static environment.
In [23] based on the ant colony algorithm, every robot uses the distance
matrix to get the optimization sequence of the sub-areas after the decom-
position of the coverage environment. The robot covers the local sub-area
through boustrophedon motion. In contrast, in our approach of Chapter
6, every robot needs to decide on a new position at every step, consider-
ing the dynamic environmental conditions. Similarly to our approach, in
[80], a group of ant-robots utilizes the principle of pheromone-based coor-
dination: each robot deposits pheromones on boundaries of its territory
to inform the others about the already covered areas. When full coverage
is achieved, each robot patrols its territory by persistently moving on the
territory border. In [16] the authors use a multi-robot coverage approach
based on honey bee colony behavior. Specifically, they propose a honey
bee-inspired pheromone signaling method: if a robot receives a pheromone,
it decides where to move by selecting a target destination in the opposite
direction of the received pheromone. In [10, 9], the authors combine the
effectiveness of the two pheromone-based approaches detailed above while
overcoming the major weaknesses of each approach taken alone. These ap-
proaches use pheromone communication as a repulsive signal to increment
the spreading of the robots and favor the exploration of new areas, as in
our case. In contrast, they consider the coverage problem from the point
of view of the patrolling and surveillance task in a static environment, not
the cleaning in a dynamic context. Together with the pheromone mech-
anism, an ACS may include another procedure: the daemon actions [31].
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Daemon actions are an optional component of the ACS meta-heuristic and
can be used to implement centralized actions which single ants cannot
perform. Examples are the collection of global information that can be
used to decide whether depositing additional pheromones is useful to bias
the search process from a non-local perspective. An example is in [83],
where a mobile robot team cooperates to detect obstacles. When a robot
faces an obstacle during navigation, it will store its location in the global
memory, and all the robots can access it. In our case, we deploy a simi-
lar strategy: we define a centralized WiFi server that creates a heatmap
representing the current global state of the station, also exploiting the 2-
type Fuzzy logic to assign attractive regions to the robots depending on
contaminated areas in the map. The Fuzzy logic method is useful when
processes are too complex for analysis by conventional quantitative tech-
niques or when the available sources of information are interpreted in a
qualitatively inaccurate or uncertain way [21] or the mathematical and
statistical description of the time-variability is unknown in a variable time
system [63], as in our case. Examples of studies in which type-2 Fuzzy
is used together with the ACS technique are in [77, 28, 83]. In [69] the
authors describe the preference of cockroaches to choose for their paths the
shadowed zones in order to feel safer. Inspired by this work, we modeled,
in Chapter 6, our robots as cockroach-like agents that prefers at every
step of their path the attractive regions with higher heatmap’s priority
distribution. In [70, 69] the paper shows that in the exploration phase,
the cockroaches prefer to visit zones where there are no other members of
the colony. To this end, they may also generate a repulsive pheromone
to move away other members. In this work we apply a similar strategy,
we program our agents to generate a repulsive pheromone to discourage
agents aggregations. In [27], the authors provide evidence that the cock-
roaches in their exploration prefer to choose destination-shadowed shelters
with more food and no other members of the colony. In this sense, the
robots will find more attractive the areas assigned to each of them by their
daemon server, where they find more density of priority and higher dis-
tances between the robots. Following these studies, we propose a method
of sanitization of large and dynamic environments based on a multi-robot
bio-inspired artificial cockroach colony strategy that uses two levels of the
2-type fuzzy logic systems to coordinate a team of robots. The sanitization
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follows the rapid and continuous propagation of the contaminations repre-
sented in the heatmap, where different colors are associated with different
levels of priority of zones. We considered for our simulations the biggest
and most important station in Italy, Roma Termini, in the capital. We
used for our tests one day of real data about the positions and motion of
people in Roma Termini, stored by the current WiFi Infrastructure Net-
work Meraki Cisco System, shared by the Italian Infrastructure Manager
Rete Ferroviaria Italiana. We compared our solution with two examples of
conventional coverage path planning strategies commonly proposed in the
literature for sanitization [61, 68] and two solutions studied specifically for
our case of study, capable of adapting their strategies to a dynamic envi-
ronment where the contamination expands [14, 12, 15, 13].





Chapter 3
A Multi-Robot Deep
Q-Learning Framework for
Priority-based Sanitization of
Railway Stations

Sanitizing railway stations is a relevant issue, primarily due to the re-
cent evolution of the Covid-19 pandemic. In this Chapter, we present a
multi-robot approach to sanitize railway stations based on a distributed
Deep Q-Learning technique. The proposed framework relies on anonymous
data from existing WiFi networks to dynamically estimate crowded areas
within the station and to develop a heatmap of prioritized areas to be san-
itized. Such heatmap is then provided to a team of cleaning robots - each
endowed with a robot-specific convolutional neural network - that learn
how to effectively cooperate and sanitize the station’s areas according to
the associated priorities 1. The use of autonomous robots trained together
to accomplish the sanitization task is strategic to approach in a dynamic
environment where the contamination propagates during the day accord-
ing to the diffusion laws and the movements of the clusters of people in the
environment. We have just shown the background and the related works
relative to this solution in Section 2.2 The proposed approach is evaluated

1Study published in [12, 14]. The source code of the system is available at the
following link: https://github.com/Tavano1/MultiRobot_Sanitization_Railway
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in a realistic simulation scenario provided by the Italian largest railways
station: Roma Termini. In this setting, we consider different case stud-
ies to assess how the approach scales with the number of robots and how
the trained system performs with a real dataset retrieved from a one-day
data recording of the station’s WiFi network. The rest of the Chapter is
structured as follows. In Section 3.2, we describe the architecture of the
proposed framework, the overall learning process, and the dataset used for
testing. In Section 3.3, we present the case studies and discuss the col-
lected empirical results.

3.1 Formal Definition of the Problem

In this Thesis, we deal with the multi-robot sanitization task consider-
ing a team of robots to clean a large railway station without interrupting
any public service. In particular, we study distributed strategies to co-
ordinate together the robots in a dynamic environment where there are
prioritized zones to be served. The priorities depend on the movements of
the passengers that represent vectors of contamination. The distribution
and concentration of the crowd in the environment is represented by an
heatmap that shows the current spreading of the priorities ( the contam-
ination) in the station. The heatmap is constantly updated by a central
server that is responsible to share it to every robot during the cleaning
execution task.

Given a 2-dimensional occupancy gridmap M generated from the sta-
tion’s planimetry, we denote by X the set of free-obstacle cells in M where
a robot can be located. Each robot of the team can execute a set of ac-
tions A, where ai ∈ A moves the robotic agent i from the current cell to
an adjacent one (we assume 8 possible chess-king-like movements). The
gridmap M is associated with a set of possible heatmaps S, each represent-
ing priority distributions on the gridmap cells. The goal of our learning
problem is to generate, for each robot i, a suitable policy πi : S ×X → A
that maps agent positions xi ∈ X and heatmaps s ∈ S into robot-specific
actions ai ∈ A driving the agent from the current cell to the next adjacent
one to be sanitized.
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3.2 The architecture

The multi-robot DQN approach proposed in this work is based on a de-
centralized client-server architecture where a team of k robots (clients) in-
teracts with a central system (server) that maintains and updates a shared
heatmap, whose hot spots are areas to be sanitized (see Figure 3.1). In this
setting, each robotic agent is equipped with a robot-specific DQN to learn
how to adapt its cleaning behavior with respect to the shared heatmap.
More specifically, for each robot, the associated DQN receives as input the
current shared heatmap along with the robot position to generate a pol-
icy that provides the next adjacent area to sanitize. The shared heatmap
maintained by the server can be described as follows. We assume the
server endowed with a map of the environment defined by a 2-dimensional
occupancy gridmap whose cells represent 1m2 areas of the station. Each
cell of the gridmap is associated with a priority level, which depends on
the presence of people on that cell, which indicates how risky the area is
and how urgently the robots should sterilize it. Such priority levels on the
gridmap are represented as a heatmap. Given such heatmap, the goal of
the agents is to suitably navigate the gridmap by cleaning the traversed
cells in order to reduce risky areas and the associated priorities.

To tackle this problem we propose a distributed multi-robot Deep Q-
Learning approach [4], where the involved robots are to independently
learn coordinated and effective cleaning policies.

The goal of our learning problem, thus, is to generate, for each robot
i, a suitable policy πi : S ×X → A that maps agent positions xi ∈ X and
heatmaps s ∈ S into robot-specific actions ai ∈ A driving the agent from
the current cell to the next adjacent one to be sanitized, where M , X S
and A are the terms defined in Section 3.1.

A representation of the overall architecture is illustrated in Figure 3.1.
The framework is composed of a set of agents, representing mobile clean-
ing robots, each one communicating with the central server. The role of
the server (server-side) is to merge the outcomes of the agents’ activities
with (anonymized) data about people’s positions in order to produce the
heatmap for the risky areas to be sterilized.

The role of each agent (agent-side) is to receive heatmap and position
from the server, update the robot policy exploiting the agent-specific DQN,
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Figure 3.1. Graphical representation of the framework including multiple
robotic agents (left) endowed with agent-specific experience replay buffers and
neural networks, and a single server (right) exploiting WiFi data to generate
a heatmap of priorities (red to yellow spots) shared by the robotic agents.
Each robotic agent is equipped with a DQN that receives as input the shared
heatmap along with the current robot position to learn the sanitizing policy
(i.e, the next a1, . . . , ak actions to execute). Actions are then communicated
to the server, which updates the shared heatmap by resetting the cleaned cells.

and generate the next action to be executed.

3.2.1 Heatmap

Heatmap-based models are quite common in literature to represent the
spreading of contaminants in indoor environments [97, 60] as well as the
distribution and the aggregation of people [95, 40, 29, 36, 55, 37]. In this
framework, we rely on a heatmap, whose hot/cold points represent high-
/low priority areas to be sanitized depending on the estimated distribution
of people on the environment.

The heatmap is then exploited by each sanitizing robot i in order to
establish the next area to sterilize according to their specific policy πi.
Specifically, each robotic agent i is associated with a DQN that receives
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as input a state-position couple (s, xi) ∈ S ×X, which is represented as a
2-channel matrix m × n × 2, where m and n stand for the width and the
height of the gridmap. The first channel s is a m× n matrix representing
the heatmap (i.e., the cleaning priorities over the different grids). Each
matrix element of the heatmap is a real number in the interval [0, 1], where
1 stands for the maximum priority, while 0 means that no cleaning is
needed. This matrix is displayed as a color-coded image (see heatmap in
Figure 3.1), where black pixels are 0 priority areas, while colors from red
to yellow are for increasingly higher priorities. The second channel x is
a binary m × n matrix representing the position and size of the current
cleaning area occupied by the robot, which is 1 for the portions of the
environment that are currently in the range of the robot cleaning effect,
and 0 otherwise.

In our framework, the update of priorities is performed by the server,
which collects the outputs of the individual agents and integrates them,
taking into account the position of people and obstacles. As for the update
of the heatmap (cleaning priority), it is computed from the position of
groups of people (clusters) by modeling the possible spreading of viruses
or bacteria using a Gaussian model of dispersion [42]. Specifically, we
exploit the periodic convolution of a Gaussian filter N (µ, σ2) every ψ
steps, where µ, σ2 and ψ are suitable parameters that can be regulated
depending on the meters/pixels ratio, the timestep, and the considered
typology of spreading (in this work we assume a setting inspired by the
aerial diffusion of the Covid-19 [85]). In our case, we set the µ and σ values
according to the spreading parameters proposed in [43, 11].

Notice that since the heatmap update is computed from clusters of
people by applying a simulated process, we do not need exact real-time
people tracking in the environment, but only an approximated estimate of
clusters’ positions and movements in railway station areas.

An example of the evolution of a heatmap is proposed in Figure 3.2.
Here, starting from a set of static clusters, the probability distribution
evolves through the iterative convolution of the Gaussian filter. The con-
volution process acts at every step by incrementally reducing the magni-
tude of the elements of the heatmap and distributing such priority over a
larger area. This process is then exploited to simulate the effects of the
attenuation such as the spreading of contaminants over time.
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Figure 3.2. Evolution of the priority distribution starting from a random
configuration of clusters. The pictures are collected every 10 steps from left
(older) to the right (newer). Large black areas are static obstacles to be
avoided/ignored by agents.

In Figure 3.2 there are also several fixed black areas that are associated
with 0 priority, which correspond to the static obstacles retrieved from the
map M . Such unreachable areas are assumed to be always clean, therefore
unattractive and implicitly avoided by the robots. During the execution,
when a robot i applies an action ai, it moves to a new cell sterilizing also all
the cells that are in the cleaning range of the one reached. This behavior
is also emulated by the server, which receives the executed actions from
the agents and cleans the corresponding grids by resetting their associated
priority to 0.

In order to clarify this process, a portion of the two channels is illus-
trated in Figure 3.3. In the first channel (left), it is possible to notice
that as long as the agent moves through the environment it leaves a wake
of cleaned space behind, that is proportional to the cleaning range in the
second channel (right). This way, since the priority of already visited areas
is 0, agents can indirectly observe their mutual behavior from the priority
update, in so avoiding explicit communication.

3.2.2 Multi-agent Experience Replay

In our framework, we propose a multi-agent variation of the experience
replay method proposed in [64, 4]. In particular, our training scheme in this
multi-agent setting follows a Distributed Training Decentralized Execution
(DTDE) approach [39] where each robot updates its own individual policy
independently from the others and without explicit information exchange
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Figure 3.3. Zoomed cut of the 2-channels matrix representing the priority
distribution (left) and position and size of the cleaning range of a single agent
(right). The motion of the agent produces a low-priority wake in the traversed
cells.

between agents. Each of the k agents is then endowed with a specific
replay buffer along with specific target and main DQNs, which are updated
synchronously with respect to the position of the agent and the shared
environment provided by the server (see Figure 3.1). In particular, for the
target and the main networks we deploy a convolutional neural network
composed of the following layers: the first layer is a 2D convolutional layer
with 32 filters 8×8, strides (4, 4) and ReLU activation; the second is a 2D
convolutional layer with 64 filters 4×4, strides (2, 2) and ReLU activation;
the third is a 2D convolutional layer with 64 filters 3×3, strides (1, 1) and
ReLU activation; the fourth is a Flatten layer; the fifth layer is a dense
layer of 512 neurons still with ReLU activation; finally, the output layer is
a dense layer composed of 8 neurons with linear activation.

As for the update of the networks, we exploit the Adam optimizer with
a learning rate α = 0.00025. A graphical representation of such networks
is illustrated in Figure 3.4. The 2-channel matrix is firstly processed by the
3 2D convolutional layers then the 3 dense layers are deployed to provide
the 8 values of confidence for the 8 possible actions. The id the robot’s
next action ai is finally selected as the argmax of those 8 values.
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Conv1: 32 filters 8x8, strides (4,4) and ReLU activation 
Conv2: 64 filters 4x4, strides (2,2) and ReLU activation 
Conv3: 64 filters 3x3, strides (1,1) and ReLU activation 

Dense1: 512 neurons with ReLU activation
Dense2: 8 neurons with linear activation 

Flatten layer with 10368 neurons 

42x24x32
Conv1 Conv2 Conv3

20x11x64 18x9x64 10368 512 8172x100x2
Flatten Dense1Dense2

1
OutputInput

a
i

Figure 3.4. Structure of the convolutional neural network used by the robots.
Dimensions are reported on top of each layer.

3.2.3 The Learning Process

As introduced in the previous Sections, the proposed learning proce-
dure is composed of an agent-side component, where agent-specific training
and execution processes take place, and a server-side component, where
the overall team performance is evaluated and the state heatmap is up-
dated.

In correspondence to these two sides, we define a local reward function
ri (agent-side), which is exploited by each agent to evaluate its perfor-
mance during the cleaning activity, and a global reward function r =

∑k
i ri

(server-side) to summarize and evaluate the team performance. The local
reward function ri is designed to drive the agents toward prioritized areas
of the environment (hot points), while avoiding obstacles and already vis-
ited areas (cold points). In this direction, we first introduce a cumulative
priority function cpi that summarizes the importance of a cleaned area:

cpi =
∑
(j,l)

s(j, l)xi(j, l) (3.1)
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which is the sum of the element-wise priorities from matrix s in the area
sterilized by the agent i. Specifically, for each grid of the map (j, l) the
associated priority value s(j, l) is summed if it has been sanitized by the
robot, i.e., when the grid is inside the cleaning range of the robot (xi(j, l) =
1).

The value in Equation 3.1 is then exploited to define the reward ri for
the agent i:

ri =

{
cpi if cpi > 0;
penalty otherwise. (3.2)

Specifically, when an agent i sanitizes a prioritized area, the reward is equal
to the cumulative value cpi; otherwise, if no priority is associated to the
cleaned area (i.e., cpi = 0) a negative reward penalty < 0 is earned (we
empirically set penalty = −2 for our case studies). This way, agents receive
a reward that is proportional to the importance of the sanitized area, while
routes toward zero-priority areas, such as obstacles or clean regions, are
discouraged. Notice that in this framework, when the action of an agent
leads to an obstacle (collision), no motion is performed. This behavior
penalizes the agent (no further cleaning is performed), thus producing an
indirect drive toward collision-free paths.

The learning procedure for a single robot is described in Algorithm 1.
The Algorithm receives as input the id of the agent i and the occupancy
gridmap of the environment M used to check actions’ feasibility.

For each episode, each agent i selects an initial random position (lines
1-4), which is communicated to the server (line 5). At the beginning of
each step, a new heatmap s is received from the server (line 7), which is
used to select a new action ai with an ϵ-probability of a random choice
(line 8). The action is then emulated to observe a new agent-specific state
(s′i, x

′
i) and a new reward ri as specified by Equation 3.2. The position

x′i is communicated to the server in order to be integrated into the next
heatmap (line 10). The server checks for the task accomplishment (line
11), and the experience replay buffer is then suitably updated (line 12).
Finally, if a terminal state is reached (i.e., the variable done is true) a new
episode is started (lines 13-15).

The server-side learning process is described in Algorithm 2. In this
case, when a new episode starts, the random positions of the agents are
received (lines 1-4), and a new random heatmap s is produced (line 5). In
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Algorithm 1 Agent-side learning algorithm.
1: procedure agent(i, M)
2: while true do
3: done = false
4: xi = random_position()
5: send_position(xi)
6: for stp < max_step do
7: s = receive_heatmap()
8: ai = select_action(s, xi, ϵ)
9: (s′i, x

′
i, ri) = emulate_action(s, xi, ai, M)

10: send_position(x′i)
11: done = receive_accomplishment()
12: experience_replay(s, xi, ai, ri, s′i, x

′
i, done)

13: if done then
14: break
15: end if
16: end for
17: end while
18: end procedure

particular, the random heatmap is created by generating random clusters
of people in the free cells of the occupancy gridmap M . At the begin-
ning of each step, a new heatmap s is sent to the agents (line 7). Each
agent exploits the heatmap to select a new action according to its pol-
icy (see agent-side Algorithm 1, lines 7-10) sending back to the server the
newly reached position. These positions are then received by the server
(line 8) and used to update the heatmap by resetting (cleaning) the as-
sociated priorities (line 9). If the updated heatmap is sufficiently clean
(we assume that the task is finalized when 98% of the map is clean) the
task-accomplishment is communicated to the agents (lines 10-13) and a
new episode can be started (lines 14-16). Otherwise, if the map is still not
clean, the Gaussian spreading of contaminants is simulated (line 17).
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Algorithm 2 Server-side learning algorithm
1: procedure server(k, M)
2: while true do
3: done = false
4: (x1, . . . , xk) = receive_positions()
5: s = generate_random_state(M)
6: for stp < max_step do
7: send_heatmap(s)
8: (x′1, . . . , x

′
k) = receive_positions()

9: s = update_state(s, (x′1, . . . , x′k))
10: if accomplished(s) then
11: done = true
12: end if
13: send_accomplishment(done)
14: if done then
15: break
16: end if
17: s = apply_filter(s, N (µ, σ2), M)
18: end for
19: end while
20: end procedure

3.2.4 The Real-Case Dataset

In order to verify the performance of our approach, we collected a one-
day real-data recording from the Meraki Cisco System WiFi Network of
the Roma Termini station. The dataset contains information about the
position and the distribution of the people in the station within a 24 hours
interval starting from 22:00 on 12 August 2020 to 22:00 on the following
day.

The dataset is generated from the raw data containing the GPS po-
sitions of the visitors’ smartphones detected by the station’s WiFi infras-
tructure. Notice that such positions are not only relative to the devices
that are connected to the network, but also to those that are within the
WiFi range of the system. Therefore, also the owners of smartphones that
are inside the station, but are not connected to the station’s WiFi network
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are considered. This information is collected by several Access Points dis-
tributed over the station, all connected to the same WiFi network. The
raw data contains, for each access point, the ID of the access point and
the list of the connected devices (smartphones) along with their internet
navigation data. Notice that these navigation data are not utilized in this
work. Moreover, the Meraki system assigns a unique virtual MAC address
to every connected smartphone, which is different from the physical MAC
address one, to ensure the privacy of every visitor. We exploited such vir-
tual address to identify the devices and to track them over different access
points. To establish the positions of the devices in the station from the ini-
tial GPS coordinates, the latitudes and the longitudes are firstly converted
into planar coordinates, and then a roto-translation into the station’s ref-
erence frame is performed. Here we assumed the upper-left corner of the
map as the origin of our coordinate system. The resulting collected dataset
is included in the supplementary information file Online Resource 1 with
the article [14]. It is represented as a comma-separated values file (.csv)
organized as a table with 5 columns: the date, the time in which the vis-
itor’s smartphone has been observed from the Meraki system, the virtual
MAC address, and the coordinates in the station frame. Additional de-
tails about the process of populating and updating the heatmap will be
described in Section 3.3.

3.3 Case Studies

In this Section, we propose four case studies illustrating the system at
work in a simulated railway station. In this context, we considered the
map M as a portion of the Roma Termini railway station (provided us by
Rete Ferroviaria Italiana S.p.A.) - which is the largest and one of the most
populated Italian stations - considering both randomly generated and real
data about the distribution of people.

A graphical representation of the environment is shown in Figure 3.5.
We selected a region of 100 × 172 meters (orange rectangle on the right)
in front of the rails, where people usually stand waiting for the incoming
trains. From that region, we also isolated shops, stairs, and walls as obsta-
cles to be avoided by the robot during the sanitizing process (binary map
on the left).
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Figure 3.5. Map of the environment (left) selected from the planimetry of the
Roma Termini railway station (right). The selected area (orange rectangle)
represents one of the most crowded indoor sectors of the station, with an
average turnout around 1000 people/per hour.

Agents can move by one pixel in any direction. Hence the set A includes
8 actions (4 linear and 4 diagonal) while, in case one action leads to an
inconsistent location (an obstacle or out of bound), the agent stays in the
current location. For the sake of clarity, a list of the main parameters is
provided in Table 3.1.

The framework has been implemented in Python 3.8.5, using Tensor-
Flow 2.3.1 and Keras 2.4.3, and runs on an Intel Core i9 X-series with 3.3
GHz and 64 GB of RAM.

In the first case study, we assess the system performance during the
learning phase considering different numbers of robots (2 to 8 robots). In
the second case, a worst-case scenario is considered, where the cleaning
performance of robots are assessed considering a variable number of dy-
namic clusters of people randomly distributed in the station.

In the third case, we propose a realistic scenario considering real data
retrieved by the Roma Termini WiFi network during one day of observa-
tion. Finally, in the fourth case, we propose a comparison between our
method and two additional sanitizing frameworks based on CPP [61, 68].
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Table 3.1. Parameters of the framework

Actor Parameter Value
exp. replay discount factor γ 0.99

maximum ϵ 1.0
minimum ϵ 0.1

decay ϵ 9 · 10−7

replay buffer size 104

target network update 104 steps
main network update 4 steps

batch size 32
WiFi server refresh period 15 steps

cluster of people diameter 1 px

robot cleaning diameter 6 px
speed 3 px/step

spreading
diameter 5 px

µ 0
σ 0.9

environment dimensions 100x172 px

3.3.1 Case 1: Convergence and Scalability

In this first case study, we designed a simulated station with randomly
generated clusters of people to study the convergence and scalability of the
proposed MARL approach over different team components. This training
setting is intentionally designed to address a generic distribution of priori-
ties that can be encountered by the sanitizing robots during daily cleaning
activities.

In order to simulate variable and uniformly distributed clusters in a
realistic environment, we set up a suitable emulator of the Roma Termini
station in which each location of the map is associated with a 0.02 prob-
ability of spawning a new cluster. At the beginning of each episode, a
new configuration of the map is generated so a variable number of clus-
ters randomly spawn in different areas of the station whose positions are
fixed for the entire duration of the episode. In each step of the episode,
the agents acquire the current state from the central server and perform
cleaning actions in order to maximize the sanitizing effect, while the server
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Figure 3.6. Charts of the overall reward (up) and the number of steps needed
for task accomplishment (down) considering 2 (blue), 4 (red), 6 (green) 8
(orange) agents.

updates the map by applying the cleaning actions and by expanding the
priorities through the Gaussian spreading. The episode ends when agents
successfully clean up to the 98% of the map or when a suitable timeout is
reached (400 steps in this setting). During the training process, we moni-
tor as quantitative performance measures the overall reward, i.e., the sum
of the reward earned by every agent during one episode, and the number
of steps needed to accomplish the task.

The values recorded over 15000 training episodes are reported in Fig-
ure 3.6. Considering the overall reward (Figure 3.6, up), it is possible to
notice that the framework performance is only partially affected by the
increased number of robots: all the considered team configurations con-
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verge around a value of 1500 after almost 12000 episodes, while only the
rate of convergence slightly decreases with the increased number of robots.
On the other hand, the time needed to accomplish the task (Figure 3.6,
down) clearly decreases as the number of agents increases. Specifically, the
2 agents configuration needs 174 steps on average to accomplish the task,
while the 4, 6 and 8 agents ones need 127, 112, and 94 steps, with a time
reduction of 27%, 36%, and 46% respect to the 2 robots baseline. These
two values indicate that the agents are able to cooperate during the task by
minimizing the cross-agents interference (i.e., penalties due to overlapping
trajectories) that becomes more likely as the number of agents increases.
Specifically, since the agents are always able to successfully clean the map
in the later stages of the training - and the maximum achievable reward is
similar per episode (random distribution of clusters) - cooperative strate-
gies are expected to reduce the execution time, while keeping the overall
reward unchanged. On the other hand, the slight reduction in the reward
indicates that the capability to cooperate is still affected by the number of
agents, therefore larger teams can be associated with more frequent inter-
ference.

3.3.2 Case 2: Random Clusters of People

In order to assess the performance of the system in a realistic dynamic
environment, we now propose a different case study where the trained
teams are tasked to clean the railway station by considering on-line chang-
ing of priorities. In particular, we designed a simulated WiFi server that
periodically updates the position of the clusters to a specific frequency
while the agents have to continuously adapt their strategies in response to
the changed priorities. More specifically, we designed clusters to be ran-
domly generated on the map and randomly updated every 15 steps as to
simulate the refresh of the WiFi server. Notice that the resulting uniform
distribution of clusters is particularly challenging compared to a real rail-
way station, where people are often grouped near specific areas like shops,
info points, or ticket offices (see example in Figure 3.7, up), hence robots
can easily converge to these areas and maximize the cleaning effect. In
contrast, we propose a worst-case test, where a large number of people is
scattered all around the station, and robots should cover a wider area to
perform the task.
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Figure 3.7. Example of the distribution of people inside the Termini station
as retrieved from the Cisco Meraki WiFi network (up) and comparison of
the 0 to 8 robot settings (down, from left to right) considering the simulated
environment with 700 random dynamic clusters after 90 steps of execution.

In order to assess the performance of the teams, we introduce a simple
metric c_perc representing the cleaning rate (in percentage) of the map
as follows:

c_perc = ((xtot − scurr)/xtot) · 100, (3.3)

where xtot = |X| is the number of free-obstacles cells of the map, while
scurr =

∑
(i,j) s(i, j) is the sum of the current priorities for each cell of the

heatmap. The value c_perc is then 100% if the map is totally clean (i.e.,
each cell has 0 priority) and 0% if every cell of the map has maximum
priority. For each configuration of teams and clusters, 50 runs of 800 steps
are performed. In particular, we tested 6 different environmental settings
by altering the maximum number of clusters to be randomly generated in
a range between 500 and 1500 clusters. This interval has been selected
according to the average number of visitors per hour of the considered
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portion of the station (see Figure 3.7, up); moreover, during the runs, the
values are designed to be randomly reduced up to the 30% in order to
simulate the people entering/exiting the station.

During this test, the server-side process defined in the previous Section
(see Algorithm 2) is modified in order to simulate the WiFi refreshing
period. The updated process is provided in Algorithm 3. For each run
(line 2), an initialization process takes place where a set of random robots’
positions and an initial random state are created (lines 3-4). For each
step of the run (line 5), when the update period is elapsed, hence new
data are available from the simulated WiFi network (line 6), a set of new
clusters are spawned (lines 7-8), and the updated heatmap is sent to the
robots (line 9). The robots send back their updated poses once the actions
are performed (line 10). Finally, after the action execution, the state is
updated according to the cleaned areas and the Gaussian spreading of the
priorities (11-13).

For this experiment, we have shared the video Online Resource 2 with
the article [14], where a comparison of the 0 to 8 robot settings is shown
considering the simulated environment with 500 random dynamic clusters.

In Table 3.2 we propose a comparison between the different team-
settings of our method and a 0-robots baseline.

In particular, for each setting, the average (avg) and the average devi-
ation (astd) over 50 runs for both the cumulative reward and the cleaning
percentage c_perc are collected.

These are aggregated values: since we collect the mean and the stan-
dard deviation for each one of the 50 runs, we provided avg as the average
of the means and astd as the average of the deviations.

Notice, that the first 100 steps of each run are intentionally discarded,
so the collected values are not affected by the transition from the initial
empty environment.

The results indicate that, as expected, the cleaning performance is pro-
portional to the number of robots and inversely proportional to the number
of people in the station. On average, the value of c_perc reduces by 5.3%
for every 200 additional clusters and increases by 6.8% between the base-
line and the 2-robots setting and by an additional 4.4% for every 2 robots
added. Analogously, also the collected reward increases according to the
size of the team. This suggests that trained robots are able to effectively
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Algorithm 3 Server-side testing algorithm
procedure server(k, M)

while true do
(x1, . . . , xk) = receive_positions()
s = generate_random_state(M , MinV alue, MaxClust)
for stp < max_step do

if stp mod 15 = 0 then
s = generate_random_state(M , MinV alue, MaxClust)

end if
send_heatmap(s)
(x′1, . . . , x

′
k) = receive_positions()

s = update_state(s, (x′1, . . . , x′k))
s = apply_filter(s, N (µ, σ2), M)

end for
end while

end procedure

cooperate during the execution of the sanitization task. This improved
performance can also be noted in Figure 3.7 (down), where the evolution
of the heatmap for different configurations of the teams is compared to
the 0-robots baseline (first from the left). In this respect, it is possible to
notice that, starting from the 2 robot configuration (second from the left),
the number of yellow spots (i.e., high-priority areas) significantly reduces,
while the cleanliness of the map increases with the number of robots (from
left to right).

3.3.3 Case 3: Dynamic Clusters from Real Data

Thanks to the collaboration with the Italian railway infrastructure
manager Rete Ferroviaria Italiana, we received one day of real data record-
ing collected the 13 august 2020 by the Roma Termini Cisco Meraki WiFi
infrastructure. In particular, the collected data includes the GPS positions
of the smartphones owned by the visitors along with an associated id that
allows devices to be tracked along the station with around 3 meters of
accuracy.
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In this case study, the aim is to perform extensive tests of our solution
using the received real-data recording showing the behavior of the system
in relation to different team settings (from 2 up to 8 robots) and different
distributions of people from the different time periods within one day of
execution.

In particular, although the station is 24h open, the experiments have
been carried out considering a range of time between 6:00 and 22:00 hours.
This time interval is associated with a relevant density of people because of
the open services and shops, and because of the greater traffic of trains due
to tourism, leisure and the work-related commuting in Rome [38]. At the
beginning of the experiment, to prevent the dependence of the test from the
robot starting point, the initial positions of the agents are randomly chosen
between the free-obstacle spaces of the station, while for the environment,
we consider a blank initial condition, in which the station is completely
clean.

Analogously to the previous case (Subsection 3.3.2), also in this case
study, we maintain a 1:1 relation between minutes and steps. We assume
a 15 minutes (15 steps) refresh time for the WiFi server to update the
heatmap information with the new positions of people from the recorded
data. In particular, here we consider a server-side implementation similar
to the one proposed in Algorithm 3, but we exploit the real recorded data
instead of the randomly generated ones (generate_random_state func-
tion in lines 4 and 7). If multiple positions are associated with the same id
within the 15 minutes interval, the WiFi network is able to collect different
waypoints from a visitor’s motion, then multiple hot-points are added to
the heatmap in order to drive the robots toward the sampled trajectory.
A video for this experiment is also available as Online Resource 3 with the
article [14], showing a comparison between the 0 to 8 robot settings.

Since, in this case, the distribution of people is not uniform, in addi-
tion to the whole map performance, we also monitor the cleaning effect on
the most visited area of the station. Specifically, we selected the most fre-
quented area Z as the portion of the map that lays between the platforms
of the trains and their associated access gates (blue rectangle in Figure
3.8).

By empirically analyzing the recorded data, we have verified that in Z,
there is far greater probability of finding a gathering of passengers during
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Figure 3.8. Example of our heatmap with a team of eight sanitizing robots
(left) and the distribution of people in the Termini station, obtained from
GPS position data present in Cisco Meraki WiFi Database (right). The blue
rectangle illustrates the zone of the station between the railway platforms and
the gates, where there is a high probability of finding a gathering of people.

the day (white pixels in Figure 3.8, right). This condition mainly depends
on the presence of the new checkpoints installed near the gates during the
period of the Covid-19 pandemic, which people have to pass in order to
access the platforms and wait for the trains.

In order to assess the performance on Z, we defined a specific c_percz
value similarly to the one proposed in Equation 3.3. In this case, we set
xtot = |Z| as the number of free-obstacle cells of the map in the zone Z,
while scurr =

∑
(i,j)∈Z s(i, j) is the sum of the current priorities for each

cell of the heatmap in Z.
Our experiment is performed as follows: firstly, we designed a baseline

setup in which the real recorded data are simulated without robots, hence
no cleaning is considered. Then this 0-robot baseline is compared with
respect to the different teams. In Figure 3.9, the performance in terms
of c_perc (up) and c_percz (down) for teams of 2 (orange), 4 (green),
6 (red) and 8 (blue) agents are compared with respect to the 0 robots
baseline (gray). It is possible to notice that, as expected, the cleaning
performance for the whole map (Figure 3.9, up) improves rapidly from the
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Figure 3.9. Charts of c_perc (up) and c_percz (down), considering 2 (or-
ange), 4 (green) 6 (red), 8 (blue) agents and without any robot (gray).

baseline up to the 2 and 4 robots settings, becoming less evident from the
4 to the 8 robots settings. This behavior is more evident in Z (Figure 3.9,
down) where the 4 to 8 robots settings strongly outperform the baseline
and the 2 robots team. This increment can also be noted from Table 3.3,
where the average c_perc and c_percz for the different teams over the
whole day of execution are shown. By considering the whole map, there
is a 20.36% increment of c_perc between the baseline and the 8 robots
setting. This increment is almost doubled for the Z area where c_percz
increases up to 40.28% between the baseline and the proposed framework.

In Figure 3.10 we show details about the 8 robots setting, where the re-
lation between the overall reward (green), the cleaning percentage c_perc
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(blue), and the number of visitors in the station (red) is emphasized. It
is noticeable that the three values fluctuate with a frequency of 15 steps
(equivalent to 15 minutes). This behavior is particularly evident in the
c_perc value, whose sawtooth-like behavior directly depends on the 15
minutes refreshing time of the server-side process that continuously up-
dates the heatmap adding new hot points according to the recorded data.
In the interval 6:00-18:00, which is associated to an increased number of
people along with a wider distribution of priorities, the overall reward in-
creases while the value of c_perc decreases down to a minimum value of
70%. Those behaviors are expected because of the increased complexity
of the sanitizing problem associated to the rush hours in the station. In
contrast, after 18:00 o’clock, when the number of people in the station sig-
nificantly decreases, the value of c_perc increases again up to a maximum
value of almost 93%.

In order to further highlight the relation between the cleaning perfor-
mance and the time slots during a single day of execution, we designed an
additional experiment where the recorded data are divided into intervals
of 2 hours. In particular, we deploy a team of 8 robots in 8 partitions of
time from 6:00-8:00 to 20:00-22:00. In this case, we applied for each time
interval the server-side Algorithm 3, where the update of the heatmap is
executed with real recorded data instead of the randomly generated ones
(generate_random_state function in line 4 and 7), as described above.

Notice that, in order to decouple each time interval from the previous
ones, every simulated interval is started by considering a blank initial con-
dition, in which the station is completely clean. This process allows us
to analyze the workload of the team over the different intervals, which is
independent from the performance in the previous slots.

In Table 3.4, we provide for each interval the average (avg) and the
average deviation (astd) for both the cumulative reward and the cleaning
percentages c_perc and c_percz over 50 runs. Here it is possible to notice
that the performance strongly depends on the number and the distribution
of people in the station (workload). Specifically, the 8 robots team shows
the worst performance in the three ranges of time (8:00-10.00, 12:00-14:00,
and 16:00-18:00), which are associated to the higher quantity of people.
In these cases, the average value of c_perc is always lower than 82%.
In contrast, better performance are associated to less populated intervals
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Figure 3.10. Charts of the overall reward (green) and the number of passen-
gers/visitors of the station (red) the percentage of cleaning c_perc for a team
of 8 robots in an interval of time between 6.00 and 22.00 o’clock (blue)

(18:00-20:00 and 20:00-22:00) with a average c_perc over 87%. This be-
havior is also shown in Figure 3.11 where a single run of the framework
is provided. In order to ensure the same performance of cleaning in every
interval of time, a possible solution can be to provide a cleaning strategy
where the number of robots on the team can be dynamically adapted de-
pending on the specific intervals.

3.3.4 Case 4: Comparison with Alternative Techniques

In this section, we propose a comparison between our MARL frame-
work and two typical CPP-based methods for robot cleaning. The first
method is a spiral-based [61] exploration of the environment, which is
divided into k non-overlapping sub-areas of equal dimensions, each one
assigned to a single robot. Sub-areas are partitioned by rectangular de-
composition and such partitions are covered by spiral paths. The second
method is boustrophedon-based [68] exploiting a modified version of the
boustrophedon environment decomposition for partitioning and boustro-
phedon paths for coverage.

The comparison has been carried out considering the real-data from
the previous case study and teams of 4 robots for each method. Also in
this case the values of c_perc and c_percz are used to assess the clean-
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Figure 3.11. Charts of the value of c_perc (up) and c_percz (down),
achieved by a team of 8 robots in different time intervals: range 6:00-8:00
(blue), 8:00-10:00 (red), 10:00-12:00 (green), 12:00-14:00 (yellow), 14:00-16:00
(black), 16:00-18:00 (orange), 18:00-20:00 (dashed violet), 20:00-22:00 (dashed
gray).

ing performance. The results of the tests are shown in Figure 3.12. The
proposed MARL framework (green) outperforms the 2 alternatives in the
whole station (+5% in average) as well as in the Z area (+22% in aver-
age). This increment is particularly relevant in Z, where cleaning perfor-
mance is always greater than 50% while both the spiral-based (red) and the
boustrophedon-based (gray) performance are often under 45% of cleaning.
This difference is mainly due to the flexibility of the MARL framework,
which is able to adapt the cleaning strategy of the robots depending on
the environment, while the CPP-based methods are mainly based on pre-
defined coverage strategies.
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Table 3.2. comparison between testing with different numbers of robots and
passengers

robots clusters reward c_perc
avg astd avg astd

0

500 N/A N/A 64.09 2.54
700 N/A N/A 56.96 2.71
900 N/A N/A 51.46 2.84
1100 N/A N/A 47.25 2.98
1300 N/A N/A 43.75 3.16
1500 N/A N/A 40.87 3.33

2

500 11470 2392 73.63 2.60
700 10048 3570 65.50 3.32
900 9651 4058 59.06 3.46
1100 8553 4602 53.73 3.74
1300 7103 3932 48.94 3.91
1500 4340 4113 44.49 3.89

4

500 21026 1721 79.03 2.68
700 19422 4748 71.39 3.69
900 19452 4239 65.63 4.04
1100 17678 7766 59.80 4.30
1300 16607 6380 55.08 4.79
1500 11899 7580 49.27 4.82

6

500 26420 2166 81.85 2.64
700 28124 2625 76.02 3.30
900 29969 2315 71.00 3.90
1100 31147 2306 66.62 4.44
1300 32257 2997 62.58 4.88
1500 32193 4654 58.44 5.24

8

500 31424 1354 84.32 2.57
700 30713 2545 78.09 3.39
900 29561 3367 72.23 4.17
1100 29654 3253 67.36 4.55
1300 29511 3679 63.11 5.10
1500 29174 4007 59.21 5.33
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Table 3.3. Percentage of the cleaning in the real-case testing

Team avg c_perc avg c_percz
0 59.74 36.71
2 67,81 51,63
4 74.74 70.43
6 77.01 74.04
8 80.10 76.99

Table 3.4. Results of a team composed of 8 robots in different time intervals.

rng
reward c_perc c_percz

avg astd avg astd avg astd

6-8 5917 342.55 82.57 4.73 77.90 6.21
8-10 6353 353.92 81.86 4.96 76.48 6.47
10-12 6120 648.00 82.27 4.29 76.19 6.14
12-14 6460 266.21 81.91 4.57 76.76 6.00
14-16 5692 571.00 81.81 4.97 76.48 6.28
16-18 5289 586.36 82.61 3.77 78.05 4.85
18-20 5083 294.38 87.99 3.00 84.79 4.28
20-22 4207 205.06 90.20 2.57 87.85 3.39
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Figure 3.12. Comparison between the proposed MARL framework (green)
and the alternative spiral-based (red) and boustrophedon-based (gray) CPP
ones considering both c_perc (up) and c_percz (down) values. In all settings
a team of 4 robots is deployed.



Chapter 4
Toward a Heterogeneous
Multi-Robot Framework for
Priority-Based Sanitization of
Railway Stations

In this Chapter we present a new framework for the prioritized multi-
robot sanitization of railway stations based on Deep Reinforcement Learn-
ing. The proposed framework represents an evolution of the study pre-
sented in Chapter 3. It allows us to define teams of robots having different
sanitizing strategies/capabilities, e.g., faster robots rapidly sanitizing small
areas in cooperation with slower but long-range ones1. Here, robot-specific
policies are defined in order to accommodate the different capabilities of
the single agents, while two global metrics are defined to assess the per-
formance of the overall team. This capability of managing heterogeneous
teams is an important requirement for the Railway Infrastructure Manager
Rete Ferroviaria Italiana S.p.A., which plans to verify to what extent dif-
ferent technologies or different strategies can be combined to reduce costs
or increase cleaning efficiency. We tested our framework considering real
data collected by the WiFi network of the main Italian railway station,
Roma Termini, comparing its results with a similar Deep Reinforcement

1Study published in [15]. The source code of the system is available at the following
link: https://github.com/Tavano1/MultiRobot_Sanitization_Railway
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Learning system where homogeneous robots are employed. The rest of this
Chapter is structured as follows. In Section 4.1, we describe the architec-
ture of the proposed framework along with the main components and the
overall learning process. In Section 4.2, we focus on the experiments about
the convergence and performance of the proposed heterogeneous team in
comparison with the homogeneous one.

4.1 The Architecture

The multi-robot DQN approach proposed in this work is an evolution
of the decentralized client-server architecture presented in [12, 14], where
it is now possible to specify different characteristics of each single robot.
In particular, the team is composed of k robots with different capabili-
ties, each endowed with a robot-specific policy. The robots interact with
a central system (server) that maintains/updates a shared representation
of the station in the form of a heatmap whose hot spots are areas to be
sanitized. Specifically, we represent the environment as a 2-dimensional
gridmap whose grids outline 1m2 areas of the station. Grids are then
associated with a priority level (the heatmap), which depends on the dis-
tribution of people in the station and indicates how risky the area is and
how urgently the robots should sterilize it. The goal of the agents is to
suitably navigate the gridmap cleaning the traversed grids in the process,
in so minimizing the risky areas and reducing the level of priority on the
overall map. We formalize our domain as a distributed multi-robot Deep
Q-Learning problem [4] where a set of agent-specific policies (π1, . . . , πk)
should be found for the k robots in order to guide each agent toward the
cleaning targets. The formal definition of the problem is done in Section
3.1, where we defined the terms M , X, A, S and the policy pii for each
robot. A representation of the overall architecture is depicted in Figure
4.1. The framework includes a team of different typologies of mobile clean-
ing robots. Every typology is characterized by a different dimension of the
area that agents sanitize during their movements in the environment. Each
robot communicates with a single shared WiFi server that is responsible
for building a heatmap of the Roma Termini railway station. The server
updates the heatmap considering the information about the agents’ clean-
ing activities and the (anonymized) data on the location of people, which
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Figure 4.1. Graphical representation of the framework including multiple
agents (left), each endowed with agent-specific experience replay buffers and
networks, along with a single server (right) that exploits WiFi statistics to
provide a heatmap of priorities (red to yellow spots) for the agents.

are used to define the risky areas to be sterilized. The role of each agent
is to elaborate the heatmap by means of an agent-specific DQN and to
update the local strategy πi considering their specific capabilities, the en-
vironmental settings and the priorities in the map.

4.1.1 Heatmap Definition and Updates

The gridmap representing the environment is built from the real planime-
try of the Roma Termini railway station, which has been provided to us by
Italian Infrastructure Manager Rete Ferroviaria Italiana. The area of the
station selected for our experiments is depicted in Figure 4.2 (yellow box).
We defined this area because, on the one hand, it represents the indoor
part of the station, where open air and wind cannot attenuate contamina-
tion and, on the other hand, it includes the areas of the station where it is
more likely to have crowed areas. Selected sectors include: access gates for
the railway lines, commercial activities like shops, restaurants, ticket of-
fices, waiting rooms, and luggage storage. Starting from this gridmap, we
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Figure 4.2. Planimetry of the Roma Termini shared by Rete Ferroviaria
Italiana (a) and the selected occupancy gridmap (b).

design a heatmap where populated areas are associated with colored spots
(from red to yellow) representing the cleaning priority that the heteroge-
neous team should take into account during the sanitizing process. More
specifically, the resulting heatmap has a dimension of 100×172 pixels and a
resolution of 1m2 per pixel. During every step of the execution, each robot
of the team decides the new position to reach in order to start the cleaning
action depending on its own specific capability. After a movement, each
robot cleans at a fixed cleaning rate (i.e., 4 pixels per step) a cleaning area
of fixed dimensions and shape. Each robot in the team has its assigned
dimension and shape of the cleaning area. This area-cleaning process is
simulated by holding the robot in the current pose for a certain number
of steps which depends by its cleaning rate. In our framework, the WiFi
Server constantly communicates with all the members of the team to up-
date of the shared heatmap. Specifically, the server updates the heatmap
by removing the cleaning priorities of areas sanitized by the robots, while
new priorities are also added as colored spots at the positions of newly
detected people. Furthermore, at every step of the execution, the server
updates the priorities on the heatmap by simulating the natural spreading
and the attenuation of contamination over time. This effect is computed
from the position of people (clusters) by modeling the possible spreading of
viruses or bacteria using a Gaussian model of dispersion [42]. Specifically,
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we exploit the periodic convolution of a Gaussian filter N (µ, σ2) every ψ
steps, where µ, σ2 and ψ are suitable parameters that can be regulated
depending on the meters/pixels ratio, the timestep, and the considered ty-
pology of spreading (in this work we assume a setting inspired to the aerial
diffusion of the Covid-19 [85]). In our case, we set µ and σ according with
the spreading parameters proposed in [43, 11]. An exemplification of the
evolution of a heatmap configuration is provided in Figure 4.3. The convo-
lution process acts at every step by incrementally reducing the magnitude
of the elements of the heatmap matrix, while distributing the priority on
a wider area. Notice that in Figure 4.3 there are several black areas (0
priority) that are regions of space associated with the static obstacles of
the environment (shops, rooms and walls inside the station). These areas
are assumed to be always clean, hence unattractive for the robots. When
an agent moves with an action ai ∈ A, it sends the new position to the
WiFi Server. The region of the heatmap in the neighborhood of the newly
reached position, with the cleaning area assigned to the agent, is cleaned
by the server, which then sets to 0 the associated priority level when up-
dating the heatmap.

4.1.2 Multi-agent Experience Replay and the Learning Pro-
cess

In our framework, we propose a multi-agent variation of the experi-
ence replay method proposed in [64, 4, 12]. In particular, our training
scheme exploits a Distributed Training Decentralized Execution (DTDE)
approach [39], where each robot is independent during both the execution
phase and the training phase, while its own individual policy is updated by
considering only its own experience, without explicit information exchange
between robots. In this framework, our idea is to exploit this DTDE ap-
proach to allow robots of different types to cooperate in a heterogeneous
team. Robot-specific capabilities are: the travelling speed of the robot in
the map (denoted by the movement length in Table 4.1), the shape and
the dimensions of the areas that the robots are able to clean after each
movement, and the time that the robot takes to clean the reached area
(denoted by the cleaning speed in Table 4.1). In order to ensure that ev-
ery robot learns by its own experience, each of the k agents is endowed with
a specific replay buffer, along with specific target and main DQNs, which
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Table 4.1. Parameters of the framework

Actor Parameter Value
exp. replay discount factor γ 0.99

maximum ϵ 1.0
minimum ϵ 0.1

decay ϵ 9 · 10−7

replay buffer size 104

target network update 104 steps
main network update 4 steps

batch size 32
WiFi server refresh period 60 steps

cluster of people diameter 1 px
long-range robot cleaning area 25 px

cleaning speed 4 px/step
movement length 2 px
cleaning shape square

mid-range robot cleaning area 17 px
cleaning speed 4 px/step

movement length 2 px
cleaning shape hexagon

short-range robot cleaning area 9 px
cleaning speed 4 px/step

movement length 1 px
cleaning shape square

spreading diameter 5 px
µ 0
σ 0.9

environment dimensions 100x172 px

are synchronously updated with respect to the position of the agent and to
the shared environment provided by the server (see Figure 4.1). The tar-
get and the main networks are two identical convolutional neural-network
composed of the following layers: the first layer is a 2D convolutional layer
with 32 filters 8×8, strides (4, 4) and ReLU activation; the second is a 2D
convolutional layer with 64 filters 4×4, strides (2, 2) and ReLU activation;
the third is a 2D convolutional layer with 64 filters 3 × 3, strides (1, 1)
and ReLU activation; the fourth is a flatten layer; the fifth layer is a dense
layer of 512 neurons still with ReLU activation; finally, the output layer
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is a dense layer composed of 8 neurons with linear activation. The input
of the neural network is an image with 2 channels of dimensions 100x172
pixels. In the first channel there is the heatmap, represented as matrix
where each element is a real number in the interval [0, 1] where 1 is the
maximum priority and 0 means that no cleaning is needed. This matrix
can be displayed as a color-coded image (see map in Figure 4.3), where
black pixels are associated with 0 priority areas, while colors from red to
yellow are for increasingly higher priorities. The second channel x is a
binary m×n matrix (100x172 pixels in our case) representing the position
and size of the cleaning area of the robot in the heatmap, which is 1 for the
portions of the environment that are currently in the range of the robot
cleaning effect, and 0 otherwise. In order to update the networks, we apply
the Adam optimizer with learning rate α = 0.00025. A local reward func-
tion ri is defined, to permit each agent to evaluate its performance during
the cleaning activity in the training process. The local reward function ri
is designed to give a benefit to the agents that reach prioritized areas of
the environment (hot points), while there is a penalty if a robot meets a
fixed obstacle or an already visited area (cold point) in the heatmap. In
this direction, we firstly introduce a cumulative priority function cpi that
summarizes the importance of a cleaned area,

cpi =
∑
(j,l)

si(j, l)xi(j, l) (4.1)

represented in Equation 4.1 as the sum of the element-wise priorities from
matrix si in the area sterilized by the agent i (where xi(j, l) = 1). Such
value is then exploited to define the reward ri for the agent i as follows:

ri =

{
cpi if cpi > 0;
penalty otherwise. (4.2)

Specifically, when an agent i sanitizes a priority area, the reward is equal
to the cumulative value cpi; otherwise, if no priority is associated with the
cleaned area (i.e., cpi = 0) a negative reward penalty < 0 is earned [32] (we
empirically set penalty = −2 for our case studies). This way, agents receive
a reward that is proportional to the importance of the sanitized area, while
routes toward zero-priority areas, such as obstacles or clean regions, are
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Figure 4.3. Generation of the heatmap from Meraki data. From left to
right, the starting georeferenced Meraki data (a) are converted into a robot-
frame heatmap (b), which is then updated by the server through Gaussian
convolution after 100 timesteps(c).

discouraged. Notice that in this framework, when the action of an agent
leads to an obstacle (collision), no motion is performed. This behavior
penalizes the agent (no further cleaning is performed), thus producing an
indirect drive toward collision-free paths. We define also an overall reward
function r =

∑k
i ri to summarize and evaluate the team performance as

illustrated in Figure 4.4.

4.2 Experiments

In this section, we show how the proposed heterogeneous multi-robot
framework can be deployed in a realistic environment. As illustrated in the
previous sections, we consider Roma Termini station (the largest and most
populated Italian railway station) as the environment for our experiments.
The station is endowed with several access points managed through a Mer-
aki platform of Cisco System WiFi Network that allows remote operators
to monitor the information about the presence and the positions of mobile
devices (smartphones) all over the station. This information is exploited by
the system (WiFi Server) to estimate the distribution of people and then
to update the heatmap shared by the heterogeneous team. An example of
the distribution of people retrieved from the Meraki system can be found
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in Figure 4.3 (a). We consider the WiFi Server to receive an updated dis-
tribution of people every 1 hour. The information from the Meraki is then
converted into a heatmap for the robots by associating each location with a
priority value proportional to the density of people. Since the information
from the Meraki are georeferenced, the retrieved value are finally rotated,
translated and scaled in order to match the reference frame of the robots
(see Figure 4.3 (b)). Thanks to the collaboration with Rete Ferroviaria
Italiana, we obtained an entire day of recording of the Meraki system (2
September 2021) to be exploited for our experiments. In order to assess
the performance of the proposed heterogeneous framework, we compare its
performance with respect to a similar framework in which a homogeneous
team is deployed. Specifically, we assume two teams, both composed of
4 robots: the first team (homogeneous) is composed of 4 mid-range san-
itizing robots, while the second team (heterogeneous) is composed of 2
types of agents, namely, 2 short-range robots and 2 long-range ones. The
parameters (ranges and velocities) for these 3 categories are shown in Ta-
ble 4.1. In our tests, we consider for each robot the same cleaning speed.
The two teams are associated with equal values of the total sum of the
cleaning areas. The movement length of each robot, after the conclusion
of the sanitization of its cleaning area, is equal to the ray of its own clean-
ing area. In the first case study we have compare the convergence of the
two teams during the training phase by randomly generating heatmaps to
be sanitized by the robots. In the second case, we exploit the one-day
recorded data from the Meraki system to test and compare the cleaning
performance of the 2 teams in a realistic scenario.

4.2.1 Case 1: The Training Process

In this case study, we compare the convergence of the two teams (het-
erogeneous and homogeneous) during the training phase. At every train-
ing episode we randomly generate priority distributions over the station.
The resulting heatmap is left evolving by Gaussian convolution at every
timestep, in order to emulate the spreading of the contaminants over time
(see Figure 4.3 (c)). The task of the two teams is then to clean the whole
map (maximize reward) by avoiding robots overlapping or transitions on
clean areas (minimize penality). More specifically, at the beginning of ev-
ery episode, the framework generates a new configuration of the map by
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uniformly distributing clusters of people inside the heatmap. Each location
of the map has a 0.02 probability to generate a new cluster. The positions
of the clusters, which represents the priority that the robots must sanitize,
do not change position for the whole duration of the episode. Notice that
in a real case, people are not equally distributed in a station. The train-
ing process is designed to generate a challenging context for the teams,
while supporting the robots to build a generic policy, which is able to cope
with a wider range of possible distributions. In every step of the episode,
the WiFi server is responsible for the update of the heatmap: the server
firstly deletes the priorities of the areas corresponding to spots cleaned by
the robots, secondly it applies the Gaussian convolution to simulate the
evolution of the contaminants in the indoor environment. The updated
heatmap is exploited by the robots to decide in which direction the next
cleaning should be performed. The action of moving toward a location
and cleaning the related area is performed according to the specific robot
type (Table 4.1). For instance, a mid-range robot (such as the ones of
the homogeneous team) is able to cover a distance of 2 px and to clean
an hexagonal area of 17 px in 4 steps (around 5 m2 in 4 minutes). The
episode ends when agents successfully clean up to the 98% of the map
or when a suitable timeout is reached (400 steps in this setting). During
the training process we monitor as quantitative performance measures the
overall reward, i.e., the sum of the reward earned by every agent during
one episode, and the number of steps needed to accomplish the task. The
convergence of the training process for the two teams is depicted in Figure
4.4. We can observe that the two teams are able to converge to a total
reward of about 1200 in 20000 episodes. Despite the overall performance
seems quite comparable, the homogeneous team converges slightly faster
than the heterogeneous one. This was expected given the additional com-
plexity associated with the heterogeneous case, in which the robots are to
learn how to suitably combine their different capabilities in order to effec-
tively accomplish the shared task.

4.2.2 Case 2: Testing with Real Data

In a second case study, we considered a more realistic scenario in which
the real data from the Meraki system are used to continuously update the
heatmap (once every 60 minutes). In order to assess the performance of
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Figure 4.4. Comparison of the convergence between the heterogeneous team
(green) and the homogeneous team (blue).

the teams, we introduce two simple metrics to evaluate the efficiency of
the cleaning actions of the two teams. Specifically, given the heatmap, we
measure how clean it is (in percentage) with the c_perc value defined as
follows:

c_perc = ((xtot − scurr)/xtot) · 100, (4.3)

where xtot = |X| is the number of free-obstacles cells of the map, while
scurr =

∑
(i,j) s(i, j) is the sum of the current priorities for each cell of

the heatmap. Notice that the c_perc is 100% if the map is totally clean
(i.e., each cell has 0 priority) and 0% if every cell of the map has maximum
priority. We also in introduce the value n_perc representing the percentage
of safe spots in the map, i.e., the percentage of number of cells whose
priority/risk level is less than a given threshold:

n_perc = (xle/xtot) · 100, (4.4)

in this case xle represents the number of cells with low priority. For this
experiment, we empirically set the safety-threshold to 0.2. In this way we
can measure the percentage of the cleaned surface, given the resolution
1m2 for pixel of the heatmap. The above metrics are used to assess the
performance of the teams over the whole map. On the other hand, since
the distribution of people in the station is not uniform, there are some
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Figure 4.5. Snapshots of the 3 settings at work: no-robot baseline, hetero-
geneous and homogeneous teams (from left to right).

areas of the station that are generally more populated. This is the case,
for example, of the central corridor of the state (green rectangles in Figure
4.3), which is close to the access gates, where people usually crowd. To
provide an additional assessment of the performance of the teams, we also
measure the c_percz and n_percz values of the central corridor. In Figure
4.5, we show some snapshots of the system at work. The results of the
cleaning process over 13 hours of execution (from 6:00 a.m. to 7:00 p.m,
i.e., the busiest time of the day) are illustrated in Figure 4.6. In the latter
charts, we compare the performance of the heterogeneous team (green)
with respect to the homogeneous one (blue) and a no-robot baseline (grey),
where the contamination evolves naturally. From the charts we can notice
that both teams obtain similar results. Considering the overall c_perc
values (upper charts), the homogeneous team performs slightly better than
the heterogeneous one, with an average difference of about 2%. For both
teams the improvement with respect to the baseline becomes more evident
(over 5%) when the station becomes more crowded (after 2:00 p.m.). As
for the c_percz measurement, for both teams the improved performance
with respect to the baseline looks slightly more evident (up to 10%). In
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this case, it is possible to notice that at 9:00 a.m., in the central corridor,
the heterogeneous team outperforms the homogeneous one by a mean value
equal to 4% and 7% for c_percz and n_percz respectively. These results
suggest that while a homogeneous team of robots performs better than
the heterogeneous one on the overall map, the latter seems to work more
effectively on restricted and highly populated areas.
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Figure 4.6. Plots of the values c_perc, c_percz, n_perc and n_percz for
the heterogeneous team (green), the homogeneous team (blue) and the baseline
with zero robots (grey).



Chapter 5
Combining Hierarchical
MILP-MPC and Artificial
Potential Fields for
Multi-Robot Priority-based
Sanitization of Railway
Stations

In the previous Chapters, we showed decentralized sanitization frame-
works that use Deep Reinforcement Learning approach to answer to the
propagation of contamination in a dynamic environment. Every decision
about the robots’ movements is made by our solution considering the cur-
rent state of the environment regarding the distribution of the priorities
that vary in the time during the cleaning action. In this Chapter, we pro-
pose a distributed framework, driving a team of robots to sanitize vast
dynamic indoor environments, such as a railway station, but with a de-
terministic approach. A centralized server uses the Hierarchical Mixed
Integer Linear Programming (HMILP) to coordinate the robots, assigning
different zones where cleaning is a priority. We investigated the use of a
deterministic Model-Based approach to verify the use of historical infor-
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mation about people’s movements in the past. In particular, thanks to
the Model Predictive Control approach, we use historical data about the
distribution of people and the knowledge about the transportation service
of the station to predict the future dynamic evolution of the position of
people in the environment and the spreading of the contaminants1. Each
robot navigates the large environment represented as a gridmap, exploit-
ing the Artificial Potential Fields technique in order to reach and clean the
assigned areas. We tested our solution considering real data collected by
the WiFi network of the main Italian railway station, Roma Termini. We
compared our results with a Decentralized Multirobot Deep Reinforcement
Learning approach. In particular, our main contributions can be summa-
rized as follows:

• We propose a MPC-MILP framework combined with APF, where
multiple mobile robots cooperates during the execution of cleaning
tasks into a very large crowded environment, exploiting WiFi in-
formation about the distribution of people, historical data and the
knowledge about the transportation service in the station.

• We tested the behavior of a teams of four robots considering two
weeks of real data recorded by the Meraki Cisco System WiFi net-
work of the Roma Termini station.

• We compared behavior of our solution with the Multi Agent Rein-
forcement Learning (MARL) framework [12]. For this experiment
we have shared the video MARLvsHMILP.mp4, at the link: http:
//wpage.unina.it/fabrizio.tavano/video/MARLvsHMILP.mp4.

• We provided an additional experiment showing how the proposed
system can be adapted to consider on-line requests for the saniti-
zation of specific areas. For this experiment we have shared the
video CleaningSpecificArea.mp4, at the link: http://wpage.unina.
it/fabrizio.tavano/video/CleaningSpecificArea.mp4.

The background, the related works and the reasons of the technical choices
regarding this study are discussed in Chapter 2, in Section 2.4. The rest

1Study published in [13]. The source code of the system is available at the following
link: https://github.com/Tavano1/MultiRobot_Sanitization_Railway

http://wpage.unina.it/fabrizio.tavano/video/MARLvsHMILP.mp4
http://wpage.unina.it/fabrizio.tavano/video/MARLvsHMILP.mp4
http://wpage.unina.it/fabrizio.tavano/video/CleaningSpecificArea.mp4
http://wpage.unina.it/fabrizio.tavano/video/CleaningSpecificArea.mp4


5.1. Architecture 61

Figure 5.1. Distributed client-server architecture, where the MILP server
sends the MPC-Heatmap and the destination nodes to the robots that decide
their root thanks to the APF motion path technique.

of the Chapter is structured as follows. In Section 5.1 we describe the
architecture of the proposed framework, In Section 5.2 we focus on the
case studies about the comparison with the MARL technique presented in
[12, 14].

5.1 Architecture

The architecture is based on a distributed client-server architecture
represented in Figure 5.1, where a team of robots is on-line connected to
a unique server. We decided to follow this choice because our idea is to
find a solution that responds to the demand of Rete Ferroviaria Italiana
(RFI), using the resources and technologies that are just present in the
Italian railway stations as the Meraki WiFi Cisco System Infrastructure
that records information on passenger foot traffic that flows the station in
form of a Meraki Heatmap.

As shown in Figure 5.1, we consider that the MPC Server receives the
Meraki heatmap as visualized in the Meraki Dashboard, with an updating
period of 1 hour. In the Meraki heatmap, the colors represent the current
distribution of people in the station. This image is converted in a new
MPC-Heatmap formatted as gridmap of dimensions 100 × 172 pixels, in
which the colors are now indicating the level of contamination of the areas
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in the environment, as shown in Figure 5.2 (a). More formally, we define
the gridmap M , the set of free obstacle grids X in the map, the set of the
possible heatmaps S and the set of actions Act as described in Section 3.1.
The possible actions ai that the robot can take are the 8 moves in the 8
chess-like directions allowed in a gridmap (up, down, right, left, and the
four diagonals). A robot at every step sanitizes a squared cleaning area
with dimensions 3 × 3 pixels of the heatmap. Each element of the MPC-
Heatmap is a real number in the interval [0, 1] where 1 is the maximum
priority and 0 means that no cleaning is needed. This matrix can be
displayed as a color-coded image (see MPC-Heatmap in Figure 5.2 (b))
where black pixels are associated to 0 priority areas, while colors from red
to yellow are for increasingly higher priorities. We have also modeled the
behavior of the contaminants to spread and attenuate during the time.
As for the update of the heatmap (cleaning priority) it is computed from
the position of people (clusters) by modeling possible spreading of viruses
or bacteria using a Gaussian model of dispersion as in [42]. Specifically,
we exploit the periodic convolution of a Gaussian filter at every timestep,
where µ and σ are suitable parameters that can be regulated depending
on the meters/pixels ratio, the timestep, and the considered typology of
spreading (in this work we assume a setting inspired to the aerial diffusion
of the Covid-19 [85]). In our case, we use the values of µ and σ as in [12].
The effects of spreading and attenuation of the priorities at every step of
time in the MPC-Heatmap is shown in Figure 5.2 (c) after 100 steps. This
spreading process is also considered as a model for our MPC method in
order to estimate the evolution of the priority over time.

Our strategy of sanitization has 4 main steps in its execution as shown
in Figure 5.3. We consider that the cleaning starts with a delay of 30
minutes from the first reception of the first Meraki Heatmap in the morn-
ing. Following the arrow of the timeline, we consider a first step where the
MPC-Server receives the update of the Meraki Heatmap from the Meraki
Server (step A). The MPC-Server applies the HMILP as in [8] to decide
the destinations of every robot (step B). In this phase, the MPC Server
makes use of information about historical data about the distribution of
people in the station in order to make a prediction on the conditions over
the next 30 minutes. After (step C), there is a new update of the Mer-
aki Heatmap, and finally, (step D), A new HMILP decision is executed to
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Figure 5.2. Heatmap representation of the Roma Termini Station: Meraki
Heatmap (a) MPC-Heatmap (b) MPC-Heatmap after 100 timesteps, MPC-
Heatmap with the associated graph.

correct the first prevision considering the new Meraki Heatmap update,
without contribution of the historical knowledge. The latter correction is
needed to compensate for the unpredictable behavior of the people.

The server is also responsible to verify the positions of the people in the
environment thanks to the Meraki heatmap and to receive the positions
of every robot inside the station. Those information are used to build
MPC-Heatmap (Figure 5.2) with different colored zones. The MPC-Server
extracts information about the positioning of the people in the station
from the current Meraki heatmap, it receives the positions of every robot
and their chosen paths and cleans relative zones in the MPC-Heatmap
to prepare the new updated map. MPC-Server provides a partitioning
of the current MPC-Heatmap in a discrete and limited number of areas
with a fixed step of sectioning ( in our case we choose 20 pixels); every
resulting subarea will be represented by a single value in an ordered list of
partitions G1. Considering i ∈ N = {0, n}, where n is the total number of
partitions of the MPC-Heatmap, the value of the element i of the list G1,
is qi, defined as the sum of the priority risk of the relative portion of MPC-
Heatmap.The MPC Server applies the same procedure to realize a second
ordered list G2, using a second heatmap MPC-Heatmap2, which is used
to estimate the future expected distribution of people. MPC-Heatmap2
is built considering the knowledge about the transportation service of the
station and the average behavior of people in the historical data. RFI
defines 4 categories of days to organize the transportation service in the
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Figure 5.3. Four main steps of execution in the strategy of Sanitization
presented in this study.

station Roma Termini: the working day, from Tuesday to Thursday; the
Friday, the day before the holidays, including the Saturday; the holiday,
including Sunday, The day after the holidays, as the Monday.

In Figures 5.4 the different numbers of departures in Roma Termini,
grouped in steps of 1 hour, where every color is associated to a different
category. There are differences in number of train services between the 4
categories. RFI defines 4 types of transportation services: The passenger
high-speed service by Trenitalia company (TI Pax HSS), the passenger
high-speed service of other private companies (OC-HSS), long haul stan-
dard low-speed service (TI-PAX-SU) and local transportation (TI-PAX-
REG ) as shown for example in Figure 5.4 for the cases of working day and
holiday. The MPC-Heatmap2 is so realized considering the average of his-
torical Meraki Heatmaps that represent the conditions of the station in the
days that belong the same category of day of the current MPC-Heatmap
used to built G1, but an hour later. Considering i ∈ N = {0, n}, where n
is the total number of partitions of the MPC-Heatmap2, the value of the
element i of the list G2, is pi, defined as the sum of the priority risk of the
relative portion of MPC-Heatmap2. Starting by the knowledge of the last
received position of every robot in the MPC-Heatmap, the MPC-Server
finds for every robot their current starting node in the graph. Then, it cal-
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culates the next nodes for every robot, considering the contribution of the
values of the nodes of two ordered lists, G1 and G2. Every robot receives
from the MPC-Server the updated MPC-Heatmap and a list of destination
nodes that it must visit, following the indications of the HMILP results.
Every node represents a specific portion of the MPC-Heatmap. Every
robot, acting independently and with autonomy, verifies the positions of
the peaks of priorities in the portion of MPC-Heatmap, considering the
nodes of its path in the graph. It sorts the found peaks starting from the
higher value to the lower value. In case of peaks of the same value, they
are positioned in the list from the most closed to their current position to
the farthest one. Finally, every robot autonomously uses the APF method
to reach the found peaks in the list. We assume that the team of robots is
constantly connected with the common MPC-Server thanks to the WiFi
railway service of the station. The robots, acting independently, are also
responsible for the process of obstacle avoidance. When a robot meets an
obstacle, it calculates the shortest path to turn around. It starts to count
the number of necessary steps to avoid the obstacles in both directions,
then it chooses the shortest route to avoid them. When a priority peak is
reached, the robot starts to clean following a spiral shape path centered
in correspondence of the coordinates of the found peak in the gridmap as
in [52, 53]. We consider that our robot sanitizes an area of the gridmap of
dimension 9 pixels at every timestep, where the timestep has a duration
of 1 minute as in the study [12, 14]. The Model Predictive Control (MPC)
consists of solving an online finite horizon open-loop optimization problem
using the current state as the initial state for the team of robots. The
solution to the problem gives a sequence of control inputs for the entire
control horizon; however, only some elements of the optimal input sequence
are applied to the team of robots. The number of used inputs depends,
in our case, on the number of peaks of priorities that are present in the
MPC-Heatmap, and by the horizon time. In our context, Meraki Server
sends an update of the Meraki Heatmap with a periodicity of 1 hour, so
our horizon control is also of 1 hour.

The graph representation used to describe the problem in this study
is similar to the ones proposed in [106, 107, 30]. We define the Graph
G = (N,A), where N = {0, 1, . . . , n} is the set of vertexes and A =
{(i, j) : i, j ∈ N, i ̸= j} is the set of arcs. Vertex 0 denotes the depot of
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Figure 5.4. Comparison between RFI categories of day for the transportation
service in Roma Termini station. To the left different number of departure
of trains, at different hours and different categories. To the right, different
typology of services for two categories: Holiday and Working Day.

the robots, while the other vertexes correspond to different areas of the
partitioned gridmap MPC-Heatmap. Each area i must be sanitized so
every node has a non-negative priority number qi + pi that represents the
total quantity of risk priority in the relative area of the MPC-Heatmap
added to the predicted value relative to the MPC-Heatmap2. Each arc
between any two vertexes i and j is associated with a distance di,j (in our
solution it represents the reward for the robot that travels between the
nodes i and j). The value associated to the arcs takes into account also of
the distance of the path in the gridmap to reach the destination node and
the presence of fixed obstacles. The reward assigned to the arc is lower
in case diagonal movements with respect to the axis of the gridmap (as
shown in Figure 5.2 (d)) or in case the robot may meet a wall or other
fixed obstacles to be avoided during its travel in the arc. The weight of
the edge is calculated by the equation: di,j = |(qj + pj)|, i, j ∈ A. In
the HMILP path decision, it is important to take in account also of the
cost of the distance that a robot cover to reach the node. In general, a
greater distance, depending, for example by the presence of an obstacle,
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may reduce the efficiency of the total percentage of cleaning inside the
horizon time because our robots also cleans the path to arrive at its target
as in [12, 14]. For this reason, with reference to Figure 5.2 (d) we define
three kinds of arcs: the straight arcs that connect two nodes in the same
x-axis or same y-axis of the MPC-Heatmap. Examples of straight arcs in
Figure 5.2 (d) are the connections between the node 0 and 1, or 0 with 3;
the diagonal arcs as the arcs as between nodes 0 and 4 or 1 and 5. A third
type of arc is those in which the robot meets an obstacle in his path in the
gridmap following the connection tracked by that arc. d in G represents
a benefit for the robot that runs the relative arc. For this reason the arcs
that are associated with a greater distance, as in the case of the presence
of obstacles, are also associated with a lower benefit. In particular, we
consider the following formula to define the weights of the three defined
typologies of arcs:

di,j =


di,j , straight arcs,
di,j/2, diagonal arcs
di,j/2, obstacles in the path

(5.1)

At the beginning of the horizon time, the robots start their new path
in the graph from the node that was the last reached in the previous hour.
The first action that the MPC Server must do is the positioning the robots
from the deposit to the current starting node where the robot has sent its
actual position. This is done considering a dummy arc with a very high
gain. The first step of the path of every robot from the deposit to the
starting node is removed from the final path considered for the cleaning
and sent to every robot at the beginning of their decentralized operations.
The notations, including sets, parameters, and variables used in the model,
are listed in Table 5.1. The MILP model and constraints for our multi-
robot sanitization problem are the following as in [79] :
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Table 5.1. Notations used in the mathematical model

Notation Description

N set of all nodes N =
{1, . . . , n}

N0 N and the depot N0 = N ∪
{0}

K total number of k robots
Q max value of sanitization of a

single robot
di,j benefit assigned to the arc be-

tween the nodes, i, j ∈ N0

xi,j is 1 if the k-th robot travels
the arc (i,j)

ui total priority sanitized by the
kth robot

qi priority of G1
pi priority of G2

sw(t+ k + 1|t) = sw(t+ k|t) + hw(t+ k|t) + uw(t+ k|t) (5.2)
max(z) (5.3)
N0∑
i

N0∑
j

xi,jdi,j ≥ z (5.4)

N0∑
j

xi,j = 1, i ∈ N (5.5)

N0∑
i

xi,l −
N0∑
j

xl,j = 0, l ∈ N , i ̸= j, i ̸= l, j ̸= l (5.6)

pi + qi ≤ ui, i ∈ N (5.7)
xi,j ∈ {0, 1} (5.8)
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We have defined a simple parametric model to estimate the spreading of
contaminants (bacteria or viruses) due to the presence of people in order
to better estimate the risky areas to be cleaned with higher priority. The
model is represented in equation (5.2). the term s represents the state
of an area w in the environment large 3 × 3 m2 in the environment, with
dimensions equal to the cleaning area of a robot. The state s is the concen-
tration of priority inside the area w in the gridmap M , corresponding to
a zone with dimensions 3× 3 pixels. the equation affirms that the current
density of priority ant the timestep t+1 inside the considered area depends
on the value of s at the previous timestep, added to two contribution. The
first term represents the effect of the spreading due to the Gaussian con-
volution h, applied to the heatmap at every timestep to model a Gaussian
diffusion law of the contaminants. The second term u is the action of
the cleaning due to the robot sanitization. We then define the term z as
the quantity of the priorities that a robot may remove during its path in
Graph G. The objective function of the model is given in (5.3), which
maximizes the quantity of priority that is deleted in the graph G. Here, z
represents the sum of the benefits d along a path selected on the graph G.
Constraint set (5.4) indicates that the objective may not exceed the sum
of every benefit of all the arcs of G. Constraint set (5.5) ensures that each
section of the MPC-Heatmap is visited exactly once. Constraint set (5.6)
implies that every robot that leaves a node will reach a new different node.
Constraint set (5.7) represents a limit for the quantity of sanitization done
in a node i that cannot be less of the priority assigned to the node i of the
Graph G. Our approach to solving the multi-robot optimization problem
is the hierarchical MILP as in [8, 33]. The MPC Server repeats the MILP
calculus for every single robot in a sequence. At every step, it finds the
path for one robot, puts to zero the nodes of the Graph G belonging to the
path of the previous robot, and calculates the new path for the following
robot. The MPC-Server repeats this method for every following robot.
This way, the MPC Server considers different graphs for every robot to
prevent two robots from selecting the same path, even if they start from
the same node. The MPC Server calculates the value of the total reward of
the whole team as the sum of the single rewards gained by every robot for
each permutation of the sequence of the 4 robots and chooses the sequence
with the higher result. MPC Server also considers a different deposit for
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Figure 5.5. On the left, the distribution of priorities at the 6:00 a.m. of the
6 September 2021 in our simulation. On the right, the action of cleaning of 4
robots driven by HMILP-MPC control, and moving in the environment that
represent Roma Termini station, thanks to the APF method.

every robot, positioned in different places of the Graph G and fixed at the
beginning of the simulation. The assignment of a different deposit to more
than one robot may be changed online by human intervention to correct
the operation of cleaning by a remote control room. In Figure 5.5 we see
the action of cleaning 4 robots, represented by the white squared dots. The
cold zones, in black, are the path that they leave when they clean a zone of
the environment. The environment is represented by the MPC-Heatmap
of Roma Termini, where 1 pixel corresponds to 1 square meter.

5.2 Experiments and Comparison with MARL tech-
nique

In order to assess the performance of the system in a realistic dynamic
environment, we propose a case study where the presented method is com-
pared with the solution proposed in [12, 14]. Thanks to the collaboration
with RFI, we received a Meraki Heatmap for every hour of the day rep-
resenting the whole planimetry of the station between 30 August 2021 to
12 September 2021. We have verified that in the considered period, there
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were not occurred exceptional events that may change the ordinary behav-
ior of the station (for example, national or religious holidays, the opening
of the schools etc). Moreover, the two weeks are temporally consecutive.
For these reasons, there are no changes in the behavior of passengers that
frequents the station. We have calculated the Euclidean distance between
every MPC-Heatmap built at every different hour of the available days,
and we have verified that the difference of the average Euclidean distance
of the days that belong in the same category is lower than the ones in the
other cases. In the available dataset, we can predict the distribution and
the density of people in the station in a working day of the second week of
data, using the average of the working days of the first week at the same
hour. In order to assess the performance of the teams of robots, we define
a simple metric c_perc as in [12, 14], representing the cleaning rate (in
percentage) of the map as follows:

c_perc = ((xtot − scurr)/xtot) · 100, (5.9)

where xtot = |X| is the number of free-obstacles cells of the map, while
scurr =

∑
(i,j) s(i, j) is the sum of the current priorities for each cell of the

heatmap. The value c_perc is than 100% if the map is totally clean (i.e.,
each cell has 0 priority) and 0% if every cell of the map has maximum
priority. We compared the quality of cleaning for the day 6 September
2021, using for the HMILP the mean values of the heatmaps of the days:
31 August, 1, and 2 September 2021, considered working days in the RFI
category definitions. As it is shown in Figure 5.6, the two methods have
comparable results and approximately the same shape of the curve. They
may be considered valid alternatives to the proposed problem.

Our solution has an important advantage with respect to the MARL
method presented in [12, 14]. It has the possibility to be controlled by a re-
mote site by a technical staff in a control room. This represents an essential
innovation in the solving of the problem proposed by RFI because Roma
Termini represents a challenging environment where exceptional events
may occur and form a new aggregation of people. For this reason, it is
required a solution that may permit correcting the activity of cleaning the
robots, assigning greater priority to a specific area. This feature is enabled
by exploiting the graph-based representation of the environment. We can
online select for every robot a different deposit where they conclude their
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Figure 5.6. Simulation of sanitization of the day 6 September 2021. The
first two curves represent c_perc for the two cases: MARL,HMILP-MPC.
The yellow curve represents the spreading of the contaminants without any
robot action.

mission, choosing between those available in the station. It is also possible
to assign a gain to the nodes inside the subarea that we want to select.
We have verified this possibility by simulating a situation in which it is
occurred a rapid increment of priority risk in a zone Z where nodes 7,
10, and 13 are involved. We selected that zone Z, multiplying the weight
of this node with a gain equal to 10. We also assigned to the robots the
deposits in nodes 10 and 13, while in normal conditions, their deposits
are assigned to nodes 2, 7, 9, and 11. In order to assess the performance
on Z we defined a specific c_percz value similar to the one proposed in
Equation 5.9. In this case, we set xtot = |Z| as the number of free-obstacle
cells of the map in the zone Z, while scurr =

∑
(i,j)∈Z s(i, j) is the sum of

the current priorities for each cell of the heatmap in Z. The results of the
cleaning are shown in table 5.2, where we compare the case in which we
have not selected any subarea (case 1) with the case in which we selected
the zone Z (case 2). In column 2 and 3, there are the relative results of
c_percz for the two cases at different times of day in the simulation. We
can see that the team of case 2 demonstrates to sanitize better the zone Z,
reaching a peak of cleaning at the 18:00 o’ Clock where c_percz is equal
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Table 5.2. Comparison between case 1 and case 2

Time Case 1 Case 2

17:00 48.895 56.871
17:30 32.733 61.778
18:00 47.469 79.425
18:30 33.945 54.611

Figure 5.7. A snapshot of the simulation at time 17:30. The heatmap of Case
2 is cleaned at 61.778 percent. The Z zone is highlighted with blue borders.

to 79.425 %, in contrast to the 47.469% of the team of the case 1. A rep-
resentative moment of the simulation is shown in Figure 5.7.





Chapter 6
Bioinspired Artificial
Cockroach Colony Strategy
combined with 2-type Fuzzy
Logic for the Priority-Based
Sanitization of Railway
Stations

In the previous Chapters, we investigated on two different technolo-
gies to drive a team of robots, applying Deep Reinforcement Learning
(Chapters 3 and 4) and MILP-MPC approach (Chapter 5). We empir-
ically understand that there is the possibility to increment the cleaning
performances studying for a strategy oriented to maximize the spreading
of robots in the environment, reducing the mutual interferences and over-
lapping between the cleaning paths of the robots collaborating in the team.
In this study 1, we propose a multi-robot online sanitization system that
exploits the information about the position of people and combines the
Bioinspired Artificial Cockroach Colony Strategy with the 2-type Fuzzy

1Study published in [94]. The source code of the system is available at the following
link: https://github.com/Tavano1/MultiRobot_Sanitization_Railway
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Logic to coordinate together a team of robot sanitizers. In particular, we
were inspired by the social behavior of Cochroacks Colony during their
infestation phase, where the insects explore the environment attracted by
different food deposits and decide their paths considering the shadowed
zones, the presence of pheromones, and maximizing distances by the other
members of the colony. Moreover, we have considered a central server that
acts like a Daemon as defined in [31]. The Server is responsible for seg-
menting the heatmap in several subareas and assigning a different subarea
to each robot, using the taboo search mechanism and 2-type Fuzzy Logic.
The Server selects a subarea considering the density of priority inside it,
the distance of it from the robots, and the number of robots just present
inside the considered subarea. The objective of the server is to assign
each robot to a different subarea, preferring one not chosen before, with a
higher possible concentration of priority, and maximizing the spreading of
the colony in the heatmap. The selected subarea will be an attractive desti-
nation for the assigned robot, which considers it as input in its autonomous
building algorithm of its own cleaning path in the environment. Robots,
thanks to the 2-type Fuzzy Logic and the implemented pheromones com-
munication, select their steps at every instant of time, preferring the zones
where there are higher values of priorities and higher distances from the
other members of the colony and their pheromones. These characteristics
of the algorithm facilitate the spreading of the robots’ team inside the en-
vironment, increasing the quality of the cleaning action. The solution’s
performances are compared with those of four different methods deployed
in the same scenario, using real data shared by RFI S.p.A., showing better
results. The background, the related works, and the reasons for the techni-
cal choices regarding this study are discussed in Chapter 2, in Section 2.5.
The rest of the Chapter is structured as follows. In Section 6.1 we describe
the architecture of the proposed framework; in Section 6.2, we focus on
the comparison with the MARL technique presented in [12, 14] described
in Chapter 3, the MILP-MPC technique [15], presented in Chapter 5 and
two cases of Coverage Path Planning techniques proposed in the literature
for sanitization task [61, 68].
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6.1 Architecture of the System and the Environ-
ment

The architecture we propose for sanitizing the railway stations is shown
in Figure 6.1. The server has the role of the daemon as defined in [31, 83]. It
is responsible for building the heatmap, storing the information about the
distribution of the pheromones in the environment in a different gridmap
that we call PheromonesMap, building a graph representation of the envi-
ronment, and assigning to each robot a different destination node. In this
manner, it assigns every (cockroach-like) agent with a different attractive
contaminated destination zone thanks to the 2-type Fuzzy logic. Every
robot will receive this data, and at every timestep, it decides its next area
to be cleaned in the gridmap thanks to the 2-type Fuzzy system. The
heatmap is a gridmap whose hot/cold points represent high/low priority
areas to be sanitized depending on the estimated distribution of people in
the environment. Each matrix element of the heatmap is a real number
in the interval [0, 1], where 1 stands for the maximum priority, while 0
means that no cleaning is needed (see heatmap in Figure 6.2 (left), where
this matrix is displayed as a color-coded image, black pixels are 0 priority
areas, while colors from red to yellow are for increasingly higher priorities).
The heatmap (cleaning priority) is computed from the position of a group
of people (clusters) by modeling the possible spreading of viruses or bacte-
ria using a Gaussian model of dispersion [42]. Specifically, we exploit the
periodic convolution of a Gaussian filter N (µ, σ2) at every step, where µ,
σ2 are suitable parameters that can be regulated depending on the me-
ters/pixels ratio, the timestep, and the considered typology of spreading.
In our case, we set the µ and σ values according to the spreading param-
eters proposed in [43, 11]. The values of the used parameters µ, σ2 are
respectively 0 and 0.9, with a diameter of spreading equal to 5 pixels as in
[15, 14, 13]. The heatmap after the Gaussian filter application is shown in
Figure 6.3, (d)). More formally we define the terms M , S, X and K and
Ac (set of the possible actions ai of a robot) as presented in the Section
3.1. A graphical representation of the environment is shown in Figure 6.3.
Using the planimetry shared by Rete Ferroviaria Italiana, we selected a re-
gion of 100× 172 meters (orange rectangle in 6.3 (a)). The areas of shops,
restaurants, and walls represent the fixed obstacles on the map. From this
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portion, we realize a black and white gridmap (6.3 (b)). We consider that
the WiFi server receives an updated distribution of people every 1 hour
from the Meraki Cisco System (an example of Meraki heatmap is in Fig-
ure 6.3 upside). The information from the Meraki is then converted into a
heatmap for the robots by associating each location with a priority value
proportional to the density of people. Since the information from the Mer-
aki is georeferenced, the retrieved value is finally rotated, translated, and
scaled in order to match the reference frame of the robots (see Figure 6.3
(c)). In our simulations, the heatmap has a dimension 100 × 172 pixels,
with a resolution of 1 pixel per 1m2, and the timestep corresponds to 1
minute so that the Meraki will share its information about the presence of
people every 60 timesteps. Agents can move by one pixel in any direction.
Hence we define the set A that includes 8 actions ai (4 linear and 4 diag-
onal). At every timestep, we consider that a robot will sanitize an area of
9 pixels, corresponding to a surface of 3m2 of the station.

The server is responsible for receiving, at every timestep, the current
position from every robot. It verifies people’s movements in the environ-
ments thanks to the information received from Meraki Cisco System WiFi
Infrastructure. At Every hour (60 timesteps in our simulation), the server
builds the heatmap considering the received information about the people’s
distribution. At every timestep, a Gaussian filter is applied to the heatmap
to simulate the effects of the spreading and attenuation of the contami-
nants inside the environment. The server also updates the information
about the presence of pheromones on a gridmap named PheromonesMap
(Ph in the Algorithm 4 and 5), with dimensions 100× 172 pixels like the
heatmap, applying values 1 to the cells corresponding to the 3× 3 robot’s
cleaned area of the gridmap, around the robot’s position at every robot’s
step. The pheromone is represented by a real number in the range [0, 1]. It
has the value of 1 at the first moment it is applied in PheromonesMap. An
example of PheromonesMap is shown in Figure 6.2 (right side). At every
step, the server implements pheromone evaporation, the process by which
the pheromone trail intensity on the grids automatically decreases over
time. Specifically, the server at every timestep subtracts a constant value
equal to 0.1 at every non-zero cell of PheromonesMap. The heatmap and
the PheromonesMap are sent to every robot of the team at every timestep.
At every 60 timesteps, the server also builds a graph representation of the
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Figure 6.1. Graphical representation of the proposed architecture including
multiple robotic agents (left) and a single server (the Daemon Server on the
right) exploiting WiFi data to generate a heatmap of priorities (red to yellow
spots) and the destination nodes for each robot thanks to the Fuzzy Logic
System. It updates also the PheromonesMap.

,

environment, G = (N,Ar) where N = {0, 1, . . . , i} is the set of vertexes
and Ar = {(i, j) : i, j ∈ N, i ̸= j} is the set of arcs. The server uses
the heatmap s to realize G. Specifically, it provides a partition with fixed
steps of 40 pixels along the coordinates x and y of s (Figure 6.3 (e)) to
obtain 15 different zones as in [13]. A different node then represents a
single zone. The server calculates the total amount of priority inside ev-
ery single zone qi ∈ Q where i ∈ N and Q is the set of qi for each zone
(card(Q) = card(N)). Every node is associated with the qi of its relative
zone. Each node is connected to the others. Every arc has a cost di,j with
(i, j) ∈ Ar: the Euclidean distance between the centers of the zones in
the heatmap represented by the starting and destination nodes in G. The
server uses a 2-type Fuzzy decision layer with taboo search [88, 3] to estab-
lish the destination nodes destk ∈ Dest of each robot k, where k ∈ K and
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Figure 6.2. Example of Heatmap (left) and PheromonesMap (right) during
the sanitization process. The yellow lines in PheromonesMap represent the
deposited pheromones along the paths of 4 robots in the gridmap.

Dest is the set of all destination nodes with cardinality card(K). Every
robot receives its destination node at every 60 timesteps. The activities
of the server are described in the Algorithm 4. In the simulation, the
term max_step (line 2) is a parameter that we set to 780, considering 13
hours of real data and a duration of 1 minute for a timestep. The server,
at every timestep, receives the positions of the robots (line 3). At every
60 timesteps: the server rebuilds the heatmap (line 5), adding new pri-
orities in the gridMap M depending on the movements of people, builds
the Graph (line 6), puts to zero the cells of the PheromonesMap for its
initialization (line 7), verifies the numbers of robots inside each node (line
8), applies the 2-type Fuzzy system with taboo search to obtain the des-
tination nodes for each robot (line 9), sends the destination node to every
robot (line 10). At every timestep: the server updates the PheromonesMap
(line 12) applying the pheromones to the current positions of the robots
and implementing the evaporation process, updates the heatmap applying
the Gaussian filter and puts to 0 the pixels of the zones currently cleaned
by the robots (line 13), and sends to the robots the updated heatmap, the
updated PheromonesMap, and their current positions of the robots to all
the team ( lines 14-16). The set of the 2-type Fuzzy decision system ex-
ploited by the server is shown in Table 6.1. The Fuzzy system is executed
to evaluate each graph node in order to find for every robot k ∈ K its



6.1. Architecture of the System and the Environment 81

Figure 6.3. Example of the distribution of people inside the Roma Termini
station as retrieved from the Cisco Meraki WiFi network (up) and the process
of the realization of the heatmap and the relative full connected graph (down):
the planimetry of the station Roma Termini shared by Rete Ferroviaria Italiana
S.p.A. (a), the black-white image (b); the heatmap (d); the heatmap after the
Gaussian convolution filter applied for 50 steps (d); partitioning of the heatmap
to obtain the corresponding graph (e).

destination node destk ∈ Dest. It receives, as input 1, di,j,k, that is di,j
with (i, j) ∈ Ar, the distance between a node i in N with the current node
j where the specified robot k is positioned. Input 2 is the concentration
of the priorities for the node qi with i ∈ N . Input 3 is nri ∈ Count_Rob,
the number of robots currently situated in the node i, where Count_Rob
is the set of the numbers of robots per node with dimension card(N).
The Fuzzy system gives as output a real value in the range [0, 1], which
represents how much the considered node i is convenient such as destina-
tion node destk for a determined robot k. The card(N) evaluations of the
Fuzzy system for a robot k are collected in a list, and destk will be the
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maximum value of the list. Specifically, the Fuzzy rule base is designed
for the Fuzzy system to assign a higher real-value output for a node i,
considering the robot k, the higher the priority density qi, the lower the
number of robots nri to favor the spread of the colony, and the lower the
number of di,j,k to reduce the crossing distance from the robot and its next
destination.A taboo search approach is developed to reduce the possibility
that more robots are assigned with the same destination node as in [88, 3].
In particular, after a node i is assigned with a specific robot k and becomes
destk, the server assigns in G to that chosen node i very high values of
distances di,j in Ar for each j ∈ N , j ̸= i and sets a value 0 to priority’s
concentration qi in the next Fuzzy evaluation lists for the remaining robots
different than k. The taboo search with the cycles of Fuzzy evaluations
is repeated changing the robots’ order in its execution, considering all the
possible permutations without repetitions p = card(K)!. The server ob-
tains p different Dest, and selects that with the higher sum of qi for each
node i ∈ Dest. In the Fuzzy system, For every input, we define a different
domain that represents the universe of discourse, as shown in Table 6.1.
For each domain, we report the minimum, the maximum value, and the
number of samples generated for it (Min, Max, Num) [41]. We created
then for each input three different Gaussian intervals type-2 Fuzzy sets de-
nominated Small, Medium, and Large (SmlH, MedH, LrgH with H the
number of input in the Tables) with uncertain standard deviation values
[41] as illustrated in the Table 6.1. For each Gaussian set, we report in the
table the parameters, consisting of the mean, the standard deviation cen-
ter, the standard deviation spread, and the height of the set (respectively
Mean, Std_Center, Std_Spread, Height). For the output, we defined
one domain and ten different Gaussian intervals type-2 Fuzzy sets with
uncertain standard deviation values. The sets and their parameters are
illustrated in the same table 6.1. So we have defined our rules as reported
in Table 6.2. We used an interval type-2 Mamdani Fuzzy inference sys-
tem. The type reduction plays a key role in achieving crisp values from
Type-2 Fuzzy sets. In our case, we used the type reduction algorithm: En-
hanced Iterative Algorithm with Stopping Condition [41]. At every step,
each robot k decides autonomously which zone xr,l, with r, l coordinates
in the gridmap M , is necessary to be cleaned inside the heatmap s. The
process is described in Algorithm 5. At the beginning of the simulation,
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every robot is located at random position as in [14, 13, 15] (line 2). The
robot k receives the new destination node destk at the beginning of the
hour, at every 60 timesteps (line 5). At every minute, it receives the up-
dated heatmap s, the PheromonesMap Ph from the server, and the current
positions of the other robots in the map (x1, . . . , xk) (lines 7, 8, and 9).
Every robot k will decide autonomously at every timestep its next posi-
tion xnew. It may choose one of 8 different zones x′r,l, because it may do 8
different chess-like movements ai ∈ A: up, down, left, right, and towards
the diagonal positions. To make its decision, it finds an evaluation output
as a real value in the range [0, 1] by the 2-type Fuzzy Logic for each pos-
sible next step. The Fuzzy decision system developed for the robot uses
the following inputs: the amount of pheromone Amount_pher (input 1)
considering 3× 3 grid-zone around its next possible position choice x′r,l in
the PheromonesMap, the total amount of priority Amount_prior (input
2) in the 3 × 3 grid-zone around its next possible position selection x′r,l
in the heatmap, dist_destk (input 3), defined as the Euclidean distance
in the gridmap M of the new considered position x′r,l from the center of
the heatmap’s zone represented by the destination node destk. Moreover,
the robot evaluates the distances of the new considered position x′r,l from
the current position (xi, . . . , xk) of the other robots and selects the mini-
mum of them, Dist_xmin (line 10), that represents the input 4. We have
studied a rule base in order to obtain a higher evaluation number if the
higher is the total amount of priority Amount_prior to maximize the re-
moval of priorities at every step, if the lower is the amount of pheromone
Amount_pher, where higher concentration corresponds to a less attrac-
tive movement selection, if the lower is the value dist_destk, and if the
higher is Dist_xmin to maximize the spread of the colony. The decision
is taken thanks to the 2-type Fuzzy Logic process and the taboo search.
Thanks to the 2-type Fuzzy logic, we list an evaluation output for every
next new possible position selection x′ (one of 8 positions corresponding to
8 chess-like possible movements ai ∈ A). The list’s maximum value will be
the robot’s next new position xnew (line 11). It applies the action to the
environment (line 12). Finally, it sends the new position to the server (line
13). For every input, we defined a different domain that represents the
universe of discourse, as shown in table 6.3. We then created, for each in-
put, three different Gaussian interval type 2 Fuzzy sets denominated Small,
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Algorithm 4 Server-side cockroach colony algorithm
1: procedure server(k, M)
2: for stp < max_step do
3: (x1, . . . , xk) = receive_positions()
4: if stp == 0OR stp%60 == 0 then
5: s = apply_real_recorded_data(M ,ClusterPeople)
6: G,N ,Ar,Q = build_graph(M , s)
7: Ph = initialize_Pheromones_Map(M)
8: Count_Rob = N_Robs_Per_Node(M ,G,N ,(x1, . . . , xk))
9: Dest = Fuz_Tab_S(G,N ,Ar,Q,(x1, . . . , xk),Count_Rob)

10: send_Destination_Nodes(Dest)
11: end if
12: Ph = update_Pheromones_Map(M ,(x1, . . . , xk) )
13: s = update_heatmap(s, N (µ, σ2), M ,(x1, . . . , xk))
14: send_heatmap(s)
15: send_Pheromones_Map(Ph)
16: send_Current_Robots_Positions((x1, . . . , xk))
17: end for
18: end procedure

Medium, and Large (SmlH, MedH, LrgH with H the number of input in
the Table) with uncertain standard deviation values [41]. For the Gaussian
sets, we report in the Table the parameters in Table 6.3 as in the server
case. Also, we defined the output’s domain and ten different Gaussian
intervals type-2 Fuzzy sets with uncertain standard deviation values as in
the case of the server-side Fuzzy system, whose values are shown in Table
6.1. So we have defined our rule base as reported in Table 6.4. We used
an interval type-2 Mamdani fuzzy inference system and the type reduction
algorithm: Enhanced Iterative Algorithm with Stopping Condition [41] as
in the server case.

6.2 The Case Study

In this Section, we compare our approach with four different meth-
ods studied for the sanitization task. Thanks to the collaboration with
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Algorithm 5 Agent-side cockroach colony algorithm.
1: procedure agent(i, M)
2: xi = random_position()
3: for stp < max_step do
4: if stp == 0OR stp%60 == 0 then
5: desti = receive_destination_Node()
6: end if
7: s = receive_heatmap()
8: Ph = receive_Pheromones_Map()
9: (x1, . . . , xk)=receive_positions()

10: Dist_xmin=min_distance((x1, . . . , xk))
11: xnew = select_action2typeFL(s, xi,desti,Dist_xmin,Ph)
12: emulate_action(s, xnew, M)
13: send_position(xnew)
14: end for
15: end procedure
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Figure 6.4. Comparison between the proposed Bio-inspired Cock-
roach Colony method (red) and the alternative MARL framework (blue),
MPC-MILP technique (green), the spiral-based (violet dashed line ) and
boustrophedon-based (orange) CPP ones considering c_perc value. In all set-
tings, a team of 4 robots is deployed. The grey line shows the behavior of
c_perc with zero robots.
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Table 6.1. Gaussian interval type-2 Fuzzy sets for the inputs and the output
of the Server-side 2-type Fuzzy Logic System

V ar G_Set
Domain

Mean Std_C Std_Spr H
Min Max Num

Input 1
Sml1 0 150 1000 0 8 5 1
Med1 0 150 1000 75 8 5 1
Lrg1 0 150 1000 150 8 5 1

Input 2
Sml2 0 450 1000 0 45 15 1
Med2 0 450 1000 225 45 15 1
Lrg2 0 450 1000 450 45 15 1

Input 3
Sml3 0 4 1000 0 0.15 0.05 1
Med3 0 4 1000 2 0.15 0.05 1
Lrg3 0 4 1000 4 0.15 0.05 1

output

LB 0 1 1000 0 0.02 0.01 1
LM 0 1 1000 0.11 0.02 0.01 1
LA 0 1 1000 0.22 0.02 0.01 1
MB 0 1 1000 0.33 0.02 0.01 1
MM 0 1 1000 0.44 0.02 0.01 1
MA 0 1 1000 0.55 0.02 0.01 1
HB 0 1 1000 0.66 0.02 0.01 1
HM 0 1 1000 0.77 0.02 0.01 1
HA 0 1 1000 0.88 0.02 0.01 1

HAA 0 1 1000 1 0.02 0.01 1

Table 6.2. Rule base for the Server-side 2-type Fuzzy Logic System

Input1 Input3 Input2 Output

Sml1 Sml3 Sml2 LA
Med1 Sml3 Sml2 LM
Lrg1 Med3 Sml2 LB
Sml1 Med3 Med2 MA
Med1 Lrg3 Med2 MM
Lrg1 Lrg3 Med2 MB
Sml1 Sml3 Lrg2 HAA
Med1 Sml3 Lrg2 HM
Lrg1 Med3 Lrg2 HB

Input1 Input3 Input2 Output

Sml1 Med3 Sml2 LA
Med1 Lrg3 Sml2 LM
Lrg1 Lrg3 Sml2 LB
Sml1 Sml3 Med2 MA
Med1 Sml3 Med2 MM
Lrg1 Med3 Med2 MB
Sml1 Med3 Lrg2 HA
Med1 Lrg3 Lrg2 HM
Lrg1 Lrg3 Lrg2 HB
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Table 6.3. Gaussian interval type-2 Fuzzy sets for the inputs and the output
of the Agent-side 2-type Fuzzy Logic System

V ar G_Set
Domain

Mean Std_C Std_Spr H
Min Max Num

Input 1
Sml1 0 9 1000 0 0.8 0.4 1
Med1 0 9 1000 4 0.8 0.4 1
Lrg1 0 9 1000 9 0.8 0.4 1

Input 2
Sml2 0 9 1000 0 0.8 0.4 1
Med2 0 9 1000 4 0.8 0.4 1
Lrg2 0 9 1000 9 0.8 0.4 1

Input 3
Sml3 0 200 1000 0 15 10 1
Med3 0 200 1000 100 15 10 1
Lrg3 0 200 1000 200 15 10 1

Input 4
Sml4 0 200 1000 0 15 10 1
Med4 0 200 1000 100 15 10 1
Lrg4 0 200 1000 200 15 10 1

Rete Ferroviaria Italiana, we received an entire day of recording of the
Meraki system (6 September 2021) to be exploited for our experiments.
The results are shown in Figure 6.4. The first method (orange line) is
a spiral-based [61] exploration of the environment, divided into k non-
overlapping sub-areas of equal dimensions, each assigned to a single robot.
Sub-areas are partitioned by rectangular decomposition, and a spiral path
is used to cover such partitions. The second method (dashed violet line) is
boustrophedon-based [68] exploiting a modified version of the boustrophe-
don environment decomposition for partitioning and boustrophedon paths
are employed for coverage. The third method (blue line) uses a model-free
Deep Reinforcement Learning (MARL) [12, 14], that we have presented
in Chapter 3. The fourth method (green line) is based on a distributed
method based on the Hierarchical MPC-MILP approach combined with the
Artificial Potential Fields technique [13], described in Chapter 4. It consid-
ers the information about the railway transportation service (arrivals and
departures of the trains in the station) together with the historical data
regarding the movements of people inside the environment stored by Mer-
aki Cisco System to predict the future cluster’s positions. The grey line
represents the priorities’ evolution caused by the contaminants’ spread and
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attenuation following the Gaussian diffusion law, considering zero robots.
Every method is applied considering a team of 4 robots. To compare these
methods, we defined the following metric c_perc [15, 14, 13] that repre-
sents the cleaning rate (in percentage) of the map as follows:

c_perc = ((xtot − scurr)/xtot) · 100 (6.1)

where the term scurr is the total amount of priority that the team of robots
has removed, and the term xtot represents the total free-obstacle area of the
environment. As we can see in Figure 6.4, the Cockroach Colony approach
(red line) overcomes the other methods. The average of c_perc in the
day is 79.26 for the Cockroach method, while it is 71.91 for the MARL.
The methods based on the movements of the robots with fixed shapes
(spiral-based and boustrophedon-based) are less performing because their
sanitization technique does not take into account the evolution of the con-
tamination in a dynamic environment. Moreover, the proposed Cockroach
Colony approach outperforms the MARL method every hour, especially
after 10:00, arriving to gain 15% at 19:00. In the proposed method, robots
generally don’t clean the same zones during the action of cleaning. There
are fewer overlapping in their paths following the updating of contaminant
concentration depending on the movements of people during the day. They
remain well distributed on the map because the WiFi server, at every hour,
gives each of them a different target zone to be reached for the cleaning.
Each robot deposits its repulsive pheromone on the path, so there is less
interference between the members at every step while they move, attracted
by a higher concentration of priorities.
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Table 6.4. Rule base for the Agent-side 2-type Fuzzy Logic System

Inp1 Inp3 Inp2 Inp4 Outp

Sml1 Sml3 Sml2 Lrg4 LA
Med1 Sml3 Sml2 Lrg4 LM
Lrg1 Med3 Sml2 Lrg4 LB
Sml1 Med3 Med2 Lrg4 MA
Med1 Lrg3 Med2 Med4 MM
Lrg1 Lrg3 Med2 Med4 MB
Sml1 Sml3 Lrg2 Med4 HA
Med1 Sml3 Lrg2 Med4 HM
Lrg1 Med3 Lrg2 Sml4 HB
Sml1 Med3 Sml2 Sml4 LA
Med1 Lrg3 Sml2 Sml4 LM
Lrg1 Lrg3 Sml2 Sml4 LB
Sml1 Sml3 Med2 Lrg4 MA
Mdm1 Sml3 Med2 Lrg4 MM
Lrg1 Med3 Med2 Lrg4 MB
Sml1 Med3 Lrg2 Lrg4 HA
Med1 Lrg3 Lrg2 Med4 HM
Lrg1 Lrg3 Lrg2 Med4 HB
Sml1 Sml3 Sml2 Med4 LA
Med1 Sml3 Sml2 Med4 LM
Sml1 Med3 Sml2 Sml4 LB
Sml1 Med3 Med2 Sml4 MA
Med1 Lrg3 Med2 Sml4 MM
Lrg1 Lrg3 Med2 Sml4 MB
Sml1 Sml3 Lrg2 Lrg4 HA
Med1 Sml3 Lrg2 Lrg4 HM
Lrg1 Med3 Lrg2 Lrg4 HB
Sml1 Med3 Sml2 Lrg4 LA
Med1 Lrg3 Sml2 Med4 LM
Lrg1 Lrg3 Sml2 Med4 LB
Sml1 Sml3 Med2 Med4 MA
Mdm1 Sml3 Med2 Med4 MM
Lrg1 Med3 Med2 Sml4 MB
Sml1 Med3 Lrg2 Sml4 HA
Med1 Lrg3 Lrg2 Sml4 HM
Lrg1 Lrg3 Lrg2 Sml4 HB
Med1 Med3 Med2 Med4 LM
Lrg1 Med3 Med2 Med4 LB
Sml1 Lrg3 Med2 Med4 MA
Med1 Lrg3 Lrg2 Med4 MM
Lrg1 Sml3 Lrg2 Sml4 MB

Inp1 Inp3 Inp2 Inp4 Outp

Sml1 Sml3 Lrg2 Sml4 HAA
med1 Med3 Sml2 Sml4 HM
Lrg1 Med3 Sml2 Sml4 HB
Sml1 Lrg3 Sml2 Lrg4 LA
Med1 Lrg3 Med2 Lrg4 LM
Lrg1 Sml3 Med2 Lrg4 LB
Sml1 Sml3 Med2 Lrg4 MA
Med1 Med3 Lrg2 Med4 MM
Lrg1 Med3 Lrg2 Med4 MB
Sml1 Lrg3 Lrg2 Med4 HA
Med1 Lrg3 Sml2 Med4 HM
Lrg1 Sml3 Sml2 Sml4 HB
Sml1 Sml3 Sml2 Sml4 LA
Med1 Med3 Med2 Sml4 LM
Lrg1 Med3 Med2 Sml4 LB
Sml Lrg3 Med2 Lrg4 MA

Med1 Lrg3 Lrg2 Lrg4 MM
Lrg1 Sml3 Lrg2 Lrg4 MB
Sml1 Sml3 Lrg2 Lrg4 HA
Med1 Med3 Sml2 Med4 HM
Lrg1 Med3 Sml2 Med4 HB
Sml1 Lrg3 Sml2 Med4 LA
Med1 Lrg3 Med2 Med4 LM
Lrg1 Sml3 Med2 Sml4 LB
Sml1 Sml3 Med2 Sml4 MA
Med1 Med3 Lrg2 Sml4 MM
Lrg1 Med3 Lrg2 Sml4 MB
Sml1 Lrg3 Lrg2 Lrg4 HAA
Med1 Lrg3 Sml2 Lrg4 HM
Lrg1 Sml3 Sml2 Lrg4 HB
Sml1 Sml3 Sml2 Lrg4 LA
Lrg1 Lrg3 Lrg2 Sml4 MB
Sml1 Lrg3 Lrg2 Sml4 HA
Med1 Sml3 Lrg2 Sml4 HM
Lrg1 Sml3 Sml2 Sml4 HB
Sml1 Med3 Sml2 Lrg4 LA
Med1 Med3 Sml2 Lrg4 LM
Lrg1 Lrg3 Med2 Lrg4 LB
Sml1 Lrg3 Med2 Lrg4 MA
Med1 Sml3 Med2 Med4 MM





Chapter 7
Conclusions

In recent years, we assisted in the rapid diffusion in the world of serious
illnesses, as in the case of Covid-19 disease. To respond to the necessity
of sanitization of common spaces such as malls and railway stations, dif-
ferent adaptive strategies to drive a team of robots for the sanitization of
large indoor dynamic environments are proposed, studied, and compared
together. We decided to test our solution in a particular real case: the
main railway station of the Capital of Italy, Roma Termini. The station is
equipped with a WiFi network that collects anonymous information about
passengers in the station during the day. Our approach uses this infor-
mation to localize passengers inside the station and to develop a map of
possible risky areas to be sanitized. In particular, the information about
the presence of people aggregations is organized as a heatmap where a wide
range of colors in the map, from red to yellow and white, represents differ-
ent levels of contamination of the zones. The areas with a high presence
of people were marked with light colors (yellow and white). These marked
zones correspond to the higher priorities places where it is more urgent
to clean. Thanks to the collaboration with Italian Railway Infrastructure
Manager Rete Ferroviaria Italiana S.p.A., we have tested our solution with
real data captured and stored by the WiFi Network of the station Roma
Termini. In Chapter 3, we proposed a scalable Deep Q-Learning approach
to multi-robot sanitization of railway stations. The proposed framework
exploits real-time data about the distribution of people in the environment
to generate a priority map of the areas to be sanitized. Such a map is then
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exploited by a set of robots, each endowed with a convolutional neural
network, to learn an effective high-level strategy that optimizes the overall
sanitization processes. We tested the proposed framework in a realistic
simulated scenario, which was designed in cooperation with the Italian
railway infrastructure manager (RFI S.p.A.), considering the largest and
most populated Italian railway station (Roma Termini) as a case study.
We assessed the performance of the proposed framework in different case
studies, firstly by considering a worst-case scenario where random clus-
ters of people are scattered along the station, then by considering a more
realistic setting in which the distribution of people is retrieved from a one-
day data recording provided by the Meraki Cisco System WiFi Network
of Roma Termini. The collected results show that the proposed frame-
work is capable of generating long-term strategies for a team of robots
in order to suitably sanitize large indoor environments, such as railway
stations. We also discussed the scalability of the proposed method with
respect to the number of involved robots and the density of people in the
station. Finally, we illustrated the approach’s effectiveness with respect to
alternative CPP-based methods for robot cleaning. As a limitation of the
approach, we can observe that the time needed to train multiple DQNs
for our MARL framework increases with the number of robots (each new
robot is associated with a new DQN). Notwithstanding the offline and dis-
tributed training process, such increment may impair the deployment of
the framework in very large robotic teams. To mitigate this problem, the
networks can be distributed on different machines - our DTDE approach
is particularly suited for such a solution - and epsilon-greedy mechanisms
[47] may be deployed for action selection instead of the current uniform
sampling. In our study, we focused on the generation of cleaning poli-
cies, assuming that the robots were always able to reach and completely
clean target areas. On the other hand, navigation and cleaning failures
(e.g., due to the presence of people or unexpected obstacles) should also
be addressed in a real-world implementation. In future work, we plan to
deploy and assess the proposed approach in more complex scenarios where
also cleaning failures and social navigation issues are considered. To this
end, routing algorithms [45, 100, 34] and human action recognition meth-
ods [5, 59, 46, 104, 35] will be investigated and integrated. We are also
interested in learning methods to adapt the dimension and the strategies
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of the robot team with respect to the heatmap status in order to reduce
power consumption and maintenance costs while preserving the quality of
the sanitization. In Chapter 4, we continue our study regarding MARL
strategies, proposing an extension of the framework described in Chapter
3. In particular, we deployed a DTDE (Decentralized Training, Decentral-
ized Execution) scalable Deep Q-Learning approach to train a cooperative
team of heterogeneous robots, each one equipped with its own convolu-
tional neural network, for the execution of a shared sanitization task. The
robots are divided into different typologies that are distinguished for sev-
eral characteristics, such as the traverse speed of the environment, the
dimensions, and the shapes of the cleaning areas that are sanitized after
every step movement. This study was promoted by the Italian Railway
Infrastructure Manager Rete Ferroviaria Italiana, who asked for a frame-
work in which it is possible to set as parameters the technical specifics of
any robot. It is so possible to study a common strategy in which robots
of different brands or generations work together, adapting their different
policies to the common cleaning task. To evaluate the framework, we
proposed a comparison between heterogeneous and homogeneous teams of
robots in a realistic domain obtained from a dataset that collects 1 day of
data recording of the WiFi network of the Roma Termini railway station.
The empirical results show that, despite the additional complexity given
by heterogeneity, the heterogeneous system behaves similarly to the ho-
mogeneous version of the approach in terms of training convergence. On
the other hand, the heterogeneous system works better than the homo-
geneous one in restricted and populated environments, while the cleaning
performance on the overall map is slightly reduced compared to the homo-
geneous case. As a future work, we plan to investigate larger robot teams
equipped with more complex high-level heuristics suitable for increasingly
larger real-world environments. The MARL frameworks discussed in Chap-
ters 3 and 4 only use current information about the positioning of people’s
clusters inside the station and the current distribution of the priorities
inside the heatmap. Continuing our investigation about the sanitization
strategies, We verified the possibility of using historical data about the po-
sitions of people recorded by the WiFi infrastructure Network Meraki and
the knowledge about the transportation service in the considered railway
station to predict the movement of clusters of passengers with a horizon
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time of 1 hour. Following this purpose, in Chapter 5, we presented a new
technique based on the Hierarchical MILP-MPC method with APF for the
on-line cleaning of very large and dynamic environments such as a railway
station. In particular, we present a multi-robot distributed approach for
the cleaning task of a large and dynamic environment, where the decisions
about the cleaning path are given by the participation of two decision lay-
ers of the process: in the first level, every robot receives a list of subareas
which is necessary to traverse respecting the assigned order to clean them
in accord to the concentration of their priorities, decided by a common cen-
tralized MPC-Server thanks to the Model Predictive Control Method; at a
second step, each robot builds its path through the indicated target zones
thanks to the Artificial Potential Fields Technique (APF). Every robot
autonomously finds the peaks of priorities inside its assigned destination
subareas and reaches them, building its path with the APF technique. We
have compared our solution with the MARL technique proposed in Chap-
ter 3, highlighting the advantages derived by the use of a graph and the
MILP: the on-line control of the sanitization strategy from remote human
staff. We have also tested the quality in a real case simulation with real
data from the Roma Termini Station, the largest and most populated sta-
tion in Italy. In future work, we plan to test the solution with real robots
and investigate how the proposed MPC approach can be integrated into a
MARL framework to improve the cleaning performance. It is also inter-
esting to verify the possibility of using the MPC method in the process of
training the MARL solution. Our investigation on sanitization strategies
continued, considering the idea of finding a method that may increment
the cleaning performances of the teams, setting rules for team coordination
to promote the spreading of the robots in the environment, reducing, as
a consequence, the interference and overlap between the cleaning paths of
the robots, in particular cleaning repetition of same neat areas by different
robots. Following this idea, in Chapter 6, we proposed a new strategy for
on-line sanitization of railway stations based on a bio-inspired Cockroach
Colony Strategy combined with 2-type Fuzzy logic decision systems in a
dynamic environment. In particular, in this method, we investigate the use
of a strategy based on the social behavior of the insects during their phases
of dynamic exploration and infestation of a large environment. The robots
spread alone in different regions and use artificial pheromones to alert the
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other colony members about their presence and the areas they just ex-
plored. The pheromones act as repulsive signals. Consequently, the robots
decided to be far from the pheromones of the others. Every time, the WiFi
Infrastructure Network of the railway station Meraki Cisco System sends
an update of the heatmap. A central server (Daemon-Server) assigns each
robot a different subarea, applying the taboo-search method with 2-type
Fuzzy logic. The chosen subareas are all different for each robot. The cho-
sen subareas represent an attractive stimulus for the cockroach-like robot.
The robot considers its distance from the attractive assigned subarea when
it builds its cleaning path in the environment. At every instant of time,
the robot chooses its next step, also considering other parameters like the
presence of pheromones of other members of the team, the local concen-
tration of priority that it finds where it will move, and the distance from
the other robots. To select its next step, the robot processes all this infor-
mation by applying the 2-type Fuzzy Logic technique. The choice of the
2-type Fuzzy Logic as a decision system is adequate when processes are
too complex for analysis by conventional quantitative methods or when the
available sources of information are interpreted in a qualitatively inaccu-
rate or uncertain way [21], or the mathematical and statistical description
of the time-variability is unknown in a variable time system [63], as in our
case. To test this solution we used real data shared by Rete Ferroviaria
Italiana regarding the positions of people inside Roma Termini, as done in
the previous Chapters. The results are described in Section 6.2, and shown
in Figure 6.4, where all the presented methods in this thesis are compared
together with two other conventional CPP techniques recently proposed
for sanitization tasks. The test highlighted the better performances of
our new technique in terms of cleaning percentage. The combined use of
the Daemon-Server as defined in [31], assigning different attractive zones to
each robot thanks to the taboo search mechanism, together with the use of
repulsive pheromones communications, we obtained a better spreading of
the robots inside the heatmap, reducing path repetition and interference
between the members of the team. Although, in this work, we focused
only on the definition and testing of the high-level strategy, we wish to
continue this research by integrating this method with lower-level naviga-
tion strategies to consider the avoidance of moving obstacles. We also plan
to investigate heterogeneous teams as in [15], considering different roles for
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the agents and hierarchies inside the insect colony.
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