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Abstract

Recent advances in Information and Communication Technologies, along
with the deployment of small-scale distributed generation sources, led to
the current energy transition, mainly devoted to decarbonisation of energy
sector and net zero greenhouse gas emissions. Microgrids (MGs) represent
the conceptualization of this transition, where the combination of physi-
cal plants with novel bi-directional measurement and control loops entails
the vision of MGs as cyber-physical energy systems in a networked control
perspective. Hence, distributed control and multi-agent systems theory
are the key enabling tools for MGs optimization and management.

However, the spread of distributed smart nodes within this modern
power systems, endowed with sensing/actuation, control and communica-
tion capabilities, poses novel issues that cannot be neglected in control
design phase to guarantee effective, resilient and reliable MGs operations.
From one side, different communication constraints arise due to the large
amount of connected devices, such as: i) communication time-delays in
information sharing process; ii) need of sampled-data formulation of dis-
tributed controllers to facilitate their implementation in digital control
platform; iii) limited communication bandwidth with the need to avoid
communication resources waste. Besides, some fundamental control re-
quirements are expected to be satisfied in MGs operations, namely: iv)
short convergence time to timely accommodate their fast changing oper-
ating conditions; v) resilience to unknown model mismatches, large dis-
turbances/uncertainties affecting the entire MGs dynamics. The purpose
of the thesis is to answer these research questions by designing suitable
distributed control protocols aiming at improving the MGs working oper-
ating conditions, thus promoting the current green energy revolution.

Keywords: Microgrids, Distributed Control, Multi-Agent Systems,
Cyber-Physical Energy Systems, Time-delay Systems.



Sintesi in lingua italiana

I recenti progressi tecnologici, insieme all’ampia diffusione di unità
di generazione di energia distribuita di piccola taglia, hanno condotto
all’attuale transizione energetica, principalmente devota alla decarboniz-
zazione del settore energetico e alla riduzione a zero delle emissioni di gas
serra. Le Microgrids (MGs), intese come microreti intelligenti, rappresen-
tano la concettualizzazione di questa transizione grazie alla loro intrinseca
combinazione di impianti fisici, sistemi di monitoraggio smart e flussi di
comunicazione bidirezionali. In tale prospettiva, emerge il concetto di sis-
temi energetici cyberfisici. Pertanto, algoritmi di controllo distribuito e
teoria di sistemi multi-agente saranno il cuore della tesi.
Tuttavia, la diffusione di agenti intelligenti dotati di capacità computazionale,
di comunicazione e di controllo, nei moderni sistemi energetici pone nuove
sfide nella fase di progettazione degli algoritmi di controllo, necessarie da
considerare per garantire condizioni operative più affidabili, efficienti e re-
silienti. Da un lato, emergono diversi vincoli di comunicazione: i) ritardi di
comunicazione durante l’interazione tra agenti; ii) necessità di implemen-
tazione degli algoritmi di controllo su piattaforme digitali; iii) larghezza
di banda di comunicazione limitata con conseguente necessità di evitare lo
spreco di risorse di comunicazione. Inoltre, è richiesto il soddisfacimento
di requisiti di controllo cruciali in tali applicazioni, come ad esempio: iv)
adattamento tempestivo a condizioni operative fortemente variabili; v) re-
silienza a disturbi e incertezze ignote, nonchè a dinamiche molto complesse
che influenzano l’intera dinamica della rete. La tesi intende rispondere a
queste sfide aperte attraverso la progettazione di algoritmi di controllo dis-
tribuito appropriati volti a migliorare le condizioni operative delle nuove
reti intelligenti, contribuendo a promuovere l’attuale rivoluzione ’verde’.

Parole chiave: Microgrids, Controllo Distribuito, Sistemi Multi-Agente,
Sistemi Cyberfisici Energetici, Teoria di Sistemi con ritardo.
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Chapter 1
Introduction

Driven by the desire of moving to a low-carbon energy future, the next
generation of power systems, referred as Smart Grid (SG), is approaching
and a novel operating philosophy is entailed, where monitoring, communi-
cation, coordination and control become key tasks for a more efficient use
of energy. This green transition is underway in complete harmony with
the governance and management of energy sector across Europe, which
has recently confirmed and enriched its commitment towards full decar-
bonization through the European Union (EU) Green Deal and Fit for 55
package [16]. These policies aim at turning the EU into the first climate-
neutral continent by 2050 by acting, among different sectors, also on the
energy one. Note that, climate neutrality by 2050 means achieving net zero
greenhouse gas emissions for EU countries as a whole, mainly by cutting
emissions, investing in green technologies and protecting the natural envi-
ronment [17]. Along this line, the EU conveys a clear message to increase
the usage of Renewable Energy Sources (RESs) to achieve the aforemen-
tioned objectives, along with the exploitation of the novel Information and
Communication Technologies (ICT) to improve control, efficiency, relia-
bility and safety of the novel smart power grids. Therefore, according to
Horizon Europe 2021-2027, SG refers to a self-healing-capable grid able to
provide reliable, energy-efficient and high-quality power via the incorpo-
ration of advanced two-way communication and the integration of RESs,
which can be smaller, more environmentally and distributed over loads
centers, thus making these new systems more flexible with respect to con-
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ventional power network [18].
As elementary units of SG, Microgrid (MG) is a promising paradigm to-
wards the decarbonisation of energy systems due to the integration of both
renewable and conventional Distributed Generations (DGs) and Energy
Storage Systems (ESSs), able to supply local loads in small geographic ar-
eas, while mitigating environmental concerns. Furthermore, the presence
of DGs into the network transforms distribution networks from passive to
active with a bidirectional power flow, which need to incorporate flexible
and intelligent control with distributed intelligent systems [19]. The combi-
nation of these physical plants with novel measurement and control loops
let the MG to be investigated as Cyber-Physical System (CPS) (or, in
the specific case, Cyber-Physical Energy System (CPES)) in a Networked
Control System (NCS) perspective, where several spatially distributed sys-
tems coexist together with a communication between sensors, actuators
and controllers enabled through a shared band limited digital communica-
tion network.
Generally, a MG operates in grid-connected mode, meaning that voltage
and frequency dynamics of the involved entities are dominated by the
main grid. Conversely, when critical events or outages occur, it can switch
to islanded mode to remain the power supply by itself, while both volt-
age/frequency stability and power balance among DGs and loads have to
be preserved via proper control strategies. It results that the design of con-
trol loops is a more critical tasks in the latter operational mode and needs
further investigation as the MG works autonomously as an independent
entity. A hierarchical control architecture is commonly employed for MG
control purposes, which consists of three layers, namely: Primary Con-
trol (PC), usually based on communication-free droop-control method at
the local level in order to ensure active and reactive power sharing among
DGs; Secondary Control (SC), whose aim is to compensate voltage and
frequency deviations induced by PC; Tertiary Control (TC), which deals
with the optimal power flow management between the MG and the main
grid by virtue of economic aspects [2, 20, 21].
The thesis mainly focuses on the SC layer of the hierarchical control archi-
tecture, which represents the more critical level to guarantee nominal work-
ing conditions in islanded MG operations. At this level, control schemes
can be typically categorized into three main classes, namely centralized,
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decentralized and distributed [7, 22]. Traditional centralized control ap-
proaches rely on a central controller which globally commands on the gath-
ered system wide information and requires complex communication net-
works adversely affecting system flexibility and configurability. Moreover,
reliability issues arise by posing ’single-point of failure’, meaning that, by
the failure of the central controller, the whole control system fails down [8].
Although decentralized control methods exploit DGs local measurements,
they are far from involving communication among DGs, thus experiencing
instability and low efficiency of the system.
Conversely, distributed control, which will be the thesis core, has been
recently regarded as the superior alternative to the previous approaches
since the distributed structure of the communication network, along with
cooperative control protocols distributed over DGs, allow overcoming the
need of the central controller and, hence, the control system does not fail
down subsequent to outage of a single unit [8]. It results a higher reliabil-
ity, flexibility and scalability of the entire electrical network [22].
In this perspective, a MG can be considered as a Multi-Agent Systems
(MASs), where each component is modeled as a dynamical system able to
reach a desired coordinated behavior at the global level by using only its
neighboring information to locally control its state variables [23, 24]. Based
on these considerations, the SC of MG can be recast as a leader-tracking
problem of MASs where, by exploiting consensus and synchronization the-
ory, the objective is to ensure that voltage and frequency magnitudes of
DGs track their respective desired set-points, both in nominal and trouble-
some operating conditions (e.g., in correspondence of reference variations,
loads changing and plug-and-play phenomena). In this theoretical frame-
work, distributed control strategies, properly enabled via communication
networks, strongly impact on the MG performance, as well as on the co-
ordination of DGs involved into the electrical grid, which interact among
them in the cyber space by exploiting their on-board smart devices. From
one side, by endowing all the electronically interfaced Distributed Energy
Resources (DERs) with sensing/actuation, control and communication ca-
pabilities, the MG working scenarios result to be more effective, resilient
and reliable, with an improvement in the overall control performance. On
the other hand, the widely usage of smart connected devices along with
the large employment of ICT lead to several communication impairments
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that cannot be neglected in the control design phase in order to ensure
good performance, while preventing instability phenomena [9].
Among different communication constraints, communication time-delay is
one of the universal phenomena arising in MASs and, hence, in MG since
it straightly comes from the communication networks during data acqui-
sition and data transmission processes. The presence of communication
time-delay is usually addressed in the technical literature under the restric-
tive assumption that delay is unique and constant [25, 26], which results to
be unrealistic in practical applications. Indeed, when treating with wire-
less/wired communication networks, each communication link connecting
a pair of nodes is affected by variable time-delays depending on actual
conditions of the communication channel. Hence, to ensure that delays
are properly counteracted by a suitable control strategy, it is required that
control inputs have to be computed on the basis of outdated information
depending on a time-varying communication delays. Moreover, although
some works in technical literature model communication time-delays as
time-varying function, they do not povide delay-dependent gain tuning
rule, meaning that no stability margin with respect to communication la-
tencies can be guaranteed by existing controllers [27, 28].
Furthermore, it is worth noting that in practical applications the control
accuracy is crucial and usually it could be required to ensure a conver-
gence towards the nominal set-points a finite-time interval. This is par-
ticularly important in MG control due to the presence of highly variable
loads requiring for nominal operating conditions. From control viewpoint,
while there exist several finite-time control protocols in the technical liter-
ature aiming at solving voltage/frequency regulation problem in islanded
MG [29, 30], only few attempts are devoted to the design of distributed
strategies able to cope simultaneously with time-varying communication
delays and finite-time control requirements without either providing delay-
dependent stability criteria or a gain-tuning mechanism [23, 31].
Another fundamental control requirement in distributed SC of islanded
MG is to consider the presence of unknown model mismatches, external dis-
turbances and uncertainties arising from the MG modeling phase, as well
as from all the involved complex phenomena such as topological changes,
unbalanced and nonlinear loads, high-frequency pulse-width voltage modu-
lation and transition between modes of operation [8, 32]. In this non-trivial
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scenario, most of the distributed control strategies consider only the pres-
ence of bounded uncertainties acting on DGs dynamics and, to manage
them, they usually design adaptive methods based on Artificial Neural
Network (ANN) [33], backstepping [34] and fuzzy technique [35], which
result in high computational complexity, thus making difficult their im-
plementation in real-time applications. Moreover, these adaptive control
strategies are able to ensure the solely Uniform Ultimately Bounded (UUB)
stability.

Besides the aforementioned issues, as in MASs and, hence, in MG ap-
plications, the intelligent nodes are spatially distributed over a monitoring
area and controlled by exploiting software running on digital computers,
the hypothesis of continuous interaction among agents results to be unreal-
istic, while it would be relevant to formulate control strategies in sampled-
data fashion [36, 12]. In addition, the communication network bandwidth
sometimes may also be restricted and it would be desirable to design con-
trol strategies aiming at ensuring a more efficient use of the communica-
tion infrastructure, while avoiding waste of communication resources [9].
Therefore, from the literature overview, the design of distributed control
laws aiming at reducing the communication and computation burden is
one of the crucial issue that requires further investigation [9].

Based on the above considerations, from the literature overview on dis-
tributed SC of inverter-based islanded MG, the following main challenges
arise:

1. Designing of finite-time distributed cooperative control strategies
able to cope with time-varying communication delays, as well as pro-
viding delay-dependent stability conditions with a gain-tuning rule;

2. Designing of a distributed cooperative control strategy which does
not require any knowledge about global MG information, such as
communication graph topology, system dynamics and/or bound of
external disturbances, thus counteracting any kind of unmodeled dy-
namics/unknown uncertainties/unbounded disturbances;

3. Designing of distributed cooperative sampled-data controllers able
to reduce communication network workload and save its limited re-
sources, without compromising MG control performance.
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The aim of the thesis is to address and solve these challenges by introducing
different control strategies. Specifically, challenge 1 is tackled in a twofold
way. Firstly, without considering convergence time requirement and with
the aim to counteract the solely presence of heterogeneous communication
time-varying delays, a fully-distributed Proportional-Integral (PI) con-
trol strategy is introduced to solve leader-tracking problem in general
high-order MASs in the presence of multiple time-varying communica-
tion delays depending on the specific communication channel conditions.
Delay-dependent stability conditions guaranteeing the exponential conver-
gence of the synchronization error trajectories are derived by exploiting
Lyapunov-Krasovskii theory along with Halanay inequality, thus resulting
in Linear Matrix Inequalities (LMIs) whose solution allows finding delay
margin guaranteeing stability. Then, a robust finite-time networked-based
controller is also introduced to solve secondary voltage regulation prob-
lem in islanded MG with the aim of counteracting the presence of time-
varying communication delays, while guaranteeing a finite-time conver-
gence. Finite-time stability conditions are analytically provided in terms
of LMIs by leveraging again Lyapunov-Krasovskii method, which involve
gain-tuning rule, as well as the the maximum tolerable delays. Extensive
simulation results, carried out on the well-known benchmark IEEE 14-bus
test system, confirm the analytical derivation and reveal both the effective-
ness and the robustness of the controller in ensuring voltage restoration in
finite-time in spite of the effects of time-varuing communication delays.
To address challenge 2, a novel distributed Proportional-Integral-Derivative
(PID)-like control strategy is designed to solve secondary voltage recovery
problem, which embeds self-tuning adaptive mechanisms. Specifically, the
design is performed in a fully distributed fashion, meaning that no knowl-
edge about MG global information is required, thus allowing to embed any
kind on unmodeled dynamics, unbounded and completely-unknown distur-
bances. By exploiting the solely information flow in the communication
network from NCS perspective, the updating control laws are derived by
leveraging Lyapunov theory combined with Barbalat lemma, thus prov-
ing the asymptotic MG voltage synchronization in different highly varying
operating conditions, as well as the boundedness of the involved adaptive
signals. Most notably, compared with existing adaptive mechanisms em-
ployed for MG SC purposes, the proposed distributed controller involves a
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reduced computational burden and network communication resources sav-
ings, according to the metric in [37], thus being more performing from an
implementation perspective.

Furthermore, three different communication resources saving-oriented
control strategies are introduced to address challenge 3. Specifically, firstly,
with the aim of moving from a continuous to a periodic inter-agent in-
teraction, two distributed cooperative control strategies are proposed to
ensure a preliminary reduction of the amount of sent control signals used
for stabilization purposes. Then, a further reduction of the communica-
tion network workload is achieved via a distributed sampled-data Dynamic
Event-Triggered Mechanism (DETM) used to solve again voltage recov-
ery control problem in islanded MG. In this latter case, the analytical
derivation, carried out by leveraging Lyapunov-Krasovskii method, leads
to stability conditions in the form of LMIs, whose solution allows finding
both sampling period and DETM parameters preserving the MG stability.

Finally, although the book core relies on distributed control strategies
employed at SC level of the hierarchical MG control architecture, a first
attempt to analyse the behaviour of a single power converter is provided
in the last part of the thesis. Specifically, since a flyback power con-
verter can be modeled as a delayed switched affine system [38, 39], a novel
time-dependent switching is proposed to stabilize delayed affine systems
by exploiting the constructive time-delay approach to periodic averaging
[40]. This latter is herein extended to systems with fast-varying piecewise-
continuous coefficients and non-small delays, whose Input-to-State Stabil-
ity (ISS) is analytically proven by leveraging Lyapunov-Krasovskii theory.
This theoretical derivation leads to feasible stability conditions expressed
as LMIs, whose solution allows evaluating upper bounds both on non-
small delays and small parameters ϵ > 0 involved into the time-dependent
switching rule preserving the ISS.

1.1 Thesis Outline

The thesis is structured as follows.

• In Chapter 2 the emerging green transition towards SG and MG
paradigm is introduced by highlighting both the main differences
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with respect to conventional power systems and the enabling tech-
nologies. Moreover, the European and the Italian frameworks are
briefly discussed.

• In Chapter 3 the three-layer hierarchical architecture, commonly em-
ployed for MG control, is fristly described. Then, by focusing on SC
layer with distributed control approaches, some useful concepts and
definition in the general context of MASs are provided so to finally
get into the MG model in a CPES perspective.

• Chapter 4 presents the open challenges, arising in distributed control
of MASs and addressed through the thesis. In particular, the prob-
lems are tailored for MG application, so to highlight the motivations
and contributions of the thesis.

• Chapter 5 is devoted to the design of distributed control strate-
gies aiming at guaranteeing resilience with respect to communica-
tion time delays. Firstly, the exponential leader-tracking consen-
sus control problem for general MASs in the presence of multiple
communication time-delays is addressed and solved via a fully dis-
tributed PI control strategies, while the stability analysis is derived
by exploiting Lyapunov-Krasovskii method along with Halanay in-
equality. These latter lead to feasible LMIs exponential stability
conditions, while exemplary numerical simulations confirm the effec-
tiveness of the approach. Then, taking into account both the pres-
ence of communication latencies and convergence-time requirement,
the secondary voltage regulation problem in inverter-based islanded
MG is also addressed through the chapter via a novel distributed
networked-based controllers able to counteract both the presence of
communication delays and natural deviations induced by PC. Here,
delay-dependent stability conditions are derived by leveraging again
Lyapunov-Krasovskii method, thus resulting in LMIs whose solution
provides the control gain tuning and the maximum tolerable delay.
Numerical simulations, carried out on IEEE 14-bus test system, con-
firm the theoretical derivation, both in nominal and troublesome MG
working conditions. Note that, the content of this chapter has been
presented in [41, 42].
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• Chapter 6 presents the design of a distributed SC strategy for voltage
regulation problem in isladend MG in an uncertain and completely
unknown environment. In particular, a distributed adaptive PID-like
controller is suggested to counteract unknown uncertainties arising
from external disturbances and parameters mismatches, while recov-
ering the desired voltage set-point. The adaptive mechanisms are
derived by leveraging Lyapunov theory, while the asymptotic sta-
bility of the entire network is proven by using Barbalat lemma. De-
tailed numerical simulations confirm the effectiveness of the proposed
controller in ensuring voltage regulation also in non-trivial scenarios
involving reference/loads variations and plug-and-play phenomena.
Note that, the content of this chapter is in the ongoing work [43].

• In Chapter 7 preliminary results towards a periodic and sampled-
data control are presented. Specifically, firstly a distributed sampled-
data PID controller is introduced to solve voltage recovery problem in
MG, whose derivative actions are approximated via finite-difference
approximation, thus resulting in a delayed controller able to achieve
a significant reduction of the communication burden without com-
promise MG performance. The theoretical derivation, carried out by
leveraging Lyapunov-Krasovskii theory, leads to LMIs-based expo-
nential stability conditions depending on the sampling period, while
its effectiveness is numerically proven via exemplary numerical sim-
ulations. Moreover, the leader-tracking problem in a general delayed
MASs under periodic time-varying communication networks is also
addressed in this chapter via a fully distributed delayed control strat-
egy without requiring the connectivity of the network for all the time
interval, thus implying a periodic control action properly activated
by a time-dependent switching rule. This latter is derived by ex-
ploiting time-delay approach to periodic averaging, while it is proven
that the switching mechanism preserve the ISS of the entire network.
Lyapunov-Krasovskii theory, also in this case, leads to LMIs stability
conditions, whose solution allows finding upper bounds on state and
input delays, as well as on small parameter affecting the variation
speed of the communication graph. Note that, the content of this
chapter can be found in [14, 44].
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• Chapter 8 tackles the secondary voltage recovery problem in is-
landed MG with the aim of further reducing communication fre-
quency among DGs, while maintaining desired performance and sav-
ing communication network workload. To solve the problem, dis-
tributed sampled-data controller presented in previous Chapter 7
is enriched with a DETM embedding Zeno-freeness property, which
avoids waste of communication resources via an aperiodic control ac-
tion. By leveraging Lyapunov-Krasovskii theory, exponential stabil-
ity conditions are derived in the form of LMIs, whose solution allows
finding maximum sampling period and DETM parameters preserving
the stability. The IEEE 14-bus test system is employed to corrobo-
rate the effectiveness of the proposed controller. The content of this
chapter is in the ongoing work [45].

• Chapter 9 deals with the extension of the constructive time-delay
approach to periodic averaging presented in [40, 46] to the class
of systems with fast-varying piecewise-continuous coefficients and
non-small delays, whose ISS is analytically proven by employing
Lyapunov-Krasovskii theory. This latter leads to feasible LMIs sta-
bility conditions, whose solution allows evaluating upper bounds on
small parameter ϵ > 0 and non-small delays preserving the ISS.
Then, these theoretical results are further applied for the stabiliza-
tion of delayed affine systems by time-dependent switching. Exem-
plary numerical simulations, involving the stabilization of a single
delayed flyback power converter, confirm the effectiveness of the the-
oretical results. Note that, the content of this chapter can be found
in [47].

• In Chapter 10 conclusions are drawn.



Chapter 2
Towards the energy transition:
the Smart Grids era

As has long been expected, the nature of the utility market is changing.
Conventional power systems are essentially centralized fossil fuel-based en-
ergy systems, which have a low efficiency and cause pollution to the envi-
ronment. This means that in conventional energy systems there is a huge
amount energy left behind in the process of electricity generation, which
implies a substantial waste of limited natural resources and emits lots of
carbon dioxide (CO2) into the air [48]. Besides, the reliability of tradi-
tional electric grid is ensured mainly by having excessive power capacity
in the whole system, with one-way power plants to consumers [48]. There-
fore, during the last few decades, these traditional power plants have been
facing some major challenges, such as long-distance transmission, carbon
emission, environment pollution and energy crisis [49]. In this perspec-
tive, modern society requires power systems to be endowed with several
features, such as high reliability, scalability, security and interoperability,
while being a cost-effective solution [18].
According to Horizon Europe 2021− 2027 [50], SG will be the next gener-
ation of electric power system as it is recognized as a self-healing-capable
grid, which constitutes an intelligent infrastructure in smart cities able to
provide reliable, energy-efficient and high-quality power, while improving
the standard of living and maintaining a sustainable environment. These
future electric grids are envisioned to be environment friendly, sophisti-
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Table 2.1. Comparison between conventional and Smart Grids [15].

Conventional Grid Smart Grid

System Topology Radial topology (electricity
generated from the power
plant, transmitted via trans-
mission lines and distributed
at the distribution level).

Decentralized topology
(electricity generated and
transmitted in multiple
ways at the transmission
and distribution levels).

Communication Single way, not real time. Bi-directional real-time way.
Disturbance rehabilitate Manual and the protection

of assets from faults is the
main priority.

Self-healing, prevents rapid
deterioration, and minimizes
effect.

Power flow control Limited. Fully automated.
Consumers engagement No participation. Extensive participation and

option of being a prosumer.
Metering Electromechanical, not real

time.
Digital and real time.

Realiability Susceptible to failure and
outage.

Autometed; pro-active
protection and prevention;
power quality is the main
concern.

cated and capable of bi-directional power flow via their ability in enhanc-
ing the integration of RESs, along with the exploitation of recent advances
in ICT. Specifically, in order to revolutionize the conventional electrical
power systems with efficient way of delivering, managing, and integrating
green and renewable energy technologies, the Energy Internet (also called
Internet of Energy (IoE) or SG 2.0) is introduced by integrating these
physical plants with ICT. The aim of this innovative approach is to ensure
a connection of each electric component within the network at any time.
On the other hand, the integration of RESs through SG helps mitigate
the emission of carbon particulate and greenhouse gases, thus facilitating
both climate change mitigation and climate change adaptation. Table 2.1
shows a comparison between conventional electric grids and modern SG in
order to highlight their main differences, while Figure 2.1 offers a concep-
tualization of modern SG.
As elementary units of SG, MG is a promising paradigm towards the decar-
bonisation of energy systems due to the integration of renewable DGs and
ESSs, able to supply local loads in small geographic areas, while mitigating
environmental concerns. A schematic representation of MG is provided in
Figure 2.2. Since it is able to connect/disconnect from the utility grid
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Figure 2.1. The power systems transition: Smart Grids conceptualization.

and operate into two operational modes (i.e., grid-connected and islanded
modes), MG can not only serve its internal loads and its neighborhood
communities by islanding itself from the main grid in emergency situations,
but also offer grid flexibility to promote the injection of low-cost clean en-
ergy with stability and sustainability [51]. Thanks to the interconnection
of electric-coupled physical systems and communication-coupled cyber sys-
tems, MG can be considered as a CPES where, in order to enhance flexibil-
ity and reliability of the entire system, networked and distributed control
theory needs to be exploited, along with MASs framework and peer-to-
peer communications [52]. This chapter presents an introduction to MG
concept and aims at presenting some practical and useful information for
MG successful integration in order to better understand the coming elec-
trical revolution.

2.1 The role of Distributed Generation in future
energy systems

According to the technical literature, DGs play a crucial rule in future
energy systems due to their ability in providing energy storage and de-
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Figure 2.2. Elementary unit of Smart Grid: the Microgrid.

mand response. The development of ICT in the fields of DERs, as well
as the deployment of power electronic devices, has given rise the power
generation economy towards smaller scale [53]. In DGs, integrated small
non-conventional energy resources can be used to supply loads in their
neighborhood, which implies that generation units must be installed in
distribution systems. This technology enhances system security, reliability,
efficiency and power quality, while decreasing operating cost and minimiz-
ing the environmental impact. Moreover, since DGs generally are small
scaled (1 [kW ] to 50 [MW ]) systems, which produce electricity close to
customers, a lower capital is also required to build such small-sized-based
power plants [20].
RESs are key components of DGs infrastructure since they can be inte-
grated to any system at desired scales. Although there is a wide variety of
RESs that could be integrated for installing DGs plant, the wind and solar
power plant are most suitable resources among others. Therefore, these
latter energy sources dominate DERs type in any MG infrastructure, ac-
cording to Global Status Report of REN21 [2].
Based on these considerations, the drawbacks of centralized generation can
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be eliminated via the flexibility and resiliency of DGs, whose higher bene-
fits can be achieved by improving MG infrastructures. Although a precise
and unique definition of DGs does not exist in the technical literature, it
is possible to highlight the universally accepted attributed of DGs [19]:

• they are not centrally planned by power utility, nor centrally dis-
patched;

• they are normally smaller than 50 [MW ];

• the power sources or DGs are usually connected to the distribution
systems, which are typically of voltages 230/415 [V ] up to 145 [kV ].

Furthermore, the benefits that straightly come from their introduction can
be summarized as below:

• most of the countries in the world are looking for non-conventional
and renewable sources as an alternative to conventional generation to
timely supply the rapid load growth in order to mitigate the depletion
of fossil fuel reserve;

• the usage of DERs would help to generate eco-friendly clean power
with much lesser environmental impact, as it is the main goal of
all countries, which are preferring renewable sources over fossil fuel
in order to cut down greenhouse gas (carbon and nitrogenous by-
products) emissions, while counteracting climate change and global
warming;

• DGs allow increase the overall energy efficiency by creating cogen-
eration, trigeneration or CHP plants for utilising the waste heat for
industrial/domestic/commercial applications;

• since DGs are geographically widespread and usually located close
to loads, it is easier to find sites for them, along with their lower con-
struction time and capital investment; the physical proximity allows
also to reduce transmission and distribution losses;

• the power quality and reliability result improved due to the capability
of DERs to operate both in stand-alone and grid-connected modes,
thus increasing the whole generation;
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• the introduction of DGs into the distribution system leads to transi-
tion from passive distribution network, with unidirectional electric-
ity transportation, to active distribution network, with bidirectional
power flows in the network.

Since active distribution network idea is crucial to capture the strength
points of modern smart energy systems, a more detailed explanation will
be given in the next section.

2.2 Active Distribution Networks

When DGs are not included into distribution networks, these latter are
defined as passive, since the electrical power is supplied by the national grid
system to the customers embedded in the distribution networks, and the
power flow is unidirectional. As opposite, these latter become active when
DGs are involved into the distribution networks, thus leading to bidirec-
tional power flow. In particular, the penetration of DGs may bring to
situations where the generated power exceeds the load request. In this
case, this surplus can be exported from distribution to transmission/sub-
transmission system. However, in order to guarantee safe and economical
operations, active distribution networks require proper control, supervi-
sion and communication systems, which leads to SG and MG concepts.
As anticipated above, SG idea is associated with the exhaustive use of
ICT in the power grid, which enables the information sharing among dif-
ferent electrical entities involved in the network, each of them equipped
with smart devices, thus leading to the possibility to implement suitable
control strategies and network optimization techniques. In doing so, MG
framework derives from combination of active distribution networks en-
dowed with DGs, ESSs and local loads, collectively managed in order to
guarantee the achievement of different objectives, namely [42]: i) ensure
nominal working operating conditions; ii) increase the hosting capacity of
renewable power generators; iii) improve the energy security and reliabil-
ity; iv) offer flexibility services to the grid. Therefore, the MG is able to
import/export energy to the grid by monitoring and controlling active and
reactive power, which is the key feature of active distribution network.
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Figure 2.3. Microgrid structure and components [1].

2.3 Microgrid Architecture

The concept of MG was firstly introduced by the USA Consortium for
Electric Reliability Technology Solutions (CERTS) to minimize the cost
and increase the power quality effectively all around the world [1]. Ac-
cording to U.S. Department of Energy Microgrid Exchange Group, a MG
can be defined as follows: "A microgrid is a group of interconnected loads
and distributed energy resources within clearly defined electrical boundaries
that acts as a single controllable entity with respect to the grid. A Microgrid
can connect and disconnect from the grid to enable both grid-connected and
islanded-modes of operation.". All the components involved into the con-
ventional network are basically involved also into the MG, but in a more
compact structure since the generation units are located in the neighbor-
hood of the loads, meaning that power transmission losses are minimized
with respect to the exisisting transmission system. It follows that MG
can be considered as scaled-down version of the existing networks, where
sophisticated monitoring and control strategies are embedded so to make
the whole system smart and efficiently manageable and optimizable. The
presence of ESSs is another crucial feature of MG, which are able to mit-
igate the unavoidable intermittent nature of RESs, whose widespread is
facilitated into modern MG.

DERs, such as solar Photovoltaic (PV) units, Wind Turbines (WTs),
Combined Heat and Power (CHP) modules, along with controllable loads,
such as electric vehicles, can be included into modern smart MG due to
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their advantages in reducing carbon emission, enhancing energy efficiency,
improvement of power quality and reliability and mitigation of line losses.
Since MG is part of distribution systems, it is connected to the utility
grid at the Point of Common Coupling (PCC) via power electronic-based
switchgear (see Figure 2.3). Although the two MG operational modes will
be better detailed in the sequel, it is important to clarify that when the
MG is disconnected from the main grid, it is particularly important to en-
sure the success of its operations, especially via the usage of ESSs devices.
Moreover, if faults occur into the main grid, MG should be able to switch
in islanded mode, thus guaranteeing a higher reliability and resilience of
the local distribution network.
DGs, whose generated power range is 4− 10000 [KW ], consist of rotating
type and inverter type generating devices. The former are used, for in-
stance, for IC engines, gas turbines, microalternator, whereas the inverter
type are employed for PV, WTs and fuel cells. However, in both cases,
power electronic converters are required for their interface [54]. These
latter are also required for the interface of ESSs, which can involve, e.g.,
batteries, flywheels, super-capacitors and superconducting magnetic en-
ergy storage. A MG control system with an intelligence level is required to
guarantee safe operations in different modes, which can be implemented
in centralized or distributed fashion.
Therefore, it is possible to conclude that the basic building and intercon-
nected blocks in MG are as follows:

1. different kind of power generation sources, including renewable ones;

2. different loads with several consumption profiles;

3. network intelligence, including all the devices required for monitor
and control the system.

Figure 2.4 highlights how these blocks are connected among them. The first
link refers to the bi-directional energy flow from power plants to consumers,
while the second ones is based on communication channels among different
electrical entities in the MG, whose data are gathered and exploited for
control purposes by using different sensors and actuators.
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Figure 2.4. Building blocks of microgrids [2].

2.3.1 Operational Modes

Based on the PCC and its capability to work both autonomously and
connected to the utility/main grid, MG can operate in two different modes,
i.e., grid connected and islanded modes [2].
In grid connected mode, the MG behaviour, in terms of voltage and fre-
quency dynamics, is dominated by the main grid and in this case the load
demand can be met all the time. Therefore, on the basis of the load re-
quest of the main grid, MG will either supply or absorb power by acting
as a controllable load or controllable source. Moreover, it is worth noting
that in grid-connected mode any disturbance in the MG can be neglected
in frequency regulation process due to the limited capacity of the MG with
respect to the utility grid [1]. Summarizing, the grid-connected mode is
characterized by the following two key points [54]:

• the frequency and voltage magnitude are controlled by the main grid;

• DGs are able to supply loads all the time.

If unplanned faults or disturbances, as well as some planned actions, such
as maintenance operations, arise in the main grid, MG switches to islanded
or stand-alone mode and starts to operate autonomously. This key feature



20 Chapter 2. Towards the energy transition: the Smart Grids era

is crucial to ensure higher power quality and voltage/frequency control.
However, in this situation suitable control strategies are needed in order
to guarantee frequency and voltage regulation, as well as to maintain the
required power quality. Therefore, in islanded mode MG control becomes
a more challenging task and, unlike previous, the following characteristics
can be summarized [54]:

• DGs are equipped with control devices in order to guarantee fre-
quency and voltage magnitude regulation;

• the MG supplies active and reactive power to the load.

2.3.2 The Energy Management System

In order to guarantee a proper management of the several entities in-
volved into the MG, an effective Energy Management System (EMS) has
to be involved into the MG to deal with monitoring and control tasks with
the aim to enable appropriate actions in time steps near to real time. EMS
provides a decision support system which, by considering operational con-
straints and system conditions (e.g., load consumption, electricity market
price, generation capability and stored energy), determines how exchanging
energy with the main grid, while counteracting critical conditions of con-
tingencies. Therefore, the following functionalities are provided by EMS:

• monitoring of the MG in different operating conditions;

• analysis of the MG conditions;

• ability to counteract possible threats;

• enabling quick decisions in critical situations;

• performing control actions.

As it is possible to observe in Figure 2.5, EMS consists of three different
modules, each of them associated with three different tasks: i) monitoring
module; ii) decision making module; iii) control module. In the sequel,
a briefly explanation about the tasks of each module of EMS will be pre-
sented.
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Figure 2.5. General scheme of Energy Management System in Microgrid.

The monitoring system deals with the data gathering task by exploit-
ing meters and sensors in order to provide a real-time picture of the MG.
These collected information cover: the status and performance of switches,
lines and trasformer; the output power of DGs; the output power of ESSs
along with their State of Charge (SoC); the status of reactors and capaci-
tors of the network, and so on [1]. Then, by exploiting the communication
infrastructure, Remote Terminal Units (RTU) send these collected data to
EMS.
Based on the priority and the complexity of the operations to be performed,
control system module in EMS is able to control the MG via automatic
or manual control actions. Clearly, if no remote access to the components
exists, the manual control is the unique option and the system operator
calls the plant operator to perform the required control action.
The focus of the EMS is the decision making system, which tackles the as-
sessment, optimization and restoration of the MG by exploiting different
tools. For instance, assessment tools provide the operator a clear vision
about the MG conditions in the current working scenario. Examples of
assessment tools can be, e.g., network and component modeler, security
assessment tools, load forecast and estimation, load flow, uncertainty as-
sessment and so on.
Since different resources optimization strategies can be applied to supply
load request, several optimization tools are embedded into the decision-
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making system of EMS, each of them facing with different economical
and technical objectives. Optimization tools can be: i) unit committment
which, by considering economic objectives and technical features of DGs
and ESSs, schedules the online generation units in the operation horizon;
ii) economic dispatch which, through the exploitation of fast linear models,
finds the optimal output power of the active DGs; iii) optimal power flow,
which solves the power flow computation by taking into account different
objectives, e.g., loss minimization, cost reduction, profit maximization,
while at the same time allows to embed network constraints; iv) deci-
sion making under uncertainty, which includes different techniques related
to stochastic programming, robust optimization, information gap theory
and so on. Finally, restoration tools are also included into the decision
making system so to deal with the Fault Location, Isolation and System
Restoration (FLISR) task. Note that, the identification of faults location,
along with their respective isolation, are crucial tasks in MG, which can
be performed automatically or manually depending on the smartness level
of meters and switches into the network.

2.4 Communication in Microgrids

As a cluster of DGs, ESSs and local loads, physically interconnected via
power transmission lines, MG has to satisfy different control objectives in
terms of active and reactive power flow and frequency/voltage regulation,
along with the management of the energy market, while at the same time
providing additional ancillary services. To deal with these latter control
objectives, by exploiting the use of several sensors, it is required to create
an Advanced Metering Infrastructure (AMI) into the MG, which enables
the data gathering in order to timely counteract faults or emergency events
by implementing correct protection actions. To ensure the achievement of
above-mentioned control requirements, different control architectures can
be implemented into the MG, able to operate in centralized, decentral-
ized or distributed fashion. Usually, the control architecture of MG fol-
lows a three-layer hierarchical structure, which will be deeply detailed in
the next chapter. However, these considerations suggest that information
sharing among different entities involved into the MG at different levels is
required in order to ensure the fulfillment of control requirements, while
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maintaining nominal operating conditions. Although the requirements of
the communication infrastructure depend on the control architecture, it
is worth mentioning that the information exchange occurs both among
smart controllers embedded into DGs, but also among external operators
as Distribution Network Operator (DNO), thus leading to the need to ex-
ploit different communication technologies at different MG levels.
Therefore, based on the coverage and functions, the following three main
area networks are identified in the MG communication infrastructure [1]:

• Costumer Area Networks (CANs): these networks are related to the
first step of the communication process since they refer to the in-
formation exchange among consumers and MG. Home Area Net-
work (HAN), Business Area Network (BAN) and Industrial Area
Network (IAN) are possible CANs depending on the consumption
profile, which provide data in terms of voltage, current, power and
frequency values by usually using wired or wireless technologies; this
kind of network provides a low bandwidth and two-way communica-
tion links in order to accomplish demand side management tasks;

• Neighborhood Area Networks (NANs): these networks provide two-
way communication among MG controllers and customer concentra-
tors or gateway, meaning that the data collected in CANs are sent
to MG controllers to implement required actions; in distributed ar-
chitectures DGs controllers exchange information each other so to
achieve different control objectives;

• Wide Area Networks (WANs) or Access Area Networks (AANs): they
are two-way communication systems used for long distances; indeed
these communication networks enable information sharing between
the MG and the utility grid, as well as between the MG and external
operators as DNO, or other MGs. Thereore, herein high capacity and
high bandwidth are required in order to deal with the huge amount
of data and longer distances, especially for real-time response and
safe operations.

Finally, Figure 2.6 summarizes the general communication infrastructure
in MG by clearly differentiating CANs, NANs and WANs levels, whose
main features, crucial for the choice of the most suitable communication
technology to be adopt, are detailed in Table 2.2.
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Figure 2.6. Microgrid Communication Infrastructure.

Table 2.2. Main features of different area networks: CANs, NANs and WANs.

Area Data rate Range Bandwidth Latency TrafficNetwork

CAN Low bit rate Tens of meters Low 2− 15 [s] Periodic
1− 30 [kbps]

NAN 10− 100 [kbps]
Hundreds of Medium 10 [ms] to Periodicmeters 2 [s]

WAN
High bit rate Tens of

Wide
Few [ms] to

Random(Hundreds of kilometers 1 [s]
Mbps to few Gbps)

2.4.1 Wireless Technologies

The main advantages of wireless technologies rely on their ability in
avoiding physical connections, their low operation costs along with a higher
flexibility in expanding the network, while offering easy installation of re-
mote units. Wireless technologies used in MG application are, e.g., WLAN,
Worldwide Interoperability for Microwave Access (WiMAX), Zigbee, cel-
lular mobile networks, and Bluetooth, which will be briefly detailed in the
sequel [1].

1. WLAN: by using wireless distribution method, this technology is able
to cover a limited area of some hundreds of meters, such as homes,
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schools and office building, where it provides rubust and high-speed
communication links among different devices. WLAN are based on
IEEE 802.11 standards family including the IEEE 802.11a/b/g/n,
which operate in the industrial, scientific and medical radio-frequency
bands that include 2.4 and 5 GHz frequency bands. However, the
main drawbacks of this technology are the missing roaming and au-
thentication features, as well as the limited range that it can cover.
WLAN is used in MG for faults protection, monitoring and control
of DERs, thus improving the reliability of the power system;

2. WiMAX: it is able to support both fixed and mobile broadband
wireless access in order to deliver a connection to a network; it is a
long-range system based on the IEEE standard 802.16e series, whose
aim is to ensure worldwide interoperability for microwave access. It
is very useful to apply this kind of communication technology in
MG application due to its benefit in providing long-distance cover-
age and high data rates. Some applications could be: the real-time
data gathering from household meters; real-time pricing and energy
consumptions of customers so to ensure the achievement of economic
objectives; realt-ime monitoring and control for detection of power
outage;

3. ZigBee: it is a low-cost, low-power, wireless mesh network standard
mainly used for control and monitoring purposes. It is based on
IEEE 802.15.4 standard for low-rate Wireless Personal Area Net-
works (WPANs). This technology is able to reduce the average con-
sumption of current since its devices have low latency; although the
coverage area usually ranges from 10− 100 [m], longer distances can
be reached by using mesh network of intermediate devices. Com-
pared with other WPANs (e.g., Bluetooth or Wi-Fi), Zigbee results
to be simpler and less expensive. Zegbee cannot be applied in MG
critical location due to its low memort and low processing capacity,
but it could be a suitable solution in HAN;

4. Cellular mobile networks: they include Global System for Mobile
communications (GSM), Interim Standard 95 (IS-95), CDMA2000,
Universal Mobile Telecommunications System (UMTS) and General
Packet Radio Service (GPRS), which is an extension of GSM, and are



26 Chapter 2. Towards the energy transition: the Smart Grids era

essentially based on 2G and 3G technologies. Among them, GPRS
is recognized as the most efficient ones with variable throughput
and latency times depending on the number of the users sharing the
service at the same time and it is very appropriate in MG application
since it does not require constant transmission rate;

5. Long Term Evolution (LTE): it is able to provide high-speed commu-
nication and data transfer with scalable bandwidth by using 4G wire-
less broadband technology, while at the same time managing with
fast moving mobiles and supporting multicast and broadcast streams.
The downlink peak and uplink peak rates are about 300 [Mbps] and
75 [Mbps], with a latency less than 5 [ms]. LTE technology, as well
as its next generation LTE-Advanced, are widely used in MG and
SG thanks to their benefits in high peak data rates and scalable
bandwidth, along with their low-cost for upgrading the existing 3G
networks;

6. Bluetooth: it is used for information sharing process among devices
located at short distances; in MG applications it could be used for
local monitoring tasks in a coverage area of 10− 100 [m]. However,
it is worth noting that bluetooth may interfere with IEEE 802.11
based WLAN, thus providing weak security with respect to other
standards.

Note that, other kind of wireless technologies can be found in MG applica-
tions, such as microwave technology, which is able to cover long-distances
up to 60 [km], thus offering the possibility to be applied in external com-
munication channels, e.g., among MG controllers and DNO or other MG.

2.4.2 Wired Technologies

Now, some wired technologies commonly used in modern MG will be
discussed.

1. Power Line Communication (PLC): since it was able to support con-
ventional power distribution services, such as remote metering, load
control and teleprotection among electrical substation, this technol-
ogy has been always used in electric power system. However, its
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disadvantages rely on the very limited data rate and small cover-
age area: indeed, to achieve higher data rates it is require to reduce
the cover range. Besides, since power distribution systems are origi-
nally designed for 50−60 [Hz] transmissions, noise, attenuation and
distortion problems can affect PLC based communication, with the
possibility to cause inappropriate operations for controlled devices.
However, it can be found in HAN since no dedicated communication
networks installation is required and the smaller distances in HAN
can be successfully managed.

2. Optical fiber communication: it can be installed in areas with high
electromagnetic interference and its advantages are: i) low loss; ii)
high data-carrying capacity; iii) large coverage area with a high vol-
ume of data. Moreover, different from other kind of electrical trans-
mission lines, fiber cables are not affected by crosstalk interference,
even in the case of long distances. In MG application, it could be
used in WANs to enable real-time communication among the MG
and external agents, such as DNO or other MG, so to optimize the
high installation costs by exploiting their full transmission capacity;

3. Ethernet: they are based on IEEE 802.3 standard for Local Area
Networks (LANs) and Metropolitan Area Networks (MANs); Data
rates of 1−100 [Gbps] can be achieved and installation process is very
easy and low-cost; therefore, it is commonly used in any computer-
ized equipment. Moreover, it supports security and cryptography
features; its usage has been extended to SCADA systems, whose
application in MG field is related to monitoring and control tasks
of electric power generation, storage resources, energy distribution
and other ancillary services, which are enables via point-to-point
or point-to-multipoint communications as channels among DGs and
their respective controllers.

2.4.3 MG Communication Standards

In order to enable the integration of power systems with ICT and move
towards the framework of CPES, while guaranteeing the fulfillment of in-
terconnectivity and interoperability objectives, the communication infras-
tructure in MG has to follow international standards, especially concerned
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with security issues in modern power systems. The most common stan-
dards applied in MG are listed as follows [1]:

• IEEE Std. 2030: This standard integrates three different domains,
i.e., the power systems, its respective communication and informa-
tion technologies in a unified vision so to establish the relation and
the suitable integration, along with the proper data flow among them.
In doing so, this standard brings to appropriate guidelines towards
the achievement of SG/MG interoperability from these three do-
mains, thus representing the so-called Smart Grid Interoperability
Reference Model (SGIRM). This latter, by also providing specifica-
tions about design tables, data flows, logical connection, communica-
tion channels and digital information management, leads to a unified
framework where the interoperability criteria among the three differ-
ent domains can be easily caught.

• IEEE Std. 1547.3: this standard promotes the interoperability
of distributed resources (fuel cells, PV, WTs, microturbines, other
DGs and also ESSs) involved in the power systems by providing
guidelines related to monitoring, information exchange and control
tasks in order to support interaction among distributed resources
controllers and other stakeholder entities.

• NISTIR 7628-1: it provides cybersecurity-oriented guidelines in
SG applications that has to be considered in the designing of effective
cybersecurity strategies. By using this standard specifications, it is
possible to evaluate and identify a specific risk, as well as define the
appropriate security requirements.

• IEC 62351: it was developed by the IEC Technical Committee,
Working Group 15 with the aim of defining different security objec-
tives, such as authentication of data transfer through digital signa-
tures, prevention of eavesdropping, prevention of playback/spoofing
and intrusion detection. It applies the existing security protocols,
such as Transport Layer Security (TLS), widely used in different in-
dustrial application fields.

• IEC 61850: it specifies the structure of the data, the naming con-
ventions for data, how execute testing procedure and how control
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different devices in the power system.

• IEC 60870: it was developed by IEC Technical Committee 57,
Working Group 03 to provides specifications for power system moni-
toring, control and communication for telecontrol, teleprotection and
telecommunication operations in the power system. It includes differ-
ent configurations and covers also asynchronous data transmission,
thus defining requirements on coding, formatting and synchroniza-
tion of variable data frames satisfying integrity requirements.

• IEC 61968: different standards are herein involved related to in-
formation exchanges among electrical distribution system entities,
which are developed by the IEC Technical Commitee 57 Working
Group 14. The aim of this standard is to facilitate the integration of
middleware services and interface adapters based on events in loosely
coupled and heterogeneous environments in order to ensure non-real
time data message transactions.

2.4.4 Looking Forwards Interoperability, Scalability and Se-
curity Requirements

Since a unique solution for communication infrastructure in MG does
not still exists, multiple communication technologies may be used in dif-
ferent MG levels, thus bringing to interoperability issues among different
parts. As disclosed in Figure 2.7, Interoperability of SG can be defined as
the ability of diverse systems to work together, use the compatible parts,
exchange information or equipment from each other, and work cooper-
atively to perform tasks [55]. Based on this definition, it is clear that
specific and unique communication rules have to be specified in MG field.
This issue is addressed by the above mentioned international standards
IEEE Std-2030, IEEE Std-1547.3, and IEC 61850 (see [1] and references
therein), which provide the best practices for achieving SG interoperability
and DGs interoperability, thus offering the possibility to achieve a universal
communication infrastructure where multiple and heterogeneous commu-
nication technologies are employed.
Another crucial feature that should be guaranteed in MG communication

infrastructure is the scalability property, which refers to the possibility to
accommodate multiple devices and services into the power systems, as well
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Figure 2.7. Smart Grid Interoperability concept [3].

as an increasing number of end-user interactions [55].
Finally, according to the Electric Power Research Institute (EPRI), the
last but not the least communication requirement facing the SG/MG de-
velopment is related to cybersecurity of systems [55], particularly crucial
especially when considering private information about users, like power us-
age patterns and energy prices, thus leading also the possibility to disrupt
appropriate operations of the power systems. Technical literature inter-
ested on cybersecurity issues proposes different solutions towards privacy
protection, encryption and authentication algorithms, as well as intrusion
detection.

2.5 Smart Metering Technology in Microgrids

Smart meters are an other important milestone in the design of modern
SG and MG since they can be exploited in order to obtain users energy
consumption information, which can be useful not only for remote data col-
lection of suppliers, but also for improving monitoring and control actions
via their integration into the EMS. According to the technical literature
[1], traditional electricity meters involve electromechanical electricity me-
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ters and electronic meters, which have some drawbacks, namely:

• the meters readings have to be periodically manually checked by
several inspectors;

• no updated measurements of consumption data are available, mean-
ing that the billing process results to be expensive and time-consuming
as it is based on energy consumption forecasts;

• customers energy saving is hindered since it is difficult to find new
hourly-based tariffs;

• problems about the development of meter software applications along
with the implementation of supportive network infrastructures.

It results that, by using traditional meters, although the customer is able
to know its own electricity consumption profile, the statics of consumption
cannot be changed till the customer changes its consumption habit.

The development of novel ICT has completely changed electricity me-
ters, leading to the so-called smart meters. Compared to traditional me-
ters, which require manual measurements and readings, these devices meant
to be smart, i.e., equipped with communication capability. According to
the European Commission (2012/148/EU), a smart meter device is defined
as "an electronic system that can measure energy consumption, adding
more information than a conventional meter, and can transmit and receive
data using a form of electronic communication” [1]. Therefore, these novel
devices endow the electricity meter with a communication and a control
infrastructure, with the possibility to collect real-time information about
different electrical variables (such as energy consumption data, voltage,
etc.) and communicate them to service provider, along with the execu-
tion of proper control actions (remotely or locally). It follows that the
usage of these new smart devices is crucial for monitoring and control
of all the electrical entities involved into the MG, thus supporting DGs
and ESSs, which are essential for MG operations. Moreover, they en-
able a direct communication among energy providers and customers via
the bidirectional information flow. By providing information about energy
consumption along the day, smart meters would be key devices towards a
secure, affordable and sustainable energy supply since these information
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Figure 2.8. Comparison between conventional electricity meters and smart
meters operations [4].

can be used by providers to make suitable decisions and develop innova-
tive and dynamic pricing strategies for their customers. Specifically, proper
time-of-use tariffs can be designed to help customers in changing their con-
sumption habits, especially during peak hours, thus leading to significant
energy saving. Hence, smart meters play a non trivial role in the global
transition to a low-carbon economy, with benefits also in financial terms
[1]. Hence, the main improvements expected from the usage of smart me-
ters are [56]:

• users can adapt their power consumption habits by exploiting real-
time available information, thus achieving financial incentives and
improving sustainability and energy saving;

• reduction of the operational costs, since service providers can evalu-
ate and control meters remotely, while minimizing also human read-
ings errors and increasing system security;

• time-saving in performing meters readings;

• reduction of the energy waste, since they allow reacting to power
shortages, failures and excesses, with the possibility to redirect en-
ergy where it is required.
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Finally, Figure 2.8 highlights a comparison between conventional electricity
meters and novel smart meters architectures.

2.6 European Guidelines

The green transition has been formalized by EU Commission in Decem-
ber 2019 via the the so-called European Green Deal, which relies on disrup-
tive innovations, new technologies, and sustainable solutions to achieve the
EU decarbonisation objectives by 2050 [16]. Moved by climate change and
environmental degradation, which are dangerous threats for Europe and,
in general, for the world, the European Green Deal aims at transforming
the EU into a modern, resource-efficient and competitive economy via the
achievement of the following objectives:

• no net emissions of greenhouse gases by 2050;

• economic growth decoupled from resource use;

• no person and no place left behind.

Different specifications have been fixed by the European Commission in
order to make EU climate, energy, transport and taxation policies oriented
towards the reduction of net greenhouse gas emissions by at least 55%
by 2030, compared to 1990 levels [57]. Therefore, the final goal for all
the 27 EU member states is to turn the EU into the first climate-neutral
continent by 2050 by acting, among different sectors, also on the energy
one. It is worth noting that, climate neutrality by 2050 means achieving
net zero greenhouse gas emissions for EU countries as a whole, mainly
by cutting emissions, investing in green technologies and protecting the
natural environment [17]. Specifically, it is expected that the greater use of
renewable energy will be crucial to achieve the aforementioned objectives,
with a energy efficiency increasing. In this context, the first step towards
the above objectives has been the European Climate Law, presented in
March 2020 [17], which also includes measures to keep track of progress
and adjust actions accordingly. Then, in July 2021 the EU Commission
presented a new package of proposals, called the Fit For 55 package, i.e., a
set of policy instruments tackling the green transition with a cross-sectoral
approach (see Figure 2.9), with the aim of ensuring that EU policies are
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Figure 2.9. What is included into the Fit for 55 Package [5].

in line with the climate goals agreed by the Council and the European
Parliament [16, 5].

Based on these considerations, it follows that the development of novel
ICT, the widespread of smart meters and advanced distributed control
strategies, along with the diffusion of distributed renewable energy sources
and ESSs, which lead to SG and MG paradigms, are fundamental part
of the energy transition according to the European Green Deal vision.
The huge amount of available data coming from high level of connectivity
among distributed devices involved into the power network, which is now
conceived as CPES, leads to more flexible and reliable power system char-
acterized by a sectoral integration. Besides, DGs and ESSs, together with
digitalization, allow designing proper demand-side management strategies
aiming at matching energy production and request, thus enhancing the
possibility to integrate RESs into the energy system.
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However, it should be noted that the actual regulatory framework does not
sufficiently encourage innovative investments (mainly based on ICT) in dis-
tribution grids. This could lead to some problems in the future, especially
with a congestion in the distribution networks, higher risks of blackout,
problems for RESs integration with a deterioration of the Quality of Ser-
vice (QoS) [58]. To face this issue, the Council of European Energy Regula-
tors (CEER) has recognised the National Regulatory Authorities (NRAs)
to keep up with changes in the energy sector and to ensure that policy and
regulation do not create unjustified barriers against innovation, while con-
tinuing to empower and protect consumers during the transition [59]. Fur-
thermore, the technical literature is moving towards a common formulation
for regulatory experimentation in energy sector, starting from two pioneer
NRAs, i.e., Ofgem in Great Britain and Arera in Italy. From a global
point-of-view, the International Smart Grid Action Network (ISGAN) also
highlights the need to improve conventional approaches with regulatory
experiments, which stand for a deviation from the actual regulatory frame-
works in order to test different rules in a real-world application, while at
the same time it is possible to evaluate technological advances and new
business model. Instead, at the European level, in 2018 the association of
CEER introduced a 3D strategy based on digitalization, decarbonization
and dynamic regulation, which aims at: i) enabling energy transition, ii)
achieving regulatory goals; iii) ensuring a comprehensive approach and
more opportunities for new solution to be tested and deployed ona large-
scale. For more details on the topic, the interested reader can refer to [16].

Starting from 2005, EU formed the European Technology Platform
(ETP) in order to promote SG technology and support the vision of 2020
European electricity networks development, and a large number of pilot
projects have been implemented, especially in Portugal, Italy and Czech
Republic [60]. Specifically, the Italian framework will be discussed in the
next section.

2.6.1 The Italian Framework

Italy is considered as one of the EU states that has been most af-
fected by the increase of intermittent generation, with a wide use of RESs
[61]. The Italian Energy Regulator (Autorità per l’Energia Elettrica e il
Gas (AEEG)) has promoted the selection process RO ARG/elt 39/10 for
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SG demonstration projects, especially focused on Medium Voltage (MV)
networks.
Along this line, one of the remarkable project is related to the practical
implementation of SG concept to real-life MV network in the urban area
of Milan, developed by A2A Reti Elettriche (which owns and operates the
distribution network in the cities of Milan and Brescia) [58]. Compered to
other pilot projects, A2A Lambrate (Milan) one has two main features: the
first one is related to the availability of superfast broadband services (i.e.,
those with an advertised speed of 30 [Mbit/s] or above); the second one
is the presence of customers and industrial applications with very strin-
gent QoS demand. In doing so, this project results to be a demonstration
of a SG aiming at reconstructing a specific distribution network through
the use of innovative technologies allowing the active RESs management,
while ensuring the necessary level of security, availability and QoS. A2A
has obtained a grant from the AEEG both for Lambrate and Brescia net-
works since it overcame current limitations related to several aspects, e.g.,
interface protection of generators connected to the MV grid and introduc-
tion of innovative voltage regulation functionalities, thus encouraging the
development of DGs and the use of RESs for electricity generation [62].

Another important initiative approved by AEEG is the one carried out
by Azienda San SEverino Marche SpA (A.S.SE.M SpA), a small Distributed
System Operators (DSO) located in Central Italy with a submission of an
experiment proposal aimed at introducing novel automation and control
features within its distribution networks [63]. This pilot project is im-
plemented on the 20 [kV ] electricity distribution network of San Sverino,
Marche (Macerata province), which is equipped with real-time monitor-
ing systems able to collect data required for the project evaluation. The
project provides important features, such as: i) increasing of the grid re-
liability by preventing the unintentional island operations of DGs or their
unwanted disconnections; ii) novel fault management based on the selec-
tive interlocking and the remote control of switches along lines, with the
purpose of improving users service continuity; iii) centralized voltage reg-
ulation aimed at increasing the network hosting capacity for RESs; iv)
monitoring and control of DGs injections.

Important efforts have been done also by the University of Genoa,
which is working on mathematical modeling of optimal operation for poly-
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generation MG, an important stepping stone towards advance large scale
metering [64]. The Smart Polygeneration Microgrid (SPM) of the Univer-
sity of Genoa is located in the Savona University Campus and its objective
is the investigation of different issues related to modeling and simulation,
energy efficiency, new protocols and paradigms. It includes heterogeneous
DGs, such as gas microturbines, PV and concentrating solar power, inte-
grated with ESSs, such as sodiumenickel batteries, on a low voltage distri-
bution system. The aim is to produce clean energy for the University loads
and to operate as a test-bed facility for research, testing and development
of management strategies and power components [64], by performing the
following main activities: i) implementation and validation of algorithm to
predict generation from RESs; ii) implementation and validation of meth-
ods for the optimal operations of ESSs and dispatchable sources; iii) power
flow control at the interface with the external grid in order to control the
exchange of active/reactive power; iv) gathering of energy measurements
in a centralized database in order to find pattern that can be useful for
further researches; v) testing of new smart power converters for improving
the integration of RESs.
Therefore, these initiatives, along with other important projects devoted
to the implementation and the development of a set of environmental and
sustainable policies, confirm that Italy with the AEEG is working a lot to-
wards novel regulation for SG diffusion in order to promote a clean energy
framework according to European Green Deal perspective [65].





Chapter 3
Microgrid Modeling and
Control Architecture

The MG infrastructure consists of heterogeneous DGs, which could
be RESs and ESSs and local loads. All these entities have to be collec-
tively managed in order to enhance energy security and reliability, while
offering flexible services to the grid. In this perspective, it is manda-
tory to integrate MG with a proper control infrastructure. A hierarchical
structure is usually employed for MG control architecture since it meets
fundamental infrastructure and dynamic interface requirements, while pro-
viding integrity through both centralized and distributed control systems.
Therefore, this chapter presents the typical multi-layer hierarchical control
architecture used in MG applications, which consists of three main layers to
be endowed with intelligence and flexibility, namely: PC, aiming at both
maintaining voltage/frequency stability and providing power-sharing ca-
pability among DGs; SC, which restores frequency and voltage deviations
naturally induced by PC; TC, which guarantees power flow management
between the MG and the main grid, by taking into account also economic
aspects. A complete description of each layer, as well as the respective
control objectives, will be given.

As stated in previous chapters, the main objective of this thesis is the
design of fully-distributed cooperative control strategies for voltage/fre-
quency regulation in invert-based islanded MG in MASs perspective. Along
this line, the MG can be studied as NCS, i.e., a set of spatially distributed
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systems in which the communication between sensors, actuators and con-
trollers occurs through a shared band limited digital communication net-
work. In this perspective, all the DGs can be assumed as fully controllable
players and the allowed information flow among them can be studied via
algebraic graph theory. Therefore, this chapter aims also at introducing
preliminary concepts related to cooperative control of MASs linked by a
communication graph where, in particular, the most important properties
of algebraic graph theory are recalled. Basic controllers guaranteeing the
achievement of consensus and synchronization are briefly presented in or-
der to highlight that in cooperative systems, any control protocol of each
agent must be distributed, meaning that it respects the prescribed graph
topology and depends only on local information about itself and its neigh-
bors in the graph. Finally, the derivation of the AC inverter based isladend
MG model will be presented along with the classical framework adopted
in the technical literature to study voltage and frequency MG stability.

3.1 Microgrid Hierachical Control Architecture

In order to guarantee stable and economically efficient MG operations,
a proper control architecture is a prerequisite in MG, whose main objec-
tives are [66]:

• voltage and frequency regulation both in grid-connected and in is-
landed modes;

• proper load sharing and DGs coordination;

• MG synchronization with the utility grid;

• power flow control;

• MG operating costs optimization.

These requirements have different impact and time scales, thus requiring a
multilayer hierarchical control architecture, which has become a standard
paradigm for DGs systems. By exploting the hierarchical control archi-
tecture, it is possible to control MG variables, i.e., frequeny and voltage
values, while guaranteeing power sharing capability, meaning that each
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(a) (b)

Figure 3.1. Hierarchical Control Architecture in Microgrid [6].

DG is able to generate a desired steady-state power [1].
MG hiearchical control architecture consists of three different layers:

1. PC layer: it is the droop control used to share load between convert-
ers;

2. SC layer: it is responsible for removing steady-state voltage and
frequency error induced by PC;

3. TC layer: it deals with global responsabilities in terms of import/-
export of energy for the MG.

Each layer has different control objectives and a specific speed of response
in term of control bandwidth. This latter consideration enables the decou-
pling of the dynamics of each layer and facilitates their individual design
[1]. Moreover, whereas the performance of PC and SC affects the MG sta-
bility and its power quality as they involve fast control mechanisms, the TC
provides support for optimizing the MG power flow or the power transfer
to/from the utility grid [67]. Figure 3.1 shows the typical MG hierarchical
control architecture involving PC, SC and TC layers. From Figure 3.1
(a), it is possible to observe that PC layer, commonly based on the droop
method to mimic the behavior of the synchronous generators, is usually im-
plemented without communication among the DGs. Conversely, SC, aim-
ing at compensating frequency and voltage deviations induced by droop
control, is based on real-time communication and different approaches can
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be applied on the basis of communication scheme implemented (central-
ized, decentralized or distributed). Finally, TC, which works with a longer
timescale, usually is based on centralized communication system depend-
ing on a central controller from the main grid. Therefore, this three-layer
control architecture is implemented by leveraging both local converter and
digital communication links along with coordinated control approaches,
which are separated by at least an order of magnitude in control band-
width. Indeed, from PC to TC layers, control bandwidth decreases while
time scale increases (see Figure 3.1 (b)).

A more detailed explanation of each layer functionalities, along with
their respective control objectives, will be provided below.

3.1.1 Primary Control

The PC layer (level one of IEC/ISO 62264 std)) is designed to satisfy
the following control objectives [68]:

• stabilize voltage and frequency, especially after an islanding event
which could bring to MG instability phenomena due to mismatch
between power generated and consumed;

• provide DGs with plug-and-play capability, while sharing active and
reactive power among them without any communication links;

• mitigate circulating currents, which may cause over-current phenom-
ena in the power electronic devices and damage them.

The PC is the first level in the hierarchy and it is locally implemented at
DGs terminals. Typically, it consists of inner current and voltage control
loops, a virtual impedence loop and droop mechanism controller [7]. Cur-
rent and voltage inner control loops deal with frequency and voltage stabi-
lization, while droop control mechanism addresses the power sharing task.
Moreover, virtual impedance is an optional loop acting via a mismatched
inductive/resistive feeder impedance in order to enhance the power quality
and power sharing accuracy into the MG. To increase the power system
stability, the PC should have the fastes response to any sources or demand
variation, i.e., of the order of milliseconds. Moreover, the PC can be used
also to balance energy among DGs and ESSs [68].
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Hence, the PC is essentially designed by mimicking the behaviour of syn-
chronous generator in conventional power systems, where it drops the op-
erating frequency and voltage magnitudes when an increasing of active and
reactive power demand occur. This is the main objective of conventional
droop control scheme, where the active power-frequency (P −ω) and reac-
tive power-voltage (Q−v) droop-based controllers are used to reach power
sharing according to the following relations:

ωi = ω⋆ − kPiPi, vi = v⋆ − kQiQi, (3.1)

where vi and ωi are the i-th DG output voltage magnitude and operating
frequency; Qi and Pi are the output reactive and active power, respectively;
kQi and kPi are the droop gains selected on the basis of DGs rating; v⋆ and
ω⋆ are the PC set-points to be sent to inner voltage and current control
loops [69]. From (3.1), it follows that no communication links are required
for droop control implementation, thus resulting in a higher reliability with
respect to different control approaches along with a simple implementation
[68, 69]. However, some limitations exist in PC based on droop control,
which can be listed as follows [69]:

• droop control can be applied only for dominantly inductive transmis-
sion lines and DGs interconnecting lines, while it fails for low-voltage
MG with dominantly resistive interconnecting impedance;

• it is prone to frequency and voltage deviations induced by load vari-
ations;

• it is not suitable for non-linear loads since it neglects the resulting
harmonic current circulation, which leads to poor power quality and
slow dynamic response;

• poor voltage regulation under critical loads since voltage is not a
global variable in MG.

Despite these drawbacks, droop-based controllers are largely employed
in PC layer. However, different methods based on communication links
have been suggested in the technical literature, such as concentrated con-
trol, master/slave, instantaneous current sharing and circular chain control
methods (see [68] and references therein).
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3.1.2 Secondary Control

The SC layer (second level of IEC/ISO 62264 std) works to fulfill the
following control objectives [54]:

• frequency and voltage restoration to nominal values whenever load
change occurs;

• frequency and voltage steady-state errors compensation induced by
droop-based PC;

• synchronization with the utility grid during transition from islanded
to grid-connected mode.

Taking into account (3.1), these objectives can be mathematically formu-
lated as follows:

lim
t→∞

ωi(t) = ω⋆, lim
t→∞

vi(t) = v⋆, (3.2)

lim
t→∞

(kPiPi(t)− kPjPj(t)) = 0, lim
t→∞

(kQiQi(t)− kQjQj(t)) = 0, (3.3)

for all i, j = 1, . . . , N , where (3.2) and (3.3) stand for frequency and volt-
age regulation and power sharing control objectives in the steady-state.
Compared to PC, the SC uses a low bandwidth communication (see Fig-
ure 3.1(b)) and has more global responsibilities.
As disclosed in Figure 3.2, SC architectures are classifies into three main
classes, namely: centralized SC, decentralized SC and distributed SC.

Centralized control structure has been the traditional control archi-
tecture for SC layer, where there exists a central controller whose task is
to coordinate voltage and frequency values of all the DGs involved into
the grid to the desired set-point (i.e., v⋆ and ω⋆, respectively) (see Figure
3.2(a)). However, by exploiting this kind of SC architecture, the entire
stability and the performance of the MG are strongly compromised by
possible failures of the centralized infrastructure. Therefore, since all the
required data are transmitted via a high-data rate centralized infrastruc-
ture, any deficiency or failure of this latter degrades the MG efficiency
[7]. In the technical literature, although this kind of SC architecture is
applied to deal with harmonic cancellation, unbalanced current reduction
and other quality and management issues, the flexibility and the reliabil-
ity of the MG result to be strongly weakened and the whole system may
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(a) (b)

(c)

Figure 3.2. Secondary Control layer Architectures: a) Centralized SC; b)
Distributed SC; c) Decentralized SC [7].

collapse [7, 67].
In decentralized SC approach (Figure 3.2(c)), frequency and voltage reg-
ulation is carried out by multiple secondary controllers locally embed-
ded into each DG, without data sharing with other DGs [67]. Although
this communication-less control structure may provide important advan-
tages due to the absence of a central infrastructure for SC purposes,
fully-decentralized approaches have different issues related to, e.g., clock-
drift phenomena. Based on the above considerations, communication-
free decentralized control strategies do not represent a suitable solution
and, hence, the majority of the works in the technical literature focus
on communication-based structures, i.e. centralized and distributed ones
(Figure 3.2(a) and 3.2(b)). However, besides the above mentioned draw-
backs related to centralized SC architecture, it is worth noting that this
latter becomes even more tricky when system scale is larger since the cen-
tral controller suffers from extensive computation and communication bur-
den.
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To overcome this issue, distributed SC architecture, disclosed in Figure
3.2(b), has become the most suitable solution [8], where MASs paradigm
can be exploited to model the MG. According to this mathematical frame-
work, each MG component is represented by a dynamic system which, shar-
ing information with the neighboring agents, aims at achieving a common
coordinated behavior at the global level via distributed control protocols
[42]. In this case, the behavior of the MG depends on the agents dynam-
ics, i.e., on the DGs, as well as on the communication topology employed
to model the information sharing process among them. The distributed
structure of the communication network is able to improve MG reliability
since the requirement for a central controller is obviated and, by exploiting
control protocols distributed on all the DGs, the control system does not
fail down subsequent to outage of a single unit [8]. In this perspective,
the MG can be viewed as a CPS or, even better, as a CPES, where NCS
framework, along with distributed consensus algorithms, can be helpful to
achieve secondary control purposes. Specifically, the SC of MG via dis-
tributed control architecture can be recast as a tracking synchronization
problem of MASs, where DGs voltage and frequency are required to track
the nominal values v⋆ and ω⋆, respectively. More details on synchroniza-
tion process in MASs will be given in Section 3.2.

3.1.3 Tertiary Control

The TC layer (level three of IEC/ISO 62264 std.) is the last and the
slowest control level in MG control architecture. It considers the economi-
cal aspects in the optimal operation of the MG and manages the power flow
between the MG and the utility grid [66]. Therefore, this level involves the
EMS and, hence, it deals with non-critical tasks required for power flow
optimization. Specifically, the optimal scheduling of the MG resources is
provided by a centralized system at a low sampling rate (several seconds
or minutes), where low priority data packets are transferred via the MG
communication network [67]. Summarizing, the key tasks of TC layer can
be listed as follows:

• control and optimization of the power flow between the MG and the
utility grid;

• transmission of the frequency and voltage reference values to the SC
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layer;

• performing islanding events detection and voltage harmonic reduc-
tion;

• improvement of the power quality at the PCC.

Therefore, in grid-connected mode, the TC layer exploits the power ref-
erences provided by the DSO to control the power flow between the MG
and the main grid, thus requiring a communication link between the EMS
(embedded into the TC) and the DSO. Conversely, in the presence of a
multi MG scenario, the TC is used also to provide information exchange
between the neighboring MGs.

Since the focus of the thesis falls into the design of fully-distributed
control strategies for MG at the SC layer of the hierarchical control archi-
tecture in a NCS perspective by exploiting MASs theory, some preliminary
concepts related to cooperative control of MASs will be presented in the
next section.

3.2 Cooperative Control of Multi-Agent Systems

The communication network interconnecting a set of N dynamical sys-
tems, called also as agents, can be modeled by leveraging MASs theory
over a graph. A graph is a pair G = (V ,E ), with V = {V1, V2, . . . , VN}
the set of N nodes (or vertices) and E the set of edges or arcs. Elements
of E are (Vi, Vj), standing for an arc from Vi to Vj . These arcs represent
the information flow in the graph. It is assumed that the graph is simple,
i.e., (Vi, Vi) ̸= E , ∀i, i.e. no self-loops are allowed. Edge (Vi, Vj) means to
be outgoing with respect to node Vi and incoming with respect to Vj . The
neighbors set of the i-th node Vi is denoted as Ni = {Vj : (Vj , Vi) ∈ E },
i.e., the set of nodes with edges incoming to Vi. The graph is said to be
balanced if the in-degree are equal to the out-degree for nodes Vi ∈ V .
Moreover, if (Vi, Vj) ∈ E → (Vj , Vi) ∈ E , ∀i, j, the graph is said bidirec-
tional ; otherwise it is denoted as a directed graph or digraph (see Figure
3.3(a)).
According to the algebraic graph theory [8], graph structure and properties
can be investigated by studying the properties of some associated matri-
ces. In particular, it is possible to introduce the adjacency or connectivity
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(a) (b) (c)

Figure 3.3. Graph examples: a) Direct Graph; b) Undirected Graph; c) A
spanning tree for the graph in a) with root node 1 [8].

matrix A = [aij ] ∈ RN×N , whose generic element aij = 1 if there exists a
link between agent j and agent i, aij = 0 otherwise. Note that, aii = 0. If
aij = aji, ∀i, j, i.e., if the graph is bidirectional and the weights of edges
(Vi, Vj) and (Vj , Vi) are the same, the graph is said to be undirected (see
Figure 3.3(b)).
A directed path is a sequence of nodes V1, V2, . . . , Vr such that Vi, Vi+1 ∈

E , i ∈ {0, 1, . . . , r−1}. Node Vi is said to be connected to node Vj if there
exists a directed path from Vi to Vj and the distance between them is the
length of the shortest path from Vi to Vj . The graph G is said to be strongly
connected if Vi, Vj are connected for all distinct nodes Vi, Vj ∈ V .
A (directed) tree is a connected digraph where every node except one,
called the root, has in-degree equal to one. A spanning tree of a digraph
is a directed tree formed by graph edges that connects all the nodes of the
graph. A graph is said to have a spanning tree if a subset of the edges
forms a directed tree, meaning that all nodes in the graph are reachable
from a single root node by following the edge arrows (Figure 3.3(c)).
If a graph is strongly connected, then all nodes are root nodes.
Furthermore, the diagonal in-degree matrix D = diag{d1, d2, . . . , dN} ∈
RN×N is defined as di =

∑N
j=1 aij , which indicates the number of nodes

communicating with i-th agent. Hence, the Laplacian matrix is computed
as L = D − A and it has all row sums equal to zero. Note that, the
properties of the graph may be studied in terms of Laplacian matrix and,
in particular, of its eigenvalues.
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Cooperative control of MASs has received a lot of attention during
the last decades due to its potential application in different areas, e.g.,
sensor networks, intelligent transportation systems, electric power system
and so on. In this networked system, each agent is endowed with its
own state variable and dynamics. The fundamental problem is to design
distributed protocols guaranteeing consensus or synchronization, meaning
that, by leveraging local information of each agent along with the ones of
its neighbours j ∈ Ni, it is possible to achieve a common group behaviour,
i.e., the states of all the agents reach the same value.
In the sequel, for the sake of completeness, the definition of consensus and
syncrhonization problems will be formalized according to the technical
literature.

3.2.1 Consensus and Cooperative Regulator Problem

Let consider a MASs consisting of N agents with a simple first-order
single-integrator dynamics as

ẋi(t) = ui(t), (3.4)

with xi(t), ui(t) ∈ R the state and the control input of the i-th agent. The
following definition is given for the sake of completeness.

Definition 1 (Consensus - Cooperative Regulator Problem[8]). Find a dis-
tributed control protocol for each agent i that drives all the states to the
same constant steady-state values, i.e., xi(t) → xj(t) → c = const, ∀i, j.
This value is known as a consensus value.

To solve problem in Definition 1, the simpler distributed control pro-
tocol for the i-th agent is:

ui(t) =
∑
j∈Ni

aij(xj(t)− xi(t)), (3.5)

where aij is the element of the adjacency matrix modeling the presence/ab-
sence of a communication link between the i-th and j-th agents. Controller
in (3.5) is known as cooperative regulator since no external reference input
is involved. By introducing enlarged vector x(t) = [x1(t), . . . , xN (t)]⊤ ∈



50 Chapter 3. Microgrid Modeling and Control Architecture

RN , the closed-loop dynamics of the entire MASs can be presented as

ẋ(t) = −L x(t), (3.6)

with L = D − A the Laplacian matrix. Note that, the global control
input vector u = [u1, . . . , uN ]⊤ ∈ RN is given as u = −L x(t), meaning
that the eigenvalues λi of L are instrumental through the analysis of the
MASs stability. By ordering these eigenvalues in increasing magnitude as
{λ1, . . . , λN} and assuming the existence of a spanning tree in the graph, it
follows that λ1 = 0, whereas the remainder of the eigenvalues has positive
real parts. According to (3.6), at steady state, it results 0 = −L xss. The
consensus problem for the MASs (3.4)-(3.5) can be solved according to the
following theorem [8].

Theorem 1. (Cooperative Regulation for First-order Systems [8]) The
cooperative regulator (3.5) guarantees the consensus of the single-integrator
dynamics (3.4) if and only if the graph has a spanning tree. Then, all node
states come to the same steady-state values xi = xj = c, ∀i, j given as

c =
N∑
i=1

pixi(0),

where w1 = [p1 . . . pN ]⊤ is the normalized left eigenvector of the Laplacian
L for λ1 = 0 such that w⊤

1 L = 0 and ∥w1∥ = 1. Moreover, the consensus
is achieved with a time constant given by

τ =
1

Re{λ2}
,

with λ2 being the second eigenvalue of L , that is, the Fiedler eigenvalue.

Proof. Proof of Theorem 1 can be found in [8].

Note that, from Theorem 1, it is clear that agents states go to a constant
value c depending on the initial conditions of all the agents involved in the
MASs due to interrelation among them captured by Laplacian matrix L .
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3.2.2 Syncrhonization or Cooperative Tracker Problem

Let consider a MASs consisting of N agents with a simple first-order
single-integrator dynamics as in (3.4), plus an additional node, labeled with
index 0, i.e., x0(t), acting as a leader in providing the reference behaviour
to be imposed to the whole network. For the sake of simplicity, assume
ẋ0(t) = 0.

Definition 2. (Synchronization - Cooperative Tracker Problem [8]). Find
a distributed control protocol for each agent i that drives all states to the
state of the leader node, i.e., xi(t) → x0(t), ∀i.

The above problem in Definition 2 is also known as leader-tracking
problem. To solve this latter, it is usually considered a distributed cooper-
ative tracker protocol as

ui(t) =
∑
j∈Ni

aij(xj(t)− xi(t)) + pi(x0(t)− xi(t)), (3.7)

where aij is the element of the adjacency matrix modeling the presence/ab-
sence of a communication link between agent i and agent j, respectively; pi
is the i-th element of the Pinning matrix P = diag{p1, . . . , pN} such that
pi = 1 when the leader information is directly available for the i-th agent,
0 otherwise. It means that if the agent i can obtain the leader information
directly, the node i is pinned to the leader.
To analyze the closed-loop MASs network, define the synchronization er-
rors as ei(t) = x0(t)−xi(t), ∀i and, hence, the global tracking error vector
e(t) = [e1(t), . . . , eN (t)]⊤ ∈ RN . Taking into account (3.7), the global syn-
chronization error dynamics results to be:

ė(t) = −(L + P)e(t),

meaning that, the global synchronization error e(t) goes to zero if (L +P)
is stable. This result is given according to the following theorem.

Theorem 2. (Cooparative Tracking for First-order Systems [8]) The coop-
erative tracking protocol (3.7) guarantees tracking of the single-integrator
dynamics (3.4) if and only if the augmented graph GN+1 resulting from the
presence of the leader node has a spanning tree. Then, xi(t) → x0(t), ∀i.
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Proof. Proof of Theorem 2 can be found in [8].

Note that, results of Theorem 1 and Theorem 2 can be easily ex-
tended to more general agent dynamics, including vector states and gen-
eral state variable dynamics. Specifically, in the case of vector states, i.e.,
xi(t), ui(t) ∈ RN , ∀i, previous results can be extended by using Kro-
necker product properties [70] and Theorem 1 and Theorem 2 remain still
valid. For more details, the interested reader can refer to [8, 71]. It is
worth noting that, although in Definition 2 the leader is assumed as a
constant reference profile, controller (3.7) (and, thus, Theorem 2) can be
easily adapted to the case of non-constant reference behavior. According
to the technical literature, the leader dynamics is usually modeled as an
autonomous system, i.e., ẋ0(t) = Ax0(t), useful to generate a large class of
command trajectories (unit step, ramp, sinusoidal waveforms, and more).
Also in this case, distributed controller has to be designed by tacking into
account the local neighborhood tracking errors as in (3.7). On the other
hand, very few results deal with a non-autonomous (but bounded) refer-
ence behavior [72].

3.3 Microgrid Modeling

Consider an islanded operating AC MG consisting of N DGs and M
local loads, physically interconnected via power transmission lines. Each
DG i, ∀i = 1, . . . , N is equipped with smart devices allowing information
sharing among them so to achieve SC objectives. Hence, a double layer
modeling approach is used to model the entire network, which involves
a physical layer, involving power transmission lines to connect DGs with
local loads, and a cyber-layer, for the connections among DGs in the cyber-
space, which are able to guarantee fulfillment of SC objectives via their
on-board devices.
In what follows, to create a detailed framework, the problem formulation
will be discussed starting from an accurate mathematical model for DGs
and for the overall stand-alone MG network. Note that, according to the
technical literature [73], MG modeling can be categorized into two main
classes: inverter-interfaced DGs [74] and the so-called small signal model
[75]. Although in the former the model derivation is restricted to single
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DG, while the current and power flows between different units are non
explicitly considered, in the sequel the inverter-based modelling will be
considered since the future electrical networks will be composed of inverter-
based electrical devices [73].

3.3.1 DG Model

A PC layer is locally implemented in each inverter-based DG unit,
consisting of three-phase dc/ac inverter, a dc source, RL output connec-
tor and an LCL filter [30]. Moreover, an inner voltage control loop and
current control loop along with the power control are included in order to
regulate the inverter voltage and current and to help power sharing task
[76], thus reacting the instability phenomenon both in frequency and volt-
age magnitudes after PCC disconnection process [77]. Since power control
loop dynamics is slower than the voltage and current control loops, usu-
ally the technical literature focuses on the stability of the reactive/active
power control loop. The study of voltage and current control loops usually
follows the traditional PI controllers (see [28] and references therein).
Although the PC of each DG is generally formulated under its own d− q
(direct-quadrature) reference frame rotating at the frequency ωi, all the
DGs choose a common reference frame to operate with the rotating fre-
quency ωcom. Denote the angle of the i-th DG reference frame with respect
to the common reference frame as

δi =

∫
(ωi − ωcom) dt. (3.8)

Therefore, according to the CERTS and taking into account (3.1), the
dynamics of the i-the DG unit is expressed by the following approximated
droop equations (∀i = 1, . . . , N) [78]:

{
kvi v̇

od
i = vni − vodi − kQiQ

m
i

voqi = 0

ωi = ωn
i − kPiP

m
i

(3.9)

where vni and ωn
i , provided by the SC layer, represent the PC voltage

and frequency set-points; Pm
i and Qm

i are the measured active and re-
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active power at the i-th DG terminal; kvi ∈ R+ is the voltage control
gain; kQi ∈ R+ and kPi ∈ R+ are its voltage and frequency droop coeffi-
cients, properly selected by considering its corresponding active and reac-
tive power ratings. Note that ωn

i = uωi , v
n
i = uVi . Hence, uωi = uVi = 0

means that SC is inactive.
Moreover, the measured real and reactive power, i.e. Pm

i and Qm
i respec-

tively, are given via the following first-order low-pass filter [30]:

τPiṖ
m
i = −Pm

i + Pi, (3.10a)

τQiQ̇
m
i = −Qm

i +Qi, (3.10b)

where τPi and τQi are the filter time constants, Pi and Qi are the active
and reactive power outputs of the i-th DG.

For SC purposes, each DG i within the network, ∀i = 1, . . . , N , ex-
changes its information with the corresponding neighbors via onboard
smart devices enabling the communication. Hence, the MG resembles a
MASs, where each DG is an agent and distributed cooperative SC strate-
gies can be applied to solve voltage/frequency regulation problem. These
latter can be recast as a leader-tracking problems, where the objective is
to design vni = uVi and ωn

i = uωi in (3.9) such that the terminal voltage and
frequency amplitude of each DG, i.e., vouti and ωi, converges to the desired
reference value v⋆ and ω⋆, respectively, i.e., vouti → v⋆, ωi → ω⋆, ∀i, where

vouti =
√

(vodi )2 + (voqi )2. (3.11)

This latter implies that SC voltage input uVi has to guarantee that vodi → v⋆

due to voqi = 0.

3.3.2 Double-Layer Microgrid Network Model

The cyber layer, i.e., the communication layer describing the informa-
tion exchange among the smart controllers associated with each DG i, ∀i =
1, . . . , N within the MG in the cyber-physical space, can be modeled ac-
cording to graph theory (see previous Section 3.2). Specifically, this cyber
layer can be described via the graph G c

N = {V c
N ,E

c
N ,A

c
N}, where V c

N is the
nodes set, i.e. the DGs, while E c

N ⊆ V c
N ×V c

N is the edges set representing
the communication links among the inverters. A c

N = [aij ]
c ∈ RN×N is the
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adjacency matrix defined as aij = 1 if there is a link from DG j to DG i,
aij = 0 otherwise. The Laplacian matrix L c = [lij ] ∈ RN×N is such that
lii =

∑N
j ̸=i aij and lij = −aij , with i ̸= j.

The reference voltage and frequency values (i.e. v0 and ω0 ∈ R, respec-
tively) of secondary distributed consensus control are shared by a virtual
leader DG, labeled with 0 index. Hence, the resulting augmented graph
is defined as G c

N+1 = {V c
N+1,E

c
N+1}, to which it is possible associating a

Pinning matrix P = diag{a10, a20, · · · , aN0} ∈ RN×N , whose generic ele-
ment ai0 = 1 if the leader information is directly available for the ith DG,
ai0 = 0 otherwise.
By defining the leader node 0 globally reachable in G c

N+1 if there exists a
path from every DGs node i, ∀i = 1, . . . , N to leader node 0, throughout
the thesis, unless otherwise specified, it will be assumed the global reach-
ability property for the leader agent. Finally, N c

i = {j : (i, j) ∈ E c
N+1}

denotes the neighboring set of the DG unit i, ∀i = 1, . . . , N .
Besides the communication network topology, the physical layer, i.e.

the electrical network topology, also needs to be presented, which describes
the physical interconnections among the N DG units and M local loads
enabled via power transmission lines. To this aim, by leveraging again
graph theory, a directed graph G e

N+M = {V e
N+M ,E

e
N+M ,A

e} can be in-
troduced, being V e

N+M the electrical entities set and E e
N+M the set of the

electric edges, i.e. the impedences of the power lines. Indeed, A e rep-
resents the adjacency matrix associated to the electrical topology, whose
complex weights are the admittance between different buses. For example,
the generic aρk = Yρk = Gρk + jBρk, being Yρk ∈ C, Gρk ∈ R and Bρk ∈ R
the admittance, the conductance and susceptance, respectively. Yρk = 0
means that does not exists a power line between the ρ-th and the k-th bus.
Similarly, N e

ρ = {k : k ∈ V e
N+M , k ̸= ρ, Yρk ̸= 0} denotes the set of neigh-

bors of the ρ-th electrical unit. In addition, it results Gρρ =
∑

k∈N e
ρ
Gρk

and Bρρ =
∑

k∈N e
ρ
Bρk.

Note that, this kind of representation for the communication and the elec-
trical layers is possible according to the appraised inverter-based MG mod-
elling [73].

Cyber-layer and electrical layer topologies are such that the following
assumptions hold [13].

Assumption 1. The power transmission lines within the MG, describing
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the electrical network topology G e
N+M , are lossless. This implies that the

conductance is always zero, i.e. Gρk = 0, and Yρk = jBρk,∀ρ ∈ VM+M , k ∈
N e

ρ .

Note that, the above assumption is common and reasonable in power
system analysis (see e.g. [79, 80] and references therein). Indeed, the loss-
less line admittance may be justified as follows: in MV and LV networks
the line impedance is usually not purely inductive, but has a non-negligible
resistive part. On the other hand, the inverter output impedance is typi-
cally inductive (due to the output inductance and/or the possible presence
of an output transformer). Under these circumstances, the inductive parts
dominate the resistive parts [79]. Moreover, Assumption 1 is also crucial
for control design phase. Indeed, by considering dominant inductive net-
works, the influence of the dynamics of the phase angles on the reactive
power flows can be neglected [81].

Taking into account the above Assumption 1 together with the power
balance equations [82], the following relations hold:

P̂ρ =
∑

k∈N e
ρ

vρvkBρk sin(δρ − δk), (3.12a)

Q̂ρ = v2ρBρρ −
∑

k∈N e
ρ

vρvkBρk cos(δρ − δk), (3.12b)

where P̂ρ, Q̂ρ, vρ and δρ are the active injected power, the reactive injected
power, the measured voltage and phase angle of the bus ρ, ∀ρ ∈ V e

N+M ,
respectively.
Moreover, to integrate the presence of a local load within a specific bus ρ,
the so-called ZIP load model can be exploited, whose expression is given
as [83]

PLρ = P1ρv
2
ρ + P2ρvρ + P3ρ , (3.13a)

QLρ = Q1ρv
2
ρ +Q2ρvρ +Q3ρ , (3.13b)

where the pair (P1ρ , Q1ρ) represents the nominal constant impedence loads,
(P2ρ , Q2ρ) indicates the pair for the nominal constant current loads, while
(P3ρ , Q3ρ) the ones related to nominal constant power loads.
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Putting together (3.12)-(3.13), we can have:

Pi =
∑

ρ∈N e
i

PLρ +
∑

ρ∈N e
i

P̂ρ, (3.14a)

Qi =
∑

ρ∈N e
i

QLε +
∑

ρ∈N e
i

Q̂ρ, (3.14b)

where Pi and Qi are the total active and reactive power output of the DG
i,∀i = 1, . . . , N .

Assumption 2. There exist prescribed known constants ΠQ,ΠP ∈ R+

such that
|Qi| ≤ ΠQ, |Pi| ≤ ΠP ∀i.

This ensures that reactive and active power (3.14b) and (3.14a), as well as
(3.10b) and (3.10a), are bounded.

Remark 1. Assumption 2 is reasonable in power system analysis since,
by considering a fixed operating point of the inverter, the magnitudes of
these powers do not exceed their tresholds, thus preventing any instability
conditions [30].

Remark 2. According to (3.9)-(3.14), DGs voltage and frequency dynam-
ics are coupled each other. However, decoupling voltage and frequency
control design phases is a common practise in power system analysis and
stabilization (see [84] and references therein). Accordingly, through the next
chapters, frequency and voltage controllers will be discussed separately.

3.4 Concluding Remarks and Setting for the Next
Chapters

This chapter has presented the typical hierarchical control architecture
employed in MG, which consists of three different layers, namely, PC, SC
and TC. Their main features and control objectives have been deeply
presented.
In order to guarantee voltage/frequency stability in the MG, which falls
into SC objectives and will be the main interest of the thesis, preliminary
concepts on distributed control for MASs have been presented, along with
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the fundamental properties of algebraic graph theory, useful to investigate
the allowed information flow among DGs involved into the MG. Thus, the
derivation of a proper MG control-oriented model in CPES perspective has
been carried-out.

In the remainder chapters, these preliminaries will be used to design
fully distributed cooperative control strategies both for general MASs and
for MG. However, before presenting the main theoretical results of the
thesis, in the next chapter a discussion about the more crucial problems
arising in cooperative control of NCS and, in particular, in MG, will be
provided so to motivate and highlight the contributions of the book.



Chapter 4
Open Challenges in
Distributed Secondary Control
of Microgrids

This chapter aims to briefly present the most important issues arising
in distributed control of MASs and, in particular, in the specific MG appli-
cation, in order to highlight the motivations and contributions of the next
chapters. The MG performance depends on the distributed control strate-
gies employed to coordinate different DGs involved into the network, which
are enabled in the cyber space via the interaction among these different
electrical entities properly equipped with smart devices. The combination
of electrical and physical layers leads to the vision of MG as a CPES as
disclosed in Figure 4.1, where advanced ICT are exploited for information
transmission and distributed decision making process, thus allowing a con-
trol performance improvement, with more effective, resilient and reliable
operations. However, the large amount of connected devices along with
the widespread of ICT causes several communication constraints that re-
quire to be analysed in control design phase in order to ensure acceptable
performance for the entire network. Examples of communication impair-
ments arising in distributed control are, e.g., communication time delays,
data-loss and network bandwidth limitation, which could lead to time syn-
chronization loss of state variables, thus degrading dynamic performance,
even bringing to instability phenomena. Besides communication impair-
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Figure 4.1. Cyber-enabled distributed cooperative control scheme for Micro-
grids [9].

ments, other control requirements crucial in MG application emerge from a
careful analysis of the technical overview, which are highlighted since they
need to be further investigated. Firstly, since from a practical view point
loads require nominal operating conditions in terms of state variables, the
problem of speeding-up the convergence rate of frequency/voltage magni-
tudes to the desired set-point results to be fundamental in MG. Hence,
finite-time stability methods are a promising solution in order to ensure
the synchronization in finite-time interval. Moreover, it is also proven that
these strategies are able to provide robust performance and stability, as
well as higher accuracy and disturbance rejections. Furthermore, unknown
model mismatches, external disturbances and uncertainties always affect
DGs dynamics due to the inner control loops (usually neglected in the
technical literature to derive a control-oriented DG model) and all the
complex phenomena, such as topological changes, unbalanced and nonlin-
ear loads, high-frequency pulse-width voltage modulation and transition
between modes of operation. Therefore, in the sequel, an explanation of
the emerging open challenges in distributed SC of MG addressed through
the book will be provided.
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4.1 Fundamental Issues of Distributed Secondary
Control in Microgrids

As discussed in previous chapters, the MG can be considered as a smart
cyber-physical network consisting of heterogeneous intelligent nodes, i.e.,
the electronically interfaced DERs (which include DGs, loads, ESSs), en-
dowed with the sensing/actuation, control and communication capabilities,
which interact among them to efficiently deliver power and electricity to
the consumers [9].
However, different challenging issues arise due to the widespread of inter-
mittent DERs, especially in islanded mode operations, such as voltage and
frequency fluctuations, as well as the entire MG stability. As the hierar-
chical control architecture is the most suitable solution to manage with
multiple control requirements and different time-scales, the cyber-enabled
distributed control theory embedded into the SC layer is expected to con-
stitute a key analytical tool in the design of cyber-physical MG systems [9].
In order to guarantee effective, resilient and reliable MG operations, it is
required to proper manage and coordinate all the involved and geograph-
ically dispersed DERs via the design of appropriate distributed control
strategies. These latter rely on advanced ICT, which play a crucial role in
cooperative control of DERs. However, communication constraints result
from the usage of large number of communication devices in MG, such as
communication delay, data-loss, and cyber attack, while at the same time
a limited communication bandwidth should be considered. Moreover, be-
sides the fulfillment of SC objectives, the technical literature on the topic
introduces some important control requirements for MG applications aim-
ing at improving the effectiveness and robustness of the entire electrical
network.

In the sequel, communication constraints and control requirements for
distributed SC strategies, as well as for general MASs, will be highlighted
in order to better motivate the next chapters.

4.2 Communication Constraints

The cyber network, enabled via the exploitation of advanced ICT, al-
lows the interaction among the different spatially distributed electrical
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units in the cyber-space in order to reach global objectives by exploiting the
two-way communication network. On the one hand, the exploitation of dis-
tributed communication medium improves MG flexibility, scalability and
stability [9]. On the other hand, the information sharing process among
different smart devices leads to different communication constraints, such
as switching topology, delay, noise disturbances, bandwidth limitation and
cyber attacks, which could deteriorate the cooperation performance even
bringing to instability phenomena of the whole network [9]. Thus, it is
crucial to consider communication constraints during the control design
phase in order to prevent undesirable events, while capturing their impact
on control performance.

In the following, two communication constraints, addressed in this
book, will be highlighted.

4.2.1 Communication Time Delay Effects

Time-delay is one of the universal phenomena arising in MASs and
in practical MG systems since it is an integral part of communication
network [85, 9]. The hypothesis of an ideal communication network in
MASs applications results to be unrealistic since, in practise, agents share
their state information through a wireless network and, hence, communica-
tion time-delays in data-acquisition and transmission naturally arise [25].
Hence, communication delays both in nominal and troublesome scenarios
must be considered in the designing of distributed secondary control strate-
gies, regardless of high or low bandwidth communication links. Limited
communication speed, extra time for the measurement message reception,
computation time for the control input generation and execution time for
the input acted are some of the main reasons for time delays appearing in
MG. If load changes and disturbances occur, the electronically interfaced
DERs are able to fast respond to the control commands on the basis of
data exchanged with their neighbors due to their low inertia. This implies
that, compared to conventional bulk power systems, time delays in MG
have a more significant impact on system performance and stability due
to the low system inertia and high response speed.
The presence of communication time-delays is usually addressed in MASs
literature under the assumption of constant and unique time-delay affecting
the communication structure [25, 26]. However, this assumption results to
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be unrealistic in practical applications as in MG control since, when dealing
with wireless/wired communication networks, each communication links
connecting a pair of agents is affected by variable time-delays depending
on actual conditions and impairments of the communication channel. If fol-
lows that communication time-delays, affecting the outdated information
used to compute the control input, have to be considered as time-varying
functions.
It is worth noting that one of the most important distinction in delays aris-
ing in distributed control theory is related to symmetric and asymmetric
communication delay [9]. Denote with τ(t) the time when the informa-
tion is transmitted to DERj to DERi; then, a generic distributed control
protocols embedding asymmetric communication delays has the following
form:

ui(t) =
∑
j∈Ni

aij [yj(t− τ(t))− yi(t)] + ai0[y
ref − yi(t)], (4.1)

where yi(t) and yj(t− τ(t)) are the measured information variable of i-th
DER from itself without delays and its neighbors with time-varying delays,
respectively. It means that, the i-th DER receives message from the j-th
DER, ∀j ∈ Ni, at time t and utilizes messages yj(t−τ(t)) instead of yj(t).
Note that, the delay in (4.1) is asymmetric since the i-th agent can receive
it own information yi(t) instantaneously, meaning the sum of computation
and execution times for each single agent is neglected.
Conversely, if these computation and execution times for each agents are
considered, then delays become symmetric, i.e.:

ui(t) =
∑
j∈Ni

aij [yj(t− τ(t))− yi(t− τ(t))] + ai0[y
ref − yi(t− τ(t))]. (4.2)

Note that, if τ(t) = τ = constant, the delay is unique and fixed.

Remark 3. It should be clarified that, in (4.2), self and communication
delays are homogeneous for all the agents, i.e. τ(t) affects both yi(t) and
yj(t). Although this assumption could represent a limitation from a practi-
cal point-of-view, it does not impact on the so-called delay consensus mar-
gin. Moreover, in the case of homogeneous agents dynamics, it would be
also reasonable to assume that their delays, likewise, are homogeneous [86].

Based on the above considerations, it results that delays have to be
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considered in control design and it is desirable to find stability conditions
depending on a maximum tolerable delay in order to highlight the stability
margin with respect to these communication latencies [42].

4.2.2 Limited Communication Bandwidth

In practical MASs applications as MG control, agents are spatially
distributed over a monitoring area and controlled through some communi-
cation networks by a digital control platform or controller, which usually
runs with limited energy resources and computing capability [12, 9]. More-
over, distributed control protocols are usually designed under the assump-
tion of point-to-point data transmission, meaning that the information
sharing process relies on continuous states or continuous output measure-
ments. This leads to a continuous inter-agent interaction, which results
to be unrealistic since the advances communication networks only ensure
digital information dissemination. It follows that traditional continuous
time control strategies have to be reformulated by taking into account the
following two main requirements:

1. although agents to be controlled live in the continuous physical world
and their states/outputs are analog signals, the novel cooperative
distributed control strategies are implemented in software on digi-
tal computers, which require analog-to-digital and digital-to-analog
converters during data acquisition, communication, computation and
actuation; this implies that it would be more practical to design and
implement distributed controllers in sampled-data fashion [36, 12];

2. the communication network bandwidth sometimes may also be re-
stricted and, in practical applications as in MG control, it would
be unrealistic to assume always available the limited communica-
tion bandwidths and channels; furthermore, the overuse of limited
communication resources might lead to possible communication con-
gestion, long delays and packet losses [9].

According to requirement 1), the crucial issue is to study how the sampling
process impacts on control performances of the whole network, whose sta-
bility can be ensured via a proper selection of the sampling period [36].
Thus, it has been proven that distributed sampled-data controllers allow
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achieving a preliminary reduction of the amount of control signals used for
stabilization purposes, while their implementation in digital control plat-
form results to be easier with respect continuous-time controllers [14].
On the other hand, an even more efficient use of the communication infras-
tructure is desirable according to requirement 2), which can be achieved by
exploiting Event-Triggered (ET) control theory [9]. According to this lat-
ter control paradigm, the violation of some state - and/or time-dependent
conditions will trigger a sampling event and, then, the controller will up-
date the feedback signal with the newly sampled information [87]. In this
perspective, ET approaches are able to reduce the communication and
computation burden since the controllers are only updated when a local
measurement error exceeds a tolerable bound. Hence, it results a signifi-
cant reduction of the communication network workload and a mitigation
of the communication resources waste, while maintaining satisfactory con-
trol performance. Note that, traditional distributed state-dependent ET
strategies have two main drawbacks: i) they are sensitive to external in-
terference; ii) it is difficult to prove Zeno freeness property and ensure the
existence of a minimum inter-execution time [9].

4.3 Control Requirements

Besides the above mentioned communication constraints, in the sequel
some control requirements will be discussed, which seem to be crucial in
the design of distributed control strategies for MASs and, in particular, in
MG applications.

4.3.1 The Convergence Time

As the settling time of distributed control protocols characterizes the
convergence rate of the closed-loop system, it represents one of the fun-
damental requirements for control system design [88]. Fast convergence is
usually desirable in order to achieve better performance and robustness.
This is particularly crucial in MG applications since a short convergence
time allows adapting to frequent and fast disturbances induced by the high
variability of RESs and continuously changing loads [89].
As shown in previous Section 3.2, the convergence rate depends on the
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algebraic connectivity, i.e., the second smallest eigenvalue of the Laplacian
matrix of the communication graph [71]. Although the convergence time
of the conventional asymptotic distributed control laws can be improved
by designing ad-hoc communication topologies and control parameters, in
practical MASs, it is of particular interest to realize cooperative control in
a finite time to meet the specific system requirements, while avoiding an
asymptotic convergence over an unbounded time [89, 88].

Thus, the finite-time control theory is gaining momentum, especially
in low-inertia MG with a high penetration of renewable energy generation
in order to accommodate its fast changing operating conditions [42]. By
combining distributed control theory with finite-time stability tools in MG
application field, the frequency and voltage restoration can be achieved in
a finite-time horizon, featuring an improved convergence performance than
the conventional asymptotic control strategies [89].

4.3.2 Unknown Model Mismatches, External Disturbances
and Uncertainties

Unknown model mismatches, external disturbances and uncertainties
widely exist in practical system and, hence, research on cooperative anti-
disturbance control schemes for MASs is significant [90].

In the context of distributed control of MG, it should be considered
that DGs have a nonidentical dynamics, as well as their nature is usually
nonlinear. Different linearization approaches have been suggested in order
to handle with a control-oriented model, but many simplifications result,
which need to be proper managed in order to ensure the stability of the
whole network.

Therefore, the following key points should be considered in the control
design phase [84]:

• the DGs models used in the technical literature suffer from incom-
plete plant dynamics since they usually ignore the impact of the inner
controllers on the secondary one; therefore, they are simpler for con-
trol purposes but, at the same time, they lack of global stability;

• in practise, the MG parameters are unknown, meaning that it is
required to consider unmodeled dynamics, which could include un-
known disturbances and uncertainties;
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• high uncertainties have to be also considered in order to embed the
no-predictable nature of renewable sources generations.

Note that, model mismatches, external disturbances and uncertainties act-
ing on the generic i-th DG also arise due to all the related complex phenom-
ena, such as topological changes, unbalanced and nonlinear loads, high-
frequency pulse-width voltage modulation and transition between modes
of operations [8, 32].

Adaptive control theory seems to be a good solution to handle with
all the above mentioned issues and it needs to be further investigated.
Specifically, it could be suitable both for the compensation of nonlinear
and uncertain DGs dynamics and for counteracting fluctuations arising in
system operating conditions, without any manual intervention and by ad-
justing control parameters in real-time via self-tuning mechanisms. More-
over, if properly designed, adaptive control strategies could be independent
of DGs parameters, thus allowing their implementation on DGs regardless
their specific parameters and connector specifications [8].

4.4 Concluding Remarks

The objective of this chapter was to highlight the fundamental issues
arising in distributed secondary control of inverter-based islanded MG.
From the literature overview, both the main communication impairments
and the control requirements have been deeply discussed in order to mo-
tivate and point-out the contributions and the strength points of the next
chapters.

In the remaining chapters, different distributed cooperative control
strategies will be suggested in order to address and solve the above men-
tioned concerns.





Chapter 5
Resilience with respect to
communication time-delays

This chapter deals with the problem of resilience with respect to com-
munication time-delays arising during information sharing process in MASs.
Firstly, the exponential leader-tracking consensus control problem of a
general high-order MASs in the presence of a non-ideal communication
network is addressed. To emulate a more realistic cyber communication
environment, a specific time-varying delay is associated with each com-
munication link within the network, whose value, at each time instant,
depends on the real conditions of the communication channel. To solve
this problem, a fully-distributed delayed PI control protocol able to guar-
antee the exponential stability of the entire delayed closed-loop MASs is
proposed. The stability of this latter is analytically proved by exploit-
ing Lyapunov-Krasovskii theory combined with Halanay Inequality, thus
obtaining exponential stability conditions expressed as a feasible LMIs.
Exemplary numerical simulations corroborate the effectiveness of the the-
oretical derivation. Based on the above theoretical results, the second part
of the chapter recasts the secondary voltage regulation problem in stand-
alone MG as a leader-tracking one, where communication latency during
information exchange among the electrical busses is considered. Besides
robustness with respect to communication delays, since in MG applications
a faster convergence rate is usually desired due to the presence of variable
loads, the requirement of speeding-up voltage synchronization process is
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also taken into account. Therefore, to guarantee that all DGs reach in a
finite-time and maintain the voltage set-point, imposed by a virtual DG
acting as a leader, a novel robust networked-based control protocol is sug-
gested, able to counteract both the time-varying communication delays
and natural fluctuations caused by the PC. The finite-time stability of the
whole MG is analytically proven by exploiting again Lyapunov-Krasovskii
theory along with finite-time stability mathematical tools. In doing so,
delay-dependent stability conditions are derived as a set of LMIs, whose
solution allows the proper tuning of the control gains such that the con-
trol objective is achieved with required transient and steady-state perfor-
mances. A thorough numerical analysis is carried out on the IEEE 14-bus
test system. Simulation results confirm the analytical derivation and re-
veal both the effectiveness and the robustness of the suggested controller
in ensuring the voltage restoration in finite-time in spite of the effects of
time-varying communication delays.

5.1 Input Time-varying delays in Cyber-Physical
Systems

Cooperative control of MASs has gained momentum in the last decades
due to its variety of application fields, e.g. sensor networks, robotics, elec-
tric power systems, autonomous vehicles, and so on [25, 91]. Since the
main objective within a MASs is to achieve a common group behavior,
while agents interact among them and with the environment via com-
munication networks, the design of distributed controller for each agent
becomes a crucial task to guarantee the achievement of state consensus
[92] or output consensus [93]. Up to now, important results have been
achieved in the technical literature on the leader-follower consensus prob-
lem. Among the various control approaches, PI and PID control strate-
gies have been widely used in control systems, due to their closed-loop
performances, robustness with respect to model mismatches, and ease of
implementation. Indeed, attenuation of unknown disturbances, as well as
model uncertainties can be achieved via the introduction of integral action
[94], while improving also steady-state performances and tracking capa-
bilities of the closed-loop system [95]. However, despite these advantages,
distributed PI or PID protocols are still slightly covered in the current
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literature [96] and, generally, they are implemented under some simple
assumptions for communication constraints, which make the scenario un-
der investigation less realistic [92, 93]. Indeed, the presence of unavoid-
able technological constraints during information exchange among agents
through wireless/wired network cannot be neglected, thus implying the
need to consider communication time delays in information sharing. More-
over, since the communication time-delay can compromise the closed-loop
performances of the entire MASs, even bringing to instability phenomena
[97], it is important to consider them from the beginning of the control de-
sign phase, thus obtaining a controller running via outdated information.
Along this line, the presence of both time-varying parameter uncertainties
and homogeneous time-varying delays has been tackled in [98, 25] via a
distributed robust PID control strategy to solve the leader-tracking prob-
lem for a platoon of connected autonomous vehicles, while [99] introduced
an observer-based PID controller for a linear discrete-time system subject
to cyber-attacks to solve the mean-square ISS problem. Furthermore, in
real communication networks, e.g. based on IEEE 802.11 protocol, for
each communication channel connecting a pair of agents, different com-
munication impairments and packet losses may occur, thus introducing
heterogeneous time-varying delays. Then, according to [98], delays have
to be considered as time-varying functions depending on the specific com-
munication link under investigation.
As a CPS, the stability of a MG is threatened by the presence of communi-
cation time-delays. Indeed, besides the physical electrical layer, networked
and distributed control theory has to be applied in the cyber-space in
order to enhance the flexibility and reliability of MG systems, with appli-
cation of MASs theory and peer-to-peer communications for the designing
of the SC layer [100]. Leveraging this paradigm, the voltage/frequency
restoration, as well as the power sharing control problems, for stand-alone
MG have been solved without considering communication impairments in
[101, 102], which propose an event-triggered distributed controller, while
[103, 10] present a nonlinear robust consensus-based strategy. Neglect-
ing again communication delays, [104] proposes a distributed economic
power dispatch and bus voltage control solution for droop-controlled DC
MG, while a coordination among the three control layers is discussed in
[105] in order to realize a method for their joint operations. Modelling
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communication impairments as a white noise, both linear and nonlinear
consensus-based approach have been very recently addressed in [106, 24].
However, in practise, when dealing with control of connected DGs leverag-
ing wireless communication, also communication time delay into the shared
information and sudden packet losses, originated by communication active
links, naturally arise. Therefore the hypothesis of perfect and ideal com-
munication among agents is not realistic, as well as the one of modeling
impairments only via additive noises may be restrictive. Nevertheless, few
papers address the presence of communication time-delays in the MG con-
trol. For example, a linear quadratic regulator have been exploited in
[26] under the hypothesis of a unique constant time-delay. Along this di-
rection, a robust neighbor-based distributed cooperative control strategy
is proposed in [107] for DC MG by considering slow switching topologies
and a constant and homogeneous time delay for the overall communication
network. However, in practice information shared via a wireless communi-
cation networks is affected by time-varying delays depending on the actual
condition of the specific communication channel, thus making the assump-
tion of unique delays too restrictive [108]. Considering communication
delays as time-varying functions, [28, 27] have suggested a droop-based
distributed cooperative control, but no delay-dependent gain-tuning rule
has been provided. This implies that no stability margin with respect to
delays, also larger than the typical average value of the end-to-end com-
munication, can be guaranteed by the proposed controllers.
In light of the above, the objective of this chapter is to analyze the pres-
ence of input time-varying delays in MASs and, hence, in MG applica-
tions so to study their impact on stability performance. In doing so, the
present chapter aim is twofold. Specifically, the first part of the chapter
focuses on an exemplary high-order MASs with the aim to investigate the
effectiveness of a distributed PI control strategy in guaranteeing the ex-
ponential leader-tracking performance, while counteracting heterogeneous
time-varying delays. It is worth noting that, all the above-mentioned dis-
tributed PI/PID control strategies, both with and without communication
time-delays, only guarantee the asymptotic stability for the overall MASs,
thus neglecting the benefit of finding exponential stability conditions de-
pending on the decay rate of the entire network, which plays an important
role for control performances [109],[110]. The exponential convergence of
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the entire MASs closed-loop error dynamics is proven by exploiting the
Lyapunov-Krasovskii theory combined with Halanay’s inequality, which
allow finding stability conditions expressed in the form of LMIs. An exem-
plary numerical analysis, involving a network of linear oscillators, confirms
the theoretical derivation.
The second part of the chapter is devoted to the voltage recovery problem
in the presence of communication time-varying latencies in inverter-based
islanded MG, which falls into the SC layer, and it is investigated by lever-
aging MASs modeling approach. Besides the presence of communication
time-delays, in this second part, the additional requirement related to the
finite-time convergence is also considered during the control design phase
since, in these practical applications, it is particularly desirable to reach
the nominal set-point in a certain time-interval. Specifically, in MG frame-
work, a faster convergence rate would be desiderable due to the presence of
variable loads, that require nominal operating conditions in terms of both
frequency and voltage magnitudes [84]. On the basis of these considera-
tions and to guarantee that DGs voltage restores to the reference value in
a specific finite-time interval, while counteracting communication latency
arising from the information sharing process, the goal of this second part
is to design a novel distributed robust networked-based finite-time con-
troller able to guarantee voltage recovery despite the presence of model
mismatches, load changes, as well as plug-and-play phenomena, occurring
in real practical operative scenarios. The main contributions of this latter
approach can be summarized as follows:

• Unlike [24, 111, 107], the proposed control approach ensures the
finite-time stability of the MG, thus allowing both to speed-up the
synchronization process to the reference behaviour despite the pres-
ence of sensitive loads and communication latencies and to guarantee
prescribed transient performances;

• Differently from [24, 111], by exploiting Lyapunov-Krasovskii the-
ory and Finite-Time stability tools, a delay-dependent control gain
tuning procedure is provided in the form of feasible LMIs, whose
solution allows finding the voltage controller gains and state trajec-
tories bound as function of the upper bound for the communication
time-delay; this guarantees a certain stability margin with respect to
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sudden packet losses, which can be modeled as hard delays;

• Differently from [28, 111, 30, 24], an extensive simulation analysis is
carried out by considering a practical case-of-study of the IEEE 14-
bus Test system, where no overlapping between electrical and com-
munication layers is considered. Moreover, the worst case scenarios
of hard load variations and plug-and-play of DGs are also discussed
in order to confirm the robustness of the proposed control approach
with respect to sudden changing into the surrounding electrical en-
vironment;

• The validation of the proposed networked-based finite-time delayed
control action also in the IEEE 30 bus test system with more dis-
tributed energy resources corroborates its applicability on larger net-
works.

5.2 Exponential leader-tracking control for high-
order MASs via distributed PI strategy in the
presence of time-varying delays

Consider a high-order MAS consisting of N agents sharing information
about their states via a wireless network affected by multiple time-varying
communication delays. The single-agent dynamics are assumed to be a
Linear Time-Invariant (LTI) system as

ẋi(t) = Axi(t) +Bui(t, τij(t)), (5.1)

where xi(t) ∈ Rn represents the i-th agent state vector, ∀i = 1, . . . , N ,
while A ∈ Rn×n and B ∈ Rn×1 are known matrices with the following
expressions:

A =



0 1 0 . . . 0

0 0 1
. . . 0

· · · · · · · · · . . .
...

0 0 0
. . . 1

a1 a2 . . . . . . an


, B =


0
0
...
0
b

 , (5.2)
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with b > 0 and a1, a2, . . . , an are constants depending on system dynamics;
ui(t, τij(t)) ∈ R is the delayed control input evaluated by each agent by
exploiting local measurements and network information. Indeed, the infor-
mation exchanging among agents induces time-varying delays depending
on the specific conditions of the communication channel, i.e. τij(t), for
j = 0, 1, . . . , N with j ̸= i.
The aim is to solve a cooperative leader-tracking problem, i.e. to guaran-
tee that all agents synchronize to a reference behavior imposed by a leader
agent, indexed with 0. The reference leader dynamics are described as

ẋ0(t) = Ax0(t), (5.3)

with x0(t) ∈ Rn and A ∈ Rn×n. Note that, a large class of useful com-
mand trajectories (e.g. ramp, step, sinusoidal waveform and so on) can be
generated by the leader dynamic in (5.3) [71]. To address leader-tracking
problem of general MASs in the presence of multiple time-varying de-
lays, the distributed control input ui(t, τij(t)) has to be designed such that
∥xi(t) − x0(t)∥ → 0, ∀i as t → ∞. To solve this problem, the following
cooperative networked-based delayed PI control strategy is suggested:

ui(t, τij(t)) = −K̃p
∑N

j=0 aij

(
xi(t− τij(t))− xj(t− τij(t))

)
−K̃i

∑N
j=0 aij

∫ t−τij(t)
0 (xi(s)− xj(s)) ds

(5.4)

where K̃p = Kp[11×n] and K̃i = Ki[11×n], being 11×n the n-th unit vector
and Kp ∈ R+, Ki ∈ R+ the proportional and integral control gains, re-
spectively; aij models the network topology according to presence/absence
of a communication link between agent i and agent j, according to graph
theory (see Section 3.2).
Note that, it is crucial to not neglect any possible communication delays
that might arise during information sharing among agents and, hence, con-
sider them from the beginning of the control design phase, thus designing
a proper control action robust with respect to communication delays based
on outdated information.

Remark 4. In (5.4), no distinction between self- and inter-agent delays is
done, i.e., τij affects both xi(t) and xj(t) in ui(t), meaning that τij can be
interpreted as the signal processing delay at the i-th agent communication
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channel level. This is reasonable under homogeneous agents dynamics and
does not compromise the delay consensus margin [86].

The following assumptions hold.

Assumption 3. [98] To give a more compact notation, the delays affect-
ing the communication among agents are such that τij ∈ {σp(t) : p =
1, 2, . . . ,m ≤ N2}, where m = N2 means that the communication network
topology is described by a directed complete graph and all time-delays are
different.

Assumption 4. [112] The unknown heterogeneous time-varying commu-
nication delays are such that τij ∈ {σp(t) : p = 1, 2, . . . ,m ≤ N2} are
bounded and slowly varying signals, i.e. σp(t) ∈ [0, σ⋆p] and σ̇p(t) ≤ µp <
1 ∀p = 1, . . . ,m.

5.2.1 Exponential Stability Analysis

In order to tackle with the leader-tracking consensus problem and ana-
lytically formalize the resulting exponential stability conditions, the multi-
agent closed loop network under the action of control protocol (5.4) is
firstly derived.

Closed-Loop Network

Let (5.1) and (5.3) to be the i-th single agent and leader dynamics. By
defining the error with respect to the leader, ∀i = 1, . . . , N , as

ei(t) = xi(t)− x0(t) ∈ Rn×1, (5.5)

the i-th closed-loop error system can be derived as:

ėi(t) = Aei(t) +Bui(t, τij(t))

= Aei(t)−BK̃p

N∑
j=0

aij

(
ei(t− τij(t))− ej(t− τij(t))

)

−BK̃i

N∑
j=0

∫ t−τij(t)

0

(
ei(s)− ej(s)

)
ds. (5.6)
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In order to tackle with the overall delayed closed-loop MASs dynamics,
introduce the augmented vector e(t) = [e⊤1 (t), e

⊤
2 (t), . . . , e

⊤
N (t)]⊤ ∈ Rν ,

with ν = Nn, and let Assumption 3 holds. In doing so, the overall closed-
loop network dynamics can be written as

ė(t) =(IN ⊗A)e(t)−
m∑
p=1

(Hp ⊗BK̃p)e(t− σp(t))

−
m∑
p=1

(Hp ⊗BK̃i)

∫ t−σp(t)

0
e(s) ds, (5.7)

being Hp the matrix H = L +P, defined in Section 3.2, partitioned ac-
cording to the m-th decomposition of the complete graph, whose elements
are:

h
(p)
ij =


−aij , j ̸= i, σp(·) = τij(·),
0, j ̸= i, σp(·) ̸= τij(·),∑N+1

j=1 h
(p)
ij j = i,

and
∑m

p=1 Hp = H . Finally, by letting z(t) =
∫ t
0 e(s) ds ∈ Rν and x̃(t) =

[z⊤(t), e⊤(t)]⊤ ∈ R2ν , the closed-loop dynamics in (5.7) can be recast in
the following more compact form:

˙̃x(t) = Âx̃(t) +
m∑
p=1

Â(p,σ)x̃(t− σp(t)), (5.8)

where Â and Â(p,σ) ∈ R2ν×2ν are the following block matrices:

Â =

[
0ν Iν
0ν Ā

]
, Â(p,σ) =

[
0ν 0ν

−(Hp ⊗BK̃i) −(Hp ⊗BK̃p)

]
, (5.9)

with Ā = (IN ⊗A). Note that,
∑m

p=1 Â(p,σ) = Âσ, where Âσ is structured
as

Âσ =

[
0ν 0ν

−(H ⊗BK̃i) −(H ⊗BK̃p)

]
. (5.10)
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Letting matrices Â, Â(p,σ) and Âσ to be defined as in Eqs. (5.9) and
(5.10), it holds:

Φ = Â+ Âσ =

[
0ν Iν

−(H ⊗BK̃i) Ā− (H ⊗BK̃p)

]
∈ R2ν×2ν . (5.11)

Proof of Exponential Stability

Here the exponential stability of closed-loop MASs network (5.8) un-
der the action of the networked-based PI control action in (5.4) is proven.
Delay-dependent stability conditions guaranteeing the exponential stabil-
ity can be obtained according to the following theorem.

Theorem 3. Let the closed-loop system defined in (5.8) under the action
of networked-based PI delayed control strategy in (5.4) and let Assumptions
3-4 hold. Given control gains K̃p and K̃i, an upper bound of time-delay
function σ⋆ = maxp{σ⋆p} > 0 and tuning parameters γ > 0 and α > 0,
with α > β, being

β =
m(m+ 1)σ⋆2λ̄(Â⊤Â) +m(m+ 1)σ⋆2

∑m
q=1 λ̄(Â⊤

(q,σ)
Â(q,σ))

λ(P )

, (5.12)

if there exists symmetric positive definite matrix P ∈ R2ν and free matrices
Mp, Np and Tp ∈ R2ν such that

γI [ 2(N⊤
1 −M1) 2(N⊤

2 −M2) ... 2(N⊤
m−Mm) ] [ 2(N⊤

1 −T1) 2(N⊤
2 −T2) ... 2(N⊤

m−Tm) ]

0


(M⊤

1 +M1) 0 ... 0

0 (M⊤
2 +M2) ... 0

0 ...
. . .

...
0 ... 0 (M⊤

m+Mm)




2(M⊤

1 +T1) 0 ... 0

0 2(M⊤
2 +T2) ... 0

0 ...
. . .

...
0 ... 0 2(M⊤

m+Tm)



0 0



(T⊤
1 +T1) 0 ... 0

0 (T⊤
2 +T2) ... 0

0 ...
. . .

...
... ... 0 (T⊤

m+Tm)




> 0,

(5.13)

PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P + γI + αP + 2mN < 0, (5.14)

being Φ defined as in (5.11) and Np = N⊤
p with Np = N, ∀p = 1, . . . ,m,
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then the delayed closed-loop MAS network (5.8) is exponentially stable with
a decay rate δ ∈ (0, α).

Proof. Consider the following Lyapunov candidate function:

V (x̃(t)) = x̃⊤(t)Px̃(t), (5.15)

with P ∈ R2ν constant symmetric and positive definite matrix to be deter-
mined. By differentiating V (x̃(t)) along the trajectories of the closed-loop
system in (5.8), it yields:

V̇ (x̃(t)) = x̃⊤(t)(PÂ+ Â⊤P )x̃(t)+2x̃⊤(t)P
m∑
p=1

Â(p,σ)x̃(t−σp(t)). (5.16)

By applying Newton-Liebnitz formula [97] (see A.13 in Appendix), i.e.
x̃(t− σp(t)) = x̃(t)−

∫ t
t−σp(t)

˙̃x(s) ds, (5.16) can be rewritten as

V̇ (x̃(t)) = x̃⊤(t)(PΦ+ Φ⊤P )x̃(t)− 2x̃⊤(t)P

m∑
p=1

Â(p,σ)

∫ t

t−σp(t)
ẋ(s) ds,

(5.17)
with Φ as in (5.11). Moreover, for generic vectors a, c of suitable dimensions
and given a generic positive definite matrix Υ, it holds [113]:

±2a⊤c ≤ a⊤Υa+ c⊤Υ−1c. (5.18)

Setting a⊤ = x̃⊤(t)PÂ(p,σ), c =
∫ t
t−σp(t)

˙̃x(s) ds and Υ = I and applying
Jensens inequality [97] (see Lemma 4 in Appendix), it yields:

m∑
p=1

−2x̃⊤(t)PÂ(p,σ)

∫ t

t−σp(t)

˙̃x(s) ds ≤

≤
m∑
p=1

(
x̃⊤(t)PÂ(p,σ)Â

⊤
(p,σ)Px̃(t) + σ⋆p

∫
t−σp(t)

˙̃x⊤(s) ˙̃x(s) ds

)
.

(5.19)
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Hence, (5.17) can be rewritten as

V̇ (x̃(t)) ≤x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P

)
x̃(t)

+

m∑
p=1

σ⋆p

∫ t

t−σp(t)

˙̃x⊤(s) ˙̃x(s) ds.

(5.20)

By leveraging Free-Matrices method [97] (see Appendix A.2.3), it follows:

2

m∑
p=1

[
x̃⊤(t)N⊤

p + x̃⊤(t− σp(t))M
⊤
p +

(∫ t

t−σp(t)

˙̃x(s) ds
)⊤
T⊤
p

]
×

×

[
x̃(t)− x̃(t− σp(t))−

∫ t

t−σp(t)

˙̃x(s) ds

]
= 0,

(5.21)

being Np, Mp and Tp ∈ R2ν×2ν free matrices. Defining the following
enlarged vector η(t) ∈ R2ν(2m+1) as

η(t) =

[
x̃⊤(t), x̃⊤(t− σ1(t)), x̃(t− σ2(t)), . . . , x̃

⊤(t− σm(t)),

(∫ t

t−σ1(t)

˙̃x(s) ds
)⊤
, . . . ,

(∫ t

t−σm(t)

˙̃x(s) ds
)⊤]⊤

,

and summing the null terms (5.21) and γx̃⊤(t)x̃(t) − γx̃⊤(t)x̃(t) to the
right-side of inequality (5.20) (with γ > 0), after some algebraic manipu-
lation it results:

V̇ (x̃(t)) ≤ x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P

+
m∑
p=1

(Np +N⊤
p ) + γI

)
x̃(t)− η⊤(t)Θη(t)

+

m∑
p=1

σ⋆p

∫ t

t−σp(t)

˙̃x⊤(s) ˙̃x(s) ds,

(5.22)
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being Θ ∈ R2ν(2m+1)×2ν(2m+1) the upper triangular block matrix defined in
(5.13). Now, substituting the closed-loop system as in (5.8) in the integral
term of (5.22) and letting r = l = p, it follows:

˙̃x⊤(s) ˙̃x(s) =
(
Â ˙̃x⊤(s) +

m∑
p=1

Â(p,σ)x̃(s− σp(s))
)⊤

× (Â ˙̃x⊤(s) +
m∑
p=1

Â(p,σ)x̃(s− σp(s))

= x̃⊤(s)Â⊤Âx̃(s) + x̃⊤(s)Â⊤
m∑
l=1

Â(l,σ)x̃(s− σl(s))

+
m∑
r=1

x̃⊤(s− σr(s))Â
⊤
(r,σ)Âx̃(s)

+

m∑
r=1

m∑
l=1

x̃(s− σr(s))Â
⊤
(r,σ)Â(l,σ)x̃(s− σl(s))

(5.23)

Furthermore, exploiting again (5.18) with Υ = I, (5.23) can be rewritten
as:

˙̃x⊤(s) ˙̃x(s) ≤ x̃⊤(s)Â⊤Âx̃(s) +m
(
x̃⊤(s)Â⊤Âx̃(s)

)
+

m∑
l=1

1

2
x̃⊤(s− σl(s))Â

⊤
(l,σ)Â(l,σ)x̃(s− σl(s))

+
m∑
r=1

1

2
x̃⊤(s− σr(s))Â

⊤
(r,σ)Â(r,σ)x̃(s− σr(s))

+

m∑
r=1

m∑
l=1

(1
2
x̃⊤(s− σr(s))Â

⊤
(r,σ)Â(r,σ)x̃(s− σr(s))

+
1

2
x̃⊤(s− σl(s))Â(l,σ)Â(l,σ)x̃(s− σl(s))

)
≤ (m+ 1)x̃⊤(s)Â⊤Âx̃(s)

+ (m+ 1)
m∑
q=1

x̃⊤(s− σq(s))Â
⊤
(q,σ)Â(q,σ)x̃(s− σq(s))

(5.24)
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being q = r = l = p.
Taking into account (5.24) and Rayleigh inequality [114] (see Lemma 9 in
Appendix), relation (5.22) can be recast as

V̇ (x̃(t)) ≤ x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P +

m∑
p=1

(Np

+N⊤
p ) + γI

)
x̃(t)− η⊤(t)Θη(t) + (m+ 1)

×
m∑
p=1

σ⋆p

∫ t

t−σp(t)
x̃⊤(s)Â⊤Âx̃(s) ds+ (m+ 1)

m∑
p=1

σ⋆p

m∑
q=1

∫ t

t−σp(t)
x̃⊤(s− σq(s))Â

⊤
(q,σ)Â(q,σ)x̃(s− σq(s)) ds

≤ x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P +

m∑
p=1

(Np

+N⊤
p ) + γI

)
x̃(t)− η⊤(t)Θη(t) +m(m+ 1)σ⋆λ̄(Â⊤Â)

×
∫ t

t−σ⋆

x̃⊤(s)x̃(s) ds+m(m+ 1)σ⋆
m∑
q=1

λ̄(Â⊤
(q,σ)

Â(q,σ))

×
∫ t

t−σ⋆

x̃⊤(s− σq(s))x̃(s− σq(s)) ds

(5.25)

being σ⋆ = maxp{σ⋆p}. Now, providing an upper-bound for the inte-
gral terms in (5.25) according to [115], exploiting delay upper-bounds and
the Rayleigh inequality on the symmetric matrices P in (5.15), it follows
λ(P )x̃

⊤(t)x̃(t) ≤ V (x̃(t)) ≤ λ̄(P )x̃
⊤(t)x̃(t). This implies x̃⊤(t− σq(t))x̃(t−

σq(t)) ≤ 1
λ(P )

V (t − σq(t)) and, hence, inequality (5.25) can be re-written
as

V̇ (x̃(t)) ≤ x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P +

m∑
p=1

(Np

+N⊤
p ) + γI

)
x̃(t)− η⊤(t)Θη(t) +

m(m+ 1)σ⋆2λ̄(Â⊤Â)

λ(P )
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× sup
t−σ⋆≤s≤t

V (x̃(s)) +
m(m+ 1)σ⋆2

∑m
q=1 λ̄(Â⊤

(q,σ)
Â(q,σ))

λ(P )

× sup
t−σ⋆≤s≤t

V (x̃(s− σq(s)))

≤ x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P +

m∑
p=1

(Np

+N⊤
p ) + γI

)
x̃(t)− η⊤(t)Θη(t) + β sup

t−σ⋆≤s≤t
V (x̃(s)),

(5.26)

being β as in (5.12). To guarantee V̇ (x̃(t)) < 0, it is necessary that con-
dition in (5.13) holds. Since Θ is an upper triangular block matrix, to
guarantee Θ > 0 it suffices to select Mp > 0 and Tp > 0, ∀p = 1, . . . ,m.
In doing so, for the sake of easiness, it is possible to select Np = N⊤

p with
Np = N, ∀p = 1, . . . ,m. Hence, inequality (5.2.1) can be finally recast as
follows:

V̇ (x̃(t)) ≤x̃⊤(t)
(
PΦ+ Φ⊤P + P

m∑
p=1

Â(p,σ)Â
⊤
(p,σ)P

+ 2mN + γI
)
x̃(t) + β sup

t−σ⋆≤s≤t
V (x̃(s)).

(5.27)

By selecting a positive constant α, with α > β, if condition (5.14) holds,
from (5.27), it yields:

V̇ (x̃(t)) ≤− αV (x̃(t)) + β sup
t−σ⋆≤s≤t

V (x̃(s)) (5.28)

Since α > β, Halanay Inequality (see Lemma 6 in Appendix) implies the
existence of a positive value δ ∈ (0, α) such that

V (x̃(t)) ≤ sup
t0−σ⋆≤s≤t0

V (x̃(s))e−δ(t−t0), ∀t ≥ t0. (5.29)

According to (5.29), the exploitation of Rayleigh inequality [116] on (5.15)
leads to λ(P )∥x̃(t)∥2 ≤ x̃⊤(t)Px̃(t) ≤ λ̄(P )∥x̃(t)∥2. According to (5.15), the
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Table 5.1. Example 5.2.2: simulation parameters.

Agent 0 1 2 3 4 5

xi,1(0) 1 −1 1.85 0.5 2 4

xi,2(0) 3 4 −0.6 2.5 −1 −2

m 7

γ 0.7

following relation holds:

∥x̃(t)∥ ≤

√
λ̄(P )

λ(P )

sup
t0−σ⋆≤s≤t0

∥x̃(s)∥e−
δ
2
(t−t0), (5.30)

thus proving that the error vector ∥x̃(t)∥ → 0 exponentially as t→ ∞. In
doing so, each agent exponentially converges toward the leader-behavior,
solving the consensus leader-tracking problem. This completes the proof.

5.2.2 Numerical Analysis

Here the effectiveness of the suggested networked-based delayed PI con-
trol strategy (5.4) in solving the exponential stability leader-following con-
sensus problem is highlighted via an exemplary numerical simulation. Con-
sider a MASs consisting of N = 5 linear oscillators plus a leader, labeled as
0, sharing their state information through a delayed communication net-
work. The exemplary i-th agent dynamics are:

ẋi(t) =

[
0 1
−1 0

]
xi(t) +

[
0
1

]
ui(t, τij(t)).

The communication graph topology is described by the following Laplacian
and Pinning matrices:

L =


0 0 0 0 0
−1 1 0 0 0
0 −1 1 0 0
−1 0 −1 2 0
0 0 0 −1 1

 , P =


1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

 .
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Figure 5.1. Leader-Following consensus problem for 5 linear oscillators. Time
history of: a) first state variable xi,1(t), i = 0, . . . , 5; b) second state variable
xi,2(t), i = 0, . . . , 5; c) synchronization error x̃i,1(t) = xi,1(t) − x0,1(t) i =
1, . . . , 5; d) synchronization error x̃i,2(t) = xi,2(t) − x0,2(t) i = 1, . . . , 5; e)
Relation (5.30) with δ = 0.78 ∈ (0, α).

The multiple time-varying delays, one for any link, have been emulated
as random variables with uniform distribution within the range [0, 0.1] [s],
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whose maximum value σ⋆ = 0.1 [s], that is greater of the typical average
end-to-end communication delay in wireless networks, which is of the order
of hundredths of a second (i.e. 10−2 [s]) [117]. Moreover, the initial condi-
tions, as well as the number of communication links, have been randomly
chosen as in Table 5.1. Leader tracking performances have been evalu-
ated leveraging the Matlab/Simulink simulation platform, while Yalmip
Toolbox with SeDuMi solver [118] is exploited to solve the LMIs problem
defined in Theorem 3. The distributed PI control gains in (5.4) are selected
as Kp = 15 and Ki = 5.5. Since these control gains lead to β = 0.1716,
it is possible to select α > β as α = 0.8 in order to guarantee exponential
stability of the closed-loop oscillator MAS system. These values ensure
the fulfillment Theorem 3, thus implying that closed-loop MAS is expo-
nentially stable with a decay rate δ ∈ (0, α). Finally, the feasibility of
Theorem 3 allows to find matrix P and, hence, it is possible to compute

the ratio as
√

λ̄(P )

λ(P )
= 3.3165 depending on its minimum and maximum

eigenvalues.
Results in Figure 5.1 confirm the theoretical derivation highlighting

that, under the proposed networked-based PI delayed control strategy
(5.4), good leader-tracking performances are achieved. The time-history
of the state variables is disclosed in Figure 5.1(a)-(b), while the one of
synchronization errors is reported in Figure 5.1(c)-(d). In doing so, each
oscillator exponentially converges towards the leader behavior despite the
presence of multiple time-varying delays. Moreover, the exponential stabil-
ity of the overall MAS is corroborated by Figure 5.1(e), where it is possible
to observe the fulfillment of relation in (5.30) for the maximum admissible
value of δ according to Lemma 6, i.e. δ = 0.78 ∈ (0, 0.8).

5.3 Finite-Time Voltage Control for stand-alone
MGs with time-varying communication delays

The aim of this section is to handle the problem of voltage restoration
arising at SC level in inverter-based stand-alone MG, i.e., to guarantee
that all the DGs within the MG track the reference behaviour as imposed
by the leader node, indexed with 0. Specifically, the objective is to design
a finite-time control strategy meant to be distributed, i.e. it has to induce
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a common required behaviour for the overall network of DGs, that is also
able to counteract time-varying communication latency arising from the
information exchange. To deal with the above problem, the control objec-
tive is to design a distributed networked-based delayed strategy uVi (t, τ(t))
such that:

• ∥vi(t) − v0(t)∥ → 0 as t → T f , being vi, v0, T f the voltage of i-th
DG within the MG, the voltage set-point and desired settling time
respectively;

• there exists constant c2 ∈ R+ acting as a threshold for all voltage er-
ror trajectories with respect to the reference voltage set-point within
each transient time interval [t, t+ T f ].

The voltage leader dynamic is given by the following differential equation:

ẋ0(t) = Ax0(t), (5.31)

where x0(t) =
[
v0(t) v̇0(t)

]
∈ R2 is the state vector of the leader.

Note that, for sake of brevity, throughout the chapter the dependence on
d− q reference frame of vodi in (3.9) will be omitted, i.e., vodi = vi. Hence,
to put the DG voltage dynamic into state-space form, it is possible to
differentiate voltage dynamics in (3.9) as:

kvi v̈i(t) + v̇i(t)− kQiQ̇
m
i (t) + uVi (t, τ(t)) = 0, (5.32)

being uVi the cooperative SC input for voltage regulation computed by
leveraging the outdated information shared via communication links, de-
scribed by G c

N+1, due to communication latency [119]. Indeed, in order to
avoid instability phenomenon, it is necessary to consider communication
time-delays τ(t) from the control design phase. Finally, equation (5.32)
can be rewritten as

ẋi(t) = Axi(t) +Biu
V
i (t, τ(t)) +Giwi(t). (5.33)

Note that, equation (5.33) is a delayed-input system, where xi(t) = [vi(t)
v̇i(t)]

⊤ is the state vector; wi(t) = [0, (−v̇i(t) − kQiQ̇
m
i (t))]T is the time-

varying disturbance vector that take into account the voltage deviation
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induced by droop-PC, while A,Bi, and Gi are

A =

[
0 1
0 0

]
, Bi = Gi =

[
0
1
kvi

]
,

respectively. In addition, Assumption 2 and Remark 1 guarantee that

∃ Π ∈ R+ : |wi(t)| ≤ Π, (5.34)

which means that the disturbances are bounded. The achievement of the
aforementioned control objectives is guaranteed under the following dis-
tributed delayed finite-time control strategy:

uVi (t, τ(t)) = K
∑
j∈N c

i

aij
(
xi(t− τ(t))− xj(t− τ(t))

)
, (5.35)

where K ∈ R1×2 is the control gains vector to be proper tuned; coeffi-
cient aij models the communication network topology emerging from the
presence/absence of a communication link between the DG i and DG j
in the SC level (see Section 3.2); τ(t) is the communication time-varying
latency which is detectable by timestamp. Note that, the presence of τ(t)
over the network leads to the need of running the controller on the basis
of outdated information as in (5.35). Moreover, for the sake of simplicity,
in this section the dependence of τ(t) from the specific communication
channel connecting the each pair of DGs is omitted. In addition, self and
interagent delays are the same in (5.35), which does not compromise the
delay consensus margin (see previous Remark 3 in Chapter 4).
We highlight that the proposed control protocol in (5.35) is homogeneous
and continuous, thus allowing to prevent chattering phenomenon arising
from discontinuous control law.

5.3.1 Finite-Time Voltage Recovery

In this section, stability conditions guaranteeing the robust finite-time
voltage recovery in an islanded MG despite the presence of communication
delays are provided. This conditions are expressed as a set of LMIs, whose
solution allows finding the suitable control gains vectorK ∈ R1×2 in (5.35).
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To this aim, firstly the mathematical representation of the MG closed-loop
system under the action of the distributed control (5.35) is derived. Hence,
given the dynamics of DG i in (5.33) and the ones of the leading agent as
in (5.31), the voltage error vector for each DG i with respect to the leader
DG 0 can be defined as

ei(t) = xi(t)− x0(t) ∀i ∈ V c
N+1 − {0}.

According to the above definition and considering the control input uVi as
in (5.35), it is possible to derive the closed-loop error dynamics for the i-th
DG as

ėi(t) = Aei(t)+BiK
∑
j∈N c

i

aij(ei(t− τ(t))−ej(t− τ(t)))+Giwi(t). (5.36)

Now, in order to describe the closed-loop network for the overall MG in a
more compact form, by taking into account the communication topology,
the following enlarged state and disturbances vectors are introduced as
x̃(t) = [e⊤1 (t), e

⊤
2 (t), · · · , e⊤N (t)]⊤ ∈ R2N×1 and w̄(t) = [w⊤

1 (t), w
⊤
2 (t), · · · ,

w⊤
N (t)] ∈ R2N×1, respectively. Therefore, the delayed closed-loop system

results as follows:

˙̃x(t) = Āx̃(t) +Aτ x̃(t− τ(t)) +Gw̄(t), (5.37)

where Ā = (IN ⊗ A); Aτ =
∑

i(H ⊗ BiK); G =
∑

i(IN ⊗ Gi), with the
symbol ⊗ standing for the Kronecker product and H = L + P, being
L and P the Laplacian and Pinning matrices of the graph G c

N+1.
The following common assumption holds.

Assumption 5. [97] The unknown homogeneous time-varying communi-
cation delay τ(t) is bounded, i.e. τ(t) ∈ [0, τ⋆] and τ̇(t) ∈ [0, µ[ with τ⋆

and µ < 1 ∈ R+.

Sufficient conditions guaranteeing the robust finite-time stability of the
closed-loop dynamical system (5.37) are derived according to the following
Theorem.

Theorem 4. Consider the closed-loop MG network as in (5.37) and let
Assumption 5 holds. Given positive scalars α, T f , Π, c1, c2 > c1 and
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positive matrix Ψ ∈ R2N , let free matrices M, T ∈ R2N and free-invertible
matrix F ∈ R2N , being F−1 = X. Assume there exist a positive constant γ
and positive matrices P,Q,Z ∈ R2N , Q̄ = Ψ

−1
2 QΨ

−1
2 and Z̄ = Ψ

−1
2 ZΨ

−1
2

such that:
Σ11 −M⊤ + T −Aτ −M⊤ Ā⊤ G
⋆ −Q(1− µ)eατ

⋆ − T⊤ − T −T −A⊤
τ 0

⋆ ⋆ −Z 0 0
⋆ ⋆ ⋆ τ⋆2P +X⊤ +X−G
⋆ ⋆ ⋆ ⋆ γI

 < 0,

(5.38)
eαT

f
(
1 + λmax(Q̄)τ⋆ + λmax(Z̄)

τ⋆
2

2

)
c1 + γΠeαT

f
< c2, (5.39)

being Σ11 = (Ā+Aτ )+(Ā+Aτ )
⊤+Q+M+M⊤−αI, λmax(Q̄) and λmax(Z̄)

the maximum eigenvalues of matrices Q̄ and Z̄, respectively. Then system
(5.37) is robust finite-time stable with respect to (c1, c2, τ⋆, T f ,Ψ,Π) for all
the disturbances satisfying (5.34).

Proof. Consider the following Lyapunov-Krasovskii functional:

V (x̃(t)) = V1(x̃(t)) + V2(x̃(t)) + V3(x̃(t)), (5.40)

where

V1(x̃(t)) = x̃⊤(t)x̃(t), (5.41)

V2(x̃(t)) =

∫ t

t−τ(t)
x̃⊤(s)eα(t−s)Qx̃(s) ds, (5.42)

V3(x̃(t)) = τ⋆
∫ 0

−τ⋆

∫ t

t+θ

˙̃x⊤(s)eα(t−s)Z ˙̃x(s) ds dθ, (5.43)

being Q and Z symmetric and positive definite matrices.
Differentiating V1(x̃(t)) in (5.41) along the trajectories of the closed-loop
system (5.37), it yields:

V̇1(x̃(t)) = ˙̃x⊤(t)x̃(t) + x̃(t)⊤ ˙̃x(t) = 2x̃⊤(t) ˙̃x(t)

= 2x̃⊤(t)Āx̃(t) + 2x̃⊤(t)Aτ x̃(t− τ(t)) + 2x̃⊤(t)Gw̄(t). (5.44)

By leveraging the Newton-Leibnitz formula (see Appendix A.13), i.e., x̃(t−
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τ(t)) = x̃(t)−
∫ t
t−τ(t)

˙̃x(s) ds [97], the equality (5.44) can be rewritten as:

V̇1(x̃(t)) = x̃⊤(t)(Φ + Φ⊤)x̃(t)− 2x̃⊤Aτ

∫ t

t−τ(t)

˙̃x(t) ds+ 2x̃⊤(t)Gw̄(t),

(5.45)

being Φ = Ā+Aτ .
Moreover, given Assumption 5, by differentiating V2(x̃(t)) in (5.42) and
V3(x̃(t)) in (5.43) along the trajectories of (5.37), it yields:

V̇2(x̃(t)) ≤ x̃⊤(t)Qx̃(t)− x̃⊤(t− τ(t))eατ
⋆
Q(1− µ)x̃(t− τ(t))

+ αV2(x̃(t)), (5.46)

V̇3(x̃(t)) ≤ τ⋆2 ˙̃x⊤(t)Z ˙̃x(t)−
∫ t

t−τ(t)

˙̃x⊤(s)eα(t−s)Z ˙̃x(s) ds+ αV3(x̃(t))

≤ τ⋆2 ˙̃x⊤(t)Z ˙̃x(t)−
∫ t

t−τ(t)

˙̃x⊤(s)Z ˙̃x(s) ds+ αV3(x̃(t)). (5.47)

By applying Jensen inequality [97] (refer to Lemma 4 in Appendix) on the
integral term of inequality (5.47), it follows:

V̇3(x̃(t)) ≤ αV3(x̃(t)) + τ2⋆ ˙̃x(t)Z ˙̃x(t)

−

(∫ t

t−τ(t)

˙̃x(s) ds

)⊤

Z

(∫ t

t−τ(t)

˙̃x(s) ds

)
. (5.48)

Finally, summing up (5.45), (5.46) and (5.48), the following inequality is
obtained:

V̇ (x̃(t)) ≤ x̃⊤(t)(Φ + Φ⊤)x̃(t)− 2x̃⊤Aτ

∫ t

t−τ(t)

˙̃x(t) ds+ 2x̃⊤(t)Gw̄(t)

+ x̃⊤(t)Qx̃(t)− x̃⊤(t− τ(t))eατ
⋆
Q(1− µ)x̃(t− τ(t)) + αV2(x̃(t))

+ αV3(x̃(t)) + τ2⋆ ˙̃x⊤(t)Z ˙̃x(t)

−

(∫ t

t−τ(t)

˙̃x⊤(s) ds

)⊤

Z

(∫ t

t−τ(t)

˙̃x(s) ds

)
. (5.49)
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Now, Free Matrices method (see Section A.2.3) leads to

2

(
x̃⊤(t)M⊤ + x̃⊤(t− τ(t))T⊤

)
×

×

[
x̃(t)− x̃(t− τ(t))−

∫ t

t−τ(t)

˙̃x(s) ds

]
= 0 (5.50)

and

2 ˙̃x⊤(t)F⊤

(
˙̃x(t)− Āx̃(t)−Aτ x̃(t− τ(t))−Gw̄(t)

)
= 0, (5.51)

being M, T and F ∈ R2N×2N free matrices.
Summing the null terms (5.50) and (5.51) to the right-side of inequality
(5.49), it follows:

V̇ (x̃(t)) ≤ +αV2(x̃(t)) + αV3(x̃(t)) + x̃⊤(t)
(
Φ+ Φ⊤ +Q+M +M⊤

)
x̃(t)

+ 2x̃⊤(t)
(
M⊤ + T

)
x̃(t− τ(t)) + 2x̃⊤(t)Gw̄(t)

− 2x̃⊤(t)
(
Aτ +M⊤

)∫ t

t−τ(t)

˙̃x(s) ds

+ x̃⊤(t− τ(t))
(
−Q(1− µ)eατ

⋆
+ T⊤ + T

)
x̃(t− τ(t))

− 2x̃⊤(t− τ(t))T⊤
∫ t

t−τ(t)

˙̃x(s) ds+ ˙̃x⊤(t)
(
τ2⋆Z + F⊤ + F

)
˙̃x(t)

− 2 ˙̃x⊤(t)F⊤Āx̃(t)− 2 ˙̃x⊤(t)F⊤Aτ x̃(t− τ(t))− 2 ˙̃x⊤(t)F⊤Gw̄(t)

−

(∫ t

t−τ(t)

˙̃x⊤(s) ds

)⊤

Z

(∫ t

t−τ(t)

˙̃x(s) ds

)
(5.52)

Now, by defining the following enlarged state vector:

η(t) =
[
x̃⊤(t) x̃⊤(t− τ(t))

∫ t
t−τ(t)

˙̃x(s) ds ˙̃x⊤(t) w̄(t)
]⊤

∈ Rν×ν ,

(5.53)
with ν = 5 · 2N , the inequality (5.52) can be recast into a more compact
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form as

V̇ (x̃(t)) ≤ η⊤(t)Ξη(t) + αV2(x̃(t)) + αV3(x̃(t)), (5.54)

where

Ξ =


Ξ11 Ξ12 Ξ13 Ξ14 Ξ15

⋆ Ξ22 Ξ23 Ξ24 Ξ25

⋆ ⋆ Ξ33 Ξ34 Ξ35

⋆ ⋆ ⋆ Ξ44 Ξ45

⋆ ⋆ ⋆ ⋆ Ξ55

 ∈ Rν×ν , (5.55)

whose elements are defined as

Ξ11 = Φ+Φ⊤ +Q+M⊤ +M, Ξ12 = −M⊤ + T,
Ξ13 = −Aτ −M⊤, Ξ14 = Ā⊤F, Ξ15 = G,
Ξ22 = −Q(1− µ)eατ

⋆ − T⊤ − T, Ξ23 = −T⊤,
Ξ24 = −A⊤

τ F, Ξ33 = −Z, Ξ44 = τ2⋆Z + F⊤ + F,
Ξ45 = −F⊤G, Ξ25 = Ξ34 = Ξ35 = Ξ55 = 02N×2N .

Summing and subtracting the terms αV (x̃(t)) and γw̄⊤(t)w̄(t) to (5.54),
after some algebraic manipulations, it results:

V̇ (x̃(t))− αV (x̃(t)) ≤ η⊤(t)Ξ
′
η(t) + γw̄⊤(t)w̄(t), (5.56)

being Ξ
′ defined as

Φ+Φ⊤+Q+M⊤+M−αI2N −M⊤+T −Aτ−M⊤ Ā⊤F G

⋆ −Q(1−µ)eατ⋆−T⊤−T −T⊤ −A⊤
τ F 02N×2N

⋆ ⋆ −Z 02N×2N 02N×2N

⋆ ⋆ ⋆ τ2⋆Z+F⊤+F −F⊤G
⋆ ⋆ ⋆ ⋆ −γI2N


(5.57)

Choosing positive definitive matrices Q and Z ∈ R2N , free matrices M , T ,
F ∈ R2N×2N and L2 gain γ such that Ξ

′
< 0 is fulfilled (with Ξ

′ defined
in (5.57)), from (5.56) it follows:

V̇ (x̃(t))− αV (x̃(t)) ≤ γw̄⊤(t)w̄(t). (5.58)
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Then, for all t ∈ [t0, t0+T
f ], being T f the pre-fixed settling time, it holds:

V (x̃(t)) ≤ eαtV (x̃(0)) + γ

∫ t

0
w̄⊤(s)w̄(s) ds

≤ eαT
f
V (x̃(0)) + γ

∫ T f

0
w̄⊤(s)w̄(s) ds. (5.59)

Now, in order to evaluate V (x̃(0)), introduce the following relations:

Q̄ = Ψ
−1
2 QΨ

−1
2 , Z̄ = Ψ

−1
2 ZΨ

−1
2 ,

being Ψ ∈ R2N any positive matrix, i.e. Ψ > 0.
Given the above definitions, according to the choice of the Lyapunov-
Krasovskii functional (5.40), V (x̃(0)) can be computed as

V (x̃(0)) = x̃⊤(0)x̃(0) +

∫ 0

−τ(0)
x̃⊤(s)e−αsQx̃(s) ds

+ τ⋆
∫ 0

−τ⋆

∫ 0

θ

˙̃x⊤(s)e−αsZ ˙̃x(s) ds dθ

≤ {1 + λmax(Q̄)τ⋆ +
τ⋆3

2
λmax(Z̄)}×

sup
−τ⋆≤t0≤0

{x̃⊤(t0)Ψx̃(t0); ˙̃x⊤(t0)Ψ ˙̃x(t0)}. (5.60)

Given (5.60) and the boundedness of the disturbance vector as in (5.34),
inequality (5.59) finally becomes:

V (x̃(t)) ≤ eαT
f
(
1 + λmax(Q̄)τ⋆ + λmax(Z̄)

τ⋆3

2

)
c1 + γΠeαT

f
, (5.61)

being Π the maximum value of w̄(t) for all the domains that include the
MG operation point.
Furthermore, from (5.40)

V (x̃(t)) ≥ x̃⊤(t)x̃(t) ≥ λmin(I)x̃
⊤(t)Ψx̃(t) (5.62)
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holds. Finally, from (5.61) and (5.62) it follows:

x̃⊤(t)Ψx̃(t) ≤ eαT
f
(
1 + λmax(Q̄)τ⋆ + λmax(Z̄)

τ⋆3

2

)
c1 + γΠeαT

f ≤ c2.

(5.63)

Therefore, if the inequality (5.57) and the LMIs (5.39) hold, the delayed
closed-loop system (5.37) is robust finite-time stable according to Defini-
tion 7 (see Definition 7 in Appendix).
However, inequality (5.57) is not easy to solve since it is non-linear due
to the presence of products between the matrix variable Aτ , depending on
the control gains as in (5.35), and the other matrices variables. Hence, for
effectively dealing with it, the congruence transformation LMIs property
is employed to transform (5.57) into an equivalent LMIs by pre- and post-
multiply it with the matrix Υ = diag{I, I, I,X, I} and its transpose [120].
In doing so, by defining X = F−1 and P = X⊤ZX, after some algebraic
manipulation, (5.57) is transformed into the LMIs (5.38) depending on the
linear combination of the controller gains. This completes the proof.

Remark 5. The feasibility of the LMIs problem in (5.38)-(5.39) can be
numerically verified by using, for example, the interior-point method [120]
implemented in the Yalmip Toolbox with SeDuMi solver [118].

Remark 6. Since Finite-time control strategies can guarantee both a faster
convergence than asymptotically ones and a best features in the presence of
disturbances and uncertainties [121], it is particularly suitable adopt them
in practical application like MGs control. Indeed, by reaching the voltage
synchronization of all the DGs to the reference values in finite-time, the
variable loads, which require nominal operating conditions, can be properly
managed, thus allowing a proper disturbances rejection [84].

Remark 7. Feasible delay-dependent Matrix Inequalities in (5.38) and
(5.39) are obtained through Theorem 4, which guarantee the robust finite-
time voltage synchronization of the overall MG in (5.37). By fixing the
maximum value τ⋆ for the time delays, the value of c1, Π (usually pre-
scribed in technical literature [122]) and the couple (T f , α), which force the
overall performances of the entire MG in terms of settling time, thus condi-
tioning state trajectories evolution and their threshold c2, equalities (5.38)
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Figure 5.2. The IEEE 14-bus Test System

and (5.39) can be seen as LMIs. In so doing, the feasibility of the LMIs
allows tuning the robust controller gains so to guarantee the achievement
of control objectives despite the presence of communication latency.

Remark 8. When solving the LMIs in (5.38) and (5.39), the upper bound
for communication delay τ⋆ is set to be greater than the conventional
threshold of the wireless communication network in normal operating con-
ditions, e.g. based on the IEEE 802.11 protocol. Note that, hard delays,
larger than the typical upper bound allowed by the wireless network, cor-
respond to sudden packet losses. In doing so, the proposed procedure pro-
vides a meaningful robust stability margin with respect to the unavoidable
latencies that can affect the networked cyber-physical system during some
operative conditions [108].

5.3.2 Performance Analysis

In this section the effectiveness of the control approach (5.35) is verified
for the voltage regulation problem in the IEEE 14-bus test system depicted
in Figure 5.2. The aim is to show how the proposed distributed finite-
time control (5.35), despite the presence of communication time-varying
delays, can ensure a desired voltage restoration by eliminating unavoidable
deviations due to primary droop-control. The system operates in islanded
mode and consists of N = 5 droop control DGs setting on buses 1, 2, 3, 6
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Table 5.2. DGs Locations, static droop coefficient and time constants of the
LCL filters.

DG1 DG2 DG3 DG4 DG5

DGs

Location 1 2 3 6 8
τPi

0.016 0.016 0.016 0.016 0.016
τQi

0.016 0.016 0.016 0.016 0.016
kPi

3.01e−5 7.14e−5 1e−5 1e−5 1e−5

kQi
0.01 0.02 2.5e−3 4.17e−3 4.17e−3

kvi 1e−2 1e−2 1e−2 1e−2 1e−2

Table 5.3. ZIP load model parameters.

Load Bus P1ρ P2ρ P3ρ Q1ρ Q2ρ Q3ρ

4 0.01 1 e4 0.01 1 e4

5 0.01 2 e4 0.01 2 e4

7 0.01 3 e4 0.01 3 e4

9 0.01 4 e4 0.01 4 e4

10 0.01 1 e4 0.01 1 e4

11 0.01 2 e4 0.01 2 e4

12 0.01 3 e4 0.01 3 e4

13 0.01 4 e4 0.01 4 e4

14 0.01 1 e4 0.01 1 e4

and 8, M = 9 ZIP-modeled local loads and twenty transmission lines
(see the electrical power line topology in 5.2). Information about lines
impedance and active and reactive power limits are provided according to
[123], while the parameters of both droop-controlled DGs and ZIP local
loads are chosen as in Table 5.2 and 5.3, respectively.

The DGs share information via the communication network topol-
ogy G c

N+1 with E c
N+1 = {(0, 1), (1, 2), (2, 3), (3, 2), (3, 4), (4, 5)}, where only

DG1 has a direct access to virtual leader information. It is worth noting
that this connected communication topology is just one among all the pos-
sible configuration that can be dealt with the proposed approach (similar
results have been omitted here for the sake of brevity).
In the simulation scenario, the communication delay τ(t) has been sim-
ulated as a time-varying function with a maximum value of τ⋆ = 0.1[s].
Note that, by considering τ⋆ = 0.1[s], it results an upper bound for the
communication delays that is greater than the typical maximum value al-
lowed for wireless channel in normal operating conditions (which is about
10−2[s] [124]). In doing so, a meaningful margin of robust stability with
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respect to hard delays, which correspond to sudden information packet
losses, can be provided.
Moreover, to mimic a more realistic scenario, the secondary frequency con-
troller uωi

uωi = αi(ω̂i − ωi)
˙̂ωi = βi

∑
j∈N c

i

(ωi − ωj) + gi(ωi − ω0) + φi
∑

j∈N c
i

(uωj − uωi ) (5.64)

proposed in [13] is also included in the simulation platform, whose control
gains are selected as αi = 10.5, βi = −0.3, and γ = 0.001, while ω0 is the
frequency reference value to be reached.
Voltage regulation performances are evaluated leveraging the Matlab
Simulink simulation platform, while the LMIs defined in Theorem 4 are
numerically verified by using the interior-point method implemented in
Yalmip Toolbox through the SeDuMi solver. The resulting control gains
in (5.35), obtained by verifying the feasibility problem of LMIs (5.38)-
(5.39), are K = [−0.930 − 0.726]; instead, the weighted L2 gain and the
threshold for state trajectories are γ = 0.94237 and c2 = 0.0459, respec-
tively.
Note that, as already stated, for solving the LMIs, a fixed value for τ⋆,
properly chosen according to technological constraints, is considered. How-
ever, this parameter plays an important role for the stability of the whole
MG, as well as for solving the LMI problem (5.38)-(5.39). Therefore, before
describing the simulation results, a sensitivity analysis of this parameter
with respect to L2 gain γ and state trajectories threshold c2 is carried out
in order to disclose the maximum upper bound of communication delays
which guarantees that Theorem 4 still holds as well as the feasibility of
LMI problem is confirmed. Specifically, this latter is verified for different
value of τ⋆, ranging from 0.1[s] to 0.9[s] with an iterative step of 0.1 [s].
By solving the LMIs problem for each of the selected value for τ⋆, different
values for the L2 gain γ and state trajectories bound c2 are obtained as
shown in Figure 5.3. This sensitivity analysis allows finding a stability
margin with respect to the upper bound of the communication delay that
can be useful if hard delays occur.
In order to disclose the strength and the robustness of the suggested finite-
time control law in ensuring the achievement of voltage restoration to the



5.3. Finite-Time Voltage Control for stand-alone MGs with time-varying
communication delays 99

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.9424

0.9426

0.9428

0.943

0.9432

0.9434

(a)

0.2 0.4 0.6 0.8 1
0.044

0.046

0.048

0.05

0.052

0.054

0.056

(b)

Figure 5.3. Feasibility of LMI (5.38) and (5.39) for different value of τ⋆ ∈
[0.1; 0.9][s]: a) Relation among τ⋆ and L2 gain γ; b) Relation among τ⋆ and
c2.

set point despite the presence of both communication delays and frequen-
cy/voltage deviations, a time-interval of 60[s] is considered for simulation
purpose. Specifically, three representative simulation scenarios are inves-
tigated, namely: i) nominal scenario, where only voltages reference vari-
ations occur; ii) loads changing scenario, where both voltages reference
and loads variations occur; iii) plug-and-play scenario, where a more trou-
blesome simulation scenario is emulated, where plug-and-play phenomena
and load variations occur. Furthermore, the validation on the IEEE 30
bus test system is carried out to disclose the applicability of the proposed
approach to larger power network, while a comparison analysis is also pro-
vided to show the benefit of the approach with respect to the very recent
technical literature.

Nominal Scenario

In this nominal scenario, no loads variations are considered. Partic-
ularly, the use-case under test performs only voltage reference changes,
i.e.: i) at t = 0 [s] the frequency and voltage control are enabled with
ω0(t) = 1 [p.u.] and v0(t) = 1.02 [p.u.]; ii) at t = 10 [s] the set-point
for the voltage secondary controller is set to v0(t) = 1.03 [p.u.]; iii) at
t = 40 [s] the set-point restores to v0(t) = 1.02 [p.u.].



100 Chapter 5. Resilience with respect to communication time-delays

0 10 20 30 40 50 60

Time [s]

0.99

1

1.01

1.02

1.03

1.04

V
o
lt

ag
es

 [
p
.u

.]

v
1
(t)

v
2
(t)

v
3
(t)

v
6
(t)

v
8
(t)

(a)

0 10 20 30 40 50 60

Time [s]

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

V
o
lt

ag
e 

E
rr

o
rs

 [
p
.u

.]

DG1

DG2

DG3

DG4

DG5

(b)

0 10 20 30 40 50 60

Time [s]

0.99995

0.99998

1

F
re

q
u
en

ci
es

 [
p
.u

.]

1
(t)

2
(t)

3
(t)

6
(t)

8
(t)0 2 4

0.99996

0.99998

1

(c)

0 10 20 30 40 50 60

Time [s]

0

0.01

0.02

0.03

0.04

V
o
lt

ag
e 

S
ta

te
 t

ra
je

ct
o
ri

es

c
2

DG1

DG2

DG3

DG4

DG5

(d)

Figure 5.4. Distributed Finite-Time Voltage Restoration Control in the nom-
inal scenario. Time history of: a) voltage vi(t), i = 1, . . . , 5; b) voltage error
vi(t)− v0(t), i = 1, . . . , 5; c) frequency ωi(t), i = 1, . . . , 5; d) Voltage state tra-
jectories x̃⊤(t)Ψx̃(t).

The effectiveness of the proposed finite-time control strategy is confirmed
by the results in Figure 5.4, where it is possible to appreciate the voltage
synchronization process in spite of the effects of time-varying latency, the
unavoidable fluctuation due to PC and the reference changes. Specifically,
by activating controller (5.35) at t = 0 [s], all the DGs voltages achieve the
set-point in T f = 6 [s] as shown in Figure 5.4(a), thus allowing the voltage
errors fast approaching to zero value (see Figure 5.4(b)). For complete-
ness, Figure 5.4(c) reports the frequency evolution of all the DGs under
the action of (5.64). Finally, state trajectories evolution are disclosed in
Figure 5.4(d), thus confirming the boundedness of the whole MG with re-
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Figure 5.5. Distributed Finite-Time Voltage Restoration Control in the load
changing scenario. Time history of the loads percentage variation with respect
to the nominal values.

spect to the threshold c2, properly computed by solving LMIs (5.39), i.e.
x̃⊤(t)Ψx̃(t) < c2 ∀t ∈ [t0, t0 + T f ], being t0 the time instant when the
set-points change.

Load Changing Scenario

Since load demand is subjected to frequent changes according to spe-
cific and practical requirements, the evaluation of the robustness with re-
spect to load variations is a crucial aspect to be investigated for assessing
the performance of the controlled grid, besides the previous one. In par-
ticular, a variable load profile L(t) as depicted in Figure 5.5 is considered,
where a maximum load variation of ± 50% can be observed. Specifically,
the following scenario is taken into account:

• At t = 0 [s], the frequency and voltage controller are switched on,
with ω0 = 1 [p.u.] and v0 = 1.02 [p.u.];

• At t = 10 [s], the set-point for voltage control varies to v0(t) =
1.03 [p.u.];

• At t = 20 [s], there is a 30% of increasing for the nominal values of
the loads;

• At t = 30 [s], loads increase of an additional 20%;
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Figure 5.6. Distributed Finite-Time Voltage Restoration Control in the load
changing scenario. Time history of: a) voltage vi(t), i = 1, . . . , 5; b) voltage
error vi(t)−v0(t), i = 1, . . . , 5; c) frequency ωi(t), i = 1, . . . , 5; d) Voltage state
trajectories x̃⊤(t)Ψx̃(t).

• At t = 40 [s] the voltages reference value is restored to v0(t) =
1.02 [p.u.];

• At t = 50 [s], loads are restored to their nominal value.

Results in Figure 5.6 show that the proposed approach is able to coun-
teract the sudden variation in the load request, recovering the desired volt-
age intensity. Moreover, the robustness and the effectiveness of the sug-
gested finite-time distributed controller are confirmed in Figure 5.6 even in
this troubled scenario characterized of sudden load changes. Specifically,
as the SC is switched on at t = 0 [s], the voltages of all DGs restore to
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the set-point in T f = 6 [s] as shown Figure 5.6(a) and the voltage errors
with respect to the references go to zero (see Figure 5.6(b)). Load varia-
tion and voltage references changes are performed at the next step of the
simulation and the same good performance are achieved in this scenario
as well. Indeed, also in this case, the proposed controller allows adjust-
ing the voltages of all the DGs to the desired reference value with the
same settling time T f = 6 [s]. Tolerable errors can be seen in the volt-
age time evolution in Figure 5.6(a)-(b) in concurrence of load fluctuations.
Figure 5.6(c) points out the time evolution of the DGs frequency with
controller in (5.64) switched on. Furthermore, according to Definition 7,
Figure 5.6(d) proves the boundedness of the overall state trajectories, i.e.
x̃⊤(t)Ψx̃(t) < c2 ∀t ∈ [t0, t0 + T f ], where t0 is the time instant when
sudden changes in loads and references appear.

Plug-and-Play Scenario

Here the robustness of the proposed control approach is discussed in
the more troublesome simulation scenario, where plug-and-play phenom-
ena along with load variations, as in in Figure 5.5, occur. Specifically,
DG2 at bus 2 and DG4 at bus 6 are unplugged at t = 25 [s] and t = 50 [s]
respectively, and then plugged-in at t = 32 [s] and t = 52 [s], respectively.
Note that these sources failure also implies communication losses for the
links connected to the unplugged DGs [125]. Simulation results, depicted
in Figure 5.7, confirm the effectiveness of the proposed control approach
in ensuring finite-time voltage control also in this troublesome electrical
scenario. Specifically, Figure 5.7(a) shows that voltage controllers success-
fully face to DGs losses by sharing the excess power among the remaining
DG units (see Figure 5.7(b)). Finally as highlighted in Figure 5.7(c), the
boundedness of the overall state-trajectories is still guaranteed.

Validation on a larger system: the case of IEEE 30 bus test
system

Here the applicability of the proposed control approach also in larger
system, with more interconnected DGs sharing information via a commu-
nication network affected by time-varying communication delays, is high-
lighted. Specifically, the IEEE 30-bus system operating in stand-alone
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Figure 5.7. Plug-and-Play scenario for DG2 and DG4 in load changing sce-
nario. Time history of: a) voltage vi(t), i = 1, . . . , 5; b) supplied reactive
power Qi(t), i = 1, . . . , 5; c) Voltage state trajectories x̃⊤(t)Ψx̃(t).

mode is considered, which consists of N = 7 droop control DGs, set on
buses 1, 2, 3, 6, 8, 10 and 13, M = 23 ZIP local loads and 41 transmission
lines. Parameters of the electrical grid are given in [123]. As exemplar
simulation scenario we consider the nominal scenario as described above.
Results in Figure 5.8 disclose that, also for larger power networks, the
proposed control protocol (5.35) is able to ensure the robust finite-time
voltage regulation problem despite the presence of communication time-
varying delays. Indeed, all the DGs track the reference behaviour (see Fig-
ure 5.8(a)-(b)), while counteracting the effects of communication latency
as well as the natural deviation due to underlying control layer. Finally,
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Figure 5.8. Distributed Finite-Time Voltage Restoration Control in the
nominal scenario for IEEE 30 bus Test System. Time history of: a) volt-
age vi(t), i = 1, . . . , 7; b) voltage errors vi(t) − v0(t), i = 1, . . . , 7; c) Voltage
state trajectories x̃⊤(t)Ψx̃(t).

the boundedness of the state trajectories evolution is still guaranteed as
shown in Figure 5.8(c), thus confirming that x̃⊤Ψx̃ < c2∀t ∈ [t0, t0 + T f ],
being t0 the time instant when reference variations occur. The obtained
results confirm how the proposed approach successes in guaranteeing the
control objectives also for larger test-bus power network.

Comparison Analysis

To further disclose the benefit of the proposed finite-time networked-
based delayed control input in guaranteeing voltage regulation in MG,
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herein the resulting performances are compared with the ones achievable
via the nonlinear distributed voltage controller, very recently proposed in
[10], which neglects the unavoidable presence of communication impair-
ments. For the comparison analysis, the nominal scenario as detailed
above is considered. The performances achievable with the nonlinear con-
troller [10] are disclosed in Figure 5.9, which highlights how time-varying
delays dramatically affect the MG stability. By observing both Figure
5.4 and Figure 5.9, it is possible to appreciate how the proposed control
approach allows achieving improved performances in terms voltage regu-
lation, while counteracting time-varying communication delays as well as
voltage deviations due to PC layer and references variations. This benefit
straightly comes from the fact that the communication delays are taken
into account from the beginning of the control design phase.
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Figure 5.9. Comparison with nonlinear controller proposed in [10] for the
nominal scenario. Time history of: a) voltage vi(t), i = 1, . . . , 5; b) voltage
errors vi(t)− v0(t), i = 1, . . . , 5.

5.4 Concluding Remarks

This chapter has investigated the effect of time-varying communica-
tion delays in MASs and, in particular, in MG application. Firstly, a novel
networked-based PI control strategy is introduced to solve the leader track-
ing problem for high-order LTI MASs with heterogeneous time-varying de-
lays depending on the specific communication channel connecting a pair
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of agents. Exponential stability conditions are derived by exploiting both
Lyapunov-Krasovskii theory and Halanay Lemma, thus guaranteeing that
each agent exponentially tracks the leader behavior while coping with het-
erogeneous time-varying delays. The effectiveness of the approach is vali-
dated for the application of linear oscillator networks. Exemplary numer-
ical simulations corroborate the theoretical derivation.
Then, MASs modeling paradigm is exploited to address the secondary volt-
age control in stand-alone inverter-based MG in the presence of communi-
cation latencies. The problem is solved via a fully distributed finite-time
voltage control strategy able to guarantee that all DGs voltages track the
reference value in a finite-time interval despite model mismatches, load
fluctuation and natural deviation induced by droop-based PC. Exploiting
Lyapunov-Krasosovskii theory combined with Finite-Time Stability tools,
the effectiveness and the robustness of the proposed control law are analyt-
ically proven, thus resulting in delay-dependent stability criteria expressed
as a set of LMIs allowing the tuning of the control gains. An extensive
numerical simulation, carried out on a realistic case study using the pop-
ular benchmark of the IEEE 14 bus test system, is performed. Numerical
results have revealed the robustness and the effectiveness of the proposed
control architecture in guaranteeing that all the DGs involved in the MG
track the reference leader behaviour with specified transient and steady-
state performances, in spite of communication time-varying latencies, as
well as natural voltage fluctuations induced by the PC layer.





Chapter 6
Resilience with respect to
unknown and unbounded
uncertainties

As modern DGs always involve heterogeneous and unknown distur-
bances/model mismatches, a lack of accurate knowledge about the entire
MG dynamics arises. Hence, an appropriate SC strategy is helpful to
improve the voltage regulation process in an uncertain and unknown envi-
ronment. To this aim, this chapter focuses on designing a novel distributed
adaptive PID-like controller able to counteract unknown uncertainties aris-
ing from external disturbances and parameter mismatches, as well as un-
avoidable deviations induced by primary droop control, while recovering
desired voltage reference value. By leveraging Lyapunov theory, an adap-
tive mechanism is provided to adjust control parameters for dealing with
different operating conditions. The stability of the entire MG, analytically
derived by also exploiting the Barbalat lemma, proves that all DGs within
the electrical grid track the reference signal despite the presence of un-
known uncertainties, with bounded adaptive control gains in steady-state
phases. A detailed simulation analysis confirms the theoretical derivation
and the effectiveness of the proposed controller in ensuring the voltage
restoration in different troublesome scenarios, where both reference/loads
variations and plug-and-play phenomena occur.
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6.1 Need for Robust Secondary Voltage Control

Modern power systems are increasingly moved towards MG-based dis-
tribution network framework in order to improve system resilience with
respect to troublesome operating situations, e.g. downstream of natu-
ral disasters, physical and cyber attacks [126]. Moreover, MG solution
allows also facing with both environmental issues and huge costs of de-
velopment of traditional power systems via the extensive integration of
RESs, such as solar and wind, thus generating more and green electricity
[127]. The main benefits of the usage of RESs rely in: i) reducing car-
bon dioxide (CO2) generation from power generation units, ii) reducing
power losses and voltage drop, iii) delivering power to the new load cen-
ters that are geographically located far from power grids. However, the
investment and maintenance costs of such energy sources are high [128].
Besides, the uncertainty of RESs and the nonlinear nature of generation
facilities impose unprecedented changes on improving the control perfor-
mance [127]. Indeed, a MG with its control mechanism is a nonlinear
system and it is always prone to disturbances and matched/unmatched
uncertainties. Matched uncertainties are logged through the input chan-
nels, while unmatched uncertainties are those that act through channels
other than control inputs [11]. Load changes, DGs tripping, unmodeled
dynamics, noises, communication delays, and network and PC parame-
ters variations are some examples of uncertainties, which may affect the
MG control system performance, even bringing to instability phenomena
[11, 129]. Therefore, distributed SC of dispersed DGs into the MG is a
tricky problem and it could be desirable to design and implement efficient
and proper control techniques able to compensate for the adverse effects
of disturbances/uncertainties. Robust control theory is the best solutions
to overcome uncertainty, disturbance, and the nonlinear nature of RESs
[127]. Different attempts are made towards the design of secondary robust
controllers and implementation of various robust control algorithms.
For instance, a Distributed Sliding Mode Controller (DSMC) is introduced
in [10] in order to achieve voltage regulation and satisfy power sharing re-
quirements, while robustness with respect to randomness and uncertainty
of DGs and loads has been proved via phase trajectory method. Again,
[130] combines an extended state Kalman-Bucy filter to estimate the DGs
state information in the presence of parameters perturbations and mea-
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surement noises, with a Sliding Mode Controller (SMC) able to maintain
the system stability and improve SC performances. To overcome chattering
phenomena that may arise when SMC solutions are adopted, [131] intro-
duces a RBF Neural Network (NN) to adjust switching gain of the sliding
mode control in real time, while restoring MG voltage values. Moreover,
an active disturbance rejection control technique has been suggested in
[132] in order to enhance robustness against unmodeled dynamics, model
uncertainties and external disturbance, while the problem of finite-time
stabilization of MG voltages has been addressed and solved in [42, 133].
By leveraging backstepping technique and NonZero-Sum (NZS) differen-
tial game strategy, [134] has tackled the problem of voltage recovery of
islanded MG, where the model identifier has been established to recon-
struct the unknown NZS games systems based on a three-layer NN.
From the control point of view, steady-state and transient performances
can be highly improved by using PID controller, which allows consider-
ing at the same time both past and future information together with the
present ones [135]. Versatility and ease of implementation are the main
features of PID-like control and its variations, which enable the usage of
this kind of controllers in different application fields (see [93, 136] and ref-
erences therein). For the specific MG application, PI/PID approaches have
been widely used in the SC [35], since they can not only remove voltage
deviations induced by the PC layer, but also provide fast response to the
transient change [14, 137]. For instance, a fully distributed robust delayed
sampled-data PID controller has been used in [14] to solve voltage regu-
lation control problem by exploiting artificial delays approach and finite
difference approximation. Again, the problem of designing a robust cen-
tralized PID protocol for grid voltage control of an islanded MG has been
addressed and solved in [138] by comparing four different methods, hence
providing an optimal selection of central PID controller parameters.
As the conventional SC is based on PI/PID controllers with fixed param-
eters, this kind of control strategies result in poor performance against
uncertianties, model inaccuracies and sudden load variations. To improve
MG performance with respect to its frequently changing behavior, while
taking into account different kind of DGs, adaptive and intelligent PI/PID
controllers with dynamically updated coefficients are needed [139]. Along
this line, an adaptive PI control approach has been proposed in [139] where
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an adaptive neuro-fuzzy interface system is designed to adapt the PI coef-
ficients at MG operating conditions. Conversely, the nonlinear constrained
minimization method has been exploited in [140] in order to design decen-
tralized voltage PI controllers aiming at regulating the voltage amplitude of
the grid nodes to which DGs are connected. Herein, the nonlinear problem
has been formulated in the frequency domain, with the purpose of finding
proportional and integral control gains; however, the accurate choice of a
proper cost function on the basis of the electrical grid operating conditions
is required. A robust model reference adaptive PID controller is suggested
in [141] to obtain desired voltage performance in the presence of unknown
parameters. However, herein, the reference model has to be chosen such
that it matches with the nominal plant model, which could be a hard task
due to unavailability of accurate MG information. Hence, the technical
literature overview highlights that most of adaptive mechanisms are based
on ANN [33], backstepping [34, 142] and Fuzzy technique [35]. However,
these latter methods result in high computational complexity, which make
difficult their implementation in real-time applications [143].
Given the above considerations, by taking advantages of the PID-like con-
trol strategies, this chapter is devoted to the design of a novel distributed
PID controller endowed with self-tuning adaptive mechanisms able to re-
store the voltage synchronization for all the current MG operating condi-
tions. Most notably, unlike existing distributed adaptive protocols for the
voltage recovery problem, the design is performed in a fully distributed
fashion, i.e. without requiring any knowledge about global information,
such as the communication graph topology, system dynamics and/or bound
of external disturbances. Specifically, by exploiting the solely information
flow in the communication network from NCS perspective, the updating
control laws are derived via Lyapunov theory along with the Barbalat
lemma, thus coping with variable loads, completely-unknown external dis-
turbances and unmodeled dynamics. In doing so, the asymptotic MG
voltage synchronization is achieved in different highly varying operating
conditions, as well as the boundedness of the adaptive signals is guaran-
teed with a reduction of computational burden and communication channel
bandwidth. Motivations and contributions of the chapter can be high-
lighted as follows:

• to solve the voltage recovery problem in inverter-based islanded MG,
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a fully-distributed adaptive PID-like controller is designed, which,
leveraging self-adaptive mechanisms, does not require any informa-
tion/assumption about DGs model uncertainties and external dis-
turbances, arising from the different operating conditions in which
DGs are involved. Indeed, in order to provide to the electrical grid
anti-disturbance capability, uncertainties and external disturbance
are not assumed to be known and bounded as in [130, 133, 33, 11];

• the proposed distributed controller embeds additional distributed
adaptive integral and derivative actions which allow ensuring bet-
ter performances both in steady-state and transient phases in terms
of maximum voltage deviation percentage, differently from e.g. [11];

• the distributed adaptive mechanisms, required to handle all MG un-
avoidable uncertainties, are able to overcome the control gains tuning
issue, crucial in PI/PID/Proportional-Derivative (PD)-based strate-
gies; moreover, differently from alternative adaptive methods based
on ANN [33], backstepping [34], fuzzy technique [35], the ones pro-
posed through this chapter involve a reduced computational burden
and network communication resources savings, according to the met-
ric in [37], thus being more performing from an implementation per-
spective;

• differently from [33, 34, 35], which ensure the solely UUB stability
for the voltage error trajectories, the proposed control strategy is
able to ensure the asymptotic stability of these tracking errors, while
guaranteeing the boundedness property for all the involved signals
to be adapted.

6.2 Cooperative Robust Voltage Control Problem

In this section, the problem of voltage restoration arising at the SC
level in inverter-based islanded MG is addressed. The control objective
is to achieve the voltage synchronization of all the DGs to the reference
behavior imposed by the leader node (labeled with 0), despite the lack of
accurate knowledge of MG information, such as network topology, sudden
load variations, external and unknown disturbances and uncertain dynam-
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ics. To pursue this scope, a novel distributed cooperative PID control is
presented, which, exploiting the networked shared information, is able to
counteract all the external disturbances and parameter mismatches thanks
to a suitable adaptive mechanism for the proportional, integral and deriva-
tive control gains. The advantages of the proposed approach rely on: i)
the improvement of the closed-loop performances, due to the additional in-
tegral and derivative actions for the steady-state and the transient phases,
respectively; ii) the capability in dealing with all unavoidable unknown
uncertainties affecting the DGs network.
Hence, from the control point of view, given voltage dynamics

kviv̇i = vnom − vi − kQiQ
m
i + uvi , i = 1, 2, · · ·N, (6.1)

the aim is to design a networked-based control strategy uvi (t) in (6.1) such
that:

∥vi(t)− v0(t)∥ → 0, i = 1, . . . , N, (6.2)

where vi(t) is the voltage of the i-th DG within the MG, while v0(t) is the
desired voltage set-point imposed by the leader DG0.
To deal with this problem, let us introducing the state vector for the leader
node x0(t) = [x0,1(t), x0,2(t)]

⊤ = [v0(t), v̇0(t)]
⊤ ∈ R2×1. Hence, the volt-

age leader dynamics can be expressed by the following differential equa-
tions:

ẋ0,1(t) = x0,2(t), ẋ0,2(t) = 0. (6.3)

Then, the i-th DG voltage dynamics can be obtained by differentiating
(6.1), ∀i = 1, · · · , N , i.e.:

v̈i(t) = − 1

kvi
v̇i(t)−

kQi

kvi
Q̇m

i (t) +
1

kvi
uvi (t), (6.4)

where uvi (t) is the distributed SC input for voltage regulation to be com-
puted by leveraging the networked information, exchanged through the
communication links according to the topology described by G c

N+1.
Now, by defining the i-th DG state vector and its disturbance as

xi(t) = [xi,1(t), xi,2(t)]
⊤ = [vi(t), v̇i(t)]

⊤ ∈ R2×1,
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di(t) = (−v̇i(t)− kQiQ̇
m
i (t)),

it is possible deriving the following state-space form for (6.4):

ẋi,1(t) = xi,2(t),

ẋi,2(t) =
1

kvi
uvi (t) +

1

kvi
di(t).

(6.5)

To recast the voltage restoration control problem (6.2) as a consensus
leader-tracking one, for each DG i within the MG, it is possible to define
the following state error with respect to the leading DG0:

ei(t) =

[
ei,1(t)
ei,2(t)

]
=

[
xi,1(t)− x0,1(t)
xi,2(t)− x0,2(t)

]
= xi(t)− x0(t). (6.6)

Given (6.3)-(6.5), the dynamics of ei(t), ∀i, can be derived as:

ėi,1(t) = ei,2(t),

ėi,2(t) =
1

kvi
uvi (t) +

1

kvi
di(t).

(6.7)

Moreover, to handle voltage leader tracking consensus problem, introduce
the following synchronization signal for the i-th DG (i = 1, · · · , N):

ηi(t) =
N∑
j=1

aij(xi(t)− xj(t)) + ai0(xi(t)− x0(t)) ∈ R2×1, (6.8)

where aij is the element of the adjacency matrix A c
N associated to com-

munication network topology in the cyber-space; ai0 stands for the i-th
element of the pinning matrix P and models the interactions among fol-
lower DGs and the virtual DG0 (see Section 3.2). According to (6.6), it is
possible to rewrite the synchronization signal for the i-th DG in (6.8) as

ηi(t) =

N∑
j=1

aij(ei(t)− ej(t)) + ai0ei(t) = ciei(t)−
N∑
j=1

aijej(t), (6.9)

where ci =
∑N

j=1 aij + ai0.
The following common assumption holds.
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Assumption 6. The communication graph G c
N+1 contains a directed span-

ning tree rooted at the leader node. Therefore, each node receives the leader
information, directly or indirectly.

Remark 9. Assumption 6 ensures the positiveness of parameter ci for all
the time interval, i.e. ci ∈ R+, ∀i, ∀t. This implies that there is no time
instant such that the DG i can be isolated.

Synchronization signal in (6.9) can be written in explicit vector form
as

ηi(t) =

[
ηi,1(t)
ηi,2(t)

]
= ci

[
ei,1(t)
ei,2(t)

]
−

[∑N
j=1 aijej,1(t)∑N
j=1 aijej,2(t)

]
. (6.10)

Given error dynamics in (6.7), by differentiating (6.10), the following dy-
namics for the synchronization signal can be derived:

η̇i,1(t) = ηi,2(t),

η̇i,2(t) =
ci
kvi

(uvi (t) + di(t)−
kvi
ci

N∑
j=1

aij ėj,2(t)) =
ci
kvi

(uvi (t) + wi(t)),

(6.11)

where wi(t) = di(t)− kvi
ci

∑N
j=1 aij ėj,2(t).

Remark 10. The variable wi(t) in (6.11) embeds any kind of unknown
model mismatches and external disturbances acting on the i-th DG. Specif-
ically, it accounts for the uncertain and nonlinear terms due to all the
related complex phenomena, such as topological changes, unbalanced and
nonlinear loads, high-frequency pulse-width voltage modulation and transi-
tion between modes of operation (more details about this topic can be found
in [32, 8]).

Finally, the dynamics of the synchronization signal in (6.11) can be
written in the state-space form as follows:

η̇i(t) = Aηi(t) +Bi(u
v
i (t) + wi(t)), (6.12)

with A = [0 1; 0 0], Bi = [0 ci
kvi

]⊤.

Remark 11. For each DG i, since ci ∈ R+ and kvi ∈ R+, the couple
(A,Bi) is controllable.
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6.3 Distributed Robust Adaptive PID-like Con-
trol

To solve voltage regulation problem in (6.2) despite the presence of un-
known uncertainties and external disturbances acting on each DG i within
the network, the idea is to design a cooperative and adaptive PID-like
controller, whose action is able to emulate an ideal controller acting in the
case of fully known agents conditions.
Specifically, from (6.12), when all the disturbances and mismatches in-
volved in wi(t) term are completely known (∀i = 1, . . . , N), the ideal
controller

uv⋆i (t) = −wi(t)−K⋆
i ηi(t) (6.13)

guarantees the achievement of voltage synchronization within the MG ac-
cording to control objective (6.2), whereK⋆

i ∈ R1×2 is the ideal gain vector.
This latter can be tuned by considering the closed-loop dynamics for each
DG i under the action of the controller (6.13), i.e.:

η̇i(t) = (A−BiK
⋆
i )ηi(t) = Φiηi(t). (6.14)

The asymptotic stability of each DG i within the network is ensured ac-
cording to Remark 11 by choosing control gain K⋆

i ∈ R1×2 such that Φi ∀i
is Hurwitz stable [135]. Different control methods can be exploited to deal
with tuning procedure of K⋆

i , e.g., pole-placement, LQR and so on.

Now, for dealing with the unknown nature of wi-term and solving the
voltage regulation control problem (6.2) ∀i, the following distributed adap-
tive PID-like control law is designed:

uvi (t) =u
v
i,P ID(t) + χi(t) = KPi(t)ηi(t) +KIi(t)

∫ t

0
ηi(s)ds

+KDi(t)η̇i(t) + χi(t),

(6.15)

where KPi(t),KIi(t) and KDi(t) ∈ R1×2 are the control gains shaping the
proportional, integral and derivative actions, respectively, to be adapted in
order to emulate the ideal control action (6.13); χi(t) ∈ R is an auxiliary
control signal that has to be properly chosen so to counteract the presence
of uncertainties and model mismatches.
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By denoting
θ⊤i (t) = [KPi(t) KIi(t) KDi(t)] ∈ R1×6,

φi(t) =

[
ηi(t)

∫ t

0
ηi(s)ds η̇i(t)

]⊤
∈ R6×1,

the control action uvi,P ID(t) in (6.15) can be re-written in a more compact
form as

uvi (t) = uvi,P ID(t) + χi(t) = θ⊤i (t)φi(t) + χi(t). (6.16)

Now, let uv⋆i,P ID(t) = θ⋆⊤i φi(t) to be the optimal distributed PID controller
with fixed optimal proportional, integral and derivative control gains θ⋆i =
[K⋆

P i K
⋆
Ii K

⋆
Di], which is able to uniformly approximate the ideal controller

uv⋆i (t) in (6.13). Accordingly, the following bounded error approximation
can be introduced:

uv⋆i,P ID(t)− uv⋆i = ξi(t), (6.17)
with |ξi(t)| ≤ ξ̄i < ∞, i = 1, · · · , N , the maximum unknown approxima-
tion error between the two ideal control laws uv⋆i (t) and uv⋆i,P ID(t).
Finally, the ith closed-loop system of DG i under the action of the pro-
posed augmented distributed adaptive PID controller uvi (t) in (6.16) can
be derived by substituting this latter in (6.12) and adding the zero sum
terms (6.17), thus obtaining:

η̇i(t) = Aηi(t) +Bi(θ
⊤
i (t)φi(t) + χi(t) + wi(t)) +Bi(ξi(t)

+ uv⋆i (t)− θ⋆⊤i φi(t)) = Φiηi(t) +Biθ̃
⊤
i (t)φi(t) +Biχi(t) +Biξi(t),

(6.18)

with θ̃i(t) = θ⊤i(t)−θ⋆i⊤ and Φi = (A−BiK
⋆
i ) the Hurwitx stable matrix

as in (6.14).

6.3.1 Control Design and Stability Analysis

Here, firstly the adaptive mechanisms for the control gains θ⊤i (t) =
[KPi(t) KIi(t) KDi(t)], as well as for the control action χi(t) ∀i = 1, . . . , N ,
are designed. Then, the asymptotic stability of the overall MG network
under the action of the proposed cooperative adaptive PID-like controller
(6.16) is analytically proven, thus resulting in stability conditions summa-
rized in the following Theorem.
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Theorem 5. Consider the closed-loop system of the i-th DG within the MG
as in (6.18), ∀i = 1, . . . , N . Let Assumption 6 holds. Given scalars αi ∈
R+ (∀i = 1, . . . , N), symmetric and positive definite matrices Pi ∈ R2×2

satisfying the Lyapunov equation PiΦi + Φ⊤
i Pi = −Qi (∀i = 1, . . . , N), a

positive diagonal matrix Γi ∈ R6×6(∀i = 1, . . . , N), positive free function
ϕi(t) such that

∫ t
0 ϕi(s) ds ≤ ϕ̄i < +∞ (with ϕ̄i a positive constant) (∀i =

1, . . . , N), and the auxiliary control signal in (6.15) as

χi(t) = − B⊤
i Piηi(t)√

∥B⊤
i Piηi(t)∥2 + ϕ2i (t)

ξ̂i(t), (6.19)

with ξ̂i(t) the estimation of the unknown upper-bound ξ̄i in (6.17), updating
according to following mechanism

˙̂
ξi(t) = αi

∥B⊤
i Piηi(t)∥2√

∥B⊤
i Piηi(t)∥2 + ϕ2i (t)

, (6.20)

then, the augmented distributed adaptive PID controller (6.15) with adap-
tive gains θi(t) as

θ̇i(t) = −Γiφi(t)η
⊤
i (t)PiBi (6.21)

can asymptotically solve voltage regulation problem according to control
objective (6.2). Moreover, as the i-th DG voltage vi goes to v0 as t → ∞,
signals θi(t) and ξ̂i(t) remain bounded over the time.

Proof. Consider the following Lyapunov candidate function:

V (t) = V1(t) + V2(t) + V3(t)

=

N∑
i=1

η⊤i (t)Piηi(t) +

N∑
i=1

1

αi
ξ̃2i (t) +

N∑
i=1

θ̃⊤i (t)Γ
−1
i θ̃i(t) ∀i,

(6.22)

with Pi = P⊤
i > 0 ∈ R2×2 a symmetric positive definite matrix, αi ∈ R+

a positive scalar and Γ−1
i ∈ R6×6 a positive diagonal matrix. Moreover,

the variable ξ̃i(t) represents the estimation error of the unknown upper
bound ξ̄i in (6.17), computed on the basis of its actual estimation ξ̂i(t) as
ξ̃i(t) = ξ̄i − ξ̂i(t).
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Differentiating V1(t) in (6.22) along the trajectories of (6.18), it results:

V̇1(t) =

N∑
i=1

η⊤i (t)(PiΦi +Φ⊤
i Pi)ηi(t) + 2

N∑
i=1

η⊤i (t)PiBiθ̃
⊤
i (t)φi(t)

+ 2
N∑
i=1

η⊤i (t)PiBiχi(t) + 2
N∑
i=1

η⊤i (t)PiBiξi(t).

(6.23)

The last cross term in (6.23) can be bounded by exploiting the upper
bound of ξi(t) in (6.17) as follows:

2

N∑
i=1

η⊤i (t)PiBiξi(t) ≤ 2

N∑
i=1

∥η⊤i (t)PiBi∥ξ̄i. (6.24)

Moreover, since Assumption 6 ensures that matrix Φi in (6.23) is Hurwitz
stable, there always exists a symmetric and positive definite matrix Qi =
Q⊤

i > 0 solving the Lyapunov equation PiΦi + Φ⊤
i Pi = −Qi, ∀i [144].

Thus, (6.23) can be rewritten as:

V̇1(t) ≤ −
N∑
i=1

η⊤i (t)Qiηi(t) + 2

N∑
i=1

η⊤i (t)PiBiθ̃
⊤
i (t)φi(t)

+ 2

N∑
i=1

η⊤i (t)PiBiχi(t) + 2

N∑
i=1

∥η⊤i (t)PiBi∥ξ̄i.

(6.25)

Given the estimation ξ̂i(t) of the unknown upper bound ξ̄i(t) as ξ̂i(t) =
ξ̄i − ξ̃i(t) and χi(t) in (6.19), inequality (6.25) can be recast as:

V̇1(t) ≤ −
N∑
i=1

η⊤i (t)Qiηi(t) + 2

N∑
i=1

η⊤i (t)PiBiθ̃
⊤
i (t)φi(t)

+ 2

N∑
i=1

(
∥η⊤i (t)PiBi∥ −

∥B⊤
i Piηi(t)∥2√

∥B⊤
i Piηi(t)∥2 + ϕ2i (t)

)
ξ̄i

+ 2
N∑
i=1

∥B⊤
i Piηi(t)∥2√

∥B⊤
i Piηi(t)∥2 + ϕ2i (t)

ξ̃i(t),

(6.26)
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where ϕi(t), ∀i = 1, . . . , N is a positive free function satisfying
∫ t
0 ϕi(s) ds ≤

ϕ̄ : i < +∞, with ϕ̄i > 0 a positive scalar. Note that, the definition of
Pi ensures that ∥η⊤i (t)PiBi∥ = ∥B⊤

i Piηi(t)∥, ∀i. By recalling the property
z⊤z = ∥z∥2 with z = B⊤

i Piηi(t), since for any variable z ∈ Rn, ∥z∥ ≥ 0
(with ∥z∥ = 0 iff z = 0) implies |∥z∥| = ∥z∥ > 0, it is possible to leverage
Lemma 8. In doing so, (6.26) can be rewritten as follows:

V̇1(t) ≤ −
N∑
i=1

η⊤i (t)Qiηi(t) + 2

N∑
i=1

η⊤i (t)PiBiθ̃
⊤
i (t)φi(t)

+ 2

N∑
i=1

ξ̄iϕi(t) + 2

N∑
i=1

∥B⊤
i Piηi(t)∥2√

∥B⊤
i Piηi(t)∥2 + ϕ2i (t)

ξ̃i(t).

(6.27)

Now, differentiating V2(t) and V3(t) in (6.22) along (6.18), it holds:

V̇2(t) = −2

N∑
i=1

1

αi
ξ̃i(t)

˙̂
ξi(t), V̇3(t) = 2

N∑
i=1

θ̃⊤i (t)Γ
−1
i θ̇i(t). (6.28)

After summing up (6.27)-(6.28), by selecting the adaptive law for the es-
timation of ξ̂i(t) as in (6.20) and considering the equality

2
N∑
i=1

η⊤i (t)PiBiθ̃
⊤
i (t)φi(t) = 2

N∑
i=1

θ̃⊤i (t)φi(t)η
⊤
i (t)PiBi,

the following inequality can be derived:

V̇ (t) ≤−
N∑
i=1

η⊤i (t)Qiηi(t) + 2
N∑
i=1

θ̃⊤i (t)φi(t)η
⊤
i (t)PiBi

+ 2

N∑
i=1

ξ̄iϕi(t) + 2

N∑
i=1

θ̃⊤i (t)Γ
−1
i θ̇i(t).

(6.29)

Furthermore, by considering the adaptive mechanism for control gains θi
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as in (6.21), (6.29) becomes:

V̇ (t) ≤ −
N∑
i=1

η⊤i (t)Qiηi(t) + 2
N∑
i=1

ξ̄iϕi(t). (6.30)

Integrating (6.30) on the time interval [0, t], the application of Rayleigh
inequality in Lemma 9 and the boundedness property of ϕi(t) ensure that:

V (t) +
N∑
i=1

λQi

∫ t

0
∥ηi(s)∥2ds ≤ V (0) + 2

N∑
i=1

ξ̄iϕ̄i <∞, (6.31)

where λQi
is the smallest eigenvalue of the symmetric matrix Qi. Inequal-

ity (6.31) guarantees the existence of an upper bound for the Lyapunov
function in (6.22) and this implies that signals ηi(t), θi(t) and ξ̂i(t) are
also bounded ∀i = 1, . . . , N . Furthermore, (6.31) also suggests that [145]:

lim
t→+∞

N∑
i=1

λQi

∫ t

0
∥ηi(s)∥2ds ≤ V (0) + 2

N∑
i=1

ξ̄iϕ̄i <∞. (6.32)

Therefore, from Lemma 7, it is possible to conclude that

lim
t→+∞

∥ηi(s)∥ = 0, ∀i = 1, . . . , N. (6.33)

Now, to prove the stability of the entire MG network under the action of
augmented distributed adaptive PID controller in (6.15), let

η(t) = [η⊤1 (t), η
⊤
2 (t), · · · , η⊤N (t)]⊤ ∈ R2N×1,

e(t) = [e⊤1 (t), e
⊤
2 (t), · · · , e⊤N (t)]⊤ ∈ R2N×1,

to be global vectors of the whole power network. From the definition of
ηi(t) in (6.9), it yields:

η(t) = (L + P ⊗ I2)e(t), (6.34)

where the positiveness of L + P is ensured by Assumption 6.
Therefore, the convergence of η(t) towards zero (i.e. condition (6.33)) also
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implies that e(t) → 0 [146]. This confirms the achievement of the voltage
regulation control as in (6.2).

Remark 12. It is worth noting how the proposed approach involves a lim-
ited amount of time-varying information for computing the adaptive con-
trol, guaranteeing at the same time the asymptotic stability of the synchro-
nization errors. According to the metric proposed in [37], this results in a
reduction of the computational burden and optimal usage of the communi-
cation channel bandwidth than the current adaptive control methodologies
(see e.g. [147, 148] and the references therein). Moreover, the real-time
updating of the control gains parameters can be ensured by exploiting the
novel computation technologies proposed in the field of MG control [149].

Remark 13. The proposed control (6.15) along with the adaptive mecha-
nisms (6.20)-(6.21) is fully-distributed since their computation do not lever-
age the knowledge about neither the eigenvalues of the Laplacian matrix,
modelling the communication structure, or the leader dynamics, whose be-
havior could be completely unknown [146].

6.4 Numerical simulations

In this section, the proposed distributed adaptive PID-like in (6.15) is
validated on a 220VRMS , 50[Hz] islanded MG composed of N = 4 DGs
and their respective local loads, connected via three power transmission
lines. Parameters of the test system are chosen as in [14]. The communi-
cation network topology G c

N+1 is chosen such that Assumption 6 holds, i.e.
E c
N+1 = {(0, 1), (1, 2), (1, 3), (2, 3), (1, 4), (3, 4)}. In so doing L + P is a

positive definite M -matrix. It is important to point out that this commu-
nication topology is just one among the possible configurations that can
be dealt with the proposed approach.
The positive free functions are selected ∀i as ϕi(t) = e−0.1t, while the ideal
control gains vectors K⋆

i in (6.13), tuned via pole-placement technique,
are: K⋆

1 = K⋆
2 = [1.0827, 0.8120], K⋆

3 = K⋆
4 = [0.5413, 0.4060]. Other

parameters involved in Theorem 5 are selected ∀i = 1, 2, 3, 4 as follows:
Γi = 50I6×6, αi = 1 and Qi = 10I2×2.
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Moreover, to mimic a more realistic scenario, the secondary frequency con-
troller uωi

uωi = αi(ω̂i − ωi)
˙̂ωi = βi

∑
j∈N c

i

(ωi − ωj) + gi(ωi − ω0) + φi
∑

j∈N c
i

(uωj − uωi ) (6.35)

proposed in [13] has been involved in the simulation platform in order to
test the proposed voltage controller (6.15) in a more reasonable and practi-
cal case-of-study. Specifically, frequency control gains in (6.35) are selected
as αω

i = 500, βωi = 20, ϕωi = 250, i = 1, 2, 3, 4, while the desired set-point
ω0 is such that ω0 = 50 [Hz] for t ∈ [0, 20) [s] and ω0 = 50.2 [Hz] for
t ∈ [20, 40) [s].
Here, the objective is to highlight the effectiveness of the proposed fully-
distributed adaptive PID-like controller in solving voltage restoration prob-
lem by removing unavoidable deviations induced by PC, despite the lack
of knowledge of process dynamics and the presence of external heteroge-
neous disturbances. To this aim, the numerical analysis is carried out
by leveraging Matlab/Simulink simulation platform, with time-interval of
40 [s] for simulation purpose. Three representative simulation scenarios
are considered, namely: i) nominal scenario, which involves voltage refer-
ence variations to highlight the leader-tracking capability of the proposed
controller; ii) loads changing scenario, where voltage reference and loads
changes occur; iii) plug-and-play scenario, which shows the ability of the
proposed controller in dealing with the plug-and-play phenomena and ref-
erence variations. Moreover, a comparison analysis is also provided to
further highlight the advantages of the proposed approach with respect
to an alternative adaptive control law, recently suggested in the technical
literature. Finally, it is worth mentioning that frequency responses are
maintained within the operating range [50, 50.2] [Hz] and can be restored
via (6.35) in all the appraised simulation scenarios. However, for the sake
of brevity, frequency time histories are omitted.

6.4.1 Nominal Scenario

The use-case under test in this nominal scenario is characterized by
changes in voltage set points, according to the following list of events:
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Figure 6.1. Cooperative adaptive PID-like voltage regulation in nominal
scenario. Time history of: a) voltage vi(t), i = 1, . . . , 4; b) voltage error
vi(t) − v0(t), i = 1, . . . , 4; c) estimated signal ξ̂i(t) i = 1, . . . , 4; d) adaptive
proportional gain vector KPi ∈ R2×1, i = 1, . . . , 4; e) adaptive integral gain
vector KIi ∈ R2×1, i = 1, . . . , 4; f) adaptive derivative gain vector KDi ∈
R2×1, i = 1, . . . , 4.

• at t = 0 [s] the voltage SC in (6.15) is activated with v0(t) =
220 [VRMS ];

• at t = 15 [s] the voltage set-point is changed to v0(t) = 225 [VRMS ];

• at t = 30 [s] the desired voltage is restored to v0(t) = 220 [VRMS ].

Results in Figure 6.1 confirm the effectiveness of the proposed adaptive
control strategy in ensuring the voltage synchronization process despite
the presence of fluctuation due to droop control, different external dis-
turbances and lack of knowledge about the global dynamics of each DG
involved in the electrical network. Specifically, by activating the SC (6.15)
at t = 0 [s], all the DGs track the voltage reference behaviour imposed by
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the virtual DG 0 in spite of the effects of unavoidable fluctuation induced
by PC and the reference changes as shown in Figure 6.1(a), while voltage
errors approach to zero after each transient phase involved in the investi-
gated simulation scenario (see Figure 6.1(b)). Specifically, as it is possible
to observe in Figure 6.1(b), small bounded voltage errors occur at t = 15 [s]
and t = 30 [s], which correspond to leader voltage variations. Meanwhile,
these latter voltage reference variations at t = 15 [s] and t = 30 [s] imply
also changes in the adaptive control gains behavior as disclosed in Figure
6.1(d)-(e)-(f). However, according to Theorem 5, once the voltage syn-
chronization process is completed, the adaptive proportional, integral and
derivative control gains KPi(t), KIi(t) and KDi(t) ∈ R2×1, ∀i = 1, . . . , 4
converge to constant steady-state values as shown in Figure 6.1(d)-(e)-(f),
along with the estimated signal ξ̂i(t), ∀i = 1, . . . , 4 (see Figure 6.1(c)).

6.4.2 Load changing scenario

Since robustness with respect to load variations is a crucial requirement
in real applications due to strongly variable load demand, here a more
troublesome scenario with variable loads has been analyzed. Specifically,
the following scenario is considered:

• at t = 0 [s] voltage SC in (6.15) is activated with v0(t) = 220 [VRMS ];

• at t = 5 [s] Load 1 is removed while re-added at t = 8 [s];

• at t = 15 [s] the voltage set-point is changed to v0(t) = 225 [VRMS ],
until it restores to initial value at t = 30 [s];

• at t = 16 [s] Load 4 is removed while re-added at t = 20 [s];

• at t = 23 [s] there is a 20% of increasing for Load 2, until it restore
its nominal values at t = 30 [s] ;

• at t = 30 [s] Load 3 is removed while re-added at t = 34 [s].

Robustness performances with respect to sudden variation in the load re-
quests are highlighted in Figure 6.2. Herein it is possible observing that
the proposed approach allows counteracting load changes, while restor-
ing the desired voltage set-point. Specifically, once the adaptive con-
troller (6.15) is switched on at t = 0 [s], DGs voltages promptly react



6.4. Numerical simulations 127

0 5 10 15 20 25 30 35 40

218

220

222

224

226

(a)

0 5 10 15 20 25 30 35 40

-0.8

-0.6

-0.4

-0.2

0

0.2

(b)

0 5 10 15 20 25 30 35 40

-5

0

5

10

15

20

25

30

(c)

0 5 10 15 20 25 30 35 40

-200

-150

-100

-50

0

(d)

0 5 10 15 20 25 30 35 40

-700

-600

-500

-400

-300

-200

-100

0

(e)

0 5 10 15 20 25 30 35 40

-80

-60

-40

-20

0

20

40

60

80

(f)

Figure 6.2. Cooperative adaptive PID-like voltage regulation in load chang-
ing scenario. Time history of: a) voltage vi(t), i = 1, . . . , 4; b) voltage error
vi(t) − v0(t), i = 1, . . . , 4; c) estimated signal ξ̂i(t) i = 1, . . . , 4; d) adap-
tive proportional gain vector KPi ∈ R2×1, i = 1, . . . , 4; e) adaptive inte-
gral gain vector KIi ∈ R2×1, i = 1, . . . , 4; f) adaptive derivative gain vector
KDi ∈ R2×1, i = 1, . . . , 4.

to loads variations and synchronize to the reference value, as shown in
Figure 6.2(a), while voltage errors with respect to virtual DG 0 converge
to zero (Figure 6.2(b)). Also in this case, acceptable errors can be ap-
preciated in transient phases when load/reference changes occur as shown
in Figure 6.2(b), which confirms the same good performances also in this
case. Again, each transient phase due to loads and/or voltage reference
variations leads to changes into control gains, which have to adapt their
behaviour in order to guarantee successfully desired voltage recovery (see
Figure 6.2(d)-(e)-(f)). Similarly to the nominal scenario, whenever steady-
state conditions are reached, adaptive control gain vectors KPi(t), KIi(t)
and KDi(t) ∈ R2×1, i = 1, . . . , 4, converge to finite values as highlighted
in Figure 6.2(d)-(e)-(f), along with the estimated signal ξ̂i(t), i = 1, . . . , 4
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(see Figure 6.2(c)-(f)).

6.4.3 Plug-and-play scenario

In this simulation scenario the robustness of the proposed distributed
adaptive PID-like controller (6.15) is proved in a more troublesome envi-
ronment, where plug-and-play phenomena affect some DGs within the test
system. Specifically, the following events are performed:

• at t = 0 [s], the voltage SC (6.15) is activated with v0(t) = 220 [VRMS ];

• DG 2 and DG 3 are unplugged at t = 10 [s] and t = 18 [s], respec-
tively;

• DG 2 and DG 3 are plugged-in at t = 15 [s] and t = 27 [s], respec-
tively;

• at t = 15 [s] voltage set-point is changed to v0(t) = 225 [VRMS ],
while its nominal value v0(t) = 220 [VRMS ] is restored at t = 30 [s].

Figure 6.3 illustrates the results of the above-described cumbersome sce-
nario, thus proving the effectiveness of the approach in successfully dealing
with voltage regulation problem despite DGs losses and changes in voltage
set-points (see Figure 6.3(a)-(b)). Note that, these sources failure also im-
plies communication losses for the links connected to the unplugged DGs
[125]. Specifically, when DG 2 and DG 3 fail at t = 10 [s] and t = 18 [s],
respectively, they automatically render the links 2−3 (between DGs 2 and
3) and 3–4 (between DGs 3 and 4) inoperable. However, this does not com-
promise the steady-state performance of the proposed control methodology,
as long as Assumption 6 is still guaranteed, thus proving the resilience of
the approach also with respect to packet losses. For the sake of complete-
ness and according to theoretical derivation, time-histories of adaptive pro-
portional, integral and derivative control gain vectors KPi(t), KIi(t) and
KDi(t) ∈ R2×1, i = 1, . . . , 4, are reported in Figure 6.3(d)-(f), respectively,
which show the achievement of constant values once synchronization pro-
cess is done after each transient phase, along with signal ξ̂i(t), i = 1, . . . , 4
(see Figure 6.3(c)).
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Figure 6.3. Cooperative adaptive PID-like voltage regulation in plug-and-
play scenario. Time history of: a) voltage vi(t), i = 1, . . . , 4; b) voltage error
vi(t) − v0(t), i = 1, . . . , 4; c) estimated signal ξ̂i(t) i = 1, . . . , 4; d) adaptive
proportional gain vector KPi ∈ R2×1, i = 1, . . . , 4; e) adaptive integral gain
vector KIi ∈ R2×1, i = 1, . . . , 4; f) adaptive derivative gain vector KDi ∈
R2×1, i = 1, . . . , 4.

6.4.4 Comparison Analysis

In order to further highlight the advantages of the proposed distributed
adaptive PID-like controller in guaranteeing voltage recovery in islanded
MG, here the performance of the proposed controller are compered with
the one achievable through the alternative adaptive control approach re-
cently suggested in [11]. For the comparison analysis, the load changing
scenario as detailed in Section 6.4.2 is considered with a constant voltage
reference value v0 = 225 [VRMS ] so to compute the maximum percent-
age of voltage deviation. The performance of both adaptive controllers
can be appreciated in Figure 6.4, which discloses the voltage synchroniza-
tion errors vi(t) − v0, ∀i. Figure 6.4 corroborates the effectiveness of the
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Figure 6.4. Comparison with adaptive controller in [11] for the load changing
scenario: time history of voltage errors vi(t)− v0(t), ∀i.

proposed control strategy in achieving improved performances in terms
of voltage recovery since smaller synchronization errors (red lines in Fig-
ure 6.4) with respect to the ones obtained via [11] (black lines in Figure
6.4) occur. Specifically, for the investigated scenario, it results that the
maximum voltage deviation is 0.34% for the proposed controller (6.15),
whereas for the adaptive strategy in [11] it is 2.76%. Finally, it is worth
mentioning that this benefit straightly comes from the PID-like structure
of (6.15), where the derivative and integral actions ensure improved tran-
sient and steady-state performance with respect to [11] which, instead,
adaptively weights the local voltage neighborhood consensus error with a
proportional-based action.

6.5 Concluding Remarks

This chapter has addressed the secondary voltage regulation problem in
inverter-based islanded MG under unknown and unbounded uncertainties,
which is a crucial issue in these practical application due to the related com-
plex phenomena arising in modern power systems. A cooperative adaptive
PID-like control protocol is introduced to solve the problem which, thanks
to its PID-based structure, is able to guarantee strongly improved steady-
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state and transient performance. Novel adaptive mechanisms are derived
by exploiting Lyapunov theory, which allowed improving performances by
adjusting control parameters on the basis of different operating conditions
and guaranteeing the anti-disturbances capability of the electrical network.
Lyapunov theory along with Barbalat lemma are also exploited to analyti-
cally demonstrate the stability of the entire MG network, thus ensuring the
effectiveness and the robustness of the control strategy in reaching voltage
synchronization despite the presence of unknown and unbounded external
disturbances and parameter mismatches affecting distributed generators
dynamics. Extensive numerical simulations have highlighted the effective-
ness of the approach in different troublesome scenarios, where both refer-
ence/load variations and plug-and-play phenomena are considered.





Chapter 7
From continuous to periodic
inter-agent interactions

In distributed cooperative control frame, agents are spatially distributed
over a monitoring/operational area and controlled through some commu-
nication networks by a digital control platform. Each agent works au-
tonomously with the aim of achieving a common group behaviour at the
global level by exploiting only local information from itself and its neigh-
borhood. Hence, the inter-agent interactions play a crucial role in control
design phase of distributed control laws. Conventional consensus control
protocols for NCS are designed on the basis of continuous data transmis-
sions. However, advanced communication networks only permit digital or
periodical information dissemination. In this cases, continuous interactions
among agents are not suitable and may incur heavy burden on the com-
munication networks. Therefore, classical distributed control strategies
derived from point-to-point information exchanges should be re-evaluated
in a sampled-data/periodic fashion. In light of the above, this chapter
focuses on designing sampled data and periodic distributed control strate-
gies both for a general high-order MASs and, in particular, for CPES as
MG. Specifically, this chapter consists of two main results. The first part
is devoted to the design of a fully-distributed delayed sampled-data PID
controller to solve secondary voltage recovery problem in inverter-based is-
landed MG, whose derivative action is approximated using finite difference.
By choosing a small enough sampling period and leveraging artificial delays
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approach, the proposed strategy ensures the secondary voltage regulation,
with closed-loop performances similar to ones achievable via a continuous-
time PID controller, but with a significant reduction of the communication
burden, thus improving the efficiency of the entire MG. Exponential sta-
bility of the closed-loop MG network is analytically proved via Lyapunov-
Krasovskii theory and the derived sampling-dependent stability conditions
are expressed as a set of LMIs, whose solution allows finding the weighted
L2 gain. A detailed simulation analysis confirms the effectiveness and the
robustness of the proposed approach. On the other hand, the second part
of the chapter considers the leader-tracking problem of a general MASs
under a periodic time-varying communication topology, without requiring
the connectivity of the network for all t ≥ 0. Both state and input de-
lays are considered. A fully distributed control protocol, along with the
constructive time-delay approach to periodic averaging, are combined in
order to solve the problem, thus ensuring that a time-dependent switching
control rule preserves the ISS of the entire network, despite the presence
of disconnected topologies, state and communication delays. The original
closed-loop error systems is transformed into a neutral-type system with
discrete and distributed delays. ISS analysis of the neutral system em-
ploys appropriate Lyapunov-Krasovskii functionals leading to simple ISS
conditions in terms of LMIs, whose solution allows finding upper bounds
on small parameter, state and communication delays that preserve ISS.
Numerical simulations illustrate the effectiveness of the theoretical results.

7.1 Communication Resources Saving-Oriented Con-
trol Strategies

Conventional distributed consensus control strategies rely on some ideal
and unrealistic hypothesis regarding the information exchange processes
happening into the cyber space. One of the most simplifying assumptions
concerns the capability of each agent within the network to continuously
obtain state information about itself and its neighbors so to continuously
update its controller [150]. This hypothesis may result absurd in practical
applications since the communication network bandwidth and computing
resources are limited for the existing agents. Moreover, although agents
involved in the network requiring proper control algorithm to reach a co-
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ordinated behavior live into continuous physical world, it should be noted
that these cooperative control laws are implemented in terms of software on
digital computers [12]. Therefore, there is a need to use analog-to-digital
and digital-to-analog converters during data acquisition, communication,
computation, and control actuation, as disclosed in Figure 7.1.

Figure 7.1. Schematic diagram of distributed sampled-data cooperative con-
trol for MASs [12].

In this control perspective, the objective is to decrease the number of
control update among agents as much as possible in order to save limited
resources in message delivery [151]. Therefore, a good consensus algorithm
for distributed MASs must be capable of saving the limited resources of
communication capacity and energy supply, while guaranteeing the control
performance [152]. A widely used method is sampled-data control since
it allows periodic execution of control and measurement tasks, which is
beneficial for resource saving [150].

Although the above mentioned benefits related to sampled-data con-
trol, in the context of voltage SC in inverter-based islanded MG the major-
ity of distributed control strategies are still designed under the assumption
of continuous communication among DGs [153, 23], which may result in
a communication network congestion, especially when the number of DGs
involved into the MG increases [154]. Few recent attempts in considering
the MG communication network bandwidth and energy constraints prob-
lems from the beginning of control design phase can be found in [24, 154],
which are moving towards diffusive event-triggered control strategies.
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Besides the advantages of digital control scheme, another crucial as-
pect is related to the wide use of PI [155] and PID compensators [156] in
SC for voltage restoring as well as for removing steady-state deviations.
Specifically, PID control strategy cannot only remove voltage/frequency
deviations caused by PC, but also provide fast response to the transient
changes. However, poor robustness, low bandwidth, as well as the gains
tuning problem limit the practical application of PID controllers in MG
framework [141].
Based on the above considerations, the first main objective of this chap-
ter is related to the design of a fully-distributed sampled-data PID-based
controller for voltage restoration problem in inverter-based islanded MG
able to counteract unavoidable deviations due to PC, as well as loads fluc-
tuations. According to [157, 158, 159], the proposed controller exploits
finite-difference approximation for derivative actions, thus leading to a
time-delayed controller whose delayed term is tackled with its Taylor’s ex-
pansion with the remainder in the integral form. Indeed, it has been shown
that this approximation preserve the stability if the delay is small enough
[160], thus confirming that the presence of delays is not always detrimen-
tal [161]. The proposed sampled-data distributed PID control strategy,
where the data sampling is studied using time-delay approach [97], al-
lows to reduce the amount of control signals used for stabilization, thus
saving limited network communication resources. To analytically prove
the exponential stability of the closed-loop MG network under the pro-
posed sampled-data PID, Lyapunov-Krasovskii theory is employed. The
obtained robust sampling-dependent stability conditions are expressed as
a LMIs depending on the proportional, integral and derivative controller
gains tuned in the original continuous PID according to Routh-Hurwitz
criterion, whose solution allows finding the weighted L2 gain. A non triv-
ial numerical analysis, involving set-point references/load variations, as
well as DG plug-and-play functionality, confirm the effectiveness of the
approach.

An alternative way to impose a resources-saving oriented control ac-
tion is to consider switching communication networks, which exclude that
agents can communicate with their neighbors all the time [162]. This leads
to the need to consider time-varying communication network, which bring
to more challenging scenarios with respect to the ones where more simple
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situations with fixed and connected topologies have been analyzed [163].
Furthermore, when dealing with switching communication networks, the
hypothesis of at least one connected topology in the finite set of switching
is often required, which allows to easily formulate the problem as the sta-
bilization of a switched system with at least one stable mode.
To overcome the above-mentioned restrictive assumption, periodic switch-
ing communication topology may be an effective policy to model both
teams of autonomous agents that coordinate via periodic communication
and networks of chaotic oscillators that synchronize through periodic cou-
pling (see [164] and references therein). Along this line, [163] addresses
the ISS of nonlinear switched MASs under jointly connected communi-
cation topology, while [165] studies the output-consensus of linear MASs
under fast switching topology by exploiting classical averaging tools. Note
that, classical averaging theory has been widely employed to study stability
properties of systems with fast-switching behavior, including synchroniza-
tion of chaotic oscillators and control of multiple agents [166]. Although
authors in [165] do not require the connectivity of the network for all t ≥ 0,
it applies classical averaging for stability [144]. This leads to qualitative
results that do not allow to find an upper bound on the small parameter
ϵ > 0 (standing for the variation speed of the time-varying topology) that
guarantees the stability of MASs. The quantitative upper bound is found
via simulation analysis.
Therefore, the second part of the chapter deals with the leader-tracking
problem for a general high-order MASs with both state and communi-
cation delays under periodic time-varying communication network, which
does not require the connectivity for all t. To solve the problem, the re-
cent constructive time-delay approach to periodic averaging is exploited
[40], which allows formulating ISS condition in the form of LMIs, whose
solutions provide upper bounds on the small parameter ϵ, as well as on
the state and communication delays. Moreover, this work represents the
first practical application on MASs of novel theoretical results [47], where
the main novelty is the presence of non-small state delays of order of O(1)
that may arise in many practical systems [167].
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7.2 Distributed Sampled-data PID Control for Volt-
age Regulation in Islanded MGs using Artifi-
cial Delays

Here, the aim is to design a novel robust distributed sampled-data PID
controller for voltage regulation in a stand-alone MG, where the derivative
terms are approximated using finite difference as in [158], thus obtaining a
delayed sampled-data PID controller which guarantees that all DG units
within the MG track the leader reference behaviour.
To represent i-th DG voltage dynamics, by taking into account (3.10b),
the derivative of voltage equation in (3.9) leads to [23]:

kvi v̈i(t) + wi(t) + uVi (t) = 0, (7.1)

being wi(t) = −v̇i(t) − kQiQ̇
m
i (t) the bounded disturbances due to the

droop-PC model, such that |wi(t)| ≤ Π [23] . Now, leveraging state-space
formalism, system (7.1) can be rewritten as

ẋi(t) = Axi(t) +B(uVi (t) + wi(t)), (7.2)

where xi(t) = [vi(t) v̇i(t)]
⊤ ∈ R2, while A ∈ R2×2 and B ∈ R2×1 assume

the following expressions:

A =

[
0 1
0 0

]
, B =

[
0

− 1
kvi

]
. (7.3)

Conversely, the leader reference behaviour is described as the following
autonomous system:

ẋ0(t) = Ax0(t), (7.4)

where x0(t) = [v0(t) v̇0(t)]
⊤ ∈ R2 is the leader state vector embedding

the voltage reference. To deal with the problem of voltage regulation in
islanded MG, it is useful to look for a distributed PID controller as

uVi (t) =k̄p
∑
j∈N c

i

aij(vi(t)− vj(t)) + k̄i
∑
j∈N c

i

aij

∫ t

0
(vi(s)− vj(s)) ds

+ k̄d
∑
j∈N c

i

aij(v̇i(t)− v̇j(t)),
(7.5)
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where k̄p, k̄i and k̄d are the proportional, integral and derivative control
gains, respectively, while aij models the communication network topology
emerging from the presence/absence of the communication link between
i-th and j-th DG. By defining voltages errors of the i-th and j-th DG with
respect to the leader as ei = vi − v0 and ej = vj − v0, the PID control
input in (7.5) can be recast as

uVi (t) =k̄p
∑
j∈N c

i

aij(ei(t)− ej(t)) + k̄i
∑
j∈N c

i

aij

∫ t

0
(ei(s)− ej(s)) ds

+ k̄d
∑
j∈N c

i

aij(ėi(t)− ėj(t)).
(7.6)

As in [157], the finite-difference approximation for the derivative term leads
to

ėi(t) = ēi =
ei(t)− ei(t− h)

h
, ėj(t) = ēj =

ej(t)− ej(t− h)

h
, (7.7)

with h > 0. Hence, by leveraging (7.7), (7.6) becomes a delay-dependent
controller as

uVi (t) =kp
∑
j∈N c

i

aij(ei(t)− ej(t)) + ki
∑
j∈N c

i

aij

∫ t

0
(ei(s)− ej(s)) ds

+ kd
∑
j∈N c

i

aij(ei(t− h)− ej(t− h)),
(7.8)

being

kp = k̄p +
k̄d
h
, ki = k̄i, kd = − k̄d

h
. (7.9)

The above delay-dependent controller (7.8) can be implemented in sampled-
data fashion by using the following relations [158]:∫ t

0
ei(s) ds ≈

∫ tk

0
ei(s) ds ≈ h

k−1∑
s=0

ei(ts),

ėi(t) ≈ ėi(tk) ≈ ēi(tk) =
ei(tk)− ei(tk−1)

h
, t ∈ [tk, tk+1),

(7.10)
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being h > 0 and tk = kh, k ∈ N0 the sampling period and the sampling
instants, respectively. Exploiting (7.10), the PID controller in (7.6) can
be, hence, approximated by the following sampled-data PID controller:

uVi (t) =k̄p
∑
j∈N c

i

aij(ei(tk)− ej(tk)) + k̄ih
∑
j∈N c

i

k−1∑
s=0

(ei(ts)− ej(ts))

+ k̄d
∑
j∈N c

i

aij(ēi(tk)− ēj(tk))

=kp
∑
j∈N c

i

aij(ei(tk)− ej(tk)) + kih
∑
j∈N c

i

k−1∑
s=0

(ei(ts)− ej(ts))

+ kd
∑
j∈N c

i

aij(ēi(tk−1)− ēj(tk−1)), t ∈ [tk, tk+1), k ∈ N0

(7.11)

where kp, ki and kd are defined in (7.9).

Remark 14. Although studies on asynchronous nonuniform sampling are
recently arising, the rapid advances in wireless sensing and communication
technologies may help to develop advanced time synchronization protocols
for wireless sensor. In this case, it would be reasonable to keep all the sam-
plers synchronized through software time synchronization algorithms, thus
justifying uniform synchronous sampling mechanism [12]. Asynchronous
nonuniform and random sampling mechanisms may be considered as a fu-
ture work.

7.2.1 Exponential Stability Analysis
To prove the stability of the islanded MG under the action of sampled-

data PID controller in (7.11), the following vectors associated with the i-th
DG are introduced:

x̃i(t) =

[
x̃i,1(t)
x̃i,2(t)
x̃i,3(t)

]
=

[
ei(t)
ėi(t)

(t−tk)ei(tk)+h
∑k−1

s=0 ei(ts)

]
∈ R3, (7.12)

ρi(t) = x̃i(tk)− x̃i(t) ∈ R3, δi(t) = ēi(tk)− ēi(t) ∈ R, (7.13)
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for t ∈ [tk, tk+1), k ∈ N0, being ρi(t) and δi(t) in (7.13) the errors due to
sampling. Following [158], Taylor’s expansion leads to

ei(t− h) = ei(t)− ėi(t)h− κi(t), (7.14)

being κi(t) =
∫ t
t−h(t − h − s)ëi(s) ds. Therefore, the control input (7.11)

can be, finally, re-written as:

uVi (t) =K1

∑
j∈N c

i

aij(x̃i − x̃j) +K2

∑
j∈N c

i

aij(ρi − ρj)

+ k̄d
∑
j∈N c

i

(κi + δi − κj − δj),
(7.15)

with K1 = [k̄p k̄d k̄i] ∈ R1×3 and K2 = [k̄p 0 k̄i] ∈ R1×3.
Given (7.1), (7.4) and (7.15), the closed-loop single DG dynamics can be
derived as:

˙̃xi(t) =A
∑
j∈N c

i

aij(x̃i − x̃j) +BK2

∑
j∈N c

i

aij(ρi − ρj)

+Bk̄d
∑
j∈N c

i

aij(κi + δi − κj − δj) +B(wi − wj),
(7.16)

where A = A+BK1, being matrices A and B defined in (7.3). To describe
the overall MG network, define the following enlarged vector as

η(t) = [x̃⊤
1 (t), x̃

⊤
2 (t), . . . , x̃

⊤
N (t)] ∈ R3N , θ(t) = [κ1(t), κ2(t), . . . , κN (t)] ∈ RN ,

ρ̄(t) = [ρ⊤1 (t), ρ
⊤
2 (t), . . . , ρ

⊤
N (t)] ∈ R3N , δ̄(t) = [δ1(t), δ2(t), . . . , δN (t)] ∈ RN ,

ζ̇(t) = [ė1(t), ė2(t), . . . , ėN (t)] ∈ RN , ζ̄(t) = [ē1(t), ē2(t), . . . , ēN (t)] ∈ RN ,

w̄(t) = [w1(t), w2(t), . . . , wN (t)] ∈ RN .

(7.17)

Hence, the closed-loop dynamics of the entire MG network under the action
of sampled-data PID controller (7.15) can be obtained:

η̇(t) = Φη(t) +A1ρ̄(t) +A2(θ(t) + δ̄(t)) +Dw̄(t) (7.18)

being Φ = (IN ⊗ A) + (H ⊗ BK1) ∈ R3N×3N , A1 = (H ⊗ BK1) ∈
R3N×3N , A2 = (H ⊗Bk̄d) ∈ R3N×3N and D = (IN ⊗B) ∈ R3N×3N , with
H = L + P, where L and P are the Laplacian and Pinning matrices,
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respectively. Furthermore, Φ is a block matrix defined as

Φ = (IN ⊗A) + (H ⊗BK1) =

 Φ11 Φ12 ... Φ1N
Φ21 Φ22 ... Φ2N

... ···
. . .

...
ΦN1 ΦN2 ... ΦNN

 , (7.19)

being

Φii =

 0 1 0

−∆i
kvi
k̄p −∆i

kvi
k̄d −∆i

kvi
k̄i

1 0 0

 , Φij =

 0 0 0
− aij

kvi
k̄p − aij

kvi
k̄d − aij

kvi
k̄i

0 0 0


(7.20)

with ∆i the i-th element of the degree matrix (see Section 3.2). Note that,
the closed-loop system of the whole MG network under the action of PID
controller (7.6) takes the form

η̇(t) = Φη(t) +Dw̄(t). (7.21)

A useful lemma that will be instrumental for the proof of Theorem 6
is presented.

Lemma 1. Consider the closed-loop system in (7.21) and assume the
leader agent to be globally reachable in G c

N+1. Given a decay rate ᾱ > 0,
by selecting the control gains such that the matrix Φ is Hurwitz, i.e.

k̄d > 0, k̄i > 0, k̄p > max
i

{
k̄ikvi
k̄d∆i

}
, (7.22)

if there exist a positive definite matrix P ∈ R3N×3N and a positive constant
γ such that [

PΦ+ Φ⊤P + ᾱP + I PD
⋆ −γ2I

]
< 0, (7.23)

the PID controller (7.5) exponentially stabilizes the closed-loop system (7.21).

Proof. Consider the Lyapunov function V = η⊤(t)Pη(t) and the distur-
bance attenuation index

J =

∫ ∞

0
[η⊤(s)η(s)− γ2w̄⊤(s)w̄(s)]ds.
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Following the analytical steps in [168], LMI in (7.23) is obtained. Note that
this LMI is feasible when the matrix Φ is Hurwitz. To this aim, control
gains in (7.5) have to be selected such that Φ < 0. Specifically, since
the leader is globally reachable, by construction, Φ is negative definite
if each main diagonal block Φii in (7.20) is a negative definite matrix,
∀i = 1, . . . , N [169]. Therefore, by computing the characteristic equation
of the matrix Φii as det(λI3×3 − Φii) = λ3 + λ2 ∆i

kvi
k̄d + λ∆i

kvi
k̄p +

∆i
kvi
k̄i, by

applying Routh-Hurwitz criterion [170] and by setting the control gains
as in (7.22), the exponential stability of the closed-loop system (7.21) is
ensured.

In the sequel, it will be proven that, if system (7.21) is exponentially
stable with a decay rate ᾱ > 0, then the closed-loop MG (7.18) is expo-
nentially stable with a decay rate α ∈ (0, ᾱ) and a small enough h > 0.

Theorem 6. Let control gains k̄p, k̄i and k̄d to be chosen according to
Lemma 1 and consider the closed-loop MG network as in (7.18) under the
action of sampled-data PID controller in (7.11). Given tuning parameters
h > 0 and α ∈ (0, ᾱ), if there exist positive definite symmetric matrices
P ∈ R3N×3N , S ∈ R3N×3N , W ∈ RN×N , Q ∈ RN×N , R ∈ RN×N ,
free matrices M ∈ R3N×3N , T ∈ R3N×3N and a weighted L2 gain γ > 0
satisfying

PΦ+Φ⊤P+2αP −(T⊤−P )A1 −(T⊤−P )A2 −(T⊤−P )A2 −(T⊤−P )D T⊤−Φ⊤M

⋆ −π2

4
S 0 0 0 −A⊤

1 M

⋆ ⋆ −π2h2

4
Q 0 0 −A⊤

2 M

⋆ ⋆ ⋆ −e−2αhR 0 −A⊤
2 M

⋆ ⋆ ⋆ ⋆ −γI −D⊤M

⋆ ⋆ ⋆ ⋆ ⋆ Ψ+M⊤

 < 0,

(7.24)
where

Ψ = h2e2αhS +

[
0 0 0
0 h2(e2αhQ+ 1

4
R) 0

0 0 0

]
, (7.25)

then, voltage consensus is exponentially achieved under distributed sampled-
data PID controller (7.11).

Proof. Consider the following Lyapunov-Krasovskii functional:

V = V1 + V2 + V3 + V4 + V5, (7.26)
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where

V1 = η⊤Pη,

V2 = h2e2αh
∫ t

tk

e−2α(t−s)η̇(s)⊤Sη̇(s) ds− π2

4

∫ t

tk

e−2α(t−s)ρ̄⊤(s)Sρ̄(s) ds,

V3 =

∫ t

tk

e−2α(t−s) ˙̄ζ⊤(s)W ˙̄ζ(s) ds− π2

4

∫ t

tk

e−2α(t−s)δ̄⊤(s)Wδ̄(s) ds,

V4 = h2e2αh
∫ t

t−h
e−2α(t−s) s− t+ h

h
ζ̈⊤(s)Qζ̈(s) ds,

V5 =

∫ t

t−h
e−2α(t−s) (s− t+ h)2

4
ζ̈⊤(s)Rζ̈(s) ds.

(7.27)

Note that, Lemma 5 ensures that V2 and V3 defined in (7.26)-(7.27) are
such that V2 ≥ 0 and V3 ≥ 0. By differentiating V along the trajectories
of the closed-loop system in (7.18), it follows:

V̇1 = η⊤(PΦ+ Φ⊤P )η + 2η⊤PDw̄ + 2η⊤PA1ρ̄+ 2η⊤PA2(θ + δ̄),

V̇2 = −2αV2 + h2e2αhη̇⊤Sη̇ − π2

4
ρ̄⊤Sρ̄,

V̇3 = −2αV3 +
˙̄ζ⊤W ˙̄ζ − π2

4
δ̄⊤Wδ̄,

V̇4 = −2αV4 + h2e2αhζ̈⊤Qζ̈ − e2αhh

∫ t

t−h
e−2α(t−s)ζ̈⊤(s)Qζ̈(s) ds,

V̇5 = −2αV5 +
h2

4
ζ̈⊤Rζ̈ − 1

2

∫ t

t−h
e−2α(t−s)(s− t+ h)ζ̈⊤(s)Rζ̈(s) ds.

(7.28)

By applying Jensen inequality as in Lemma 4 with ρ ≡ 1 and ρ ≡ s− t+h
on the integral terms in V̇4 and V̇5 respectively, it results:

V̇4 ≤ −2αV4 + h2e2αhζ̈⊤Qζ̈ −
(∫ t

t−h
ζ̈(s) ds

)⊤
Q
(∫ t

t−h
ζ̈(s) ds

)
,
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V̇5 ≤ −2αV5 +
h2

4
ζ̈⊤Rζ̈ − e−2αh

(∫ t

t−h
(s− t+ h)ζ̈(s) ds

)⊤
R

×
(∫ t

t−h
(s− t+ h)ζ̈(s) ds

)
= −2αV5 +

h2

4
ζ̈⊤Rζ̈ − e−2αhθ⊤Rθ.

(7.29)

Since equation (7.14) can be written in vector form by using the enlarged
vector in (7.17) as ζ̄ = ζ̇ + θ, by differentiating this latter, it yields∫ t
t−h ζ̈(s) ds = h ˙̄ζ. The exploitation of this latter relation for the inte-

gral term of V̇4 in (7.2.1) leads to

V̇4 ≤ −2αV4 + h2e2αhζ̈⊤Qζ̈ − h2 ˙̄ζ⊤Q ˙̄ζ. (7.30)

Summing-up V̇1, V̇2 and V̇3 in (7.28), V̇4 in (7.30) and V̇5 in (7.2.1), it
follows:

V̇ ≤η⊤(PΦ+ Φ⊤P + 2αP )η + 2η⊤PDw̄ + 2η⊤PA1ρ̄+ 2η⊤PA2(θ + δ̄)

+ h2e2αhη̇⊤Sη̇ − π2

4
ρ̄⊤Sρ̄− π2h2

4
δ̄⊤Qδ̄ + h2e2αhζ̈⊤Qζ̈ +

h2

4
ζ̈⊤Rζ̈

− e−2αhθ⊤Rθ − 2αV.

(7.31)

By adding the null term γw̄⊤w̄ − γw̄⊤w̄ and introducing the augmented
vector χ⊤ = [η⊤ ρ̄⊤ δ̄⊤ θ⊤ w̄⊤] ∈ R9N×9N , inequality (7.31) can be
presented in a more compact form as

V̇ ≤ −2αV + χ⊤Ωχ+ η̇⊤Ψη̇ + γw̄⊤w̄, (7.32)

being Ψ ∈ R3N×3N as defined in (7.25) and

Ω =


PΦ+Φ⊤P+2αP PA1 PA2 PA2 PD

⋆ −π2

4
S 0 0 0

⋆ ⋆ − pi2h2

4
Q 0 0

⋆ ⋆ ⋆ −e−2αhR 0
⋆ ⋆ ⋆ ⋆ −γI

 ∈ R9N×9N , (7.33)

Now, the descriptor method leads to [97]:(
η̇⊤M⊤ + η⊤T⊤

)(
η̇ − Φη −Dw̄ −A1ρ̄−A2(θ + δ̄)

)
= 0 (7.34)
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being M,T ∈ R3N×3N free matrices. Summing the null term (7.34) to the
right-side of inequality (7.32) and denoting χ̄⊤ = [χ⊤ η̇⊤]⊤ ∈ R12N , it
follows:

V̇ ≤ −2αV + χ̄⊤Ω
′
χ̄+ γw̄⊤w̄, (7.35)

with Ω
′ ∈ R12N×12N the matrix defined in (7.24). Therefore, if LMIs in

(7.24) holds, then closed-loop system in (7.18) is exponential stable with
a decay rate α and a L2 gain γ.

7.2.2 Numerical Analysis

In this section, the proposed distributed-sampled data PID controller
(7.11) is validated in a 220VRMS , 50[Hz] islanded MG consisting of four
DGs and four respective loads, whose parameters are as in [23]. The com-
munication topology is chosen such that globally reachability property of
DG0 is satisfied, i.e. E c

N+1 = {(0, 1), (1, 2), (1, 3), (2, 3), (1, 4), (3, 4)}. To
consider a more realistic scenario, the frequency SC is the one proposed
in [13]. The numerical simulations are carried out by exploiting Mat-
lab/Simulink platform and the Runge-Kutta fixed step solver with sam-
pling time Ts = 0.5 × 10−3, while Yalmip Toolbox with SeDuMi solver
is exploited to solve LMIs problem defined in Lemma 1 and in Theo-
rem 6. The computed continuous-time PID control gains as in (7.5) are
k̄p = 350, k̄i = 110 and k̄d = 80. The LMIs in Theorem 6 are feasi-
ble for α = 0.4 ∈ (0, ᾱ), with ᾱ = 0.6 and h = 0.002, thus providing a
weighted L2 gain γ = 0.79941. This leads to the control gains in (7.9)
kp = 40350, ki = 110 and kd = −4000. To show the effectiveness of the
proposed distributed sampled-data PID controller in guaranteeing success-
fully resolution of voltage regulation problem, while counteracting refer-
ences changes and load variation, a time interval of 40 [s] is considered,
where a troublesome scenario is performed. Specifically, at the startup
SC references value are v0 = 220[VRMS ] and ω0 = 2π50 [rad/s], until
they change at t = 15[s] with v0 = 225 [VRMS ] and at t = 20[s] with
ω0 = 2π50.2 [rad/s], respectively. In the meantime, DG3 is unplugged
at t = 8[s] and plugged-in at t = 17[s]. Moreover, at t = 25[s], the
load 4 is removed, while at t = 30[s] the SC voltage set-point changes at
v0 = 220[VRMS ]. Finally, load 4 is re-added at t = 35[s].
Results in Figure 7.2 disclose the robustness of the distributed sampled-
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Figure 7.2. Robust Voltage Regulation via distributed sampled-data PID
controller with h = 0.002. Time history of: a) voltage vi(t)[VRMS ], i =
1, . . . , 4; b) voltage errors vi(t)−v0(t), i = 1, . . . , 4; c) frequencies with control
input as in [13] ωi(t)[Hz] i = 1, . . . , 4.

data PID control strategy in guaranteeing the voltages restoration with
small transient time despite the presence of unavoidable deviations due to
primary control, references variations, as well as under the plug-and-play
functionality of DGs within the MG. More specifically, Figure 7.2(a) high-
lights the robustness of the proposed strategy in ensuring that all DGs
voltage track the reference behavior as imposed by the virtual DG0, while
small-acceptable errors can be seen when load/references variations, as
well as plug-and-play events of DG3, occur (see Figure 7.2). Note that,
although, due to plug-and-play operation, all the connection attached to
DG3, i.e. DG1, DG2, DG4 are lost, the proposed control strategy is able
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Figure 7.3. Robust Voltage Regulation via distributed PID controller (7.5).
Time history of: a) voltage vi(t)[VRMS ], i = 1, . . . , 4; b) voltage errors vi(t)−
v0(t), i = 1, . . . , 4.

to regulate DGs voltages with zero steady state errors and small transient
time (see Figure 7.2(a)-(b)). For the sake of completeness, Figure 7.2(c)
discloses the time history of DGs frequency with distributed control ac-
tion in [13]. The similar performances of the distributed continuous-time
PID controller in (7.5) are also shown in Figure 7.3. However, sampled-
data PID controller (7.11) requires to transmit ⌊40/h⌋+1 = 20001 control
signals during 40[s] of simulation, thus reducing the total amount of trans-
mitted signal by almost 75%.

7.3 Synchronization of Multi-Agent Systems un-
der Time-Varying Network via Time-Delay Ap-
proach to Averaging

Consider a MASs consisting of N dynamical agents plus a leader, in-
terconnected via a communication network. The dynamics of the leader
and followers are given as the following delayed differential equations:

ẋ0(t) =Ax0(t) +Adx0(t− h1(t)), (7.36)
ẋi(t) =Axi(t) +Adxi(t− h1(t)) +Bui(t− h2(t)) + wi(t), (7.37)
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where x0 ∈ Rn×1 and xi(t) ∈ Rn×1 are the leader and ith follower state,
respectively, while wi(t) ∈ Rn×1 represents the external disturbance acting
on the ith agent dynamics and assumed to be locally essentially bounded,
i.e. sup[0,t] |w(t)| < +∞, ∀t ≥ 0. Moreover, A, Ad ∈ Rn×n and B ∈ Rn×1

are known matrices, while ui(t − h2(t)) stands for the delayed control
input of agent i. Time-varying piecewise continuous functions h1(t) and
h2(t) denote the unknown state and input delays, respectively, which are
assumed to be bounded, i.e., 0 < h1(t) ≤ d1, 0 < h2(t) ≤ d2, with d1 > d2.
In the sequel, a periodic switching communication network is considered for
the MAS (7.36)-(7.37), which is properly orchestrated via a time-dependent
switching control signal σ( tϵ) able to guarantee a periodic communication
among agents. Hence, the resulting time-varying graph can be modeled
as GN+1(

t
ϵ){VN+1(

t
ϵ),EN+1(

t
ϵ)}, with time-varying Laplacian and Pinning

matrices, i.e. L ( tϵ), P( tϵ) such that H ( tϵ) = L ( tϵ) + P( tϵ). Moreover,
different from [171], it is only required the uniform connectivity on average
according to Definition 8, which does not imply the connectivity of the
network ∀t ≥ 0.
Based on the above considerations, the aim of this section is twofold: i)
achieve the practical leader-tracking consensus by guaranteeing that the
error trajectories ei(t) = xi(t) − x0(t) of each agent i with respect to the
leader converge to a certain small enough ball Xρ, with ρ its radius, i.e.,
infy∈Xρ ∥ei(t) − y∥ → 0, ∀i as t → ∞, being y ∈ Xρ, in the presence of
both non-small state and input delays h1(t) and h2(t), respectively, as well
as the time-varying graph G ( tϵ) [172]; ii) find upper bound ϵ⋆ > 0 on ϵ,
which shows how rapidly the network should be switched among different
M communication topologies (even disconnected), each of them identified
via an indicator function χs = χ[(k +

∑s−1
r=1 βr)ϵ, (k +

∑s
r=1 βr)ϵ), ∀s =

1, . . . ,M , with
∑M

s=1 χs(τ) = 1, k = 0, 1, . . . and τ = 1
ϵ , preserving control

objective i). Control objectives i) and ii) are achieved via the following
fully distributed control input:

ui(t− h2(t)) = K

N∑
j=0

aij
σ( tϵ)

(xi(t− h2(t))− xj(t− h2(t))), (7.38)
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where K is the control gain vector, σ( tϵ) is the time-dependent switching
role such that σ : R≥0 → I = {1, 2, . . . ,M} and aij

σ( tϵ)
= aij(

t
ϵ) is

the element of the adjacency matrix that accounts for the presence of a
communication link between agent i and j and referring to the time varying
graph G ( tϵ), which switches faster than G (t).
Note that, compared with [165], time-delay approach to averaging as in [40]
leads to LMI-based ISS conditions for the MASs (7.36)-(7.37) under control
input (7.38), whose solution allows finding bounds ϵ⋆ > 0, d1 and d2 on
ϵ, h1(t) and h2(t), respectively, preserving ISS for all ϵ ∈ (0, ϵ⋆], h1(t) ∈
[0, d1], h2(t) ∈ [0, d2] and a small enough decay rate α > 0, which seems
to be not possible via classical averaging theory from [144].
By considering (7.36)-(7.37), ∀i = 1, . . . , N , define the error of each agent
i with respect to leader dynamics as ei(t) = xi(t) − x0(t) ∈ Rn×1. By
differentiating ei(t) and taking into account (7.38), the following ith closed-
loop error system is obtained:

ėi(t) = Aei(t) +Adei(t− h1(t)) + wi(t)

+BK
N∑
j=0

aij(
t
ϵ)(ei(t− h2(t))− ej(t− h2(t))).

(7.39)

By introducing augmented vectors x̃(t) = [e⊤1 (t), e
⊤
2 (t), . . . , e

⊤
N (t)] ∈ RNn

and w̃(t) = [w⊤
1 (t), w

⊤
2 (t), . . . , w

⊤
N (t)] ∈ RNn, the following closed-loop

MASs system results to be:

˙̃x(t) = Ãx̃(t) + Ãdx̃(t− h1(t)) + w̃(t) +D( tϵ)x̃(t− h2(t)), (7.40)

with Ã = (IN ⊗ A), Ãd = (IN ⊗ Ad) and the T = 1-periodic D( tϵ) =
(H ( tϵ)⊗BK). The following assumptions hold.

Assumption 7. According to Definition 8, the graph GN+1(
t
ϵ) is connected

on average.

Remark 15. Uniformly connected on average networks include periodic
ones. In this case, Lav = 1

T

∫ T
0 L (τ) dτ , with T the period of the network.

Let Ts = ϵβs be the length of time during one period for which σ( tϵ) = s.
Then, Lav = 1

T

∑
s LsTs =

∑
s βsLs where, by definition, βs = Ts

T and∑
s βs = 1 [166].
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Assumption 8. Let Assumption 7 holds. Furthermore, it holds

1

ϵ

∫ t

t−ϵ
D( sϵ ) = Dav +∆D( tϵ), ∥∆D( tϵ)∥ ≤ σD, ∀ t

ϵ ≥ 1,

with constant matrix Dav = (Hav⊗BK) and small enough σD > 0. Matrix
∆D( tϵ) = (∆H ( tϵ)⊗BK) stands for communication topology uncertainties
due to possible communication link failures, whose norm is upper bounded
by constant σD.

Given Hs = Ls+Ps, ∀s = 1, . . . ,M , describing all the communication
topologies activating on the periodic time-interval [kϵ, (k + 1)ϵ], k ∈ Z+,
each of them with a duration period of βs, s ∈ I , system (7.40) can be
presented as

˙̃x(t) =
Ãx̃(t) + Ãdx̃(t− h1(t)) + w̃(t) +D1x̃(t− h2(t)), t ∈ [kϵ, (k + β1)ϵ)

Ãx̃(t) + Ãdx̃(t− h1(t)) + w̃(t) +D2x̃(t− h2(t)), t ∈ [(k + β1)ϵ, (k +
∑2

s=1 βs)ϵ)
...

Ãx̃(t) + Ãdx̃(t− h1(t)) + w̃(t) +DM x̃(t− h2(t)), t ∈ [(k +
∑M−1

s=1 βs)ϵ, (k + 1)ϵ).

(7.41)

From (7.41), D(τ) in (7.40) can be expressed as a convex combination of
constant matrices Ds = Hs ⊗BK, i.e.,

D(τ) =

M∑
s=1

χs(τ)Ds, τ ∈ [kϵ, (k + 1)ϵ), k = 0, 1, . . . , (7.42)

where χs(τ) is the indicator function of the time interval [(k+
∑s−1

r=1 βr)ϵ, (k+∑s
r=1 βr)ϵ), ∀s = 1, . . . ,M , such that

∑M
s=1 χs(τ) = 1. Following time-

delay procedure [46], let consider the following notation:

f( tϵ) = D( tϵ)x(t− h2(t)), G( tϵ) =
1

ϵ

∫ t

t−ϵ
(s− t+ ϵ)f( tϵ) ds. (7.43)
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Moreover, the following holds:

1
ϵ

∫ t

t−ϵ

˙̃x(s) ds = 1
ϵ [x(t)− x(t− ϵ)] = d

dt [x(t)−G(t)

− 1
ϵ Ã

∫ t

t−ϵ
(s− t+ ϵ)x̃(s) ds− 1

ϵ Ãd

∫ t

t−ϵ
(s− t+ ϵ)x̃(s− h1(s)) ds

− 1
ϵ

∫ t

t−ϵ
(s− t+ ϵ)w̃(s) ds]

= d
dt [x(t)−G(t)] + 1

ϵ Ã

∫ t

t−ϵ
x̃(s) ds− Ãx̃(t)− Ãdx̃(t− h1(t))

+ 1
ϵ Ãd

∫ t

t−ϵ
x̃(s− h1(s)) ds+

1
ϵ

∫ t

t−ϵ
w̃(s) ds− w̃(t).

(7.44)

Integrating (7.40) on [t−ϵ, t], for t ≥ ϵ+d1 and denoting z(t) = x̃(t)−G(t),
it yields:

ż(t) = Ãx̃(t)+ Ãdx̃(t− h1(t))+
1
ϵ

∫ t

t−ϵ
D( sϵ )x̃(s− h2(s)) ds+ w̃(t). (7.45)

Under Assumption 8, integral term in (7.45) can be presented as

1
ϵ

∫ t

t−ϵ
D( sϵ )[x̃(s− h2(s)) + x̃(t)− x̃(t)] ds = 1

ϵ

∫ t

t−ϵ
D( sϵ ) dsx̃(t)

− 1
ϵ

∫ t

t−ϵ
D( sϵ )[x̃(t)− x̃(s− h2(s))] ds = (Dav +∆D( tϵ))x̃(t)− Y (t),

(7.46)

being

Y (t) = 1
ϵ

∫ t

t−ϵ
D( sϵ )

∫ t

s−h2(s)

˙̃x(θ) dθ ds. (7.47)

In doing so, (7.45) can be rewritten as follows:

ż(t) = (Φ +∆D( tϵ))x̃(t) + Ãdx̃(t− h1(t))− Y (t) + w̃(t), t ≥ ϵ (7.48)

with Φ = Ã+Dav.

Assumption 9. Matrices Φ+ Ãd are Hurwitz.
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Note that, system in (7.48) with ˙̃x defined by the righ-hand side of
(7.40) is a kind of neutral type system (i.e., Hale’s form of neutral differ-
ential equations [97, 173]). If w̃ = 0 and ∆D = 0, (7.48) can be considered
as a O(ϵ) perturbation of the averaged system

˙̃xav = Φx̃av(t) + Ãdx̃av(t− h1(t)), (7.49)

due to the presence of additional terms G(t) and Y (t).
Since if the function x̃(t) is a solution of (7.40), then it satisfies also time-
delay system (7.48) [40], it follows that ISS of time-delay system (7.48)
ensures the ISS of the original closed-loop MAS network (7.40). Hence,
in the sequel the Lyapunov-Krasovskii theory for time-delay systems is
exploited in order to find conditions expressed as LMIs whose feasibility
leads to upper bounds ϵ⋆ on ϵ and d1, d2 on h1(t) and h2(t), respectively,
preserving ISS of (7.48) for all ϵ ∈ (0, ϵ⋆] and for a small enough decay rate
α > 0, as well as the fulfillment of control objectives i) and ii).

7.3.1 Input-to-State Stability

Here the ISS of neutral system (7.48) is analytically proven, thus im-
plying the ISS of (7.40) under the action of the networked-based control
law in (7.38).

Theorem 7. Consider the closed-loop system in (7.40) obtained from
(7.36)-(7.37) under the action of control law (7.38). Let Assumptions 7-9
hold and assume delays to be bounded, i.e., 0 < h1(t) ≤ d1 and 0 < h2(t) ≤
d2. Given control gain vector K ∈ R1×n, matrices Hav, Hs, Dav, Ds, s ∈
I and constants σD > 0, α > 0, ϵ⋆ > 0, d1 > 0 and d2 > 0, let there exist
Nn × Nn positive definite matrices P, R, H, Sp, Wp, p = 1, 2 and H̄,
matrices Up ∈ RNn×Nn and scalars γ > 0, λ > 0 that satisfy the following
LMIs: [

P −P
⋆ P + e−2αϵ⋆R

]
≥ 0, (7.50)[

Wp Up

⋆ Wp

]
≥ 0, p = 1, 2 (7.51)
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∫ τ

τ−1
(ζ − τ + 1 + d2

ϵ )D
⊤(ζ)HD(ζ) dζ ≤ H̄, (7.52)

Ω


 06Nn√

ϵ⋆D⊤
s R

06Nn




√
d1Ã

⊤W1
03Nn√

d1D
⊤
s W1

0Nn√
d1D

⊤
s W1

0Nn√
d1W1





√
d2Ã

⊤W2
03Nn√

d2D
⊤
s W2

0Nn√
d2D

⊤
s W2

0Nn√
d2W2





√
ϵ⋆Ã⊤W2
03Nn√

ϵ⋆D⊤
s W2

0Nn√
ϵ⋆D⊤

s W2
0Nn√
ϵ⋆W2




⋆

[−R 0Nn×Nn 0Nn×Nn 0Nn×Nn

⋆ −W1 0Nn×Nn 0Nn×Nn

⋆ ⋆ −W2 0Nn×Nn

⋆ ⋆ ⋆ −H̄

]

 < 0, ∀s ∈ I (7.53)

where Ω is the symmetric block matrix whose elements are given as

Ω11 = PΦ+ Φ⊤P + 2αP + S1 + S2 + λσ2DIn − 1

d1
ρd1W1 −

1

d2
ρd2W2,

Ω12 = −Φ⊤P − 2αP, Ω13 = Ω24 = P, Ω14 = Ω23 = −P,

Ω15 = PÃd +
1

d1
ρd1(W1 − U1), Ω16 =

1

d1
ρd1U1, Ω17 =

1

d2
ρd2(W2 − U2),

Ω18 =
1

d2
ρd2U2, Ω19 = −Ω29 = P, Ω22 = − 4

ϵ⋆
ρϵR+ 2αP, Ω25 = −PÃd,

Ω33 = −λIn, Ω44 = − 2

ϵ⋆
ρϵρd2H, Ω55 = − 1

d1
ρd1(2W1 − U1 − U⊤

1 ),

Ω56 = − 1

d1
ρd1(W1 − U1), Ω66 = −ρd1

(
S1 +

1

d1
W1

)
,

Ω77 = − 1

d2
ρd2(2W2 − U2 − U⊤

2 ), Ω78 = − 1

d2
ρd2(W2 − U2),

Ω88 = −ρd2
(
S2 +

1

d2
W2

)
, Ω99 = −γ2IN ρd1 = e−2αd1 ,

ρd2 = e−2αd2 , ρϵ = e−2αϵ⋆

(7.54)

and other blocks are assumed to be null matrices. Then, system (7.40) is
ISS for all ϵ ∈ (0, ϵ⋆], h1(t) ∈ (0, d1], h2(t) ∈ (0, d2], a small enough decay
rate α > 0 and locally essentially bounded w̃(t), meaning that practical
leader tracking consensus is achieved and the solutions of (7.40) initialized
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by ϕ ∈W [−d1, 0] satisfy

|x̃(t)|2 ≤κ̄e−2α(t−ϵ⋆−d1)∥ϕ∥2W +

[
κ̄e−2α(t−ϵ⋆−d1) +

γ2

2α

]
∥w̃[0, t]∥2∞, (7.55)

∀t ≥ 0, i.e., given ∆ > 0, the ellipsoid

X =

{
x̃ ∈ Rn : |x̃|2 ≤ γ2

2α
∆2

}
(7.56)

is exponentially attractive with a decay rate α > 0.

Proof. Consider the following Lyapunov-Krasovskii functional:

V (t) = VP (t) + VR(t) + VH(t) + VSp(t) + VWp(t), p = 1, 2, (7.57)

with

VP (t) = z⊤(t)Pz(t), (7.58)

VR(t) =
1
ϵ

∫ t

t−ϵ
e−2α(t−s)(s− t+ ϵ)2f( sϵ )

⊤Rf( sϵ ) ds, (7.59)

VH(t) = 1
ϵ

∫ t

t−ϵ

∫ t

s−d2

e−2α(t−θ)(s− t+ ϵ+ d2) ˙̃x
⊤(θ)D⊤( sϵ )HD( sϵ )

˙̃x(θ) dθ ds,

(7.60)

VSp(t) =

∫ t

t−dp

e−2α(t−s)x̃⊤(s)Spx̃(s) ds, (7.61)

VWp(t) =

∫ t

t−dp

(s− t+ dp)e
−2α(t−s) ˙̃x⊤(s)Wp

˙̃x(s) ds. (7.62)

Note that VR(t) is required to compensate G(t) in (7.48), while VSp(t) and
VWp(t), p = 1, 2 in (7.61)-(7.62) are standard terms for delay-dependent
stability to compensate delays h1(t) and h2(t), respectively. Moreover, to
compensate Y -term in (7.48), VH(t) in (7.60) is introduced [97].
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Differentiating VP (t) and VR(t) along the trajectories of (7.48), it follows:

V̇P (t) + 2αVP (t) =2 [x̃(t)−G(t)]⊤ P [(Ã+Dav +∆D( tϵ))x̃(t)

+ Ãdx̃(t− h1(t))− Y (t) + w̃(t)]

+ 2α [x̃(t)−G(t)]⊤ P [x̃(t)−G(t)] , (7.63)

V̇R(t) + 2αVR(t) =ϵf
⊤( tϵ)Rf(

t
ϵ)

− 2

ϵ

∫ t

t−ϵ
e−2α(t−s)(s− t+ ϵ)f⊤( sϵ )Rf(

s
ϵ ) ds

≤ ϵf⊤( tϵ)Rf(
t
ϵ)−

4

ϵ
e−2αϵG⊤(t)RG(t), (7.64)

where Jensen inequality in Lemma 4 has been applied in (7.64). Moreover,
for VSp(t) in (7.61) and VWp(t) in (7.62), with p = 1, 2, it yields:

V̇Sp(t) + 2αVSp(t) =x̃
⊤(t)Spx̃(t)− e−2αdp x̃⊤(t− dp)Spx̃(t− dp),

V̇Wp(t) + 2αVWp(t) =dp ˙̃x
⊤(t)Wp

˙̃x(t)−
∫ t

t−dp

e−2α(t−s) ˙̃x⊤(s)Wp
˙̃x(s) ds

= dp ˙̃x
⊤(t)Wp

˙̃x(t)− e−2αdp

dp

[
x̃(t)−x̃(t−hp(t))

x̃(t−hp(t))−x̃(t−dp)

]⊤
×
[
Wp Up

⋆ Wp

] [
x̃(t)−x̃(t−hp(t))

x̃(t−hp(t))−x̃(t−dp)

]
,

(7.65)

where matrices Up ∈ RNn×Nn, p = 1, 2 are subject to inequalities (7.51)
arising from Park inequality [174] on the integral term in (7.65). Again,
by differentiating VH(t) in (7.60) along (7.48), it holds:

V̇H(t) + 2αVH(t) ≤ ˙̃x⊤(t)
(1
ϵ

∫ t

t−ϵ
(s− t+ ϵ+ d2)D

⊤( sϵ )HD( sϵ ) ds
)
˙̃x(t)

− 1

ϵ
e−2α(ϵ+d2)

∫ t

t−ϵ

∫ t

s−d2

˙̃x⊤(θ)D⊤( sϵ )HD( sϵ )
˙̃x(θ) dθ ds.

(7.66)

Similar to [46], by changing variable s = ϵζ and exploiting (7.52), for the
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first integral term in (7.66) it follows:

1

ϵ2

∫ t

t−ϵ
(s− t+ ϵ+ d2)D

⊤( sϵ )HD( sϵ ) ds

=

∫ t
ϵ

t
ϵ
−1

(ζ − t
ϵ + 1 + d2

ϵ )D
⊤(ζ)HD(ζ) dζ ≤ H̄,

(7.67)

while for the second integral term in (7.66) it is possible to leverage ex-
tended Jensen’s inequality in Lemma 4, thus recasting (7.66) as

V̇H(t) + 2αVH(t) ≤ ϵ ˙̃x⊤(t)H̄ ˙̃x(t)− 2

ϵ
e−2α(ϵ+d2)Y ⊤(t)HY (t). (7.68)

In order to compensate ∆D( tϵ)x̃(t) in (7.63), the S-procedure in Lemma
13 (see Appendix) can be applied, i.e.,

V̇ (t) + 2αV (t)− γ2|w̃(t)|2 ≤ V̇ (t) + 2αV (t) + λ(σ2D|x̃(t)|2

− |∆D( tϵ)x̃(t)|
2)− γ2|w̃(t)|2

≤ ξ⊤(t)Ωξ(t) + ϵ⋆f⊤( tϵ)Rf(
t
ϵ)

+ ˙̃x⊤(t)(d1W1 + d2W2 + ϵ⋆H̄) ˙̃x(t),

(7.69)

for t ≥ ϵ, with some positive scalars λ > 0 and γ > 0, augmented vec-
tor ξ⊤(t) = [x̃⊤(t), G⊤(t),∆D⊤( tϵ)x̃

⊤(t), Y ⊤(t), x̃⊤(t − h1(t)), x̃
⊤(t −

d1), x̃
⊤(t − h2(t)), x̃

⊤(t − d2), w̃
⊤(t)] ∈ R9Nn×9Nn and symmetric block

matrix Ω defined in (7.54). Moreover, by leveraging (7.42), f( tϵ) and ˙̃x(t)
in (7.69) can be presented as

f( tϵ) =

M∑
s=1

χs(
t
ϵ)Dsx̃(t− h2(t)),

˙̃x(t) = Ãx̃(t) + Ãdx̃(t− h1(t)) + w̃(t) +

M∑
s=1

χs(
t
ϵ)Dsx̃(t− h2(t)).

(7.70)
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By Schur complements, if inequalityΩ Ω12

⋆

[−R 0Nn 0Nn 0Nn
⋆ −W1 0Nn 0Nn
⋆ ⋆ −W2 0Nn

⋆ ⋆ ⋆ −H̄

] < 0 (7.71)

holds, with Ω12 defined as
 06Nn√

ϵ⋆χ( tϵ)D
⊤
s R

06Nn




√
d1Ã⊤W1
03Nn√

d1χ( tϵ)D
⊤
s W1

0Nn√
d1χ( tϵ)D

⊤
s W1

0Nn√
d1W1





√
d2Ã⊤W2
03Nn√

d2χ( tϵ)D
⊤
s W2

0Nn√
d2χ( tϵ)D

⊤
s W2

0Nn√
d2W2





√
ϵ⋆Ã⊤W2
03Nn√

ϵ⋆χ( tϵ)D
⊤
s W2

0Nn√
ϵ⋆χ( tϵ)D

⊤
s W2

0Nn√
ϵ⋆W2



 ,
(7.72)

with χ( tϵ) =
∑M

s=1 χs(
t
ϵ), then

V̇ (t) + 2αV (t)− γ2|w̃(t)|2 < 0. (7.73)

Note that, (7.53) implies both (7.71) and (7.73) since it is affine in∑M
s=1 χs(

t
ϵ)D

⊤
s . Furthermore, for all ϵ ∈ (0, ϵ⋆], the positiveness of the

functional is guaranteed by the following bound:

V (t) ≥ VP (t) + VR(t) ≥
[
x̃(t)
G(t)

]⊤ [ P −P

⋆ P+e−2αϵ⋆R

] [
x̃(t)
G(t)

]
≥ |x̃(t)|2. (7.74)

Hence, if (7.50) is satisfied, then comparison principle ensures

|x̃(t)|2 ≤ V (t) ≤ e−2α(t−ϵ−d1)V (ϵ) +
γ2

2α
∥w̃[0, t]∥2∞ t ≥ ϵ. (7.75)

From (7.57), for some positive ϵ-independent κ1 it holds:

V (ϵ) ≤ κ1

[
∥x̃ϵ∥2W +

∫ ϵ

−d1

| ˙̃x(s)|2 ds
]
. (7.76)
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By denoting x̃t(θ) = x̃(t+ θ) with θ ∈ [−d1, 0], from (7.40), it follows:

x̃t(θ) ={
ϕ(t+ θ), t+ θ < 0

ϕ(0) +
∫ t+θ
0 [Ax(s) +Adx(s− h1(s)) +B( sϵ )w(s)] ds, t+ θ ≥ 0.

(7.77)

From (7.77), the following holds:

∥xt∥W ≤ ∥ϕ∥W+

∫ 0

−θ
κ2∥ϕ(s)∥W ds+b(ϵT+d1)∥w[0, t]∥∞, t ≥ 0, (7.78)

for some ϵ-independent κ2 > 0. From (9.50) and Gronwall inequality, it
results:

∥x̃t∥W ≤ eκ2d1∥ϕ∥W + (ϵ+ d1)∥w̃[0, t]∥∞ t ∈ [0, ϵ+ d1], (7.79)

and, hence,

∥x̃t∥2W ≤ e2κ2d1∥ϕ∥W + (ϵ+ d1)
2∥w̃[0, t]∥2∞ ds t ∈ [0, ϵT + d1]. (7.80)

Similarly, from (7.40):

| ˙̃x(t)|2 ≤ κ3∥ϕ∥2W + ∥w̃[0, t]∥2∞ t ∈ [0, ϵ+ d1], (7.81)

for some positive ϵ-independent κ3. Tacking into account (7.80)-(7.81), the
following inequality can be derived:

V (ϵ) ≤κ1
[
e2κ2d1∥ϕ∥2W + ∥w̃[0, t]∥2∞

]
(7.82)

Substitution of this latter into (7.75) leads to the fulfillment of (7.55) (and,
thus, (7.56)) for some ϵ-independent κ̄ > 0, thus completing the proof.

Remark 16. It is worth noting that decision variable γ, as a component
of ISS gain, strongly impacts on ellipsoid radius according to (7.56). To re-
duce the attractive ball dimension, one can minimize the value of γ. How-
ever, from (7.54), this contraction leads to poor convergence rate which,
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conversely, needs for larger values of γ. It follows that a good trade-off
between attractive ball dimension and convergence rate has to be reached.
Moreover, several optimization software tools are available to deal with
minimization problems subject to LMIs constraints, such as MOSEK [175],
which has a MATLAB API accessible via the YALMIP parser and exploits,
e.g., bisection algorithm.

Remark 17. It is worth noting that, linear systems and nonlinear Lip-
shitz systems with constant delay which are Globally Exponentially Stable
in absence of an input (0-GES) are ISS as well [176]. In Theorem 7 ISS
analysis is also required due to the presence of non-small delays, whose
length can strongly compromise the practical stability of the system. Ac-
cording to the recent literature, if the delay exceeds a prescribed size the
ISS may be no-longer preserved [177].

7.3.2 Numerical Analysis

In this section some numerical simulations are provided in order to
confirm the effectiveness of the theoretical derivation. Let us considering
a MASs consisting of N = 10 dynamical followers plus a leader sharing
information via delayed switching communication network and whose de-
layed dynamics (7.36)-(7.37) are characterized by the following matrices:

A =

[
0 1
−1 0

]
, Ad =

[
−1 1
−2.5 0

]
, B =

[
0
1

]
.

The initial conditions of the agents are randomly selected, while their
external disturbances are chosen such that w1(t) = w7(t) = sin(t), w2(t) =
sin(1.5t), w3(t) = w6(t) = sin(0.5t), w4(t) = w8(t) = 0.1 sin(t), w5(t) =
w9(t) = w10(t) = 0, for t ∈ [0, 5) [s], and w5(t) = sin(0.5t), w9(t) =
0.1 sin(0.5t), w10(t) = 2 sin(0.5t), w1(t) = w2(t) = w3(t) = w4(t) =
w6(t) = w7(t) = w8(t) = 0 for t ∈ [5, 10] [s]. Let us assume the periodic
switching network GN+1(

t
ϵ) among ten agents as depicted in Figure 7.4,

which allows to present matrix D(τ) in (7.42) as the following convex
combination of M = 2 constant matrices, i.e.:

D(τ) =

2∑
s=1

χs(τ)Ds, τ ∈ [k, k + 1), k = 0, 1, . . . , (7.83)
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Figure 7.4. Switching communication network graph GN+1(
t
ϵ ) =

{V ,E s
N+1(

t
ϵ )}, s = 1, 2, with E 1

N+1(
t
ϵ ) and E 2

N+1(
t
ϵ ) in red and blue dashed

lines, respectively.

with D1 = H1⊗BK referred to the edge set E 1
N+1(

t
ϵ) (red dashed lines in

Figure 7.4) and D2 = H2 ⊗BK referred to E 2
N+1(

t
ϵ) (blue dashed lines in

Figure 7.4), respectively. Moreover, χ1(τ) = χ[kϵ,(k+β1)ϵ](τ) is the indicator
function of the time interval [kϵ, (k + β1)ϵ], while χ2(τ) = 1 − χ1(τ).
Therefore, D(τ) is 1-periodic with ∆D = 0 and, hence, σD = 0. By
choosing β1 = 0.6 and K = [−15 − 15], it results the Hurwitz matrix
Φ = Ã+ β1D1 + (1− β1)D2 + Ãd. For all τ ≥ 1, inequality (7.52) can be
presented as∫ τ

τ−1

(
ζ − τ + 1− d2

ϵ

)
D⊤(ζ)HD(ζ) dζ ≤∫ τ

τ−β1

(
ζ − τ + 1− d2

ϵ

)
dζD⊤

1 HD1 +

∫ τ

τ−(1−β1)

(
ζ − τ + 1− d2

ϵ

)
dζD⊤

2 HD2

=
(1− (1− β1)

2

2
+ β1

d2
ϵ

)
D⊤

1 HD1 +
(1− β2

1

2
+

d2
ϵ
(1− β1)

)
D⊤

2 HD2 = H̄

(7.84)

The numerical simulations are carried out by exploiting MATLAB plat-
form, while Yalmip Toolbox with MOSEK solver have been exploited to
solve the LMIs in (7.50)-(7.53). By verifying the feasibility of LMIs in
Theorem 7 for a small enough decay rate α = 0.005, it is possible to find
upper bounds ϵ⋆, d1 and d2 preserving the ISS of the overall MASs net-
work. This means that bounded leader-tracking consensus can be achieved
with error trajectories x̃(t) approaching the attractive ball whose radius is√

γ2

2α∆
2 according to (7.55)-(7.56). Specifically, the analysis is carried-out

in a threefold way. Given desired decay rate α = 0.005, the values of two
parameters among ϵ, d1 and d2 is fixed at a time, while iteratevely increas-
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Figure 7.5. Leader-tracking consensus problem. Time history of synchro-
nization errors ei(t), i = 1, . . . , 10 for: a) ϵ⋆ = 0.0177, d1 = 0.912, d2 = 0.013;
b) ϵ⋆ = 0.0177, d1 = 0.5, d2 = 0.0268; c) ϵ⋆ = 5.13, d1 = 0.5, d2 = 0.01.

ing the value of the third one in order to find its upper bound preserving
the ISS of the entire network. In doing so, the upper bounds ϵ⋆, d1 and
d2 on ϵ, h1(t) and h2(t), respectively, can be evaluated for a desired decay
rate. Table 7.1 shows the results of these analysis. In particular, it is
possible to appreciate that for α = 0.005, ϵ⋆ = 0.0177 and d2 = 0.013, the
non-small state delay upper bound and γ are d1 = 0.912 and γ = 26.2879,
while for α = 0.005, ϵ⋆ = 0.0177 and d1 = 0.5 it results d2 ∼ O(ϵ),
i.e. d2 = 0.0268, and γ = 17.574. By numerical simulations of solutions,
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Table 7.1. Feasibility of Theorem 7.

ϵ⋆ d1 d2 γ

α = 0.005, ϵ⋆ = 0.0177, d2 = 0.013 − 0.912 − 26.2879

α = 0.005, ϵ⋆ = 0.0177, d1 = 0.5 − − 0.0268 17.574

α = 0.005, d1 = 0.5, d2 = 0.01 5.13 − − 41.9173

α = 0.005, d1 = 0.5 and d2 = 0.01 allow finding that the ISS of the over-
all MASs network is preserved till larger values of ϵ, i.e. ∀ϵ ∈ (0, ϵ⋆] with
ϵ⋆ = 5.13. Furthermore, numerical simulations have been performed for the
above described three cases and the results are shown in Figure 7.5(a)-(c),
thus confirming theoretical derivation. In particular, Figure 7.5(a)-(c) re-
port the time-history of the error trajectories of the overall MASs network,
thus confirming that, under the proposed networked-based delayed control
law and switching communication network, bounded leader-tracking con-
sensus can be achieved for all ϵ ∈ (0, ϵ⋆], h1(t) ∈ (0, d1], h2(t) ∈ (0, d2],
with ϵ⋆, d1 and d2 properly selected according to Table 7.1, and for a
small enough decay rate, even if the network is not connected for all t ≥ 0.
Hence, it is possible to concluded that, compared with [165], our approach
allows quantifying the upper bound ϵ⋆, as well as maximum admissible
delays d1 and d2, which is not possible by exploiting classical averaging
theory.

7.4 Concluding Remarks

In this chapter the problem of reducing communication network work-
load in CPES and, in general, in MASs has been addressed via distributed
periodic control strategies, which allow avoiding communication resources
waste without compromising stability performance. Firstly, the digital
implementation of distributed PID control strategy by using artificial de-
lays approach has been investigated to solve the voltage SC in inverter-
based islanded MG. The proposed mechanism has allowed to reduce the
number of the control updates, thus saving the limited network commu-
nication resource and releasing communication bandwidth. Theoretical
analysis has been carried out by exploiting Lyapunov-Krasovskii theory
and the derived exponential stability conditions have been expressed as
a set of LMIs, whose solution allows finding the weighted L2 gain. Nu-
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merical results have confirmed the effectiveness of the control strategy in
guaranteeing the voltage regulation control problem, while coping with
references/load variations, natural deviations, as well as plug-and-play sit-
uations. On the other hand, for the general class of high-order MASs with
both input and state delays, the benefits of using periodic fast-switching
communication network has been studied by leveraging the constructive
time-delay approach to periodic averaging without requiring the connec-
tivity of the network for all the time. This latter approach has allowed
finding a proper time-dependent switching control rule preserving the ISS
of the entire MASs, where the Lyapunov-Krasovskii theory has been ex-
ploited again to analyticall prove the effectiveness of the method in ensur-
ing bounded-leader tracking performance. Stability conditions expressed
as LMIs are derived, whose solution led to upper bounds on small param-
eter, state and communications delays.



Chapter 8
Towards distributed aperiodic
control

This chapter tackles the secondary voltage recovery problem in is-
landed MG with the aim of further reducing communication frequency
among DGs, while maintaining desired performance and saving commu-
nication network workload. To pursue this objective, a distributed PID
controller is firstly introduced, whose sampled-data implementation is en-
abled by leveraging the finite-difference approximation for the derivative
action, which leads to a distributed Proportional-Integral-Retarded (PIR)
controller with a small enough sampling period h > 0. Then, the resulting
fully-distributed PIR control law is combined with a DETM, which embeds
Zeno-freeness property and avoids the requirement of continuous transmis-
sion in triggering process. Thus, the communication burden is significantly
mitigated and the waste of communication resources is avoided. By ex-
ploiting Lyapunov-Krasovkii method, exponential stability conditions ex-
pressed as LMIs are derived, whose solution allows evaluating the maxi-
mum sampling period and DETM parameters preserving the stability of
the MG voltage. A thorough numerical analysis, carried out on the stan-
dard IEEE 14-bus test system, confirms the effectiveness of the theoretical
derivation.
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8.1 A Novel Communication Resources Saving-
Oriented control approach

The focus of this chapter is the voltage regulation problem, which falls
into SC layer, i.e., the more critical level to guarantee nominal working con-
ditions. At this level, distributed control schemes are gaining momentum
since they represent a superior alternative with respect to conventional cen-
tralized or decentralized approaches. By exploiting information exchanges
among DGs at the local level, distributed control techniques are able to
achieve SC objectives, while guaranteeing higher flexibility, reliability and
scalability [22].

Along this line, cooperative control of MASs represents one of the main
approaches for SC design [178], where each component within the MG is
modeled as a dynamical system able to reach a desired coordinated behav-
ior at the global level via its own neighboring information and distributed
control protocols [23, 24]. Several distributed control strategies are recently
introduced in the technical literature to solve voltage regulation problem
in islanded MG, each of them facing with a specific challenge, such as
finite-time convergence [42, 31], bounded uncertainties/disturbances [11],
cyber attacks [153].

All the above mentioned distributed SC schemes assume continuous
communication among DGs and require fast communication ability to en-
sure the stability of the system, which may lead heavy burden on the
communication network, thus representing a no-computationally efficient
solution [101, 14]. Moreover, the communication bandwidth will be in-
evitably limited as the number of DGs involved in the MG increases [179].
Therefore, the design of effective and reliable control schemes able to re-
duce the data exchange frequency, while maintain MG performance, will
be meaningful in order to: i) efficiently manage with the limited band-
width; ii) reduce network congestion; iii) avoid waste of communication
and computation resources [22, 179]. Event-Triggered Control (ETC) has
been recognized as a suitable solution to achieve the aforementioned ob-
jectives and it avoids costly communication. It guarantees controllers to
switch-on only when trigger conditions are fulfilled, meaning that the com-
munication become aperiodic rather than periodic.

Along this direction, [22] has introduced a distributed ETC to achieve



8.1. A Novel Communication Resources Saving-Oriented control approach 167

SC objectives, where the design of trigger function/condition has handled
through Lyapunov method. To solve voltage recovery problem in a dis-
tributed fashion, an ET time generator has considered in [180], whose task
is to judge whether a certain measurement error has reached the ET con-
dition which, however, depends on the communication network topology
via the Laplacian matrix. Moreover, an ETC has been embedded into a
Distributed Model Predictive Control (DMPC) scheme in [181] to regulate
the voltage magnitude of each DG, where it is shown that communication/-
computation burden is reduced with slightly compromised control perfor-
mance. Herein, to improve these latter, authors also embed an adaptive
observer to mitigate the negative effects of mismatches due to sampling
process. The presence of communication time-delays during information
sharing process has been considered in [154], where the voltage synchro-
nization is achieved via a distributed ETC, designed by using the low gain
feedback technique. Note that, all the above-mentioned ETC methods are
designed without considering disturbances acting on DGs dynamics and,
hence, they may not guarantee Zeno-freeness in practical applications [179].
From this literature overview, it is clear that most efforts have been done
towards the development of static ET rules based on synchronization/sam-
pling voltage errors [182]. However, DETM based on an auxiliary internal
variable is gaining attention in the last years since it has been proven that
it requires fewer control updated with respect to static ET control and has
the capability of eliminating Zeno behavior [183, 184]. It is worth noting
that the main difference between static ET and the dynamic one relies in
the threshold. Static ET has a fixed and constant threshold into the trig-
gering rule, whereas Dynamic Event-Triggered (DET) endows a dynam-
ically adjustable mechanism provided by the additional internal variable
[185].
In light of the above, the aim of the chapter is to introduce a novel ro-
bust distributed DET PID-like controller able to solve voltage recovery
problem in inverter-based islanded MG, where bounded disturbances aris-
ing from MG modeling phase are taken into account without compro-
mise Zeno-freeness property. The PID-like structure of the proposed fully-
distributed controller allows to reach highly improved steady-state and
transient performance since, both past and future information, together
with the present ones, are considered [14]. Moreover, the DET mecha-
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nism, based on a comparison between the actual computed control signal
and the last imposed one, is able to further reduce the number of the con-
trol signals sent compared with the classical static ET via the additional
internal variable, which adjusts the triggering threshold and lengthens the
inter-event time intervals, thus leading to communication resources saving.
Moreover, it is worth noting that the proposed DET mechanism is based on
control signals, instead of voltage errors measurements, in order to avoid
accumulating errors in the integral terms approximation. By exploiting
theoretical results in [157], the fully-distributed PID-like control protocol
exploits finite-difference approximation to deal with the derivative terms,
which results in a PIR controller. Note that, if the delay length is small
enough, the stability is maintained despite this approximation [160]. The
data sampling is tackled via time-delay approach and Lyapunov-Krasovskii
method [97], where the key point is to express the delayed term via its Tay-
lor’s expansion with remainder in the integral form, properly compensated
via the Lyapunov Krasovskii functional. Thus, simple robust sampling-
dependent stability conditions in the form of LMIs are derived, whose
feasibility is ensured for small enough sampling period if the original dis-
tributed derivative-dependent controller stabilizes the MG voltage.
Note that, differently from [185], where the DET mechanism (dependent
on the voltage error measurements) is applied along with a simple fully-
diffusive control protocol without considering disturbances acting on the
MG, the proposed stability analysis leads to feasible LMIs whose solution
allows finding parameters involved into the DET condition ensuring stabil-
ity. Furthermore, with respect to the results presented in [14] (see previ-
ous Chapter 7), where the sample-data implementation of the distributed
PID controller has been carried out without involving an ET mechanism,
through the chapter it will be highlighted how the proposed method fur-
ther reduces the usage of the limited communication resources with a less
number of triggering events, which is helpful for saving communication
bandwidth.
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8.2 Dynamic Event-Triggered PID-like Control Us-
ing Artificial Delays

Here the aim is to design the secondary voltage control vni in (3.9)
able to synchronize all DGs voltage vouti , ∀i = 1, 2, . . . , N , to the reference
voltage v0, provided by a virtual DG, labeled with index 0. This implies
the synchronization of the direct term vodi in (3.9) ∀i = 1, 2, . . . , N .
This control problem, which can be recast as a leader-tracking one, is here
tackled by designing a novel distributed dynamic event-triggered control
strategy able to reduce the communication burden and saving limited net-
work resources. Note that, for sake of brevity, throughout the chapter the
dependence on d − q reference frame of vodi in (3.9) will be omitted, i.e.,
vodi = vi.
By differentiating voltage equation in (3.9) and taking into account equa-
tion (3.10b), the following simplified second-order model is derived:

kvi v̈i(t) + v̇i(t) + kQiQ̇
m
i + ûi(t) = 0, (8.1)

where ûi(t) = v̇ni is the i-th DG control input generating PC voltage
reference to be designed later. By leveraging state-space formalism, (8.1)
leads to

ẋi(t) =

[
0 1
0 0

]
xi(t) +

[
0

− 1
kvi

]
(ûi(t) + wi(t)), (8.2)

where xi(t) = [vi(t) v̇i(t)]
⊤ ∈ R2 is the voltage state vector, while wi(t) =

h(t, vi, Qi, Q
m
i ) ∈ R is the disturbance taking into account the voltage

deviation induced by PC, with h(t, vi, Qi, Q
m
i ) = −v̇i(t)− kQiQ̇

m
i .

Remark 18. Note that, Assumption 2 ensures the boundedness property
for the term wi(t) in (8.2) [42]. It means that

∃ Π ∈ R+ : |wi(t)| ≤ Π, ∀i = 1, 2, . . . , N.

On the other hand, the leading dynamics of the reference generator
DG 0 can be modeled as the following autonomous system:

ẋ0(t) =

[
0 1
0 0

]
x0(t), (8.3)
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Figure 8.1. Distributed Dynamic Event-trigger PID Control Architecture for
SC voltage regulation.

where x0(t) = [v0(t) v̇0(t)]
⊤ ∈ R2 is the leader DG 0 reference state vector.

Then, for the generic i-th DG, the synchronization error can be presented
as:

ei(t) = vi(t)− v0(t), i = 1, 2, . . . , N. (8.4)

Now, the SC control input ûi(t) in (8.2) is designed such that:

lim
t→∞

∥ei(t)∥ = 0, ∀i, (8.5)

while ensuring the communication resources saving. To this aim, the fol-
lowing three-steps procedure is proposed: 1) introduction of a distributed
PID voltage controller ui(t) which, although leveraging a continuous infor-
mation sharing over the communication network, is practical to implement
thanks to the finite-time difference of the derivative action; 2) sampled-
data implementation of the previous designed controller ui(t) in order to
obtain a digital control scheme ensuring a preliminary reduction of trans-
mitted control signal; 3) design of the dynamic event-triggering rule to
further decrease the communication network workload from the controller
to actuator, while saving its limited resources [186].
In the sequel, all the design steps of the proposed control procedure are
described, while a schematization of the resulting control architecture is
provided in Figure 8.1 so to clearly highlight how unnecessary sampled-



8.2. Dynamic Event-Triggered PID-like Control Using Artificial Delays 171

data transmission is mitigated.

Step 1: From (8.4), the control ui(t) is designed as a distributed
continuous-time PID controller weighting the networked shared informa-
tion as

ui(t) =k̄P
∑
j∈N c

i

aij(ei(t)− ej(t)) + k̄I
∑
j∈N c

i

aij

∫ t

0
(ei(s)− ej(s)) ds

+ k̄D
∑
j∈N c

i

aij(ėi(t)− ėj(t)),
(8.6)

where k̄P is the proportional control gain, k̄I is the integral control gain
and k̄D is the derivative control gain; aij is the generic element of the
adjacency matrix accounting for the presence/absence of a communication
link between the i-th and j-th DG.
Note that, in general control engineering practice there is a widely exploita-
tion of PID controller due to their ability in providing fast response to the
transient phase while reducing steady-state deviations [156, 14]. However,
this class of controllers depends on derivative of the output that can be
hardly measured in practice [157, 161]. To deal with this problem, accord-
ing to [14], the control input in (8.6) can be transformed in a distributed
PIR controller by using the following finite-difference approximations for
the derivative terms, i.e.:

ėi(t) ≈ēi(t) =
ei(t)− ei(t− h)

h
,

ėj(t) ≈ēj(t) =
ej(t)− ej(t− h)

h
,

(8.7)

with i, j = 1, 2, . . . , N and h > 0. Hence, by exploiting (8.7), the dis-
tributed PIR controller for the i-th DG has the following form:

ui(t) =kP
∑
j∈N c

i

aij(ei(t)− ej(t)) + kI
∑
j∈N c

i

aij

∫ t

0
(ei(s)− ej(s)) ds

+ kD
∑
j∈N c

i

aij(ei(t− h)− ej(t− h)),
(8.8)
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where the control gains, based on the finite-difference method, can be
expressed as

kP = k̄P +
k̄D
h
, kI = k̄I , kD = − k̄D

h
. (8.9)

Step 2: Now, to ensure a preliminary reduction of communication re-
sources, here the sampled-data implementation of distributed PIR con-
troller in (8.8) is addressed. To this end, it is assumed that the tracking
error e(t) is available only at the discrete-time instants tk = kh, where
k ∈ N0 and h > 0 is the sampling period. Specifically, given (8.7), the
following approximations are employed for t ∈ [tk, tk+1), k ∈ N0 [157]:

ei(t) = ēi(t) ≈ ēi(tk),∫ t

0
ei(s) ds ≈

∫ tk

0
ēi(s) ds ≈

k−1∑
s=0

∫ ts+1

ts

ēi(s) ds ≈
k−1∑
s=0

∫ ts+1

ts

ēi(ts) ds

= h

k−1∑
s=0

ēi(ts),

ėi(t) ≈ ˙̄ei(t) ≈ ˙̄ei(tk) =
ēi(tk)− ēi(tk−1)

h
.

(8.10)

By leveraging (8.10), (8.8) can be recast in sampled-data fashion as

ui(t) =k̄P
∑
j∈N c

i

aij(ēi(tk)− ēj(tk)) + k̄Ih
∑
j∈N c

i

aij

k−1∑
s=0

(ēi(ts)− ēj(ts))

+ k̄D
∑
j∈N c

i

aij( ˙̄ei(tk)− ˙̄ej(tk))

=kP
∑
j∈N c

i

aij(ēi(tk)− ēj(tk)) + kIh
∑
j∈N c

i

aij

k−1∑
s=0

(ēi(ts)− ēj(ts))

+ kD
∑
j∈N c

i

aij(ēi(tk−1)− ēj(tk−1)), t ∈ [tk, tk+1), k ∈ N0,

(8.11)

with kP , kI and kD defined as in (8.9).
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Step 3: To further reduce the network workload demanded by the
distributed sampled-data distributed PID control, now it will be enriched
with a DETM. To this aim, inspired by [183], firstly the following i-th
internal dynamic variable associated with DG i within the MG is intro-
duced:

λ̇i(t) = −θλi(t) + σβ|ui(tk)|2 − β|ϵi(tk)|2, t ∈ [tk, tk+1), (8.12)

with design parameters θ > 0, σ ∈ (0, 1), β > 0 and λi(t0) = λi,0 > 0; the
term ϵi is defined as

ϵi(tk) = ui(t)− ûi(tk), t ∈ [tk, tk+1), (8.13)

where ûi(tk) is the last effective control input sent, at tk, to the i-th DG.
With the aim of ensuring the voltage stability of the whole closed-loop net-
work, the idea of the proposed DETM is not to require that β(σ(ui(tk)|2−
|ϵi(tk)|2) is always non-negative, but to ensure that it is non-negative in
average [183]. Accordingly, the control action ûi(t) in (8.1) is designed
according to the following rule:

ûi(t) = ûi(tk) =

{
ui(tk), if (8.15) is true,
ûi(tk−1), otherwise,

(8.14)

γλi(tk) + σβ|ui(tk)|2 − β|ϵi(tk)|2 < 0, (8.15)

where ui(tk) is the control action due to sample-data controller in (8.11) at
the time tk, while γ > 0 is an additional design parameter of the proposed
DETM. Given (8.12), this design choice implies voltage stability to be
guaranteed when λi(t) is non-negative ∀t ≥ 0, according to the following
lemma.

Lemma 2. Let σ ∈ (0, 1), λi,0, γ, β ∈ R+
0 and let ui, λi and ϵi defined in

(8.11), (8.12) and (8.13). Then, for all t ∈ [0, t∞), the DETM in (8.14)-
(8.15) ensures γλi(tk) + σβ|ui(tk)|2 − β|ϵi(tk)|2 ≥ 0 and λi(t) ≥ 0, for all
i = 1, 2, . . . , N .

Proof. By construction, mechanism (8.14) ensures that, ∀t ∈ [0, t∞),

γλi(tk) + σβ|ui(tk)|2 − β|ϵi(tk)|2 ≥ 0, i = 1, 2, . . . , N,
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where t∞ is the limit of tk = kh when k → +∞. If β = 0, then λi(tk) ≥ 0.
On the other hand, if β ̸= 0 it follows

σβ|ui(tk)|2 − β|ϵi(tk)|2 ≥ −γλi(tk).

Then, from (8.12), it yields

λ̇i(t) ≥ −θλi(t)− γλi(tk), t ∈ [tk, tk+1),

for all t ∈ [0, t∞), with λ(0) = λ0 ≥ 0. Comparison lemma [144] guarantees
λ(t) ≥ 0, ∀t ∈ [0, t∞).

Remark 19. Compared to ET mechanism provided in [24], the proposed
DETM (8.14)-(8.15) has an additional tuning parameter γ ≥ 0 due to the
presence of the novel interval variable λ that may allow to further reduce
workload. Note that, the worst case γ = 0 means that (8.15) becomes a
static ET. However, according to [183], a positive γ may improve the result
and lead to a smaller number of signals.

8.3 Stability Analysis

To prove how the proposed distributed PID control, embedded with
DETM, as in (8.14)-(8.15), can synchronize the DGs output voltage vi
to the references state v0 (hence solving the control objective (8.5) with
limited communication resources), the following proposition is introduced,
which will be instrumental for the Lyapunov-Krasovskii stability analysis.

Proposition 1. For the i-th DG within the MG, the error derivative ˙̄ei(t)
defined in (8.10) satisfies the following equalities [157, 187]:

˙̄ei(t) = ėi(t) + κi(t), κi(t) =

∫ t

t−h

t− h− s

h
ëi(s) ds, ∀i. (8.16)

Proof. Following arguments in [158], by exploiting Taylor’s expansion with
the remainder in the integral form, it yields:

ei(t− h) = ei(t) + ėi(t)h−
∫ t

t−h
(t− h− s)ëi(s) ds. (8.17)
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Proposition 1 can be obtained by recasting terms in (8.17), i.e.:

˙̄ei(t) =
ei(t)− ei(t− h)

h
= ėi(t) +

∫ t

t−h

t− h− s

h
ëi(t). (8.18)

8.3.1 Closed-loop MG Network

In order to derive the closed-loop MG network, introduce the following
enlarged vectors:

ζ(t) = [e1(t), e2(t), . . . , eN (t)] ∈ RN , ζ̄(t) = [ ˙̄e1(t), ˙̄e2(t), . . . , ˙̄eN (t)] ∈ RN ,

ζ̂(t) =

[
(t− tk)ē1(tk) + h

k−1∑
s=0

ē1(ts), (t− tk)ē2(tk) + h
k−1∑
s=0

ē2(ts),

. . . , (t− tk)ēN (tk) + h

k−1∑
s=0

ēN (ts)

]
∈ RN ,

χ(t) = [ζ⊤(t) ζ̄⊤(t) ζ̂⊤(t)] ∈ R3N×3N ,

(8.19)

with t ∈ [tk, tk+1), k ∈ N0.
Moreover, denote the errors due to sampling as

ς(t) = χ(tk)− χ(t) ∈ R3N ,

φ(t) = ζ̄(tk)− ζ̄(t) ∈ RN , t ∈ [tk, tk+1), k ∈ N0.
(8.20)

Furthermore, given Proposition 1, the additional augmented vector κ(t) =
[κ1(t), κ2(t), . . . , κN (t)] ∈ RN is defined.
In light of the above notation, the distributed digital-controller input vec-
tor ū(t) = [u1(t), u2(t), . . . , uN (t)] ∈ RN can be re-written as

ū(t) =[k̄PH k̄DH k̄IH ]χ(t) + [k̄PH 0N×N k̄IH ]ς(t)

+ k̄DH (κ(t) + φ(t)), t ∈ [tk, tk+1],
(8.21)

with H = L + P, where L and P are the Laplacian and Pinning ma-
trices.
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Given (8.1), (8.3), (8.21), the closed-loop system under the action of
DETM (8.14) and (8.15) can be derived as:

χ̇(t) = Φχ(t) + A1ς(t) + A2(κ(t) + φ(t)) + B(w̄(t) + ε(t)), (8.22)

with matrices

Φ =

 0N×N IN×N 0N×N

k̄P B̄H k̄DB̄H k̄IB̄H
IN×N 0N×N 0N×N

 , A1 =

 0N×N 0N×N 0N×N

k̄P B̄H 0N×N k̄IB̄H
0N×N 0N×N 0N×N

 ,
A2 =

 0N×N

k̄DB̄H
0N×N

 , B =

0N×N

B̄
0N×N

 , B̄ = −diag

{
1

kv1
,

1

kv2
, . . . ,

1

kvN

}
,

(8.23)

and enlarged vectors ε(t) = [ϵ1(t), ϵ2(t), . . . , ϵN (t)] ∈ RN and w̄(t) =
[w1(t), w2(t), . . . , wN (t)] ∈ RN , with ϵi and wi(t) defined in (8.13) and
(8.2), respectively.
Note that, the MG closed-loop system with continuous controller (8.6) has
the following form:

χ̇(t) = Φχ(t) + Bw̄(t), (8.24)

and satisfies the following lemma.

Lemma 3. Let µi, i = 1, . . . , N the i-th eigenvalue of matrix B̄H . Given
a decay rate ᾱ > 0, under the assumption of global reachability of the leader
DG 0, by choosing control gains in (8.6) as

k̄D > 0, k̄P > 0
k̄I
k̄D

> max
i

{k̄Pµi}, (8.25)

if there exists a positive definite matrix P ∈ R3N×3N and a positive scalar
c satisfying the following LMI[

PΦ+Φ⊤P+ᾱP+I3N PB
⋆ −c2I3N

]
< 0, (8.26)

then controller (8.6) exponentially stabilizes system (8.24).

Proof. Consider the Lyapunov function V = χ⊤(t)Pχ(t). By differentiat-



8.3. Stability Analysis 177

ing this latter and considering the attenuation index

J =

∫ ∞

0
[χ⊤(s)χ(s)− c2w̄⊤(s)w̄(s)] ds,

LMI in (8.26) can be derived. Note that, the feasibility of (8.26) is ensured
if and only if Φ is a Hurwitz stable matrix. Therefore, it is required to select
k̄P , k̄D and k̄I guaranteeing Φ < 0. According to [188], the characteristic
polynomial of Φ can be computed as

|λI − Φ| =|λIN | × |λ2IN − λk̄DB̄H − k̄P B̄H +
1

λ
k̄IB̄H |

= |λ3IN + (−λ2k̄D − λk̄P + k̄I)B̄H |.
(8.27)

Given the expression of B̄ in (8.23), if the leader DG 0 is globally reach-
able in the communication graph, B̄H has no zero eigenvalues, which are
indicated with µi (i = 1, . . . , N). Since |ξIN + B̄H | =

∏N
i=1(ξ+µi) [188],

(8.27) can be rewritten as

|λI − Φ| =
N∏
i=1

(
λ3 + (−λ2k̄D − λk̄P + k̄I)µi

)
. (8.28)

Therefore, control gains can be designed such that the roots of

pµi(λ) = λ3 − k̄Dµiλ
2 − k̄Pµiλ+ k̄Iµi (8.29)

have a negative real part ∀pµi , i = 1, . . . , N . Then, by exploiting Routh-
Hurwitz criterion, (8.29) is Hurwitz stable ∀i if (8.25) holds. Therefore,
the statement is proven.

8.3.2 Proof of Convergence

The voltage synchronization process of the entire closed-loop MG net-
work (8.22) is ensured according to the following LMIs-based stability cri-
teria.

Theorem 8. Consider the closed-loop voltage dynamics (8.22) under the
action of distributed DET controller (8.14)-(8.15), whose control gains are
tuned according to Lemma 3. Assume the leader to be globally reachable in
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G c
N+1 and let Assumptions 1-2 hold. Given sampling period h > 0, decay

rate α < ᾱ, and positive parameters σ ∈ (0, 1), β, θ and γ, if there exist
positive definite matrices P, S ∈ R3N×3N , W, Q, R ∈ RN×N and a scalar
b > 0 such that

Θ

Φ⊤Γ
√
σβe−2αh[k̄PH k̄DH k̄IH ]⊤

A ⊤
1 Γ

√
σβe−2αh[k̄PH 0N×N k̄IH ]⊤

A ⊤
2 Γ

√
σβe−2αhk̄DH ⊤

A ⊤
2 Γ

√
σβe−2αhk̄DH ⊤

B⊤Γ 0N×N

B⊤Γ 0N×N

⋆
−Γ 03N×N

⋆ −IN×N


< 0, (8.30)

with

Θ =


PΦ+Φ⊤P+2αP PA1 PA2 PA2 PB PB

⋆ −π2

4
S 03N×N 03N×N 03N×N 03N×N

⋆ ⋆ −π2

4
h2Q 0N×N 0N×N 0N×N

⋆ ⋆ ⋆ −e−2αhR 0N×N 0N×N

⋆ ⋆ ⋆ ⋆ −bIN×N 0N×N

⋆ ⋆ ⋆ ⋆ ⋆ −βe−2αhIN×N

 (8.31)

Γ = h2e2αhS +

0N×N 0N×N 0N×N

0N×N h2(e2αhQ+ 1
4R) 0N×N

0N×N 0N×N 0N×N

 , (8.32)

then, the voltage recovery is exponentially achieved with a decay rate α and
a small enough h > 0.

Proof. Introduce the following additional vector:

λ̄(t) = [λ1(t), λ2(t), . . . , λN (t)] ∈ RN , (8.33)

with λi, i = 1, . . . , N defined as in (8.12). Note that, for sake of brevity,
throughout the proof we omit the dependence on the time t for all variables.
Consider the following Lyapunov Krasovskii functional:

V = VP + VS + VW + VQ + VR + Vλ̄ , (8.34)
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where

VP =χ⊤Pχ,

VS =h2e2αh
∫ t

tk

e−2α(t−s)χ̇(s)⊤Sχ̇(s) ds− π2

4

∫ t

tk

e−2α(t−s)ς⊤(s)Sς(s) ds,

VW =

∫ t

tk

e−2α(t−s) ˙̄ζ⊤(s)W ˙̄ζ(s) ds− π2

4

∫ t

tk

e−2α(t−s)φ⊤(s)Wφ(s) ds,

VQ =h2e2αh
∫ t

t−h
e−2α(t−s) s− t+ h

h
ζ̈⊤(s)Qζ̈(s) ds,

VR =

∫ t

t−h
e−2α(t−s) (s− t+ h)2

4
ζ̈⊤(s)Rζ̈(s) ds

Vλ̄ =e−2α(t−tk)λ̄.

(8.35)

It is worth mentioning that the functional V (t) in (8.34) is positive due
to Lemma 5, ensuring VS ≥ 0 and VW ≥ 0, and Lemma 2, guaranteeing
Vλ > 0.
Differentiating VP along the trajectories of (8.22), it yields:

V̇P + 2αVP =2χ⊤Pχ̇+ 2αχ⊤Pχ = χ⊤(PΦ+ Φ⊤P + 2αP )χ

+ 2χ⊤PA1ς + 2χ⊤PA2(κ + φ)

+ 2χ⊤PB(w̄ + ε).

(8.36)

Moreover, by differentiating VS and VW along (8.22), it holds:

V̇S + 2αVS = h2e2αhχ̇⊤Sχ̇− π2

4
ς⊤Sς,

V̇W + 2αVW = ˙̄ζ⊤W ˙̄ζ − π2

4
φ⊤Wφ.

(8.37)

The derivative of VQ in (8.35) leads to

V̇Q + 2αVQ =h2e2αhζ̈⊤Qζ̈ − he2αh
∫ t

t−h
e−2α(t−s)ζ̈⊤(s)Qζ̈(d) ds. (8.38)
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By employing Lemma 4 to deal with the integral term of (8.38), it results:

V̇Q + 2αVQ ≤h2e2αhζ̈⊤Qζ̈ −
(∫ t

t−h
ζ̈(s) ds

)⊤
Q
(∫ t

t−h
ζ̈(s) ds

)
. (8.39)

Then, after differentiating (8.16), i.e. ¨̄ei(t) =
∫ t
t−h

ëi(s)
h ds, and considering

its vector form:
˙̄ζ =

∫ t

t−h

ζ̈(s)

h
ds, (8.40)

inequality (8.39) can be finally recast as

V̇Q + 2αVQ ≤ h2e2αhζ̈⊤Qζ̈ − h2 ˙̄ζ⊤Q ˙̄ζ. (8.41)

Furthermore, by differentiating VR along the trajectories of (8.22), it fol-
lows:

V̇R + 2αVR =
h2

4
ζ̈⊤Rζ̈ −

∫ t

t−h
e−2α(t−s) (s− t+ h)

2
ζ̈⊤(s)Rζ̈(s) ds, (8.42)

and by using Jensen inequality in Lemma 4 for the integral term, (8.42)
can be re-written as:

V̇R + 2αVR ≤ h2

4
ζ̈⊤Rζ̈ − e−2αhκ⊤Rκ. (8.43)

Finally, by differentiating Vλ̄ in (8.35), it yields:

V̇λ̄ + 2αVλ̄ = e−2α(t−tk) ˙̄λ. (8.44)

Moreover, given Lemma 2, from (8.12), the following inequality holds:

˙̄λ ≤ σβ|ū(tk)|2 − β|ε(tk)|2, t ∈ [tk, tk+1], (8.45)

with ū(tk) defined in (8.21). Exploiting (8.45), (8.44) can be re-written as:

V̇λ̄ + 2αVλ̄ ≤ e−2αh(σβ|ū(tk)|2 − β|ε(tk)|2) (8.46)

Summing up (8.36), (8.37), (8.41), (8.43), (8.46) and choosing W = h2Q,
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it yields:

V̇ + 2αV ≤χ⊤(PΦ+ Φ⊤P + αP )χ+ 2χ⊤PA1ς + 2χ⊤PA2(κ + φ)

+ 2χ⊤PB(w̄ + ε) + h2e2αhχ̇⊤Sχ̇− π2

4
ς⊤Sς − π2h2

4
φ⊤Qφ

+ ζ̈⊤[h2(e2αhQ+ 1
4R)]ζ̈ − e−2αhκ⊤Rκ

+ e−2αh(σβ|ū(tk)|2 − β|ε(tk)|2) t ∈ [tk, tk+1].

(8.47)

Now, introduce the following enlarged vector:

ξ⊤ = [χ⊤ ς⊤ φ⊤ κ⊤ w̄⊤ ε⊤] ∈ R10N . (8.48)

Thus, inequality (8.47) can be re-written as:

V̇ + 2αV − bw̄⊤w̄ ≤ξ⊤Θξ + χ̇⊤Γχ̇+ e−2αhσβ|ū(tk)|2, (8.49)

for t ∈ [tk, tk+1], where Θ ∈ R10N×10N and Γ ∈ R3N×3N are defined in
(8.31) and (8.32), respectively. Taking into account (8.21) and (8.22),
from Schur complement, if (8.30) holds, the following is satisfied:

V̇ + 2αV − bw̄⊤w̄ ≤ 0 t ∈ [tk, tk+1]. (8.50)

Therefore, the fulfillment of (8.30) implies that voltage recovery process is
exponentially achieved with a decay rate α > 0 and a L2 gain b.

8.4 Numerical Analysis

To validate the effectiveness of the proposed strategy (8.11), (8.14),
(8.15) in solving voltage recovery problem in MG, as in [23], the IEEE
14-bus test system working in islanded mode is considered. N = 5 DGs
on buses 1, 2, 3, 6 and 8 are involved into the grid, along with M = 9
local loads and twenty power transmission lines, whose parameters are
detailed in [23]. The communication topology is described by the set
E c
N+1 = {(0, 1), (1, 2), (2, 3), (3, 2), (2, 4), (3, 4), (4, 5)}, where the leader in-

formation is directly available only for DG 1. Note that, since this chap-
ter deals with secondary voltage control, frequency responses will be not
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shown for the sake of brevity. However, frequency time history is main-
tained within the operating range of ω0 = 50 [Hz] and restored via the
distributed controller proposed in [13]. This latter is involved in the sim-
ulation platform in order to test the proposed voltage control strategy in
a realistic MG environment.
Simulations are performed by leveraging Matlab/Simulink, while the feasi-
bility of LMIs in Theorem 8 is verified via Yalmip Toolbox through SeDuMi
solver. Lemma 3 has been exploited to select of k̄P , k̄I and k̄D, which leads
to k̄P = 30, k̄I = 0.1 and k̄D = 10. For α = 0.1 and β = 1, the feasibility
of LMIs in Theorem 8 is verified in order to find the maximum values of h
and σ ensuring the voltage stability. By solving these LMIs, the fulfillment
of Theorem 8 is guaranteed for h = 0.002, σ = 0.2 and b = 1.1578.

In order to point-out the capability of the proposed strategy in solving
voltage recovery problem, while timely eliminating deviations induced by
PC and saving limited network communication resources, in the sequel,
three different simulation scenarios will be investigated, i.e.: i) nominal
scenario, where multiple changing in voltage set-point occur so to prove
the tracking ability of the proposed controller; ii) load changing scenario
where, besides changing in voltage set-points, there exist fluctuations in
load demand; iii) plug and play scenario, where plug-and-play phenomena
are involved to discloses the robustness and the resilience of the control
law (8.11), (8.14), (8.15) in facing this more troublesome situation. Fi-
nally, a comparison analysis with respect to the conventional static ET
mechanism (obtained by selecting γ = 0) and the sampled-data controller
in [14] is discussed with the aim of corroborating the effectiveness of the
proposed approach in further reduce the communication burden, while
avoiding waste of computation resources.

8.4.1 Case A: Nominal Scenario

Herein multiple voltage reference set-points variations are considered,
i.e.: i) at t = 0 [s], only the PC works; ii) at t = 2 [s], the SC is switched
ON with v0 = 1.02 [p.u.]; iii) at t = 20 [s], the voltage reference is changed
as v0 = 1.03 [p.u.]; iv) at t = 45 [s], voltage set-point restores to the initial
value v0 = 1.02 [p.u.].
Figure 8.2 confirms the effectiveness of the proposed distributed DET PID-
like controller in successful solving the voltage restoration problem despite
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Figure 8.2. Voltage recovery in nominal scenario under the Distributed
Dynamic Event-Triggered PID-like controller. Time history of: a) voltage
vi(t), i = {1, 2, 3, 6, 8}; b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, c)
reactive power Qi, i = {1, 2, 3, 6, 8}.

the presence of disturbances acting on DGs dynamics, multiple reference
changes and deviations induced by PC. Specifically, from Figure 8.2(a),
it is shown that, prior to t = 2 [s], where only PC is activated, each
DG voltage is deviated from the desired set-point. Then, after activating
the proposed DET controller at t = 2 [s], voltage deviations are quickly
compensated to the reference voltage value v0 = 1.02 [p.u.]. Moreover, they
are also restored after each reference changing happening at t = 20 [s] and
t = 45 [s], respectively, thus allowing the voltage errors to approach to zero
(see Figure 8.2(b)). For completeness, the time history of reactive power
Qi of each DG, i = 1, . . . , 5 has been reported in Figure 8.2(c). Moreover,
Figure 8.5(a) shows the detail of the event-trigger time instants of each
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DG during the time interval [2; 4] [s] of this simulation scenario where,
due to the DET mechanism, each DG is triggered aperiodically rather than
continuously. Hence, Figure 8.5(a) highlights that the realise intervals are
more frequent in transient phase while, after reaching steady-state, the
number of sent control signals is smaller, thus confirming a reduction of
the communication network workload.

8.4.2 Case B: Load Changing Scenario

To prove the robustness of the proposed control law with respect to
changing in load requests, the following list of events are considered: i) at
t = 0 [s], only the PC works; ii) at t = 2 [s], the voltage SC is switched ON
with v0 = 1.02 [p.u.]; iii) at t = 20 [s], the voltage reference is changed as
v0 = 1.03 [p.u.] and the nominal values of the loads increase by 30%; iv)
at t = 30 [s], there is an additional 20% of increase of the loads, until they
restore their initial values at t = 40 [s]; v) at t = 45 [s], voltage set-point
restores to the initial value v0 = 1.02 [p.u.].
Results in Figure 8.3 illustrate the performance of the proposed control
strategy in solving voltage regulation problem also in this more trouble-
some scenario where, besides voltage reference variations, there exist sud-
den changes in load demand. In particular, Figure 8.3(a) shows that, once
the proposed SC is activated at t = 2 [s], DGs voltages promptly react to
both reference and load variations, thus synchronizing their values to the
desired set-point imposed by the virtual DG 0. Hence, each DG voltage
error with respect to the set-point v0 converges to zero in the steady-state,
with small tolerable errors occurring during each transient phase when ref-
erence/load variations occur (Figure 8.3(b)). Moreover, realise intervals
of each DG are shown in Figure 8.5(b) for the time interval [2; 4] [s], i.e.,
after reaching the first steady-state, thus highlighting how the proposed
DET mechanism allows reducing the number of control inputs computed
at single agent level, while alleviating communication network via an ape-
riodic control. For completeness, the time-history of the reactive-power Qi

of each DG, has been reported in Figure 8.3(c).



8.4. Numerical Analysis 185

0 10 20 30 40 50 60

0.99

0.995

1

1.005

1.01

1.015

1.02

1.025

1.03

1.035

20 21 22

1.02

1.025

1.03

30 31 32

1.029

1.0295

1.03

1.0305

40 41 42

1.03

1.031

1.032

1.033

(a)

0 10 20 30 40 50 60

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

(b)

0 10 20 30 40 50 60

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

(c)

Figure 8.3. Voltage recovery in load changing scenario under the Distributed
Dynamic Event-Triggered PID-like controller. Time history of: a) voltage
vi(t), i = {1, 2, 3, 6, 8}; b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, c)
reactive power Qi, i = {1, 2, 3, 6, 8}.

8.4.3 Case C: Plug and Play Scenario

Here, a more challenging scenario, involving multiple complex phenom-
ena to be properly managed in order to maintain MG stability, is consid-
ered.

Specifically, the following simulation environment is emulated: i) at
t = 0 [s], only the PC works; ii) at t = 2 [s], the voltage SC is switched
ON with v0 = 1.02 [p.u.]; iii) at t = 20 [s], the voltage reference is changed
as v0 = 1.03 [p.u.] and a 30% increase of the loads nominal values occur;
iv) at t = 24 [s], DG 4 is unplugged; v) at t = 30 [s], the loads increase of
an additional 20%; vi) at t = 32 [s], DG 4 is plugged-in; vii) at t = 40 [s],
loads are restored to their nominal values; viii) at t = 45 [s], voltage set-



186 Chapter 8. Towards distributed aperiodic control

0 10 20 30 40 50 60

0.99

0.995

1

1.005

1.01

1.015

1.02

1.025

1.03

1.035

20 21 22

1.02

1.025

1.03

30 32 34

1.029

1.0295

1.03

1.0305

1.031

40 41 42 43

1.03

1.0305

1.031

1.0315

1.032

45 46 47

1.02

1.025

1.03

(a)

0 10 20 30 40 50 60

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

(b)

0 10 20 30 40 50 60

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

(c)

Figure 8.4. Voltage recovery in plug-and-play scenario under the Distributed
Dynamic Event-Triggered PID-like controller. Time history of: a) voltage
vi(t), i = {1, 2, 3, 6, 8}; b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, c)
reactive power Qi, i = {1, 2, 3, 6, 8}.

point restores to the initial value v0 = 1.02 [p.u.].
The effectiveness of the proposed control protocol in successfully achieving
voltage synchronization is corroborated also in this worrying environment,
as it is possible to observe in Figure 8.4. It is worth noting that the
robustness of the proposed control strategy with respect to communica-
tion links failures is also guaranteed via this simulation scenario. Indeed,
as one DG within the power network fails, it also implies losses for the
cyber links connected to the unplugged DGs [125]. It means that when
DG 4 is unplugged at t = 24 [s], communication links (2, 4), (3, 4) and
(4, 5) become useless. Although these plug-and-play phenomena, along
with reference/load variations, may compromise MG voltage stability, the
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Figure 8.5. Event-triggered time of each DG i, i = 1, . . . , 5 under the Dis-
tributed Dynamic Event-Triggered PID-like controller: a) nominal scenario;
b) load changing scenario; c) plug-and-play scenario.

performance of the designed SC are confirmed and the voltage recovery
problem can be considered as successfully solved also in this case (see Fig-
ure 8.4(a)-(c)) with a good trade-off between control performances and
number of triggering instants (see Figure 8.5(c)).

8.4.4 Comparison With Conventional Static ET Control
and Other State-of-the-Art Digital Controller

To further highlight the advantages of the proposed distributed DET
PID-like controller in guaranteeing voltage restoration while reducing com-
munication network workload, by considering the same simulation environ-
ment as in Case C, a comparison of its performance with the one achievable
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Figure 8.6. Comparison analysis: voltage recovery in plug-and-play scenario
under the Distributed Static Event-Triggered PID-like controller. Time history
of: a) voltage vi(t), i = {1, 2, 3, 6, 8}; b) voltage error vi(t) − v0(t), i =
{1, 2, 3, 6, 8}, c) reactive power Qi, i = {1, 2, 3, 6, 8}.

via two different kind of controllers is provided. Specifically, for compari-
son purposes, a conventional Static ET mechanism (resulting from (8.15)
with γ = 0) and the sampled-data controller recently suggested in [14]
(see Chapter 7), where no ET conditions are involved, are considered.
The sampling period of the sampled-data controller in [14] is set to be
h = 0.002, while the static triggered threshold is chosen as σ = 0.2 so to
provide a fair comparison.
Results in Figure 8.6 and Figure 8.7 highlight the performance of the two
alternative controllers under comparison in dealing with voltage regulation
problem despite the occurrence of the multiple reference/loads changing
and plug-and-play phenomena. Performance of static ET (see Figure 8.6)
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Figure 8.7. Comparison analysis: voltage recovery in plug-and-play scenario
under the Distributed Sampled-data PID-like controller in [14]. Time history
of: a) voltage vi(t), i = {1, 2, 3, 6, 8}; b) voltage error vi(t) − v0(t), i =
{1, 2, 3, 6, 8}, c) reactive power Qi, i = {1, 2, 3, 6, 8}.

and sampled-data control laws [14] (see Figure 8.7) reveal good voltage
recovery performances similar to Figure 8.4. Besides a slight improvement
in transient performances ensured by the proposed DET-based distributed
controller, it is crucial to note the significant reduction into the number of
sent control signals achievable via the proposed controller at single agent
level. Comparison among the three controllers in terms of total trigger
times are shown in Figure 8.8. More in details, by considering a simu-
lation time interval of 60 [s], each DG under distributed sampled-data
controller in [14] computes 60/h + 1 = 30001 control signals. Conversely,
the total number of trigger times for DG i, with i = 1, . . . , 5 under static
ET mechanism are 1451, 1997, 1522, 2615 and 2700, respectively. Al-
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Sampled-Data Controller Static ET Dynamic ET

Figure 8.8. Total trigger times of three secondary controllers: sampled-data
controller in [14] (blue bar), static ET (red bar), proposed DET (yellow bar).

Table 8.1. Reduction percentage of triggering number w.r.t. Sampled-Data
Controller in [14] and Static ET (with γ = 0 in (8.14)).

Controller DG 1 DG 2 DG 3 DG 4 DG 5 Total
Sampled Data Controller −97.18 −93.8 −95.7 −91.89 −91.87 −94.1

Static ET −41.83 −6.87 −15.31 −6.92 −9.70 −13.81

though the crucial reduction resulting from the static ET, the proposed
DET mechanism allows to further decrease the number of the control sig-
nals computed by each DG i, whose values are 844, 1860, 1289, 2434 and
2438, respectively. This confirms that static ET triggers more frequently
than our DET mechanism. Finally, Table 8.1 summarizes the reduction
percentage of triggering number ensured by our approach with respect to
the alternative sampled-data controller and static ET mechanism for each
DG unit. Herein, it is also possible to appreciate that, at the global level,
the reduction of the computational burden is of about 94.1% and 13.81%,
respectively.
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8.5 Concluding Remarks

This study has introduced a distributed DET PIR control law to solve
voltage regulation problem in islanded MG with limited communication
network resources. By exploiting artificial delay approach combined with
finite-difference approximation, as well as Lyapunov-Krasovskii method,
voltage recovery in the whole network is exponentially achieved, mean-
ing that each DG voltage tracks the desired reference, while reducing the
number of sent control input and saving network workload. The theoret-
ical derivation provides stability conditions in the form of LMIs, whose
solution allows finding upper bounds on sampling period and parameters
involved into the DET mechanism preserving voltage stability. Extensive
numerical simulation, carried out on the IEEE 14 bus test systems, con-
firms the effectiveness and the robustness of the approach in successfully
solving voltage regulation problem in different challenging situations. Fi-
nally, a comparative study shows the advantages of the proposed strategy
in reducing network communication burden.





Chapter 9
Control of Switching DC
Power Converter via a
time-delay approach to
averaging

This chapter investigates the stability of systems with fast-varying
piecewise-continuous coefficients and non-small delays. Starting from a
recent constructive time-delay approach to periodic averaging, that al-
lowed finding upper bound on small parameter ϵ > 0 preserving the sta-
bility of the original delay-free systems, here the method is extended to
systems with non-small delays, whose ISS is analytically proven. The
original time-delay system is transformed into a neutral type one embed-
ding both initial non-small delay, whose upper bound is essentially larger
than ϵ and does not vanish for ϵ → 0, and an additional induced delay
due to transformation, whose length is proportional to ϵ. By exploiting
Lyapunov-Krasovskii theory, ISS conditions are derived as LMIs, whose
solution allows evaluating upper bounds both on small parameter ϵ and
non-small delays preserving the ISS of the original time-delay system, as
well as the resulting ultimate bound of its solutions. These theoretical
results are further applied for stabilization of delayed affine systems by
time-dependent switching. Three numerical examples including the sta-
bilization of a flyback power converter illustrate the effectiveness of the
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approach.

9.1 Averaging of systems with fast-varying coeffi-
cients and non-small delays with application
to stabilization of affine systems

Averaging is one of the most powerful tools to deal with the stability of
time-varying systems with a small parameter ϵ > 0. [144, 189, 190]. The
key idea of averaging relies in the approximation of the solution of a time-
varying system by the one of the averaged system. It has been proven that,
under the assumption of exponential stability of the averaged system, the
asymptotic stability of the original one can be also guaranteed if ϵ is small
enough [144]. However, as pointed out in [40], the main drawback of this
classical approach is the inability to provide an efficient quantitative upper
bound on the small parameter ϵ till which stability is still ensured, thus
fixing its proper value on the basis of numerical simulations [191]. To over-
come this limitation, a time-delay-based approach to periodic averaging
has been recently introduced in [40], where the focus is to present original
system as a neutral type system whose delay length is equal to ϵ. This kind
of representation enables the derivation of ISS conditions in terms of LMIs
by leveraging Lyapunov-Krasovskii theory for time-delay systems. These
LMIs allow finding the upper bound of the small parameter preserving the
stability for a certain decay rate. Moreover, different from classical av-
eraging theory, where system coefficients are assumed continuous in time
[144], this new approach allows considering them as piecewise-continuous,
thus covering also the class of fast switching systems. An extension of this
approach can be found in [46], where ISS and L2-gain analysis are provided
both for deterministic and stochastic systems, while in [192] the time-delay
approach has been applied for extremum seeking systems.

The classical averaging for systems with delays was presented in [191],
[193] and [194]. For instance, the stabilization of the inverted pendulum in
the presence of feedback delays and periodic disturbances has been studied
in [191] via classical averaging tools, but fixing both ϵ and delay values on
the basis of numerical simulations and without providing stability condi-
tions able to find their upper bounds preserving stability performances.
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The significance of [191] is that it shows that the appropriate averaged
equations retain the delay term, as opposed to earlier results which suggest
that the delay term can be neglected. The time-delay approach to periodic
averaging for systems with small delays of the order of ϵ was developed in
[40]. However, constructive conditions with efficient quantitative bounds
for systems with non-small delays whose upper bound is essentially larger
than ϵ and does not vanish for ϵ→ 0 is still an open problem.

As a subclass of hybrid systems, switched systems have received wide
attention and there exist many contributions aiming at stabilizability [195],
synchronization [196] and fault estimation [197]. Among switched systems
family, the switched affine systems have attracted great interests due to its
practical applications including DC-DC power conversion [198, 199] and
biochemical networks [200]. The control goal is first to find a region of at-
tainable equilibrium points and then designing a proper switching function
to drive the state trajectories to the desired one. In general, the switched
affine system have several equilibrium points which may not be equilibrium
point of any isolated subsystem [201]. Thus, the control is very challeng-
ing and requires an appropriate switching rule in order to achieve prac-
tical stabilization in the neighborhood of the desirable equilibrium point
[199, 202, 203, 204, 205, 206]. For designing the switching function that
stabilizes unstable linear systems, the existence of Hurwitz convex combi-
nation guarantees existence of both state- and time-dependent stabilizing
switching rules [207]. For stabilization of the switched affine systems, most
of the works suggest the state-dependent switching [203, 204]. Recently
state-dependent switching was extended to affine systems with state delay
[208, 38]. Furthermore, to enlarge switching frequency, switching control
together with event-triggered mechanism have been employed for general
LPV systems [209, 210, 211].

Differently from the state-dependent switching, the time-dependent
switching law does not need to perform measurements and calculations.
The time-dependent switching law of linear systems with Hurwitz convex
combination and uncertainties can be designed by using periodic averag-
ing as was suggested recently in [40], where the switching period can be
found from LMIs. However, results of [40] were confined to linear uncertain
systems (without the affine terms), whereas the delay was of the order of
O(ϵ).
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The aim of this chapter is to extend the time-delay approach to peri-
odic averaging to the class of linear systems with fast-varying coefficients in
the presence of non-small delays. For this class of systems we consider the
ISS analysis, which allows providing the explicit expression of the Ultimate
Bound (UB) for the solutions of the original systems. The result of the
proposed procedure are LMIs-based conditions for finding upper bounds
both on small parameter ϵ and non-small delays preserving ISS for de-
sired decay rate. Therefore, the main contributions of the work can be
summarized as follows: i) different from [40] (see Section 5), where state
delays upper bound is of order of O(ϵ), through this chapter this assump-
tion on delays size is relaxed by considering non-small delays; ii) the ISS
analysis for this class of systems via Lyapunov-Krasovskii theory leads to
bounds on both delay and ϵ ensuring stability, as well as an explicit form
of the UB; iii) the results are applied to delayed switched affine systems
allowing simple time-dependent switching in the presence of delays and
system uncertainties, that is crucial for the stabilization of switch-mode
DC power converter. As pointed out in [191], extension of averaging to de-
lays whose upper bound is essentially larger than ϵ is important in many
practical applications due to non-small delays that appear in feedback
controllers or internal dynamics latencies. To achieve this goal, a novel
neutral-type transformation is introduced, which implies also the need of
a novel Lyapunov-Krasovskii functional. This latter leads for the first time
to stability conditions that allows analytically finding upper bounds on ϵ
and non-small delays, whose value is essentially larger than ϵ.

Remark 20. Note that, a vector function h(ϵ) is of the order of ϵ, i.e.
h(ϵ) ∼ O(δ(ϵ)), if there exist positive constants k and c such that |h(ϵ)| ≤
k|δ(ϵ)|, ∀|ϵ| < c (see Definition 10.1 on p. 383 of [144]).

9.2 Periodic averaging of systems with non-small
delays

Given piecewise-continuous A : [0,∞) → Rn×n and B : [0,∞) →
Rn×nw , a constant matrix Ad ∈ Rn×n and a small parameter ϵ > 0, the
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following class of fast-varying systems is considered (see [193]):

ẋ(t) = A( tϵ)x(t) + (Ad +∆Ad(t))x(t− h(t)) +B( tϵ)w(t), t ≥ 0, (9.1)

where x(t) ∈ Rn is the system state and w(t) ∈ Rnw is the disturbance,
assumed to be locally essentially bounded, i.e. w(t) ∈ L∞(0, t), ∀t > 0.
Moreover, ∆Ad(t) stands for parameter uncertainties affecting the delayed
part such that ∥∆Ad(t)∥ ≤ κd, with κd > 0 a known constant. The
function h(t) is the delay, assumed to be time-varying and bounded, i.e.
0 ≤ h(t) ≤ hM . Initial conditions of system (9.1) are given as x(θ) =
ϕ(θ), θ ∈ [−hM , 0] and ϕ absolutely continuous with ϕ̇ ∈ L2[−hM , 0].

Remark 21. System (9.1) contains both fast time t
ϵ and slow time t.

To deal with the interaction of slow and fast variables, classical averaging
procedure has been deeply exploited [144, 193]. Note that, compared to
classical Linear Parameter-Varying (LPV) system ẋ(t) = A(t)x(t), the
introduction of small parameter ϵ > 0 re-scales this latter to the fast-time
t
ϵ . Thus, for ϵ small enough, A( tϵ) varies faster than A(t).

Let us introduce the following assumptions that are instrumental through
the chapter.

Assumption 10. The following holds:

1

ϵT

∫ t

t−ϵT
A( sϵ )ds = Aav +∆A( tϵ), ∥∆A( tϵ)∥ ≤ κ, ∀ t

ϵ ≥ T, (9.2)

where Aav +Ad is Hurwitz matrix, T is the averaging period and κ > 0 is
a small enough constant.

If Aav +Ad is Hurwitz, then the unperturbed averaged system

ẋav(t) = [Aav +∆A( tϵ)]xav(t) + (Ad +∆Ad(t))xav(t− h(t)) (9.3)

is exponentially stable for small enough κ > 0, κd > 0 and hM ∼ O(ϵ)
[40, 97]. Here ∆A( tϵ) involves system uncertainty, whose norm is upper
bounded by a known constant κ > 0.

Assumption 11. Following [40], all the entries akj( tϵ) of A( tϵ) in (9.1)
belong to some finite intervals, i.e., akj( tϵ) ∈ [akj , ākj ] for t

ϵ ≥ T , meaning
that all akj are uniformly bounded, ∀k, j = 1, . . . , n.
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If Assumption 11 is fulfilled, then A(τ) in (9.1) with τ = t
ϵ can be

expressed as the following convex combination:

A(τ) =
N∑
i=1

ρi(τ)Ai ∀τ ≥ T, ρi ≥ 0,
N∑
i=1

ρi = 1, 1 ≤ N ≤ 2n
2
,

(9.4)
being Ai constant matrices with entries akj or ākj .

Assumption 12. All the entries bkv( tϵ), v = 1, . . . , nw, of B( tϵ) in (9.1)
belong to some finite intervals, i.e., bkv( tϵ) ∈ [bkv, b̄kv] for t

ϵ ≥ T , meaning
that all bkv are uniformly bounded.

If Assumption 12 holds, then B(τ) can be presented as

B(τ) =
N̄∑
l=1

fl(τ)Bl, ∀τ ≥ T, fl ≥ 0,
N̄∑
l=1

fl = 1, 1 ≤ N̄ ≤ 2n×nw ,

(9.5)
where Bl are constant matrices whose entries are bkv or b̄kv.

9.2.1 Transformation to a neutral type system

Following the time-delay approach to averaging [40], (9.1) will be pre-
sented in the form of neutral type system with additional distributed delays
of the length of ϵT . Let us introduce the following notations:

g(t, ϵ) = A( tϵ)x(t) +B( tϵ)w(t), (9.6)

G(t, ϵ) ≜
1

ϵT

∫ t

t−ϵT
(s− t+ ϵT )g(s, ϵ) ds. (9.7)

For shortness, the dependence on ϵ of g, G and Y in (9.11) will be omitted
below.
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Then, by exploiting [46] and [212], it follows:

1

ϵT

∫ t

t−ϵT
ẋ(s) ds =

1

ϵT
[x(t)− x(t− ϵT )] =

d

dt
[x(t)−G(t)

− 1

ϵT

∫ t

t−ϵT
(Ad +∆Ad(s))(s− t+ ϵT )x(s− h(s)) ds]

=
d

dt
[x(t)−G(t)] +

1

ϵT

∫ t

t−ϵT
(Ad +∆Ad(s))x(s− h(s)) ds

− (Ad +∆Ad(t))x(t− h(t)).

(9.8)

Integrating (9.1) on [t− ϵT, t] for t ≥ ϵT + hM and denoting z(t) = x(t)−
G(t), it yields:

ż(t) =
1

ϵT

∫ t

t−ϵT
A( sϵ )x(s) ds+ (Ad +∆Ad(t))x(t− h(t))

+
1

ϵT

∫ t

t−ϵT
B( sϵ )w(s) ds.

(9.9)

By exploiting Assumption 10, the first integral term of (9.9) can be pre-
sented as

1

ϵT

∫ t

t−ϵT
A( sϵ ) [x(s) + x(t)− x(t)] ds =

1

ϵT

∫ t

t−ϵT
A( sϵ )x(t) ds

+
1

ϵT

∫ t

t−ϵT
A( sϵ )[x(s)− x(t)] ds =

[
Aav +∆A( tϵ)

]
x(t)− Y (t),

(9.10)

with

Y (t) =
1

ϵT

∫ t

t−ϵT
A( sϵ )

∫ t

s
ẋ(θ) dθ ds, (9.11)

while for the second integral term of (9.9) Assumption 12 can be exploited,
i.e.,

1

ϵT

∫ t

t−ϵT
B( sϵ )w(s) ds =

∫ 1

0
B( tϵ − Tθ)w(t− ϵTθ) dθ =

N̄∑
l=1

Blwl(t),

(9.12)
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with

wl(t) ≜
∫ 1

0
fl(

t
ϵ − Tθ)w(t− ϵTθ) dθ. (9.13)

Note that

|wl(t)| =
∣∣∣∣∫ 1

0
fl(

t
ϵ − Tθ)w(t− ϵTθ) dθ

∣∣∣∣
≤
∫ 1

0
|fl( tϵ − Tθ)||w(t− ϵTθ)| dθ ≤ ∥w[0, t]∥∞,

(9.14)

∀l = {1, . . . , N̄}, t ≥ ϵT due to 0 ≤ fl ≤ 1. Therefore, system (9.9) can
be finally rewritten as:

ż(t) =
[
Aav +∆A( tϵ)

]
x(t)− Y (t) + (Ad +∆Ad(t))x(t− h(t))

+

N̄∑
l=1

Blwl(t), t ≥ ϵT + hM .
(9.15)

System (9.15) is a kind of neutral type system, where ẋ is given by (9.1).
If w(t) = 0, (9.15) can be considered as a perturbation of the averaged
system (9.3) due to the presence of additional terms G(t) and Y (t), both
of them of the order of O(ϵ) provided x(t) and ẋ(t) are of the order of
O(1). Therefore, any solution x(t) of (9.1) satisfies (9.15). Thus, ISS of
(9.15) guarantees ISS of (9.1).

9.2.2 ISS analysis via direct Lyapunov method

In the sequel, Lyapunov-Krasovskii method for time-delay systems is
exploited in order to find ISS conditions expressed as LMIs. Upper bounds
ϵ⋆ on ϵ and hM on the delay h(t) that ensure ISS of (9.15) can be found
from these LMIs.

Theorem 9. Let Assumptions 10-12 hold. Given matrices Aav, Ai(i =
1, . . . , N), Ad, Bl(l = 1, . . . , N̄) and positive constants κ, κd, α, ϵ⋆, T
and hM , let there exist positive-definite matrices P, R, H, W, S and
H̄ ∈ Rn×n, a matrix U ∈ Rn×n and positive scalars b0, b1, . . . , bN̄ , λ, λd
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that satisfy the following LMIs:[
P −P
⋆ P + e−2αϵ⋆TR

]
≥ 0, (9.16)

[
W U
⋆ W

]
≥ 0, (9.17)

1

T 2

∫ τ

τ−T
(ζ − τ + T )A⊤(ζ)HA(ζ) dζ ≤ H̄ ∀τ ≥ T, (9.18)

and 

Ω

√
ϵ⋆TA⊤

i R
√
ϵ⋆TA⊤

i H̄
√
hMA

⊤
i W

03n×n 03n×n 03n×n

0n×n

√
ϵ⋆TA⊤

d H̄
√
hMA

⊤
dW

0n×n 0n×n 0n×n

0n×n

√
ϵ⋆TH̄

√
hMW

0N̄×n 0N̄×n 0N̄×n√
ϵ⋆TB⊤

l R
√
ϵ⋆TB⊤

l H̄
√
hMB

⊤
l W

⋆
−R 0n×n 0n×n

⋆ −H̄ 0n×n

⋆ ⋆ −W


< 0, (9.19)

i = 1, . . . , N, l = 1, . . . , N̄ , where Ω ∈ Rν×ν with ν = 7n + (N̄ + 1)nw is
the symmetric block matrix whose elements are

Ω11 = PAav +A⊤
avP + 2αP + S + λκ2In − 1

hM
ρHW ∈ Rn×n,

Ω12 = −A⊤
avP − 2αP ∈ Rn×n, Ω13 = Ω24 = Ω27 = −P ∈ Rn×n,

Ω14 = Ω17 = Ω23 = P ∈ Rn×n, Ω15 = PAd +
1

hM
ρH(W − U) ∈ Rn×n,

Ω16 =
1

hM
ρHU ∈ Rn×n, Ω25 = −PAd ∈ Rn×n, Ω44 = −λIn ∈ Rn×n,

Ω18 = P [B1 B2 . . . BN̄ 0n×nw ] ∈ Rn×(N̄+1)nw ,

Ω22 = − 4

ϵ⋆T
ρϵR+ 2αP ∈ Rn×n, Ω28 = −Ω18,
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Ω55 = − 1

hM
ρH(2W − U − U⊤) + λdκ

2
dIn ∈ Rn×n, ρH = e−2αhM ,

Ω56 = − 1

hM
ρH(W − U) ∈ Rn×n, Ω66 = −ρH

(
S +

1

hM
W

)
∈ Rn×n,

Ω33 = − 2

ϵ⋆T
ρϵH ∈ Rn×n, Ω77 = −λdIn ∈ Rn×n, ρϵ = e−2αϵ⋆T ,

Ω88 = −diag{b1Inw , . . . , bN̄Inw , b0Inw} ∈ R(N̄+1)nw×(N̄+1)nw .

(9.20)

Then, for all ϵ ∈ (0, ϵ⋆] there exists a positive constant ν such that the
solutions of the delayed system (9.1) initialized by ϕ ∈W [−hM , 0] satisfy

|x(t)|2 ≤νe−2α(t−ϵ⋆T−hM )∥ϕ∥2W

+

[
νe−2α(t−ϵ⋆T−hM ) +

∑N̄
l=0 bl
2α

]
∥w[0, t]∥2∞, ∀t ≥ 0

(9.21)

for all locally essentially bounded w(t) and ϕ ∈ W [−hM , 0], meaning that
(9.1) is ISS for all ϵ ∈ (0, ϵ⋆] and h(t) ∈ [0, hM ]. Moreover, given ∆ > 0,
the ball

X =

{
x ∈ Rn : |x|2 ≤ b0 + · · ·+ bN̄

2α
∆2

}
(9.22)

is exponentially attractive with a decay rate α for (9.1).

Proof. Consider the following Lyapunov-Krasovskii functional:

V (t) = VP (t) + VR(t) + VH(t) + VS(t) + VW (t), (9.23)

with

VP (t) = z⊤(t)Pz(t), (9.24)

VR(t) =
1

ϵT

∫ t

t−ϵT
e−2α(t−s)(s− t+ ϵT )2g⊤(s)Rg(s) ds, (9.25)

VH(t) =
1

ϵT

∫ t

t−ϵT

∫ t

s
e−2α(t−θ)(s− t+ ϵT )ẋ⊤(θ)A⊤( sϵ )HA(

s
ϵ )ẋ(θ) dθ ds,

(9.26)
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VS(t) =

∫ t

t−hM

e−2α(t−s)x⊤(s)Sx(s) ds, (9.27)

VW (t) =

∫ t

t−hM

(s− t+ hM )e−2α(t−s)ẋ⊤(s)Wẋ(s) ds. (9.28)

Note that VR(t) and VH(t) in (9.25)-(9.26) are to compensate G(t) and
Y (t) in (9.15), while VS(t) and VW (t) in (9.27)-(9.28) are standard terms
for delay-dependent stability to compensate delay x(t− h(t)).
Differentiating VP (t) and VR(t) along the trajectories of (9.15) it follows:

V̇P (t) + 2αVP (t) =2 [x(t)−G(t)]⊤ P [(Aav +∆A( tϵ))x(t)− Y (t)

+ (Ad +∆Ad(t))x(t− h(t)) +
N̄∑
l=1

Blwl(t)]

+ 2α [x(t)−G(t)]⊤ P [x(t)−G(t)] , (9.29)

V̇R(t) + 2αVR(t) =(ϵT )g⊤(t)Rg(t)

− 2

ϵT

∫ t

t−ϵT
e−2α(t−s)(s− t+ ϵT )g⊤(s)Rg(s) ds.

(9.30)

For the integral term in (9.30), Jensen’s inequality in Lemma 4 ensures
that

2G⊤(t)RG(t) ≤
∫ t

t−ϵT
(s− t+ ϵT )g⊤(s)Rg(s) ds. (9.31)

Then, inequality (9.30) can be re-written as

V̇R(t) + 2αVR(t) ≤ (ϵT )g⊤(t)Rg(t)− 4

ϵT
e−2αϵTG⊤(t)RG(t), (9.32)

with g(t) presented as

g(t) =
N∑
i=1

ρi(
t
ϵ)Aix(t) +

N̄∑
l=1

fl(
t
ϵ)Blw(t), (9.33)

where Assumption 11 and Assumption 12 have been exploited. By differ-
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entiating VH(t) in (9.26) along (9.15), it holds:

V̇H(t) + 2αVH(t) ≤ ẋ⊤(t)
( 1

ϵT

∫ t

t−ϵT
(s− t+ ϵT )A⊤( sϵ )HA(

s
ϵ ) ds

)
ẋ(t)

− 1

ϵT
e−2αϵT

∫ t

t−ϵT

∫ t

s
ẋ⊤(θ)A⊤( sϵ )HA(

s
ϵ )ẋ(θ) dθ ds.

(9.34)

For the first integral term in (9.34), as in [46], the change of variable s = ϵζ
along with the exploitation of inequality (9.18) lead to

1

ϵ2T 2

∫ t

t−ϵT
(s− t+ ϵT )A⊤( sϵ )HA(

s
ϵ ) ds

=
1

T 2

∫ t
ϵ

t
ϵ
−T

(ζ − t
ϵ + T )A⊤(ζ)HA(ζ) dζ ≤ H̄.

(9.35)

For the second integral term of (9.34) it is possible to apply extended
Jensen’s inequality in of Lemma 4, i.e.,

2Y ⊤(t)HY (t) ≤
∫ t

t−ϵT

∫ t

s
ẋ⊤(θ)A⊤( sϵ )HA(

s
ϵ )ẋ(θ) dθ ds, (9.36)

thus obtaining the following inequality

V̇H(t) + 2αVH(t) ≤ (ϵT )ẋ⊤(t)H̄ẋ(t)− 2

ϵT
e−2αϵTY ⊤(t)HY (t). (9.37)

Moreover, to compensate delayed terms, the differentiation of VS(t) in
(9.27) and VW (t) in (9.28) yields the following:

V̇S(t) + 2αVS(t) =x
⊤(t)Sx(t)− e−2αhMx⊤(t− hM )Sx(t− hM ),

V̇W (t) + 2αVW (t) =hM ẋ
⊤(t)Wẋ(t)−

∫ t

t−hM

e−2α(t−s)ẋ⊤(s)Wẋ(s) ds

= hM ẋ
⊤(t)Wẋ(t)−

∫ t

t−h(t)
e−2α(t−s)ẋ⊤(s)Wẋ(s) ds
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−
∫ t−h(t)

t−hM

e−2α(t−s)ẋ⊤(s)Wẋ(s) ds. (9.38)

By applying Jensen’s inequality to the last two integral terms of (9.38)
together with Park inequality (see Lemma 3.4 in [97] and [174]) it yields:

V̇W (t)+2αVW (t) ≤ hM ẋ
⊤(t)Wẋ(t)

− e−2αhM

hM

[
x(t)−x(t−h(t))

x(t−h(t))−x(t−hM )

]⊤ [W U
⋆ W

] [
x(t)−x(t−h(t))

x(t−h(t))−x(t−hM )

]
,

(9.39)

with matrix U ∈ Rn×n such that inequality (9.17) holds. Summing-up
(9.29)-(9.32)-(9.37)-(9.38)-(9.39) and by applying S-procedure to compen-
sate the terms ∆A( tϵ)x(t) and ∆Ad(t)x(t − h(t)) in (9.29), along (9.15),
for t ≥ ϵT + hM it yields:

V̇ (t) + 2αV (t) ≤V̇ (t) + 2αV (t) + λ[κ2|x(t)|2 − |∆A( tϵ)x(t)|
2]

+ λd[κ
2
d|x(t− h(t))|2 − |∆Ad(t)x(t− h(t))|2],

(9.40)

with some constant λ > 0 and λd > 0. Moreover, under Assumption 11
and Assumption 12, the derivative ẋ(t) in (9.37)-(9.38) can be presented
as

ẋ(t) =

N∑
i=1

ρi(
t
ϵ)Aix(t)+(Ad+∆Ad(t))x(t−h(t))+

N̄∑
l=1

fl(
t
ϵ)Blw(t). (9.41)

Then, by introducing the following vectors

ζ1(t) = col{x(t), G(t), Y (t), ∆A( tϵ)x(t), x(t− h(t)), x(t− hM ),

∆Ad(t)x(t− h(t))} ∈ R7n,

w̄(t) = col{w1(t), w2(t), . . . , wN̄ (t), w(t)} ∈ R(N̄+1)nw ,

ξ(t) = col{ζ1(t), w̄(t)} ∈ Rν ,

(9.42)
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with ν = 7n+ (N̄ + 1)nw, inequality (9.40) can be recast as

V̇ (t)+2αV (t)− b0|w(t)|2 −
N̄∑
l=1

bl|wl(t)|2 ≤ ξ⊤(t)Ωξ(t)

+ ẋ⊤(t)
[
(ϵ⋆T )H̄ + hMW

]
ẋ(t) + (ϵ⋆T )g⊤(t)Rg(t), ∀t ≥ ϵT,

(9.43)

where Ω ∈ Rν×ν is the symmetric block matrix whose elements are detailed
in (9.20).
Furthermore, by Schur complement, if[

Ω Ξ12

⋆ Ξ22

]
< 0, (9.44)

with Ξ12 ∈ Rν×3n and Ξ22 ∈ R3n×3n given as

Ξ12 =



√
ϵ⋆T

∑N
i=1 ρi(

t
ϵ)A

⊤
i R

√
ϵ⋆T

∑N
i=1 ρi(

t
ϵ)A

⊤
i H̄

√
hM

∑N
i=1 ρi(

t
ϵ)A

⊤
i W

03n×n 03n×n 03n×n

0n×n

√
ϵ⋆TA⊤

d H̄
√
hMA⊤

d W

0
0n×n 0n×n√
ϵ⋆TH̄

√
hMW

0N̄×n 0N̄×n√
ϵ⋆T

∑N̄
l=1 fl(

t
ϵ)B

⊤
l R

√
ϵ⋆T

∑N̄
l=1 fl(

t
ϵ)B

⊤
l H̄

√
hM

∑N̄
l=1 fl(

t
ϵ)B

⊤
l W

 ,
Ξ22 =− diag{R, H̄,W},

(9.45)

for t ≥ ϵT + hM it holds:

V̇ (t) + 2αV (t)− b0|w(t)|2 −
N̄∑
l=1

bl|wl(t)|2 ≤ 0. (9.46)

Note that, (9.19) implies (9.44) (and thus (9.46)) since (9.44) is affine in∑N
i=1 ρi(

t
ϵ)Ai and

∑N̄
l=1 fl(

t
ϵ)Bl.

With the aim of proving ISS, it is worth noting that for all ϵ ∈ (0, ϵ⋆],
V (t) is positive-definite since, by Jensen’s inequality, (9.16) holds. The
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comparison principle applied to (9.46) leads to

|x(t)|2 ≤ V (t) ≤ e−2α(t−ϵT−hM )V (ϵT ) +

∑N̄
l=0 bl
2α

∥w[0, t]∥2∞, (9.47)

for t ≥ ϵT, ϵ ∈ (0, ϵ⋆]. In addition, by definition of (9.23), for some positive
ϵ-independent ν1, the following holds:

V (ϵT ) ≤ ν1

[
∥xϵT ∥2W +

∫ ϵT

−hM

|ẋ(s)|2 ds
]
. (9.48)

By denoting xt(θ) = x(t+ θ) with θ ∈ [−hM , 0], from (9.1), it follows:
xt(θ) ={
ϕ(t+ θ), t+ θ < 0

ϕ(0) +
∫ t+θ

0
[A( s

ϵ
)x(s) + (Ad +∆Ad(t))x(s− h(s)) +B( s

ϵ
)w(s)] ds, t+ θ ≥ 0

(9.49)

Due to Assumption 12, there exists b > 0 such that ∥B(τ)∥ ≥ b. Then,
from (9.49), the following holds:

∥xt∥W ≤ ∥ϕ∥W +

∫ 0

−θ
ν2∥ϕ(s)∥W ds+ b(ϵT + hM )∥w[0, t]∥∞, t ≥ 0,

(9.50)
for some ϵ-independent ν2 > 0. By Gronwall’s inequality, (9.50) implies

∥xt∥W ≤ eν2hM ∥ϕ∥W + b(ϵT + hM )∥w[0, t]∥∞ t ∈ [0, ϵT + hM ]. (9.51)

From this latter, it follows that

∥xt∥2W ≤ e2ν2hM ∥ϕ∥W +b2(ϵT +hM )2∥w[0, t]∥2∞ t ∈ [0, ϵT +hM ]. (9.52)

Similarly, (9.1) leads to

|ẋ(t)|2 ≤ ν3∥ϕ∥2W + b2∥w[0, t]∥2∞ t ∈ [0, ϵT + hM ], (9.53)

for some ϵ-independent ν3 > 0. Substitution of (9.52)-(9.53) into (9.48)
leads to

V (ϵT ) ≤ ν1

[
e2ν2hM ∥ϕ∥2W + b2(ϵT + hM )2∥w[0, t]∥2∞

]
. (9.54)
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Hence, taking into account (9.47) and (9.54), it is easy to verify that in-
equality (9.21) holds (and, thus, (9.22)) for some ϵ-independent ν > 0.

To minimize ellipsoid radius in Equation 9.22, while guaranteeing the
fulfillment of Theorem 9, the following constrained optimization problem
can be solved:

Let Assumptions 10-12 hold. Given the set of tuning parameters
{κ, κd, α, ϵ⋆, T, hM} and matrices {Aav, Ai, Ad, Bl} of Theorem 9, find pos-
itive definite n × n matrices P, R, H, S, W, H̄, matrix U , scalars
λ > 0, λd > 0 and bl, ∀l = 0, . . . , N̄ such that

min
b1,b2,...,bN̄

N̄∑
l=0

bl

(
{κ, κd, α, ϵ⋆, T, hM}, {Aav, Ai, Ad, Bl}

)
subject to (9.16) − (9.19) (9.55)

To solve (9.55), several optimization software tools are available, e.g. MOSEK
[175], which has a MATLAB API accessible via the YALMIP parser [213].

Remark 22. Note that in [40] Ad was supposed to be time-varying with
the average Adav and with Hurwitz Aav+Adav , whereas G(t) was defined by
(9.7) with g(t) changed by ẋ. The latter led to conditions that were feasible
for hM ∼ O(ϵ). Extension of averaging to non-small delays is important
due to non-small delays that appear in feedback controllers or internal dy-
namics latencies, that require proper compensation in the stability analysis
(see [191]). Compared to [40], the change of g(t) (and, thus, of G(t)) leads
to a novel neutral type transformation in (9.15), where z(t) = x(t)−G(t).
Moreover, a novel Lyapunov-Krasovskii candidate in (9.23) with additional
terms (9.27)-(9.28) has been exploited to compensate non-small delays.

Remark 23. Assume Aav + Ad to be Hurwitz. Given hM > 0, let there
exist positive constants α, κ and κd such that the following standard delay-
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dependent condition
Ω0+S P PAd+

1
hM

ρH(W−U) 1
hM

ρHU P
√
hMA⊤

avW

⋆ −λIn 0n×n 0n×n 0n×n 0n×n

⋆ ⋆ − 1
hM

ρH(2W−U−U⊤)+λdκ
2
dIn − 1

hM
ρH(W−U) 0n×n

√
hMA⊤

d W

⋆ ⋆ 0n×n −ρH(S+ 1
hM

W ) 0n×n 0n×n

⋆ ⋆ ⋆ ⋆ −λdIn
√
hMW

⋆ ⋆ ⋆ ⋆ ⋆ −W

 < 0

(9.56)

and (9.17) hold with Ω0 = PAav + A⊤
avP + 2αP + λκ2In. Then, the

averaged system (9.3) is exponentially stable with a decay rate α > 0 for
all h(t) ≤ hM and for small enough κ > 0 and κd > 0 [97]. Therefore,
given non-small ϵ-independent hM > 0 satisfying (9.56) and (9.17), LMIs
of Theorem 9 are always feasible for small enough ϵ⋆ > 0 with the same
α > 0, κ > 0 and κd > 0 as in (9.56) since, by Schur complements, (9.19)
is O(ϵ)-perturbation of (9.56).

9.2.3 Example: Stabilization of the inverted pendulum in
the presence of feedback delays and disturbances.

Consider the system consisting of a cart and a planar pendulum appa-
ratus in a reference frame subjected to a periodic amplitude and frequency
disturbances along the horizontal axis as in [191]. Note that, these dis-
turbances might arise as the result of attempting control on an unsteady
platform. To stabilize the inverted pendulum, a delayed proportional con-
troller for pendulum position has been introduced, where the control delay
appears due to sampling, computation or even tele-remote operation. Fol-
lowing the approach of [191] in coordinate changing and by linearizing the
model at the upper equilibrium position, i.e. x1 = π and x2 = 0, it results
the following dynamical system:

ẋ(t) =
[

0 1

cos2
t
ϵ−1 −(c+∆c)

]
x(t) +

[
0 0
Kp 0

]
x(t− h(t)) +

[
cos2

t
ϵ

sin
t
ϵ

]
w(t) (9.57)

with parameter c > 0 and periodic B( tϵ) due to attempting control on an
unsteady platform. Furthermore, it is reasonable to add uncertanties ∆c
on this latter arising from the presence of the damping coefficient of the
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planar joint and such that |∆c| ≤ c1, with c1 > 0. From A( tϵ) in (9.57),
Assumptions 1-3 hold with T = 2π and

Aav =

[
0 1

−0.5 −c

]
, ∆A =

[
0 0
0 −∆c

]
. (9.58)

Note that, to compute matrices in (9.58) it has been used that cos t
ϵ ∈

[−1, 1] and its average is zero, while cos2 t
ϵ ∈ [0, 1] and its average is 0.5.

Moreover, c > 0 guarantees that Aav+Ad is Hurwitz. Hence, it is selected
c = 0.05. Under above assumptions, A( tϵ) and B( tϵ) can be expressed as
the following convex combination of N = 4 and N̄ = 2 constant matrices,
respectively:

Ai =

[
0 1

−0.5± 0.5 −0.05 + c1

]
, i = 1, 2, B1 =

[
1
0

]
,

Ai =

[
0 1

−0.5± 0.5 −0.05− c1

]
, i = 3, 4, B2 =

[
0
0

]
.

(9.59)

In order to prove the feasibility o (9.55), firstly it is required to verify that
condition in (9.18) holds. Following the approach of [46], it is assumed
H = hI2, with h > 0. Then, from (9.18) it follows:

1

T 2

∫ t
ϵ

t
ϵ
−T

(ζ − t
ϵ + T )A⊤(ζ)HA(ζ) dζ

≤ h

T 2

∫ t
ϵ

t
ϵ − T

(ζ − t
ϵ + T )A⊤(ζ)A(ζ) dζ ≤ h

2

[
0 0
0 1

]

+
h

T

∫ t
ϵ

t
ϵ − T

[
(cos2 ζ − 1)2 (0.05 + c1)(1− cos2 ζ)

⋆ (1 + c1)
2

]
dζ = hΛ = H̄,

(9.60)

where Λ has the following form:

Λ =

[
0.3750 0.5(0.05 + c1)
⋆ (0.05 + c1)

2 + 0.5

]
. (9.61)
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Two cases are considered: i) nominal case, where c1 = 0, meaning that no
uncertainties on damping coefficient are imposed, and ii) uncertain case,
where c1 ̸= 0, with c1 = 0.01. Clearly, in the nominal case, κ = 0 and
the number of vertices in (9.59) are N = 2 and N̄ = 2, respectively, while
H̄ = hΛ with c1 = 0. In the uncertain case, c1 = 0.01 leads to κ = c1
and a number of vertices N = 4 and N̄ = 2, while H̄ = hΛ. Both for
nominal and uncertain scenarios two different values for the decay rate are
considered in order to disclose the impact of the convergence rate on ϵ⋆

and hM .
Maximum delay bound hM : Firstly, the aim is to find the upper bound
hM for the time-varying delay h(t) that preserves the ISS by satisfying
(9.55) for each set of tuning parameters {κi, αj , ϵ

⋆, T}, i, j = 1, 2. This
means that the following four sets of tuning parameters are considered:
S1,j = {κ1, αj , ϵ

⋆, T} and S2,j = {κ2, αj , ϵ
⋆, T}, j = 1, 2, with κ1 =

0, κ2 = 0.01, α1 = 1
10π and α2 = 0.005. Given Si,j , problem (9.55) is

solved by verifying the feasibility of the LMIs of Theorem 9. Specifically,
ϵ⋆ = 0.038 is fixed and for each set of tuning parameters the value of
hM is iteratively increased in order to find its maximum value till LMIs of
Theorem 9 still holds. Results are shown in Table 9.1, where it is possible to
observe that for all ϵ ∈ (0, 0.038] and for α = 1

10π the fulfillment of Theorem
9 is guaranteed for hM = 0.946, while in uncertain scenario a lower value
is found, i.e. hM = 0.913. A smaller convergence rate (i.e. α = 0.005)
leads to larger upper bounds for time-varying delays, both in nominal and
uncertain scenarios, i.e. hM = 0.970 and hM = 0.948, respectively. The
above results confirm that ISS is preserved in the presence of larger delays,
whose values are essentially larger than ϵ.

Table 9.1. Example 9.2.3. Upper bound hM for each set of tuning parameters
{σi, αj , ϵ

⋆, T}, with i, j = 1, 2 and ϵ⋆ = 0.038.

α hM

ϵ⋆ = 0.038, c1 = 0
1

10π 0.946
0.005 0.970

ϵ⋆ = 0.038, c1 = 0.01
1

10π 0.913
0.005 0.948

Maximum ϵ bound ϵ⋆: Starting from results in Table 9.1, now
the value of hM is fixed and the value of ϵ is iteratively increased so to
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find its upper bound ϵ⋆ that preserves the ISS of system (9.57), for all
ϵ ∈ (0, ϵ⋆] and h(t) ∈ [0, hM ]. For the four sets of tuning parameters
S h

i,j = {κi, αj , hM , T}, i, j = 1, 2, it is chosen hM = 0.8, while κi and αj

are selected as previously. Table 9.2 shows the results of this latter analysis.
In particular, it has been found that for the couple (hM = 0.8, α = 1

10π )
ISS is preserved for all ϵ ∈ (0, 0.057] in nominal scenario, while this range
is restricted in the uncertain scenario, where ϵ⋆ = 0.051 due to poly-
topic uncertainties. Similar results have been obtained for the couple
(hM = 0.8, α = 0.005), even though with larger values for ϵ⋆ due to an
improved convergence rate (α = 0.005), i.e. ϵ⋆ = 0.061 in nominal scenario
and ϵ⋆ = 0.054 in uncertain scenario, respectively.
Compared with [191], where both the values of ϵ = 0.1 and hM = 0.5 have
been fixed by numerical simulations, firstly the proposed approach leads
to larger maximum admissible delays, and also it provides for the first
time stability conditions expressed as LMIs whose solution allows quanti-
fying theoretical upper bounds ϵ⋆ and hM , even if these latter could result
smaller with respect to the ones found by simulations.
Moreover, differently from [40] (see Example 5.1 in [40]), Tables 9.1 and

9.2 confirm the feasibility of LMIs in (9.16)-(9.19) for non-small delays

0 20 40 60

0

0.2

0.4

0.6

0.8

1

Figure 9.1. Time history of state trajectories of system (9.57) with ϵ⋆ =
0.054, hM = 0.8 and w(t) = sin(t) if t ≤ 10, w(t) = 0 otherwise.
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whose upper bound hM is essentially larger than ϵ. Finally, state tra-

Table 9.2. Example 9.2.3. Upper bound ϵ⋆ for each set of tuning parameters
{σi, αj , ϵ

⋆, T}, with i, j = 1, 2 and hM = 0.8.

α ϵ⋆

hM = 0.8, c1 = 0
1

10π 0.057
0.005 0.061

hM = 0.8, c1 = 0.01
1

10π 0.051
0.005 0.054

jectories of system (9.57) can be seen in Figure 9.1, where the external
disturbance w(t) has been selected as w(t) = sin(t) for t ∈ [0, 10] [s] and
w(t) = 0 otherwise, thus confirming theoretical derivation.

9.3 Robust stabilization of affine systems by time-
dependent switching

In this section it will be applied the averaging via the time-delay ap-
proach to switched affine systems with non-small delays

ẋ(t) = Ãσ(t)x(t) + (Ad +∆Ad(t))x(t− h(t)) + B̃σ(t), (9.62)

where x(t) ∈ Rn, Ãσ(t) = Aσ(t) + ∆Aσ(t)(t), B̃σ(t) = Bσ(t) + ∆Bσ(t)(t),
σ : R → I = {1, 2, . . . , N} is a switching law, ϵ > 0 is a small enough
positive constant, Ad ∈ Rn×n, Ai ∈ Rn×n, Bi ∈ Rn (i ∈ I ) are the nominal
matrices, while ∆Ad(t) ∈ Rn×n, ∆Ai(t) ∈ Rn×n, ∆Bi(t) ∈ Rn (i ∈ I ) are
the perturbations with respect to the nominal values satisfying

∥∆Ad∥ ≤ κd, ∥∆Ai∥ ≤ κ, |∆Bi| ≤ κb, i ∈ I .

Here κd, κ and κb are some small enough positive constants. Note that, the
study of uncertain switched affine systems as in (9.62) is very challenging
due to its own complex dynamics presenting several equilibrium points.
Therefore, the design of a proper switching control rule is a pre-requisite for
practical stability [204, 205]. For this class of systems, given the simplex
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Λ =
{
λ = [λ1, λ2, . . . , λN ]T ∈ RN , λi ≥ 0,

N∑
i=1
λi = 1

}
, generating the

convex combinations

Ã(λ) =
N∑
i=1

λiAi +Ad ≜ A(λ) +Ad, B(λ) =
N∑
i=1

λiBi, λ ∈ Λ,

it is assumed that there exists the subset ΛH ⊆ Λ such that ΛH = {λ ∈
Λ : Ã(λ) is Hurwitz}. In the absence of uncertainties and time-delay, the
set of equilibrium points for (9.62) is given by

Se =
{
xe : xe = −Ã−1(λ)B(λ), λ ∈ ΛH

}
.

Moreover, any xe = −Ã−1(λ)B(λ) is also an admissible equilibrium point
for delayed system (9.62) without uncertainties, since x(t) approaches it
for t→ ∞ together with x(t− h(t)) (see e.g. [208]).

Given an equilibrium point xe ̸= 0 ∈ Se and denote the error e(t) =
x(t) − xe, where x(t) is solution of (9.62). It follows that system (9.62)
can be presented as

ė(t) = Ãσ(t)e(t) + (Ad +∆Ad)e(t− h(t)) + B̄σ(t) +∆B̄σ(t), (9.63)

with B̄σ(t) = Bσ(t)+(Aσ(t)+Ad)xe and ∆B̄σ(t) = ∆Bσ+(∆Aσ(t)+∆Ad)xe.
As xe = −Ã−1(λ)B(λ), λ ∈ ΛH , then

N∑
i=1
λiB̄σ(t) = B(λ) + Ã(λ)xe = 0.

Thus, without loss of generality, it is possible to assume that xe = 0 is
the equilibrium point of affine system (9.62). Hence, let the following
assumption holds.

Assumption 13. There exists λ ∈ ΛH such that Ã(λ) is Hurwitz and
B(λ) = 0.

Hence, the time-dependent periodic switching law σ(t) can be designed
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as

σ(t) = i, t ∈

[(
k +

i−1∑
j=0

λj

)
ϵ,

(
k +

i∑
j=0

λj

)
ϵ

)
, i ∈ I (9.64)

with λ ∈ ΛH , λ0 = 0 and k = 0, 1, 2, . . .. For each time interval in (9.64),
we introduce the indicator function χi(τ) = χ[(k+

∑i−1
j=1 λj)ϵ,(k+

∑i
j=1 λj)ϵ)

,

with τ = t
ϵ ∈ [k, k + 1] and

∑N
i=1 χi(τ) = 1. Hence, system (9.62) can be

presented as

ẋ(t) =
N∑
i=1

χi(τ)(Ai +∆Ai(τ))x(t) + (Ad +∆Ad)x(t− h(t))

+

N∑
i=1

χi(τ)(Bi +∆Bi(τ)), ∀i ∈ I ,

(9.65)

with λ ∈ ΛH , k = 0, 1, 2..., τ = t
ϵ ∈ [k, k + 1].

Using notations (9.6)-(9.7) and (9.11) and integrating (9.65) [t − ϵ, t] for
t ≥ ϵ+ hM , finally it results:

ż(t) =[Aav +∆Aσ(t)]x(t)− Y (t) + (Ad +∆Ad)x(t− h(t))

+ ∆Bσ(t), t ≥ ϵ+ hM .
(9.66)

Here z(t) = x(t)−G(t), Aav = A(λ), x(t) satisfies (9.62), g(s) = Aσ(s)x(s)
+Bσ(s) and Y (t) as in (9.11) with A( sϵ ) replaced by Aσ(s).
Therefore, system (9.62) is practically stable if the time-delay system (9.66)
is practically stable. By using arguments of Theorem 9, the following result
is obtained for delayed switched affine systems:

Theorem 10. Consider the switched affine system with time-varying de-
lays (9.62) and let Assumption 13 hold. Given matrices Aav, Ai(i =
1, . . . , N), Ad, ∆Ad, Bi(i = 1, . . . , N) and positive constants κ, κd, κb, α,
ϵ⋆, T = 1 and hM , let there exist positive-definite matrices P, R, H, W, S
and H̄ ∈ Rn×n, a matrix U ∈ Rn×n and scalars λ > 0, λd, b0 and b > 0
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that satisfy (9.16),(9.17),(9.18) and the following LMIs
Υ



√
2A⊤

i R
√
2A⊤

i (ϵ⋆H̄+hMW )
02n×n 02n×n

0n×n

√
2(ϵ⋆H̄+hMW )

0n×n

√
2A⊤

d (ϵ⋆H̄+hMW )
0n×n 0n×n

0n×n

√
2(ϵ⋆H̄+hMW )

0n×n

√
2(ϵ⋆H̄+hMW )


⋆

[
− 1

ϵ⋆
R 0n×n

⋆ −(ϵ⋆H̄+hMW )

]


< 0, i = 1, . . . , N, (9.67)

[
b0(ϵ

⋆ + hM ) B⊤
i [2ϵ

⋆(R+ H̄) + 2hMW ]
⋆ 2ϵ⋆(R+ H̄) + 2hMW

]
> 0, (9.68)

with

Υ =

Ῡ [
P
−P

05n×5n

]
⋆ −b

 , (9.69)

Ξ22 defined in (9.45) as Ξ22 = −diag{R, H̄,W} and Ῡ obtained from Ω in
(9.20) by removing the last block-column and block-row. Then, the delayed
switched affine system (9.62) is practically exponentially stable with a decay
rate α > 0 for all ϵ ∈ (0, ϵ⋆] and h(t) ∈ [0, hM ], meaning that there exists
a positive constant ν̃ such that the solutions of the delayed system (9.62)
initialized by ϕ ∈W [−hM , 0] satisfy

|x(t)|2 ≤ν̃e−2α(t−ϵ⋆−hM )∥ϕ∥2W

+

[
ν̃e−2α(t−ϵ⋆−hM ) +

b0(ϵ
⋆ + hM ) + bκ2b

2α

]
, ∀t ≥ 0.

(9.70)

Moreover, the ball

Xϵ⋆ =

{
x ∈ Rn : |x|2 ≤

b0(ϵ
⋆ + hM ) + bκ2b

2α

}
, (9.71)

is exponentially attractive with decay rate α > 0 for (9.62) for all ϕ ∈
W [−hM , 0].

Proof. Choose the Lyapunov-Krasovskii functional V (t) as in (9.23), with
A( sϵ ) = Aσ(s). Then, following arguments of Theorem 9, for t ≥ ϵ+ hM , it
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follows:

V̇ (t) + 2αV (t)−b|∆Bσ(t)|2 − b0(ϵ
⋆ + hM ) ≤ ξ1(t)Υξ1(t)

+ ϵ⋆(Aσ(t)x(t) +Bσ(t))
⊤R(Aσ(t)x(t) +Bσ(t))

+ ẋ⊤(t)(ϵ⋆H̄ + hMW )ẋ(t)− b0(ϵ
⋆ + hM ),

(9.72)

with matrix H̄ as in (9.18), ξ⊤1 (t) = [ζ⊤1 (t), ∆B⊤
σ(t)] and Υ as in (9.69).

Substituting (9.62) into (9.72) and applying Young’s inequality, it results:

V̇ (t)+2αV (t)− b|∆Bσ(t)|2 − b0(ϵ
⋆ + hM ) ≤ ξ⊤1 (t)Υξ1(t)

+ 2ϵ⋆x⊤(t)A⊤
σ(t)RAσ(t)x(t) + 2ϵ⋆B⊤

σ(t)RBσ(t) − b0(ϵ
⋆ + hM )

+ 2B⊤
σ(t)(ϵ

⋆H̄ + hMW )Bσ(t)

+ 2
[
(Aσ(t) +∆Aσ(t))x(t) + (Ad +∆Ad)x(t− h(t)) + ∆Bσ(t)

]⊤
× (ϵ⋆H̄ + hMW )

[
(Aσ(t) +∆Aσ(t))x(t) + (Ad +∆Ad)x(t− h(t))

+ ∆Bσ(t)

]
= ξ⊤1 (t)[Υ + Σ]ξ1(t) + 2ϵ⋆B⊤

σ(t)RBσ(t)

− b0(ϵ
⋆ + hM ) + 2B⊤

σ(t)(ϵ
⋆H̄ + hMW )Bσ(t),

(9.73)

where Σ is the symmetric block matrix whose elements are

Σ11 = 2
N∑
i=1

χi(τ)A
⊤
i (ϵ

⋆H̄ + hMW )
N∑
i=1

χi(τ)Ai

+ 2ϵ⋆
N∑
i=1

χi(τ)A
⊤
i R

N∑
i=1

χi(τ)Ai,

Σ14 = Σ17 = Σ18 = 2

N∑
i=1

χi(τ)A
⊤
i (ϵ

⋆H̄ + hMW ),

Σ15 = 2
N∑
i=1

χi(τ)A
⊤
i (ϵ

⋆H̄ + hMW )Ad, Σ45 = 2(ϵ⋆H̄ + hMW )Ad,

Σ44 = Σ47 = Σ48 = Σ77 = Σ78 = Σ88 = 2(ϵ⋆H̄ + hMW ),

Σ55 = 2A⊤
d (ϵ

⋆H̄+hMW )Ad, Σ57 = Σ58 = 2A⊤
d (ϵ

⋆H̄+hMW ), (9.74)
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and other blocks are zero matrices. By applying Schur complement to
(9.73) and taking into account that Σ is affine in

∑N
i=1 χi(τ)Ai, if (9.67)-

(9.68) hold, then

V̇ (t) + 2αV (t)− b|∆Bσ(t)|2 − b0(ϵ
⋆ + hM ) ≤ 0, t ≥ ϵ. (9.75)

The rest of the proof is similar to that in Theorem 9.

Remark 24. Note that system (9.62) can be presented as (9.1) with A(τ) =
N∑
i=1
χi(τ)(Ai + ∆Ai(τ)), B(τ) =

N∑
i=1
χi(τ)(Bi + ∆Bi(τ)), τ = t

ϵ . For

∆Ai = ∆Bi = 0, both A(τ) and B(τ) are T = 1-periodic. Then,

∆A(τ) =
N∑
i=1

∫ λi

λi−1
∆Ai(τ − θ)dθ, ∆B(τ) =

N∑
i=1

∫ λi

λi−1
∆Bi(τ − θ)dθ,

with λ0 = 0 and

∥∆A(τ)∥ ≤
N∑
i=1

∫ λi

λi−1
∥∆Ai(τ − θ)∥ dθ ≤ κ,

∥∆B(τ)∥ ≤
N∑
i=1

∫ λi

λi−1
∥∆Bi(τ − θ)∥ dθ ≤ κb.

Remark 25. From (9.70) and (9.71), it is clear that for t→ ∞, the trajec-
tories of switched affine system (9.62) exponentially approach the attractive
ball |x|2 ≤ b0(ϵ⋆+hM )+bκ2

b
2α . To obtain a smaller ball, firstly it is possible to

minimize b0 and b. However, this minimization leads to weak performances
in terms of convergence rate, which can be improved by increasing the value
of decision variables b0 and b. Moreover, due to (9.72), b0 is of the order
of O(hM + ϵ⋆). Hence, larger values of hM and ϵ increase the ball radius.
Therefore, a good trade-off between non-small delays, frequency switching,
convergence rate and attractive ball size has to be also reached.

Remark 26. It is worth noting that many recent results on the stabiliza-
tion of switched affine systems suggest state/output-dependent switching
laws (see, e.g. [214],[215],[216],[205]). Although state/output-dependent
switching laws may have advantages in robustness to disturbances with re-
spect to time-dependent switching, time-dependent switching law is simpler
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for implementation due to no need of measurements and on-line calcula-
tion of the switching law. Moreover, it can be useful to switch from a
state-dependent to a time-dependent switching law in some practical appli-
cations [217], e.g., when sensor-faults occur.

9.3.1 Examples: Stabilization of switched affine systems.

Example 1

Consider the delayed version of the switched affine system in [206]:

ẋ(t) =


A1x(t) +Adx(t− h(t)) +B1, t ∈ [kϵ, (k + λ1)ϵ],

A2x(t) +Adx(t− h(t)) +B2, t ∈ [(k + λ1)ϵ, (k + λ1 + λ2)ϵ],

A3x(t) +Adx(t− h(t)) +B3, t ∈ [(k + λ1 + λ2)ϵ, (k + 1)ϵ],

(9.76)
with ϵ > 0, k = 0, 1, . . . and λ ∈ (0, 1). Matrices in (9.76) are given as
follows:

A1 =

[
0 0.5
0 −1

]
, B1 =

[
1
0.5

]
, A2 =

[
0.1 0
−1 −1

]
, B2 =

[
−1
−0.5

]
,

A3 =

[
0 1
−1 0

]
, B3 =

[
0
2

]
, Ad =

[
0.045 0.13
−0.5 −0.8

]
.

Then, (9.76) can be presented as (9.1) with ∆A = ∆Ad = ∆B = 0 and

A(τ) =

N∑
i=1

χi(τ)Ai, B(τ) =

N∑
i=1

χi(τ)Bi,

with χi(τ) the indicator function. As in [206], we choose λ = [0.4, 0.47, 0.13] ∈
ΛH leading to the desired operating point xe = [0.1 0.2]⊤ and to matrix

Aav = A(λ) +Ad =

3∑
i=1

λiAi +Ad.
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Table 9.3. Example 9.3.1. Solution of (9.55) for different values of hM and
the corresponding ultimate bound.

hM b⋆0 UB =

√
b⋆κ2

b
+b⋆0(ϵ

⋆+hM )

2α

ϵ⋆ = 0.2, α1 = 0.005

0.1 0.38258 3.3878
0.3 0.39848 4.4637
0.5 0.64144 6.7008
0.7 0.80207 8.4962
0.9 0.86383 9.7479

ϵ⋆ = 0.2, α2 = 0.5

0.1 0.3915 0.3427
0.3 0.41319 0.4545
0.5 0.68916 0.6946
0.7 1.0503 0.9723

Table 9.4. Example 9.3.1. Solution of (9.55) for different values of ϵ ∈ (0, ϵ⋆]
and corresponding ultimate bound.

ϵ b⋆0 UB =

√
b⋆κ2

b
+b⋆0(ϵ+hM )

2α

hM = 0.5, α1 = 0.005

0.2 0.64144 6.7008
0.3 0.7935 7.9674
0.4 0.79296 8.4479
0.53 1.2663 11.4207

hM = 0.5, α2 = 0.5

0.2 0.68916 0.6946
0.3 0.85376 0.8264
0.4 0.85747 0.8785
0.5 1.2455 1.1160
0.55 1.3293 1.1814

Moreover, both A(τ) and B(τ) are 1-periodic. Hence, for τ ≥ T = 1,
inequality (9.18) can be easily computed as∫ τ

τ−1
(ζ − τ + 1)A⊤(ζ)HA(ζ) dζ ≤

∫ τ

τ−λ1

(ζ − τ + 1) dζA⊤
1 HA1

+

∫ τ

τ−(λ1+λ2)
(ζ − τ + 1) dζA⊤

2 HA2 +

∫ τ

τ−(1−λ1−λ2)
(ζ − τ + 1) dζA⊤

3 HA3

=
1− (1− λ1)

2

2
A⊤

1 HA1 +
1− λ23

2
A⊤

2 HA2 +
1− (λ1 + λ2)

2

2
A⊤

3 HA3 = H̄.

Firstly, two different sets {αi, ϵ
⋆, T}, i = 1, 2 of tuning parameters are

analyzed, which involve different values of decay rate, i.e., α1 = 0.005 and
α2 = 0.5 in order to show the impact of this latter on the feasibility of the
LMIs of Theorem 10 and the corresponding UB. It is clear that for both
sets of tuning parameters, κ = κd = κb = 0 since no system uncertainties
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Figure 9.2. Practical stabilization of switched affine systems (9.76) with
ϵ⋆ = 0.2 and hM = 0.8.

occur, i.e. ∆A(τ) = ∆Ad = ∆B(τ) = 0.
Maximum delay bound hM : For each set, here ϵ⋆ = 0.2 is fixed and the
value of hM is iteratively increased in order to find its upper bound that
guarantees the existence of a solution for (9.55) for all ϵ ∈ (0, ϵ⋆], h(t) ∈
[0, hM ]. Results are reported in Table 9.3, which shows that for all ϵ ∈
(0, 0.2] and α1 = 0.005, (9.55) is feasible until hM = 0.9, whereas UB =
9.7476. For α2 = 0.5, it is found that for all ϵ ∈ (0, 0.2], problem (9.55)
holds for hM = 0.7, which leads to an ultimate bound UB = 0.9723.
As expected, comparing the above results of Table 9.3, for a fixed values
of ϵ⋆ and hM , smaller values of the decay rate lead to a larger attractive
ball, thus deteriorating the performances. Hence, a good trade-off between
UB size and convergence rate has to be found to satisfy specific control
requirements.
Maximum ϵ bound ϵ⋆: Here hM is fixed, while ϵ has been increased
in order to find its upper bound ϵ⋆, whose value preserves the feasibility
of (9.55) (and, thus, Theorem 10). Note that, the value of hM has been
fixed as hM = 0.5 according to the results of Table 9.3. The results of the
optimization procedure for αi, i = 1, 2 can be seen in Table 9.4, where
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it is possible to observe the values of the UB for different values of ϵ.
In particular, for α1 = 0.005, practical stability can be guaranteed for all
ϵ ∈ (0, ϵ⋆] with ϵ⋆ = 0.53, which leads to UB = 11.4207. On the other hand,
for α2 = 0.5, the LMIs of Theorem 10 are still feasible for all ϵ ∈ (0, 0.55],
with UB = 1.1814. Also in this case, given the value hM , decay rate α1

leads to a larger attractive ball with respect to the one obtained with α2,
thus deteriorating performances in terms of ellipsoid radius.

Note that, in [206] state-dependent periodic-time and event-triggered
control laws for switched affine systems are proposed, which may be restric-
tive when state measurements are not available. Moreover, compared with
[206], where no state delays have been considered, by verifying the feasi-
bility of Theorem 10 for h(t) = 0, α = 0.005, it can be found ϵ⋆ = 1.12,
as well as the result of our optimization procedure leads to UB = 0.4065.
Finally, numerical simulations shown in Figure 9.2 highlight the stabiliza-
tion of system (9.76) for all ϵ ∈ (0, ϵ⋆] and h(t) ∈ [0, 0.5], thus confirming
theoretical derivation.

Example 2

Consider the delayed dynamics of flyback power converter from [38],[39],
where the model has the form of

ẋ(t) =Aσ(t)x(t) + (Ad +∆Ad)x(t− h(t)) +Bσ(t)u(t)

+Dσ(t)w(t) + bσ(t),
(9.77)

with u(t) = Kx(t) and matrices ∆A1 = ∆A2 = 0,

A1 =

[
−r/Lm 0

0 −1/RLC

]
, b1 =

[
Ein/Lm

0

]
, D1 =

[
0.1
0.1

]
,

Ad =

[
−0.1 0.1
0 0.1

]
, B1 =

[
0 0.1
0.1 0.1

]
, K1 =

[
19.7287 −18.9826
−21.1811 −1.6378

]
,

∆Ad =

[
−0.1 0
0.2 −0.2

]
, D2 =

[
0.3
0.3

]
, A2 =

[
−r/Lm −n/Lm

n/C −1/RLC

]
,

b2 =

[
0
0

]
, B2 =

[
0 0.1
0.1 0.3

]
, D2 =

[
0.3
0.3

]
, K2 =

[
58.9652 −14.0308
−20.4310 −1.9181

]
.

(9.78)
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Note that, controller u(t) has been used as in [38] in order to provide a
fair comparison in terms of maximum delay bound hM and parameter ϵ.
However, u(t) can be required in flyback converter due to its non-minimum-
phase nature and the presence of a right-half-plane-zero in voltage transfer
function in order to guarantee the indirect regulation of the output voltage
[218]. Moreover, both non-minimum-phase nature and the presence of a
right-half-plane-zero in voltage transfer function may lead to state delay
h(t) [39]. The parameters are given as Ein = 6V, Lm = 10mH, r =
3Ω, C = 2mF, RL = 1.5Ω and the transformer turns ratio n = 1. As in
[38], it is selected λ = 0.5 ∈ ΛH , leading to the desired equilibrium point
xe = [0.7547 0.7925] and to Hurwitz matrix Aav = 0.5(A1 + B1K1) +
0.5(A2 + B2K2) + Ad. Moreover, in this example ∆A = 0 and ∆Ad ̸= 0
brings to κ = 0 and ∥∆Ad∥ ≤ κd = 0.2921 respectively, while it is set
Dσ(t) = ∆Bσ(t), which leads to |∆B̄| = |∆Bσ(t)

|+ |∆Adxe| ≤ κb = 0.5001.
For all τ ≥ T = 1, inequality (9.18) becomes∫ τ

τ−1
(ζ − τ + 1)(A(ζ) +K(ζ)B(ζ))⊤H(A(ζ) +K(ζ)B(ζ)) dζ

≤
∫ τ

τ−λ
(ζ − τ + 1) dζ(A1 +B1K1)

⊤H(A1 +B1K1)

+

∫ τ

τ−(1−λ)
(ζ − τ + 1) dζ(A2 +B2K2)

⊤H(A2 +B2K2)

=
1− (1− λ)2

2
(A1 +B1K1)

⊤H(A1 +B1K1)

+
1− λ2

2
(A2 +B2K2)

⊤H(A2 +B2K2) = H̄.

By verifying the feasibility of (9.16),(9.17),(9.18) and (9.67) with α =
0.005, hM = 0.4, the maximum value of ϵ can be found, i.e., ϵ⋆ = 0.32 that
guarantees the practical stability of (9.77)-(9.78) for all ϵ ∈ (0, ϵ⋆], h(t) ∈
[0, hM ] and decay rate α = 0.005. Moreover, by solving (9.55), it results
b⋆0 = 0.85, b⋆ = 5.3404 and, hence, the resulting ball radius UB = 10.4529.
On the other hand, by solving LMIs (9.16),(9.17),(9.18) and (9.67) with
α = 0.005, ϵ⋆ = 0.2, the resulting maximum delay bound can be obtained
as hM = 2.2, which leads to UB = 23.6443 provided by b⋆ = 9.3171 and
b⋆0 = 1.98.
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Therefore, compared with [38], where a state dependent switching rule
along with event-triggered control protocol have been implemented with
a fixed sampling period Tmax = 0.01 and a delay bound hM ≈ 0.2, the
proposed strategy allows quantifying the bounds ϵ⋆ and hM on the small
parameter and non-small delay, respectively, without the need of reliable
state measurements. Finally, Figure 9.3 shows the practical stabilization
of switched affine flyback converter with ϵ⋆ = 0.32 and hM = 0.4, thus
confirming that the switched system (9.77)-(9.78) exponentially converges
to the set Xϵ⋆ in (9.71).

Figure 9.3. Practical stabilization of switched affine system (9.77)-(9.78)
with ϵ⋆ = 0.32 and hM = 0.4.

9.4 Concluding Remarks

In this chapter the recent time-delay approach to averaging is ex-
tended to the class of linear systems with fast-varying coefficients and
perturbations in the presence of non-small delays. An appropriate Lya-
punov–Krasovskii functional is constructed to prove the ISS of such class
of time-delayed systems, thus providing ISS conditions in terms of LMIs,
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whose solution allows finding upper bounds on both small parameter and
non-small delays. The proposed approach is extended to stabilization
of uncertain delayed affine systems by periodic time-dependent switch-
ing. Numerical examples from the literature illustrate the efficiency of the
method.





Chapter 10
Conclusions

The thesis has addressed the problem of designing different distributed
control strategies for modern cyber-physical energy systems from a net-
worked control systems perspective. The objective is to promote the cur-
rent green energy revolution through the deployment of Microgrids (MGs)
paradigm, where more reliable, efficient and resilient working operating
conditions can be achieved via proper distributed control strategies. The
attention has been focused on different open challenges arising in both in
MGs applications literature and in the general context of networked con-
trol systems, namely:

• designing of distributed control strategies able to cope with time-
varying communication delays, while providing a faster convergence
rate in order to guarantee a timely adaptation to strongly-varying
working environment due to the presence of loads changes, plug-
and-play phenomena and nominal set-points variations;

• designing of distributed control strategies resilient with respect to un-
modeled dynamics, completely-unknown uncertainties and unbounded
disturbances arising from MGs modeling phase, as well as from all
the involved complex phenomena;

• design of distributed sampled-data controllers able to facilitate their
implementation in digital control platforms, while reducing the com-
munication network workload and saving its limited resources with-
out compromising MGs performance.



To address the above-mentioned issues, the thesis provides a deep excur-
sus of the designing procedures steps of the suggested distributed control
laws, strongly supported by an analytical mathematical rigour. Specifi-
cally, the stability analysis of these proposed distributed control protocols
have been demonstrated by mainly exploiting Lyapunov and Lyapunov-
Krasovskii theories, along with a wide range of stability analysis tools.
The exploitation of these latter has allowed finding stability criteria for
each distributed controllers, usually expressed in the form of linear matrix
inequalities, whose feasible solution has provided estimation of crucial con-
trol parameters preserving the stability. Furthermore, their effectiveness
and robustness have been confirmed via extensive numerical simulations,
sometimes carried out even on the well-known benchmarks provided by
IEEE 14/30 bus test systems.



Appendix A
Mathematical Review
A.1 Stability of Continuous-Time Systems

Some useful results about stability of linear systems are recalled for the
sake of clarity.

Theorem 11. [113] Let us consider the following n-dimensional LTI sys-
tem

ẋ(t) = Ax(t), t ≥ 0

x(0) = x0.
(A.1)

The following statements are equivalent:

1. The system (A.1) is globally asymptotically stable.

2. The system (A.1) is globally exponentially stable.

3. The matrix A is Hurwitz, i.e. λ(A) ∈ C−.

4. There exist matrices P, Q ∈ Sn>0 such that the Lyapunov equation

A⊤P + PA+Q = 0

holds.

5. There exists a matrix P ∈ Sn>0 such that the Lyapunov inequality

A⊤P + PA < 0

229
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holds.

Proof. The proof of Theorem 11 can be found in [113].

Consider now a time-varying linear system in the following form:

ẋ(t) = A(t)x(t), (A.2)

with A ∈ Rn×n and t ∈ R. Without loss of generality, assume x = 0 to
be an equilibrium point for (A.2). To establish asymptotic stability of this
equilibrium point, a standard approach is to seek a quadratic Lyapunov
function associated to (A.2). Hence, let V (x(t)) = x⊤(t)Px(t). Then,

V̇ (x(t)) = x⊤(t)[A⊤(t)P + PA(t)]x(t), (A.3)

and thus it is sufficient to seek a matrix P ∈ S+n which satisfies the
continuous-time algebraic Lyapunov equation:

A⊤(t)P + PA(t) = −M(t), (A.4)

where M(t) ∈ S+n is given. Here S+n denotes the set of real, n× n positive
definite symmetric matrices.

Theorem 12. [219] The unique solution of (A.4) is given by:

P =

∫ ∞

t0

Φ⊤
A(s, t0)M(t)ΦA(s, t0) ds, (A.5)

where ΦA(t, t0) is the transition matrix for the system (A.2). Moreover,
P ∈ S+n whenever M(t) ∈ S+n .

On the other hand, suppose we seek a Lyapunov function of the form
V (x(t)) = x⊤(t)P (t)x(t), the emphasis being that P is time-varying.
Then,

V̇ (x(t)) = x⊤(t)[A⊤(t)P (t) + P (t)A(t) + Ṗ (t)]x(t),

and so we seek a P (t) ∈ S+n which satisfies the continuous-time differential
Lyapunov equation:

A⊤(t)P (t) + P (t)A(t) + Ṗ (t) = −M(t), (A.6)
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where M(t) ∈ S+n is specified.

Theorem 13. [219] The unique solution of (A.6) subject to initial condi-
tion P (t0) = P0 is given by

P (t) = Φ−⊤
A (t, t0)P (t0)Φ

−1
A (t, t0)−

∫ ∞

t0

Φ⊤
A(s, t0)M(t)ΦA(s, t0) ds, (A.7)

where ΦA(t, t0) is the transition matrix for the system (A.2). Moreover,
P (t) ∈ S+n whenever M(t) ∈ S+n .

A.2 Stability Analysis of Time-Delay Systems

Time-delay often appears in many real-world engineering systems ei-
ther in the state, the control input, or the measurements. Delays are
strongly involved in challenging areas of communication and information
technologies: in stabilization of NCS and in high-speed communication
networks. Time-delay is, in many cases, a source of instability. However,
for some systems, the presence of delay can have a stabilizing effect. The
stability analysis and robust control of Time-Delay Systems are, therefore,
of theoretical and practical importance [97]. Time-Delay Systems (TDSs)
belong to the class of functional differential equations, which are infinite-
dimensional, as opposed to Ordinary Differential Equations (ODEs). The
simple example of such system is

ẋ(t) = −x(t− h), x(t) ∈ R,

where h > 0 is the time-delay [97]. The analysis of TDSs is well-developed
field gathering a lot of different techniques. These methods can be cate-
gorized to either belong to frequency-domain or time-domain techniques.
Frequency-domain approaches are mostly devoted to LTI systems, yet un-
der some circumstances, it is possible to adapt them to address the case of
varying delays using, for instance, model transformations. Time-domain
approaches can, however, be applied to any type of systems: linear or
non-linear, with constant or time-varying delays, etc [113, 220, 221]. As in
systems without delay, an efficient method for stability analysis of TDSs
is the Lyapunov method. Specifically, for TDSs, there exist two main Lya-
punov methods [97]:
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• The Lyapunov-Razumikhin method that looks for functions which
normally allow one to prove stability of systems with bounded but
freely fast time-varying delays.

• The Lyapunov-Krasovskii method that looks for functionals which
only allow one to prove stability of TDSs where delay parameters
are bounded both in length and time variation.

Note that, in [222] a discussion about the conservatism between the differ-
ent methods is given. The main difference among the two approaches relies
in the fact that Razumikhin method gives more conservative bound on the
maximum allowable delay preserving stability than Lyapunov-Krasovskii
approach, as showed in [223].
In order to present general statments about TDSs, let us consider the gen-
eral form of a Retarded Functional Differential Equation (RFDE):

ẋ(t) = f(t, xt), t ≥ t0

x(t0 + s) = ϕ(s), s ∈ [−h, 0]
(A.8)

where h > 0 is the delay and ϕ ∈ C([−h, 0],Rn) is the functional of initial
conditions. The state of the system, denoted by xt ∈ C([−h, 0],Rn) is
defined as xt(θ) = x(t + θ). Assume xt(t0, ψ) to be the state-value at
time t with initial condition xt0 = ϕ. Moreover, without loss of generality,
assume that system (A.8) has as a unique solution x(t) = 0, i.e., f(t, 0) = 0,
generally referred to as the trivial solution. The following definitions hold.

Definition 3. (Uniform Norm [113]) Let ϕ ∈ C([a, b],Rn) be the set of
continuous function mapping the interval [a, b] to Rn, then the uniform
norm of ϕ is defined as:

∥ϕ∥C = max
a≤s≤b

∥ϕ(s)∥, (A.9)

where ∥ · ∥ is any vector-norm, e.g. the vector 2-norm.

Definition 4. Consider TDSs as in (A.8). The trivial solution is said to
be

• stable if for any t0 ≥ 0 and any ϵ > 0, there exists δ = δ(t0, ϵ) > 0
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such that for all t ≥ t0

∥xt0∥C ≤ δ =⇒ ∥x(t)∥ ≤ ϵ.

• attractive if for any t0 ≥ 0 and any ϵ > 0, there exists δa =
δa(t0, ϵ) > 0 with the property that

∥xt0∥C ≤ δa =⇒ lim
t→∞

∥x(t)∥ = 0.

• asymptotically stable (in the sense of Lyapunov), if it is both stable
and attractive.

• uniformly stable, it is is stable and δ(t0, ϵ) can be chosen indepen-
dently of t0.

• exponentially stable if there exist δ, α > 0 and β ≥ 1 such that

∥xt0∥C ≤ δ =⇒ ∥x(t)∥ ≤ βe−αt∥x0∥, ∀t ≥ 0.

• unstable, if it is not stable in the sense of Lyapunov.

A.2.1 Lyapunov-Krasovskii Theorem

The idea of Krasovskii was to extend Lyapunov result to account for
the infinite-dimensionality of the state through the use of functionals, ac-
cording to the following theorem.

Theorem 14. (Lyapunov-Krasovskii Stability Theorem [113, 97]) Suppose
that the function f : R≥t0 × C([−h, 0],Rn) → Rn in (A.8) maps R≥t0×
(bounded sets of C([−h, 0],Rn)) into bounded sets of Rn, and u, v, w :
R≥0 → R≥0 are continuous nondecreasing functions, where u(s) and v(s)
are positive for s > 0, and u(0) = v(0) = 0. Assume further that there
exists a continuous differentiable functional V : R × C([−h, 0],Rn) → R
such that

u(∥ϕ(0)∥) ≤ V (t, ϕ) ≤ v(∥ϕ∥C) (A.10)
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and

V̇ (t, ϕ) = lim ϵ→ 0+ sup
1

ϵ
[V (t+ ϵ, xt+ϵ(t, ϕ))− V (t, ϕ)] ≤ −w(∥ϕ(0)∥).

(A.11)
Then, the trivial solution of (A.8) is uniformly stable. Moreover, if w(s) >
0 for s > 0, then is is uniformly asymptotically stable. If, in addition,
lims→+∞ u(s) = +∞, then it is globally uniformly asymptotically stable.

Proof. The proof of Theorem 14 can be found in [224].

Note that, two types of stability results may be distinguished on whether
they depend on the delay value. This leads to the concepts of delay-
independent and delay-dependent stability according to the following def-
initions.

Definition 5. (Delay-Independent Stability [113, 97]) A time-delay system
is stable independently of the delay or delay-independent stable if
stability does not depend on the delay value, that is, if the system is stable
for any delay value in [0,∞].

Definition 5 can be applied also to systems with multiple delays and
time-varying delays. This concept of stability is quite strong since delays
must have no impact on stability. This imposes, in return, strong con-
straints on the structure of the system. It is therefore expected that TDSs
are, most likely, not delay-independent stable.

Definition 6. (Delay-Dependent Stability [113, 97]) A time-delay system
is delay-dependent stable if there exists a (bounded) interval I ⊂ R≥0

for which the system is stable for any delay in I , and unstable otherwise.

The concept of stability in Definition 6 is sensitive to change in the
delay values. This is certainly the most realistic notion of stability since
delays are, most of the time, influential on the stability of real world sys-
tems.

A.2.2 Model Transformations

Model transformation is a very common procedure introduced quite
early in the analysis of time-delay systems, but not restricted to. The ra-
tionale behind model transformations is to turn a time-delay system into
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another system, referred to as a comparison system or comparison model,
which may or may not be a time-delay system. Analysis tools are then
applied on the comparison system in order to draw conclusions on the sta-
bility of the original time-delay system. Model transformations lie at the
core of many efficient analysis techniques, such as Lyapunov-Razumikhin
and Lyapunov-Krasovskii approaches. The goal of model transformations
is to simplify the analysis of TDSs. The compensation for this is that the
comparison system may exhibit additional dynamics leading to a possi-
ble loss of equivalence, in terms of stability, between the original and the
comparison system. Additional dynamics consist of supplementary zeros
in the characteristic equation of the comparison model. When at least one
of these additional zeros is unstable, the comparison model is unstable and
the stability of the original system cannot be inferred from the comparison
model. Many different model transformation procedures have been pro-
posed in the technical literature. Now, two model transformations widely
used through the thesis will be shown: the first one is referred as Newton-
Leibnitz model transformation, while the second one is the descriptor model
transformation, more recently introduced in [225, 226].
Before introducing these latter, consider the LTI TDSs:

ẋ(t) = Ax(t) +Ahx(t− h)

x(θ) = ϕ(θ), θ ∈ [−h, 0].
(A.12)

Newton-Leibnitz Model Transformation

The Newton-Leibnitz model transformation is based on the following
identity:

x(t− h) = x(t)−
∫ t

t−h
ẋ(θ) dθ (A.13)

Model transformation in (A.13) allows to substitute the delayed term x(t−
h) in (A.12) by the right-hand sude of the above expression, thus obtaining
the following comparison system:

ẋ(t) = (A+Ah)x(t)−Ah

∫ t

t−h
[Ax(s) +Ahx(s− h)] ds. (A.14)
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Note that, different from (A.12), comparison model in (A.14) requires an
initial condition in C([−2h, 0],Rn) due to the delayed term in the integral.
Not it is possible to analyze (A.14) by exploiting Lyapunov-Krasovskii
functionals, Lyapunov-Razumikhin functions or some robust analysis tech-
niques.

Descriptor Model Transformation

Taking into account system (A.12), the descriptor model transforma-
tion, introduced more recently in [225, 226], relies on the following equality:

ẋ(t) = y(t), y(t) = Ax(t) +Ahx(t− h), (A.15)

and, hence, the descriptor system (i.e., the comparison model) is:

ẋ(t) = y(t), 0 = −y(t) + (A+Ah)x(t)−Ah

∫ t

t−h
y(s) ds, (A.16)

or, equivalently,[
I 0
0 0

] [
ẋ(t)
˙y(t)

]
=

[
0 I

A+Ah −I

] [
x(t)
y(t)

]
+

∫ t

t−h

[
0 0
0 −Ah

] [
x(s)
y(s)

]
ds

(A.17)
Note that, system (A.16) (and, hence, (A.17)) is equivalent to (A.12) in
the sense of stability. In the descriptor approach, ẋ(t) is not substituted
by the right-hand side of the differential equation; instead, it is considered
as an additional state variable of the resulting descriptor system (A.16)-
(A.17).

A.2.3 Free-Weighting Matrices Technique

The idea of Free-Weighting Matrices Technique is to sum to the differ-
ential equation (A.12) the following null-term [97]:

0 = C[x(t)−
∫ t

t−h
ẋ(s) ds− x(t− h)],
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with free matrix parameter C, thus obtaining:

ẋ(t) = (A+ C)x(t) + (Ah − C)x(t− h)− C

∫ t

t−h
ẋ(s) ds.

Another way for inserting free-weighting matrices is to add the following
null term to V̇ through the Lyapunov-based stability analysis:

0 = 2[x⊤(t)N1 + x⊤(t− h)N2][x(t)−
∫ t

t−h
ẋ(s) ds− x(t− h)]

with free matrices N1 and N2. The interested reader can refer to [97] and
references therein for more details.

A.2.4 Useful Integral Inequalities

Lemma 4. (Jensen’s inequality and Extended Jensen’s inequality [97].)
For any n × n matrix R > 0, scalars α ≤ β with δ = β − α, functions
f : [α, β] → R and ϕ : [α, β] → Rn such that the the integrations concerned
are well defined, the following Jensen’s inequality∫ β

α
ϕ⊤(s) dsR

∫ β

α
ϕ(s) ds ≤ (β − α)

∫ β

α
ϕ⊤(s)Rϕ(s) ds, (A.18)

as well as extended Jensen’s inequalities hold∫ β

α
f(s)ϕ⊤(s) dsR

∫ β

α
f(s)ϕ(s) ds ≤

∫ β

α
|f(θ)| dθ

∫ β

α
|f(s)|ϕ⊤(s)Rϕ(s) ds,

(A.19)∫ β

α

∫ β

α
ϕ⊤(θ) dθ dsR

∫ β

α

∫ β

α
ϕ(θ) dθ ds ≤ δ2

2

∫ β

α

∫ β

α
ϕ⊤(θ)Rϕ(θ) dθ ds.

(A.20)

Lemma 5 (Exponential Wirtinger’s inequality). Let f : [a, b] → Rn be an
absolutely continuous function with a square integrable first order derivative
such that f(a) = 0 or f(b) = 0. Then, for any α ∈ R and 0 ≤W ∈ Rn×n,∫ b

a
e2αtf⊤(t)Wf(t) dt ≤ e2|α|(b−a) 4(b− a)2

π2

∫ b

a
e2αtḟ⊤(t)Wḟ(t) dt.
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A.2.5 Finite-Time Stability of Time-Delay Systems

Let a delayed system as

ẋ(t) = Ax(t) +Bx(t− τ(t)) + Fw(t) (A.21)

being x(t) ∈ RN the state vector, τ(t) the time-varying delay due to the
communication network such that τ(t) ∈ [0, τ⋆], τ̇(t) ∈ [0, µ] with µ < 1
[97]; w(t) ∈ RN the bounded disturbances vector; and A,B, F known
matrices of appropriate dimensions.

Definition 7 (Robust Finite-time Stability for time-delay systems [227,
228]). Given positive scalars T f , τ⋆, Π, c1 and c2 with c2 > c1 and a
matrix Ψ > 0, system (A.21) is said to be robust finite-time stable (RFTS)
with respect to (c1, c2, τ⋆, T f ,Ψ,Π) if

sup
−τ⋆≤t0≤0

{x⊤(t0)Ψx(t0), ẋ⊤(t0)Ψẋ(t0)} ≤ c1

=⇒ x⊤(t)Ψx(t) < c2 t ∈ [t0, t0 + T f ]

for all the disturbances w(t) satisfying
∫ T f

0 w⊤(t)w(t) ≤ Π.

A.3 Additional Definitions and Lemmas

Some additional useful definitions and lemmas instrumental through
the thesis will be provided.

Lemma 6. (Halanay Inequality [229]) Let f(t) > 0 for t ∈ R, τ⋆ ∈
[0,+∞) and t0 ∈ R. Suppose that ḟ(t) ≤ −αf(t)+β supt−τ⋆≤s≤t f(s), ∀t >
t0. If α > β, then there exist a value δ ∈ (0, α) such that δ−α+βeδτ

⋆
= 0

and
f(t) ≤ sup

t0−τ⋆≤s≤t0

f(s)e−δ(t−t0), ∀t > t0. (A.22)

Lemma 7 (Barbalat Lemma [144]). If the function f(t) is positive, uni-
formly continuous and

∫ +∞
0 f(t) dt <∞, then, limt→+∞ f(t) = 0.

Lemma 8. [147] For any ϕ > 0 and any z ∈ R, it holds:

0 ≤ |z| − z2√
z2 + ϕ2

≤ ϕ.
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Lemma 9. (Rayleigh Inequality [116]) For any symmetric matrix D ∈
Rn×n, i.e. D = D⊤ and a generic vector x ∈ Rn×1, the inequality holds:

λD∥x∥2 ≤ x⊤Dx ≤ λ̄D∥x∥2,

being λ(·) and λ̄(·) the minimum and the maximum eigenvalues, respec-
tively, of the associated matrix into the subscript.

Definition 8. (Uniform connectivity on average [165]) A graph G (t), with
its corresponding Laplacian L (t), is said to be uniformly connected on
average if

Lav = lim
T→∞

1

T

∫ t+T

t
L (τ) dτ (A.23)

is well defined for all t ≥ 0 and∥∥∥∥∥ 1T
∫ t+T

t
L (τ) dτ − Lav

∥∥∥∥∥ ≤ σ(T ), (A.24)

being σ(T ) : [0,∞) → [0,∞) a continuous and decreasing function such
that limT→∞ σ(T ) = 0. Moreover, the graph Gav induced from Lav is
connected.

A.3.1 Comparison Principle and Gronwall’s Inequality

Given the state equation ẋ = f(t, x), Comparison lemma and Gron-
wall’s inequality allow computing the bounds on the solution x(t) without
computing the solution itself. It applies to a situation where the deriva-
tive of a scalar differential function v(t) satisfies inequality of the form
v̇(t) ≤ f(t, v(t)) for all t in a certain time interval. Such inequality is
called differential inequality and the function v(t) satisfying the inequality
is called solution of the differential inequality. Comparison lemma com-
pares the solution of the differential inequality with the solution of the
differential equation u̇(t) = f(t, u), according to the following statement.

Lemma 10. (Comparison Lemma [144]) Consider the scalar differential
equation

u̇ = f(t, u), u(t0) = u0,
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where f(t, u) is continuous in t and locally Lipschitz in u, for all t ≥ 0 and
all u ∈ J ⊂ R. Let [t0, T ) (T could be infinity) be the maximal interval of
existence of the solution u(t), and suppose u(t) ∈ J for all t ∈ [t0, T ). Let
v(t) be a continuous function whose upper right-hand derivative D+v(t)
satisfies the differential inequality

D+v(t) ≤ f(t, v(t)), v(t0) ≤ u0,

with v(t) ∈ J for all t ∈ [t0, T ). Then, v(t) ≤ u(t) for all t ∈ [t0, T ).

Lemma 11. (Gronwall’s Inequality [144, 97]) Let λ : [a, b] → R and
µ : [a, b] → R+ be continuous. If a continuous function y : [a, b] → R
satisfies

y(t) ≤ λ(t) +

∫ t

a
µ(s)y(s) ds, t ∈ [a, b],

then

y(t) ≤ λ(t) +

∫ t

a
λ(s)µ(s)exp

[∫ t

s
µ(ξ) dξ

]
ds, t ∈ [a, b].

If, in addition, λ(t) ≡ λ and µ(t) ≡ µ ≥ 0 are constant, then

y(t) < λeµ(t−a), t ∈ [a, b].

A.3.2 Schur Complement Lemma and S-Procedure

The Schur complement formula is the basic tool for transforming non-
linear matrix inequalities to LMIs.

Lemma 12. (Schur Complement Lemma [97].) Given matrices A, B, C,
the following holds:

M =

[
A B
B⊤ C

]
> 0 ⇐⇒ C > 0, A−BC−1B⊤ > 0.

Here, A−BC−1B⊤ is the Schur complement of the block C of M .

Conversely, S-procedure plays an important role in robust stability the-
ory, according to the following Lemma.
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Lemma 13. (S-Procedure [97].) Let Fi ∈ Rn×n, i = 0, 1, . . . , p. If there
exist real scalars λi ≥ 0 such that

F0 −
p∑

i=1

λiFi > 0, (A.25)

then,

ξ⊤F0ξ > 0, for any 0 ̸= ξ ∈ Rn satisfying ξ⊤Fiξ ≥ 0, ∀i = 1, . . . , p.
(A.26)

For p = 1 the conditions (A.25) and (A.26) are equivalent. The proposition
is still valid if all the inequalities are non-strict (with > changed by ≥).
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