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Abstract 

Over the years, great efforts have been devoted to promising energy 

technologies, such as batteries, photoelectrochemical, and perovskite solar cells, 

for conversion and storage of clean renewable energy. Despite the advances 

achieved in developing these devices, several crucial issues related to phenomena 

occurring at heterogeneous interfaces are still open, leaving room to improve 

both device stability and sustainability. Interfaces, with exceptionally unique 

features, are the locus of the major physico-chemical processes that affect the 

functionalities of these technologies. In this framework, the complexity of 

interfacial chemistry often requires computational investigations to provide 

valuable insights into reactivity, structural and electronic behavior of constituent 

materials, and to optimize the design of the most suitable ones. Nevertheless, the 

computational study of such complex systems is not straightforward and a 

reliable description of each occurring phenomenon is not feasible with a unique 

approach. An in-depth understanding of interface reactivity and chemistry calls 

for new strategies beyond the standard computational approach. To this end, this 

Ph.D. thesis focuses on several challenges in energy technologies, identifying the 

most suitable ab-initio approaches to account for external variables of in-

operando conditions, e.g. electric field and solvent, and to address reactivity at 

heterogeneous interfaces, across different space and time scales. 
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CHAPTER 1 – INTRODUCTION 

 

The current fossil fuel energy economy is widely affected by the ongoing rise in 

oil demand and simultaneous depletion of these resources. A further critical 

aspect is the progressive increase of gas emissions and pollution over time 

(Figure 1.1). The effective use of electric and renewable energies is, thus, one of 

the most crucial challenges to achieve a sustainable society.  

 

 
Figure 1.1 Graphic of (a) global primary energy consumption by source and (b) annual 

CO2 emissions by world region according to Our World in Data. 

 

In this framework, investigations on electric and solar energy technologies have 

been attracting growing interest.1–3 On one hand, depending on the types, 

rechargeable batteries can be a power source for a wide range of applications, 

from portable electronics to large-scale electric grids and transportation.4–6 On 

the other, sunlight is one of the major renewable sources available on our world, 

encouraging the research and popularity of solar cells.7–9 Due to the intermittent 

nature of renewable resources, active research has also been focusing on solar 

energy storage, achievable by the conversion of sunlight into a chemical fuel via 

photoelectrochemical cells (PECs).10,11 The main benefits of these electric and 

solar technologies are the high theoretical energy densities, that can be reached, 

and zero or low carbon dioxide (CO2) emission. As a result, these devices are an 
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attractive strategy for producing clean energy with minimal environmental 

impact, and the development of new electrochemical and photovoltaic 

technologies can play a key role in both energy conversion/storage and pollution 

reduction.3 

Generally, batteries consist of two electrodes, a negative electrode (anode) and a 

positive electrode (cathode) sandwiched around an electrolyte. After oxidation 

and reduction processes occurring at electrode-electrolyte interfaces, the 

electrons go through an external circuit, creating a flow of electricity.6 Solar cells 

produce electricity through the photovoltaic effect, for which voltage and current 

are generated by light adsorption.8 Like the solar cells, the PECs are based on 

sunlight harvesting, but in these devices further electrochemical reactions at 

photocatalyst interfaces mimic the photosynthesis process allowing storage of 

solar energy as high energy chemicals also known as solar fuels.10  As it turns 

out, all these devices are made up of solid materials in contact with solvents, 

electrolyte solutions, molecules or other materials. Some energy device 

functionalities are so frequently influenced by chemistry and properties of these 

heterogeneous interfaces, which have extremely unique characteristics, often 

quite different from those of bulk materials.12–15 An everyday example is the 

water in contact with heavier items, that float on top due to the high surface 

tension of the water surface.  

It is well-known that energy technologies rely mostly on physico-chemical 

processes that take place at heterogeneous interfaces. Processes involving 

ion/electron transfer, molecular/ion adsorption/desorption/reactivity, and 

complex interface restructuring can lead to irreversible modifications and 

undermine the whole device performance. Thus, low efficiency, poor long-term 

cyclability and stability can affect the promising applications of these devices. A 

detailed understanding of interfacial phenomena and processes is thus crucial to 

improve sustainability and durability of energy conversion technologies. Plus, 

the use of abundant, non-toxic, and non-expensive constituents can require the 
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design of new efficient materials, other than optimization and control of 

processes occurring at the complex interfaces. Thus, heterogeneous interface 

chemistry has been attracting great interest in both academic and industrial 

research along with enhancement of clean energy production and storage, and 

material design. In this framework, material sciences and computational 

chemistry can allow for a deeper knowledge and further improvement of these 

technologies. 

Due to the numerous variables present in any real system, experimental 

techniques frequently cannot achieve the degree of details at an atomistic scale. 

Experiments can often need support of theoretical approaches to unveil interface 

complexity and reaction mechanisms, to assess structure-function relationships 

and to perform the rational design of new better performing materials.16–18 Over 

the years, computational investigations have provided valuable insights on 

heterogeneous interfaces. Nevertheless, the computational study of such 

complex systems is not straightforward, and a sufficiently accurate description 

of all the occurring phenomena is not easily achievable within a unique approach. 

Moreover, different features of in operando conditions must often be considered 

and a multi-scale strategy is needed to disentangle the many processes so to 

identify the most suited materials for each elementary step.18 

Object & Outline. Aiming to push forward different computational tools and 

identify the most suitable ab-initio approach to each specific aspect of chemistry 

at heterogeneous interfaces, in this Ph.D. thesis, we focus on several cases of 

study in the field of electric and solar technologies. We also aim to unveil new 

insights on relevant challenges and complex processes, occurring at 

heterogeneous interfaces in aforementioned energy technologies: batteries, 

PECs, and perovskite solar cells (PSCs).8,9,15  In particular, we address: 

• in the field of batteries, the effect of external electric field on Na ion 

intercalation at anatase (TiO2) interfaces upon NIBs charge-discharge 
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cycle by application of a sawtooth potential; the singlet oxygen release 

from the lithium peroxide (Li2O2) surface, a deteriorative process for Li-

air battery cyclability, by means of an electrostatic embedding method 

at CASPT2 level of theory; and the early steps of promising SEI 

formation at Li-metal anode by vinylene carbonate (VC) via Density 

Functional Embedding Theory (DFET);  

• concerning the PECs devices, the oxygen evolution at iridium oxide 

(IrO2) interface by means of an electrostatic embedding method at 

NEVPT2 level of theory; and the dynamic of water on TiO2 surface at 

low coverage through metadynamics approach at Density Functional 

Tight Binding (DFTB) level of theory;  

• for PSCs, the changing and passivation of CsPbBr3 perovskite by in situ 

formation of zwitterionic ligands considering solvent effect via a cluster 

approach; the charge transfer processes occurring between SPIRO and 

two kinds of perovskite, the widely used MAPI and triple-cation 

perovskite via a projection-operator diabatization (POD) approach; the 

design of new HTLs and harvesting materials by means of Density 

Functional Theory (DFT). 

 

The following chapters are so organized: in Chapter 2 we introduce the general 

theoretical backgrounds, while we discuss the cases of study concerning 

batteries, PECs, and PSCs in Chapters 3, 4, and 5, respectively. Each case of 

study is discussed following the scheme: introduction, models and computational 

details, results and discussion. Finally, in Appendix A we report other cases of 

study carried out in the field of solar energy and catalysis, but not concerning 

processes at heterogeneous interfaces.  
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CHAPTER 2 – METHODS 

 

In this chapter we briefly present the theoretical backgrounds, starting from the 

electronic problem, sections 2.1 Hartree-Fock (HF) and post-HF methods, 2.2 

Density Functional Theory (DFT), 2.3 solution for periodic system; 2.4 Density 

Functional Tight Binding (DFTB); 2.5 embedding approaches, 2.6 basis set and 

pseudopotential, to consideration on charge partitioning methods (2.7), external 

electric fields and solvent (2.8), and finishing with consideration on dynamics, 

section 2.9 Molecular, Ab-initio Dynamics (MD, AIMD) and metadynamics 

approaches 

 

Computational chemistry exploits methods of theoretical chemistry, 

implemented into efficient computer programs, to unveil structures, interactions, 

and properties of molecules and materials.  

In quantum mechanics the state of a system is described by a function of spatial, 

spin and time coordinates, named wave function Ψ(r,s,t). The time evolution of 

a quantum state is given by solving the Schrödinger equation:  

𝑖ℏ !"
!#
= 𝐻%Ψ	    (2.1) 

here 𝐻% denotes the Hamiltonian, the observable corresponding to the total energy 

of a system, and ℏ is the reduced Planck constant. As Newton second low in 

classical mechanics, this equation allows to find the future state of a quantum-

mechanical system from knowledge of its present state. 

When the potential energy is constant in time, one can assume separation of the 

spatial and time dependencies of wave equation, Ψ(r,s,t) = T(t)ψ(r,s), and derive 

the time-independent Schrödinger equation: 

𝐻%𝜓(𝑟, 𝑠) = 𝐸𝜓(𝑟, 𝑠)         (2.2) 
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where E is a constant and has the dimension of energy, while 𝜓(𝑟, 𝑠) are named 

stationary states, with time-independent probability density.  

Neglecting relativistic interactions, the general Hamiltonian of a physical system 

can be written as: 

𝐻%(𝑟, 𝑅) = 𝑇1$ + 𝑇1% + 	𝑉1$&$ + 	𝑉1$&% + 𝑉1%&%                   (2.3) 

where  𝑇1$ and 𝑇1% are respectively the electron and nuclear kinetic energy 

operators, 	𝑉1$&$ electron-electron interaction, 	𝑉1$&% electron-nuclei interaction, 

and 	𝑉1%&% core-core interaction operators. Thus, the eigenvalue of the 

Hamiltonian is the total energy of the system under investigation and all the 

chemical information can be given by solving this eigenvalue equation. Since the 

electrons are lighter than the nuclei, the electronic and nuclear motion are 

strongly separated on time scales, so that the wave functions of atomic nuclei and 

electrons in a system can be treated separately. The wave function can be written 

as the product of a nuclear (𝜙'(𝑅)) and electronic (𝜙$(𝑟, 𝑅)) wave function, that 

depends parametrically on nuclear positions (R), other than on electron 

coordinates (r).Within the Born–Oppenheimer (BO) approximation, the 

electronic wavefunction (𝜙$(𝑟, 𝑅)) can be solved for a fixed nuclear 

configuration: 

𝐻%$𝜙$(𝑟, 𝑅) = 5𝑇1$ + 	𝑉1$&$ + 	𝑉1$&%6𝜙$(𝑟, 𝑅) = 𝐸$(𝑅)𝜙$(𝑟, 𝑅)    (2.4) 

and the electronic energy obtained contributes a potential term (𝐸$(𝑅)) to the 

motion of the nuclei: 

𝐻%𝑵𝜙%(𝑅) = 5𝑇1% + 𝑉1%&% + 𝐸$(𝑅)6𝜙%(𝑟, 𝑅) = 𝐸#)#𝜙%(𝑅)       (2.5) 

In this approximation, the nuclei move on a potential energy surface (PES) 

obtained by solving the electronic problem (2.4). Generally, the equilibrium 

geometry is achieved through an iterative process. The electrical problem (2.4) 

is solved for fixed positions of the nuclei in order to determine the term 𝐸$(𝑅), 

which is used in equation (2.5). Then, the forces acting on the nuclei are assessed. 
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The total energy Etot in nuclear equation (2.5) is the total energy of the system, 

and can be approximated as the sum of translational, rotational, vibrational, and 

electronic energies: 

E ≈ Etr + Erot + Evib + Eel          (2.6) 

The most difficult step is to determine electronic energy: most theoretical 

investigations are focused on alternative strategies for the solution of the 

electronic problem. There are two types of approaches to solving the electronic 

Schrödinger equation: the empirical/semi-empirical or ab-initio methods, based 

on the inclusion or not of empirical parameters, respectively. Due to different 

computational cost, each method embraces several phenomena spanning 

different time and space scales (Figure 2.1). 

 

 
Figure 2.1 Space and time scales of simulation methods in chemistry and material 

science. 
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2.1. Hartree-Fock (HF) Method 

The prototype of ab-initio methods is the Hartree-Fock method (HF)19. The 

peculiarity of this method is that the wave function is the best possible one 

written as a Slater determinant of spin orbitals. This latter is an anti-symmetrized 

linear combination of spin orbitals products (𝜙*) between an i-th electron spatial 

orbital (𝜑*) and an i-th electron spin function (α or β) (𝜙*=𝜑* 𝛼*/𝛽*): 

𝜓(𝑟+, 𝑟,, . . , 𝑟%) =
+
√%!

<
𝜙+(𝑟+) ⋯ 𝜙%(𝑟+)
⋮ ⋱ ⋮

𝜙+(𝑟%) ⋯ 𝜙+(𝑟%)
@      (2.1.1) 

where r stands for spatial and spin coordinates. 

In closed-shell system, where all spatial orbitals are doubly occupied, a single 

molecular orbital, called restricted, is used twice, one multiplied by the α spin 

function and the other multiplied by the β spin function in the Slater determinant. 

Basing on the variational principle, this wave function, resulting from the Slater 

determinant, is optimized by minimizing the corresponding energy: 

𝐸/ = A𝜓/B𝐻%B𝜓/C               (2.1.2) 

With this approach, the HF energy is computed, which for closed-shell system 

assumes the form: 

𝐸01 = 2∑ 	𝜀*
'/,
*3+                (2.1.3) 

𝜀* is the orbital energy, obtained by solving the one-electron differential 

equation: 

𝐹1(1)𝜙*(1) = 	𝜀*𝜙*(1)        (2.1.4) 

where 𝐹1 is a one-electron operator, known as Fock-operator. 

Explicating this operator, one gets: 

𝐸01 = 2∑ 	𝜀*
'/,
*3+ = 2∑ 	𝐻**4)5$ + ∑ 	∑ I2𝐽*6 − 𝐾*6M

'/,
63+ +'/,

*3+
'/,
*3+ 𝑉%%   (2.1.5) 
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𝐽*6 = N𝜙*(1)𝜙6(2)O
1
𝑟+,

O𝜙*(1)𝜙6(2)P 			𝐾*6 = N𝜙*(1)𝜙6(2)O
1
𝑟+,

O𝜙6(1)𝜙*(2)P 

Jij is a coulomb integral, the electrostatic energy of repulsion between an electron 

with probability density function |𝜙* |2 and an electron with |𝜙6 |2. The factor 2 

avoids counting inter-electronic repulsion twice. Kij is instead the exchange 

integral term, deriving from the prerequisite of the wave function to be anti-

symmetric with respect to electron exchange. The Coulomb operator (𝐽Q6(�⃗�*)) and 

the corresponding potential are local, whereas the exchange operator (𝐾%6(�⃗�*)) is 

non-local. The result of the first operator on a spin orbital depends only on the 

value of this orbital at position 𝑥*, while exchange potential depends on the value 

of all points of space. The term 𝐻**4)5$ is the sum of kinetic and potential energies 

for the attraction between i-th electron and the nuclei: 

𝐻**4)5$ = N𝜙*(1)O−
+
,
∇+, − ∑

7!
5"!8 O𝜙*(1)P                   (2.1.6) 

A step forward in the practical application of the HF-method was made with 

Roothaan’s proposal to expand the spatial orbital	𝜙* as linear combinations of 

one-electron basis functions	𝜒9: 

|𝜙*⟩ = ∑ 𝑐9*|𝜒9⟩	:
93+          (2.1.7) 

Substitution of the expansion into Hartree-Fock equation gives: 

∑ 𝑐9*(𝐹59 − 𝜀*𝑆59) = 0				𝑟 = 1,2, … , 𝑏	:
93+                   (2.1.8) 

𝐹59 = A𝜒5B𝐹1B𝜒9C 					𝑆59 = ⟨𝜒5|𝜒9⟩  

The equation is a series of simultaneous linear homogeneous equations in the 

unknown csi that describe the molecular orbital	𝜙*. 

For a nontrivial solution, one must have: 

𝑑𝑒𝑡(𝐹59 − 𝜀*𝑆59) = 0         (2.1.9) 

This is known as secular equation whose roots give the orbital energies. 
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The Hartree-Fock-Roothaan equations (2.1.8) must be solved by an iterative 

process until convergence of the orbital energies; the process is known as Self-

Consistent-Field (SCF) method. To turn the partial differential equations into 

algebraic equations suitable for efficient implementation in computational 

software, the first step is to guess for the occupied-molecular orbital (𝜙*) 

expressions as linear combinations of basis functions (𝜇): 

|𝜙*⟩ ≈ ∑ 𝑐;*|𝜇⟩	;     (2.1.10) 

where the expansion coefficients are given by  

 𝑐;* = ∑ ⟨𝜇|𝜐⟩&+⟨𝜐|𝜙*⟩	<           (2.1.11) 

This set of functions defines a basis set. In the linear combination of atomic 

orbitals approach (LCAO), such basis set is composed of atomic orbitals. Several 

types of these atomic orbitals and other basis set are described in Section 2.6. 

The initial basis set is so used to compute the Fock-operator. The matrix elements 

can be computed, and the initial set of energies can be obtained by solving the 

secular equation. These are then used to solve for an improved set of coefficients, 

giving an improved set of the orbitals. The later are employed to compute an 

improved Fock-operator, continuing until no further improvement in molecular 

orbital coefficients and energies occurs from one cycle to the next (Figure 2.1.1). 
 

 
Figure 2.1.1 Hartree-Fock self-consistent-cycle. 
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2.1.1.  HF Limits & Electronic Correlation 

The limits of Hartree-Fock method are the employment of finite number of basis 

functions and the absence of electronic correlation. In order to represent the 

molecular orbitals exactly, the basis functions should form a complete set and 

this would require an infinite number of basis functions. Only starting from an 

infinite set of basis functions and performing a high number of cycles, one would 

get the exact solution to this problem. Of course, this is not possible. The 

numerical solutions will always contain truncation errors, and the energy will be 

greater than the real one. In practice, with current computing power, use of very 

large basis sets is feasible, and one can obtain wave functions that differ 

negligibly from the true HF wave function, while addressing the correlation 

problem requires a different approach. The electronic correlation generally 

indicates how much the movement of one electron is influenced by the presence 

of others. This introduces an error in the wave function and the energy. Thus, the 

correlation energy is the difference between the true energy and the Hartree-Fock 

energy in a complete basis (“Hartree-Fock limit”): 

𝐸4)55 = 𝐸$=>4# − 𝐸?*@*#01                                (2.1.12) 

In particular, one can usually distinguish between dynamic and static correlation. 

The first is due to the replacement of electron-electron repulsion with an average 

electron charge cloud in HF method, while the second to HF mono-determinantal 

ground state inappropriate to describe excited state, biradical and open-shell 

systems.  

For these molecules with unpaired electrons, it is also known that the restricted 

spin-orbital are unsuited, because the spatial orbitals are constrained to be 

identical for alfa and beta spin. Open-shell 𝜑*𝛼 and 𝜑*𝛽 electrons experiment 

different effective potentials and they are better described with different spatial 

orbitals, called unrestricted. The use of these different orbitals for α and β 
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electrons in the Hartree–Fock method gives a pair of Roothaan equations, known 

as the Pople–Nesbet–Berthier equations: 

𝐹8𝐶8 = 𝑆𝐶8𝜀8                 𝐹A𝐶A = 𝑆𝐶A𝜀A                 (2.1.13) 

where	𝑆  is the overlap matrix of the basis functions, while 𝐹8/A, 𝐶8/A and 𝜀8/A 

are the matrices for the α and β orbitals of Fock, of coefficients and of orbital 

energies, respectively.  

This so-called unrestricted HF method (UHF) can generally give the ground state 

of radicals or to any excited state, represented by a single determinant wave 

function. Nevertheless, for these systems different electronic configurations are 

often close in energy and mix heavily, so that a quantum chemical method, which 

account for the multiconfigurational nature of the electronic structure, is 

essential. Ab-initio methods, which account for the multiconfigurational nature 

of the electronic structure, are the so-called post Hartree-Fock.  

 

2.1.2. Post Hartree-Fock Methods: CI & CASSCF  

Using a basis set of K spatial functions, the solution of the Hartree-Fock 

eigenvalue problem yields a set of 2K orthonormal spin orbitals {𝜙B} with 

energies {𝜀B}. These are divided into two subsets:  

• the N occupied lowest energy spin orbitals {𝜙>}; 

• the 2K-N unoccupied orbitals {𝜙5}, namely virtual. 

The HF ground state wave function is the Slater determinant (|Ψ/⟩), formed by 

the N occupied orbitals, but it is only one of many possible determinants. The 

number of single determinants, which are possible with 2K spin orbitals and N 

electrons (2K>N), is given by the binomial coefficient: 

I,C% M = 	
(,C)!

%!(,C&%)!
                               (2.1.14) 
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The HF ground state is considered the reference state and the other are classified 

by replacing 𝜙> with 𝜙5 orbitals, so that they could rapresent excited states of 

the system. For istance, the following expression rapresents singly (S) and 

duobly (D) excited determinant, respectively: 

|Ψ>5⟩ = |𝜙+𝜙,𝜙F…𝜙5𝜙: …𝜙%⟩	   |𝛹>:59 ⟩ = |𝜙+𝜙,𝜙F…𝜙5𝜙9 …𝜙%⟩   (2.1.15) 

Here one and two electrons in 𝜙>,: orbitals are promoted to 𝜙5,9. 

The importance of these determinants, as approximate rapresentations of the 

system true states, diminishes with increasing of excited electron. However, the 

exact wave function for ground and exited states can be written as a linear 

combination of all these possible N-electron determinants, which costitute a 

complete set: 

ΨHI = 𝑐/|Ψ/⟩ +	∑ 𝑐>5|Ψ>5⟩5> + ∑ 𝑐>:59 |Ψ>:59 ⟩ + ⋯>J:
5J9

	      (2.1.16) 

This procedure is called configuration interaction (CI)19, because each |Ψ*⟩ 

determinant specifies a ‘configuration’ of spin orbitals. Particularly, with a 

complete set, the method is known as full-CI and the exact energy of ground and 

excited states are the eigenvalues of the Hamiltonian matrix, with elements: 

⟨Ψ* 	|𝐻%|𝛹*⟩                                              (2.1.17) 

Unfortunately, even for small systems and minimal basis sets, the number of 

determinants, that must be included in this calculation, is extremely large and too 

computationally expensive. Researchers have questioned if all these 

configurations are needed. It is known that many configurations have almost zero 

weight and the important configurations use only a limited set of molecular 

orbitals. Thus, the idea has been to divide the molecular orbital space into three 

subspaces, active, inactive and external orbitals. The latter two subspaces are 

doubly and not occupied, respectively, while the remaining electrons occupy a 

set of active orbitals, where a full-CI defines the wave function (Figure 2.1.2). 
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Such an approach is well-known as the Complete Active Space SCF 

multiconfigurational method (CASSCF).20 

 

  
Figure 2.1.2 Schematic representation of CASSCF approach. 

 

Using this method, the wave function is constructed as a linear combination of 

all configurations in the active space (Figure 2.1.2): 

|𝛹HKL⟩ = ∑ 𝑐@@ |𝑚⟩                                 (2.1.18) 

with molecular orbitals (MOs) and configuration (cm) coefficients optimized 

during research of energy stationary value, using the variational principle. Thus, 

the CASSCF energy is given by: 

𝐸 = ⟨𝛹HKL	B𝐻%B	𝛹HKL⟩ = ∑ ℎMN𝐷MN +∑ 𝑔MN59𝑃MN59MN59MN     (2.1.19) 

considering the non relativistic Hamiltonian in the second quantization 

formalism: 

𝐻% = ∑ ℎMN𝐸1MN + 1/2∑ 𝑔MN59(𝐸1MN𝐸159 − 𝛿N5𝐸1M9)MN59MN       (2.1.20) 

with 𝐸1MN 	excitation operator, which promotes an electron from p to q orbital. 

In the (2.1.19) MO coefficients appear in the one- and two-electron integrals hpq 

and gpqrs, while CI coefficients in the first (𝐷MN) and second (𝑃MN59) reduced 

density matrix: 

⇄
⇄

⇄
⇄

⇄

⇄
⇄

⇄
⇄

⇄

|Ψ!"⟩ |Ψ#$%⟩

Non active 
Orbitals

Virtual
Orbitals

Active
Orbitals

⇄
⇄

⇄
⇄

Full CI

⇄
⇄

⇄
⇄

⇄
⇄

⇄
⇄

⇄
⇄

⇄
⇄

⇄

⋯
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𝐷MN = ⟨ΨHKL	B𝐸1MNB	ΨHKL⟩ 	𝑃MN59 = ⟨ΨHKL	B𝐸1MN𝐸159 − 𝛿N5𝐸1M9B	𝛹HKL⟩   (2.1.21) 

Moreover, through state averaged CASSCF method it is possible to average the 

energies of M states, with identical orbitals, but different CI coefficients: 

𝐸>O$5 = ∑ 𝑤*𝐸*P
*3+                                      (2.1.22) 

In this way CASSCF method includes static correlation and CASSCF wave 

functions give a good qualitative description of the electronic structure. 

However, it is not accurate enough for a quantitative assessment of relative 

energies, e.g. excitation energies. Dynamic correlation is required and it could 

be included by second-order perturbation theory, given the so called Complete 

Active Space Perturbation Theory (CASPT2)21, or the N-Electron Valence State 

Perturbation Theory (NEVPT2). 22 

 

2.1.3.  CASPT2 & NEVPT2 Approaches 

In the formalism of second-order perturbation theory, to solve the eigenvalue 

problem: 

𝐻%|Ψ*⟩ = 𝜀*|𝛹*⟩                                       (2.1.23) 

we could relate the unknown eigenvalues and eigenfunctions to the known 

solutions of the Schrödinger equation, with 𝐻%/ Hamiltonian, which slightly 

differs to 𝐻%. This difference is so-called perturbation (𝑉1) and the strength is 

governed by a parameter λ: 

𝐻% = 𝐻%/ + 𝜆𝑉1                                           (2.1.24) 

The exact eigenvalues and eigenfunctions are expanded similarly in a  Taylor 

series in λ: 

𝜀* =	𝐸*
(/) + 	𝜆𝐸*

(+) +	 	𝜆,𝐸*
(,) +⋯   (2.1.25) 

|𝛹*⟩ = 	 O𝛷*
(/)P + 	𝜆 O𝛷*

(+)P +	𝜆, O𝛷*
(,)P 	+ ⋯	               (2.1.26) 
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where 𝐸*B and  OΦ*
(B)P are the nth-order energy and wave function corrections, 

respectively, while 𝐸*/ and |Φ*
/C are eigenvalues and eigenfunctions of 

unperturbed system (𝐻%/ OΦ*
(/)P= 𝐸*/ OΦ*

(/)P). The first-order wave function is 

given by linear combination of  zeroth-order functions: 

OΦ*
(+)P = ∑ 𝑐' 	OΦ'

(/)P'                                   (2.1.27) 

while the second-order energy is: 

𝐸*
(,) =	∑

QRΦ@
(/)

Q𝑉1 QΦ'
(/)

SQ

T#
(%)&T'

(%)@U'                             (2.1.28) 

A similar approach can also be used in the multiconfigurational case, leading to 

the CASPT2 and NEVPT2 approaches.21,22 

These post Hartree-Fock methods are based on the use of CASSCF wave 

function as the zeroth-order approximation wave function, while the zeroth-order 

Hamiltonian is defined as: 

𝐻%/ = 𝑃1/𝑋1𝑃1/ + 𝑃1LV𝑋1𝑃1LV + 𝑃1W𝑋1𝑃1W                        (2.1.29) 

where 𝑃1/, 𝑃1LV and 𝑃1W are projection operator into reference function (|ΨHKL⟩), 

singly and doubly excited space (𝐸1MN𝐸159|ΨHKL⟩) and the rest of CI space, 

respectively.  

Concerning the CASPT2 approach21, 𝑋1 in (2.1.29) is the Fock operator 𝐹1: 

𝐹1 = ∑ 𝑓QMN𝐸1MNM,N                                        (2.1.30) 

and the first-order wave function is: 

|Φ+⟩ = ∑ 𝑐MN59	𝐸1MN𝐸159|𝛹HKL⟩	M,N,5,9                        (2.1.31) 
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Only singly (S) and doubly (D) excited states are included and the different 

functions, which contributes to SD space, are linearly indipendent. Therefore, 

the first order equation for the coefficients C is: 

(𝐹 − 𝐸/𝑆)𝐶 = −𝑉                                    (2.1.32) 

where F is the Fock matrix in the SD space, S the corresponding overlap matrix, 

C the vector of coefficients, and V is the vector representing the interaction 

between excited and referent functions. It foresees so the construction of the 

matrixes, diagonalitation and iterative equation solver. Furthermore, multistate 

(MS)-CASPT223 uses a multi-dimensional reference space, which is spanned by 

two or more state-average CASSCF single state (SS)-CASSCF. It is expected 

that the MS approach will be important when the CASSCF wave function is not 

a good reference state for the perturbation calculation due to strong interaction 

between close lying electronic states.  

Meanwhile, the NEVPT2 method developed by Angeli et al.22 employs the 

bielectronic Dyall Hamiltonian24 as the zeroth-order Hamiltonian (𝑋1) in (2.1.29): 

𝐻%V = 𝐻%*V +𝐻%OV + 	𝐶       (2.1.33) 

here 𝐻%*V is a one-electron (diagonal) operator in the nonactive (core and external) 

subspace, 𝐻%OV is a two-electron operator confined to the active space and C is a 

constant to ensure that 𝐻%V is equivalent to the full Hamiltonian within the CAS 

space, exactly: 

𝐻%*V = ∑ 𝜀*𝐸1**4)5$
* + ∑ 𝜀5𝐸155O*5#

5      (2.1.34) 

𝐻%OV = ∑ ℎ>:
$XX𝐸1>:>4#

>: + +
,
∑ ⟨𝑎𝑏|𝑐𝑑⟩A𝐸1>4𝐸1:YB𝛿:4𝐸1>YC		>4#
>:4Y          (2.1.35) 

𝐶 = 2∑ ℎ**4)5$
* +∑ 2⟨𝑖𝑗|𝑖𝑗⟩ − ⟨𝑖𝑗|𝑗𝑖⟩4)5$

*6 − 	2∑ 𝜀*4)5$
*           (2.1.36) 

ℎ>:
$XX = ℎ>: + ∑ (2⟨𝑎𝑗|𝑏𝑗⟩ − ⟨𝑎𝑗|𝑗𝑏⟩)6          (2.1.37) 
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where labels i,j a,b and r denote core, active and virtual orbitals of complete 

active space, respectively, 𝜀*/5 are the orbital energies of the involved orbitals, 

and 𝐸1@@ are the excitation operators. Thus, in contrast to CASPT2, this approach 

is free of intruder states and parameters such as the IPEA shift, an empirical 

correction to the zeroth-order Hamiltonian, which is introduced to account for 

systematic errors in the calculation of CASPT2 dissociation energies.  

The zeroth-order wave functions external to the CAS space are named the 

“perturber functions”. Writing the CAS wave function as an antisymmetrized 

product of an inactive part (Φ4)  and of a valence part (Ψ@O ): 

|Ψ@/ ⟩ = |Φ4Ψ@O ⟩     (2.1.38) 

the perturber wavefunctions can be written as 

BΨ?,;B C = BΦ?
&BΨ;OZBC       (2.1.39) 

where Φ?
&B and Ψ;OZB are an orbital product with nc-k inactive (core or virtual) 

orbital electrons and a multireference valence function with nv-k electrons, 

respectively. The number k represents the number of electrons promoted from 

the inactive to the active space at second order: −2 ≤ 𝑘 ≤ 2. 

Based on the first-order wavefunction expansion and zeroth-order Hamiltonian, 

the NEVPT2 exists in different formulations: totally uncontracted NEVPT2, the 

partially (PC-) and the strongly (SC-) contracted NEVPT2. In the former, the 

perturber wavefunctions are defined into space S?B of determinants with the same 

inactive part and all the possible active parts: 

S?B ≝ 5BΦ?
&BΨ?BC6               (2.1.40) 

The simplest way to obtain the perturbers consists of the Hamiltonian 

diagonalization: 

𝑃1[()𝐻
%𝑃1[()BΦ?

&BΨ;OZBC = 𝐸?,;BΦ?
&BΨ;OZBC               (2.1.41) 
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where 𝑃1[() is the projector onto the space S?B . 

Because a diagonalization of the true Hamiltonian must be performed for each 

determinant space, this procedure is unpractical. On one hand, a way to simplify 

the problem consists in finding a subspace of S?B spanned by wavefunctions 

interacting with	OΨ@
(/)P, consistent with the philosophy of contracted CI and 

CASPT2, leading to the PC-NEVPT2. On the other hand, one can choose a single 

function for each space S?B, leading to the strongly contracted SC-NEVPT2 

scheme.  In this latter approach, the strongly contracted perturber function and 

the energy of the perturber function are: 

𝛹?B = 𝑃1L()𝐻
%𝛹@

(/)                    (2.1.42) 

𝐸?
(B) =

R𝛹?
(B)

Q𝐻%VQ𝛹?
(B)

S

R𝛹?
(B)

Q𝛹?
(B)

S
                    (2.1.43) 

 

Overall, by incorporating both static and dynamic electronic correlation, these 

post-HF methods achieve a reliable description of strongly correlated systems, 

excited states, and open-shell systems. Nevertheless, due to the reliance on the 

number of electrons, HF and post-HF methods are extremely expansive, and only 

a small system, can be described by these approaches. In the following Section 

2.2-2.4, we describe several methods to solve the electronic problem for large 

systems. 

 

2.2. Density Functional Theory (DFT) 

In the past years, the Density Functional Theory (DFT)25 has become the 

workhorse method in first-principles calculations aimed to describe or predict 

structural and electronic properties in a vast class of systems, ranging from 
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molecules, simple crystals to complex extended systems, such as interfaces in 

electrochemical devices. In DFT the 	𝑉1$&% electron-nuclei interaction of 

Hamiltonian (2.4) is represented with 𝑉$&%[𝜌] functional: 

𝑉$&%[𝜌] = ∫ 𝜌(𝑟)𝑣(𝑟)𝑑𝑟                                 (2.2.1) 

where 	𝑣(𝑟) is the external potential and 𝜌(𝑟) the electronic density. In fact, DFT 

is a ground-state theory in which the relevant physical quantity is the electronic 

density. At the base of this method there are the two Hohenberg-Kohn theorems. 

The first theorem establishes that, from a given 𝜌(𝑟), one can uniquely determine 

𝑣(𝑟) and so the position of the nuclei. Because also the kinetic energy of 

electrons and electron-electron interactions are uniquely determined by 

electronic density, with this approach the energy of the system is expressed as a 

unique functional of the ground state total density: 

𝐸[𝜌] = 𝑇$[𝜌] + 𝑉$&%[𝜌] + 𝑉$&$[𝜌]                         (2.2.2) 

Thus, all properties of a system derive from the electron density. For the second 

Hohenberg-Kohn theorem, the functional that delivers the ground-state energy 

of the system gives the lowest energy if and only if the input density is the true 

ground-state density. In other words, the energy content of the Hamiltonian 

reaches its absolute minimum (the ground state), when the 𝜌 is that of the ground 

state. Like the HF theory, DFT is based on the variational principle, thus the 

density of ground state can be calculated, exactly in principle, by minimizing the 

total energy of a guess electron density (𝜌}):  

𝐸) ≤ 𝐸[𝜌}] = 𝑇[𝜌}] + 𝑉$&%[𝜌}] + 𝑉$&$[𝜌}]                     (2.2.3) 

To compute the total energy of a system it is not necessary to have the full 3N 

dimensional wave function. The DFT is based on the idea that only knowledge 

of the electron density is required to obtain an exact solution of the ground state 

energy. 

Considering equation (2.2.2), it is possible decompose the term 𝑉$&$  as: 
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𝑉$&$[𝜌] = 𝑉0[𝜌] + 𝐸=4[𝜌]                                 (2.2.4) 

where VH is the classical Coulomb energy of repulsion between electrons, and 

𝐸WH  collects all contributions due to non-classical electron-electron interactions. 

So, we obtain: 

𝐸[𝜌}] = 𝑇$[𝜌}] + 𝑉0[𝜌}] + 𝑉$=#[𝜌}] + 𝐸WH[𝜌}]                   (2.2.5) 

while 𝑉0 and 𝑉$=#	are exactly computable, this is not possible for 𝑇$ and 𝐸WH . 

For the exchange-correlation energy, another definition could be given by hole-

formalism.25 The relationship between the interacting system and a fictitious, 

noninteracting system, could be also studied considering the interaction \
|5&5*|

 

and varying 𝜆 from 0 (noninteracting system) to 1 (physical system) in the 

presence of an external potential, Vλ, such that the ground state of the 

Hamiltonian: 

𝐻%\ = 𝑇1 + 	𝑉1$&% + 	𝑉1\ + 𝜆𝑉1$$                              (2.2.6) 

has density 𝜌(𝑟)	for all λ. In this way, the 𝐸WH  of interacting system can be 

expressed in terms of an integral over a coupling constant (λ): 

𝐸WH =
+
,∫ 𝜌(𝑟)𝑑𝑟 ∫

+
|5&5*|

𝜌WH(𝑟, 𝑟^ − 𝑟)𝑑𝑟^                 (2.2.7) 

with    𝜌WH(𝑟, 𝑟^ − 𝑟) = 𝜌(𝑟^) ∫ (𝑔(𝑟,+
/ 𝑟^, 𝜆) − 1)𝑑𝜆            (2.2.8) 

The function 𝑔(𝑟, 𝑟^, 𝜆) is the pair-correlation function of the system with density 

𝜌(𝑟)	and Coulomb interaction 𝜆𝑉1$&$. The exchange-correlation hole 𝜌WH(𝑟, 𝑟^ −

𝑟), describes the effect of the interelectronic repulsions, as the fact that an 

electron being at the point 𝑟 reduces the probability of finding one at 𝑟^. 

Therefore, the 𝐸WH  may then be viewed as the energy resulting from the 

interaction between an electron and its exchange-correlation hole. This 

functional is an extremely complex mathematical object whose exact form has 
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not been known yet and finding the best possible approximation to 𝐸WH  is the 

main aim of DFT. 

Due to unknown 𝑇$ and 𝐸WH 	terms, some approximations must be done. The most 

commonly exploited ones are based on the Kohn Sham method. To reduce the 

errors generated by the approximation of these terms, Kohn and Sham have 

proposed an approach that consists in replacing the electron density with a 

pseudo-orbital picture of independent particles (the electrons): 

𝜌(𝑟) = ∑ |𝜓*(𝑟)|,*        A𝜓*B𝜓6C = 𝛿*_      (2.2.9) 

This system is characterized by the same density as the real one, and with an 

external potential 𝑉CL[𝑟]: 

𝐸CL[𝜌}] = 𝑇L[𝜌}] + 𝑉0[𝜌}] + 𝑉$&%[𝜌}] + 𝐸WH[𝜌}]              (2.2.10) 

here 𝑇L[𝜌}] is the kinetic energy for the non-interacting electron system, which 

can be computed accurately: 

𝑇L[𝜌}] = − ℏ+

,@
∑ ∫𝜓*(𝑟)∗∇,𝜓*(𝑟)𝑑𝑟*       (2.2.11) 

and 𝑉0[𝜌}] is the Hartree energy, due to electrostatic interactions: 

𝑉0[𝜌}] =
$+

, ∫𝜌}(𝑟)𝜌}(𝑟′)/|𝑟 − 𝑟′|𝑑𝑟𝑑𝑟′       (2.2.12) 

The exchange-correlation functional 𝐸WH[𝜌}] collects the contributions due to the 

exchange energy, the correlation energy, and to the term that serves to correct TS 

for recovering Te. All-in-all, within the Kohn-Sham formalism, the energy of the 

actual many interacting electrons system is shown to be equivalent to that of a 

fictitious system of independent electrons within an effective potential involving 

the interaction with the nuclei complemented by the electron-electron Coulomb 

interaction and the exchange-correlation functional Exc. Applying the variational 

theorem, the solution is thus obtained by minimization of the energy with respect 

to 𝜓*, satisfying the following Kohn-Sham (KS) equation:  
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	𝐻%CL𝜓*(𝑟) = �− ℏ+

,@
∇, + 	𝑉10(𝑟) + 	𝑉1WH(𝑟) + 	𝑉1$&%�𝜓*(𝑟) = 	 𝜖*𝜓*(𝑟) (2.2.13) 

where the Hartree (	𝑉10) and exchange-correlation (	𝑉1WH) potentials: 

	𝑉10(𝑟) =
bT,[d(5)]

bd
=	𝑒, ∫ d(5^)

|5&5^|
𝑑𝑟′; 	𝑉1WH(𝑟) =

bT-.[d(5)]
bd

       (2.2.14) 

depend self-consistently upon the 𝜓* via the charge density. The energy can be 

rewritten in an alternative form using the Kohn-Sham eigenvalues 𝜖*: 

𝐸 = ∑ 𝜖** − 𝐸0[𝜌(𝑟)] −	∫ 𝜌(𝑟)𝑉WH(𝑟)𝑑𝑟 + 𝐸WH[𝜌(𝑟)]        (2.2.15) 

Furthermore, the density, normalized to the number of electrons (𝜌(𝑟)), is 

obtained from the individual orbitals (𝜓B(𝑟)): 

𝜌(𝑟) = ∑ 𝑓B|𝜓(𝑟)|,B                    (2.2.16) 

where	𝑓B are the occupation number of orbitals. 

The Kohn-Sham Hamiltonian (	𝐻%CL) depends thus on the orbitals via the density 

and must hence be solved self-consistently. In a self-consistent approach, we 

need to find the self-consistent charge density (or potential), performing the 

following operations (Figure 2.2.1): calculate the potential from the charge 

density; diagonalize the Kohn-Sham equations at fixed potential and then 

calculate the charge density from Kohn-Sham orbitals. 

 

 
Figure 2.2.1. DFT self-consistent-cycle. 

Vnuclear
from atomic position

Initial guess !(#)

Initial guess !(#)

Calculate  %! ! 	'"# !

	()$%*&(#) = − ℏ2
2)∇

2 +	%/*+* *&(#) = 	 0&*&(#)

Calculate new ! # = ∑ *&(#) 2&

Self converged?

Problem solved!

Generate new
guess (!(#))

YES

NO



 

 27 

While the Kohn-Sham equation is mathematically very similar to the HF 

equation, it formally incorporates the electron-electron correlation. On the 

opposite, the HF energy must be complemented by a wave function type many-

body correlation contribution based on multiconfigurational schemes. Plus, 

conversely to many-body wavefunctions which are functions of coordinates in 

space R3N, the electronic density is only a function of variables in R3. Hence, the 

resolution of the Kohn-Sham equation is much simpler and computationally 

much more efficient than CI type schemes, which explains the success of DFT. 

The main theoretical problem of DFT is that the exchange-correlation functional 

remains unknown. 

 

2.2.1. Approximation of Exchange-Correlation Functional  

First, note that spin-polarized extension of functional can be simply described by 

assuming a unique quantization axis for spin, thus the energy functional is: 

𝐸[𝜌Z(𝑟), 𝜌&(𝑟)] = 𝑇L + 𝐸0 + ∫𝜌(𝑟)𝑉(𝑟)𝑑𝑟 + 𝐸WH[𝜌Z(𝑟), 𝜌&(𝑟)]		(2.2.17) 

and minimization of the above functional yields the following Kohn-Sham 

equations: 

�− ℏ+

,@
∇, + 𝑉1(𝑟) + 𝑉1WHf (𝑟) + 	𝑉10�𝜓*f(𝑟) = 	 𝜖*f𝜓*f(𝑟)           (2.2.18) 

Exchange-correlation potential and charge density are thus defined: 

𝑉1WHf (𝑟) =
bT-.
bd/(5)

												𝜌f(𝑟) = ∑ 𝑓*f|𝜓*f(𝑟)|,*           (2.2.19) 

Many methods have been proposed to approximate the 𝐸WH  functional, the first 

one was the Local Density Approximation (LDA). This approach assumes that 

the electron density in a very small volume of space can be approximated as a 

uniform electron gas. In other words, a general system with inhomogeneous 

density is considered locally homogeneous: 
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𝐸WHgVK = ∫𝜌(𝑟)𝜀WHgVK[𝜌]𝑑𝑟                                 (2.2.20) 

Because of this, the LDA tends to over-estimate the exchange-correlation energy. 

It is a good approximation for metals, but is much less suitable for molecular 

systems, whose properties are substantially dependent on the non-homogeneity 

of the charge distribution along chemical bonds. For this reason, several 

approaches have been developed in which the exchange-correlation contribution 

is dependent on the density value and on its gradient at one point. These are 

known as the family of General Gradient Approximation (GGA) density 

functionals. In this case, the functional EXC takes the form: 

𝐸WHhhK = ∫𝑓[𝜌, ∇𝜌]𝑑𝑟                                    (2.2.21) 

Some GGA functional are parameterized by fitting to experimental data, but 

there are also some GGA functionals that achieve the inclusion of gradient 

correction without experimentally fitted parameters. One example of such a 

parameter-free GGA functional is the one developed by Perdew, Burke and 

Ernzerhof (PBE).26,27 It is known for its general applicability and accuracy for a 

wide range of systems. Potentially more accurate than the GGA functionals are 

the meta-GGA functionals, which include the second derivative of the electron 

density (the Laplacian).  

The difficulties in expressing the exchange part of the energy can also be relieved 

by including a component of the exact exchange energy calculated from Hartree-

Fock theory: 

𝐸	 ≈ 	𝛼𝐸	 + 	𝛽𝐸hhK
	               (2.2.22) 

where the coefficients α and β can be determined with reference to a system for 

which exact results are known. This kind of functional are known as hybrid 

functionals. Among these, the most used one are the B3LYP (Becke, 3-

parameter, Lee–Yang–Parr)28,29, PBE030 and HSE (Heyd-Scuseria-Ernzerhof)31 

exchange-correlation functional. The former is given by: 
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𝐸	 ≈ 	𝐸gVK
	
+ 	0.2(𝐸1)4B −	𝐸gVK) 	+ 	0.72	∆𝐸ijj

	
+ 	0.81	∆𝐸klm+			(2.2.23) 

were ∆𝐸ijj
	 and ∆𝐸klm+  are the widely used GGA corrections to the LDA 

exchange and correlation energies respectively. Meanwhile, the PBE030 

functional mixes 75% of PBE exchange energy and 25 % of Hartree-Fock 

exchange energy, and the HSE functional31 uses an error function screened 

Coulomb potential to calculate the exchange portion of the energy in order to 

improve computational efficiency, especially for metallic systems. The general 

expressions for these functionals are: 

𝐸WHkiT/ =	
+
n
𝐸W01 +	

F
n
𝐸WkiT + 𝐸HkiT   (2.2.24) 

  𝐸WH0LT =	𝑎	𝐸W
01,Lo(𝜔) + (1 − 𝑎)𝐸W

kiT,Lo(𝜔) + 𝐸W
kiT,go(𝜔) + 𝐸HkiT (2.2.25) 

where  𝐸W01 	is the Hartree–Fock exact exchange functional, 𝐸WkiT 	 is the PBE 

exchange functional, and 𝐸HkiT 	is the PBE correlation functional, while for HSE 

𝑎 and ω are the mixing parameter and an adjustable parameter controlling the 

short-range of the interaction. Referred to as HSE06, standard values of 𝑎 and ω 

are 0.25 and 0.2 respectively, which gives good results for most systems. 

Due to computing the exact HF exchange energy, these hybrid functionals are 

computationally demanding. Otherwise, the correlated nature of d and f electrons 

is a source of error in DFT calculation, due to the self-interaction error (SIE), 

which arises from the unphysical Coulomb interaction of an electron with itself, 

not completely canceled in most exchange-correlation functionals.32 A possible 

alternative to the more expensive hybrid functionals is the DFT+U Hubbard-like 

correction scheme of the DFT functionals.33–36 Such an approach is one of the 

most used methods for improving the description of d and f electrons, mainly for 

strongly correlated electron materials, including middle-to-late transition metal 

oxides, with tightly localized d and f electrons. Within the DFT+U scheme, the 

intra-atomic interactions between the strongly correlated electrons are introduced 
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in the calculations by addition of an “on-site” potential.35 At the LDA+U level, 

the total energy is given by: 

𝐸gVKZp[𝜌(𝑟)] = 	𝐸gVK[𝜌(𝑟)] + 𝐸0q:[{𝑛@If}] − 𝐸VH[{𝑛If}]     (2.2.26) 

where 𝑛@If are the occupations number of m orbital with spin 𝜎 for the atom I. 

The 𝐸0q: is the Hubbard term, and 𝐸VH  the “double-counting” term.  

 

2.2.2. Dispersion Energy  

Another well-known limitation of commonly used DFT functionals is an 

accurate description of van der Waals (vdW) interactions, also known as 

dispersive forces, which play an important role in many molecular systems and 

heterogeneous interfaces. They control, for example, the structures of DNA and 

proteins, the packing of crystals, the formation of aggregates, and the orientation 

of molecules on surfaces.37,38 Within the framework of DFT calculations, 

Grimme39,40 proposed an effective method for obtaining a correct description of 

such interactions, consisting of a semi-empirical dispersion correction energy 

(Edisp) added to the KS-DFT result, so that the total energy becomes: 

E = EDFT + Edisp                                                          (2.2.27) 

This dispersive energy is described by damped pair-wise interatomic potentials 

of the form of C6R-6, in which R is the interatomic distance and C6 is the 

dispersion coefficient. The resulting functionals, that consider the dispersion 

energy in this way, are called DFT-D, or even Grimme corrections. In the DFT-

D3 functional the dispersion correction, Edisp, is a sum of two- and three-body 

energies: 

Edisp = E(2)+ E(3)                                   (2.2.28) 

    	E(2) = ∑ ∑ sn
H#
01

rij
nn36,8,10…ij fd,n(rij)  E

(3) = ∑ Eijk
ijk fd,(3)(rijk)   (2.2.29) 
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where 

   fd,nIrijM =
1

1Z6(501 o%
0192,#⁄ )4αn

                    (2.2.30) 

Here, the first sum is over all atom pairs in the system,	𝐶'
*6 denotes the averaged 

isotropic nth-order (n=6, 8, 10) dispersion coefficient for atom pair ij, and rij is 

their internuclear distance. A further correction has been given by the 

introduction of the “BJ-damping term” in D3 version of Grimme’s functional, 

known as DFT-D3(BJ)40, in the following form (n≥6): 

Edisp = − 1
2

∑ Cniji5j

Rij
nZconst

                                     (2.2.31) 

This BJ-damping term give a constant contribution of Edisp to the total correlation 

energy from each spatially close pair of atoms. The BJ-damping requires one fit 

parameter more for each functional but has the advantage of avoiding repulsive 

interatomic forces at shorter distances. In fact, a disadvantage of the zero-

damping approach is that at small and medium distances the atoms experience a 

repulsive force which may lead to longer interatomic distances with dispersion 

correction than without. In addition, according to the thermodynamic 

benchmarks, BJ-damping is the most accurate DFT-D approach, especially for 

medium-range electron correlation problems, and only small and practically 

insignificant double-counting effects are observed. 

In 2009, Tkatchenko and Scheffler41 developed and assessed a different scheme 

to determine the C6 coefficients and vdW radii from the mean-field ground-state 

electron density. In this scheme, the effective coefficient (𝐶uKK
$XX) for an atom in a 

molecule (A) is determined in the following way: 

𝐶uKK
$XX = v6

788

v6
8277 �

v6
788

v6
788� �

w6
8277

w6
788 �

,

𝐶uKK
X5$$             (2.2.32) 

taking advantage of the direct relation between polarizability (𝛼) and volume 

(V)42, employing the Hirshfeld partitioning43 of the electron density for the latter: 
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w6
788

w6
8277

86
788

86
8277 =

x6
788

x6
8277 =

∫ 59z6(5)d(5)Y95

∫ 59d6
8277(5)Y95

                        (2.2.33) 

𝜔K(𝑟) =
d6
8277(5)

∑ d:
8277(5):

       (2.2.34) 

here 𝜅K is the proportional constant between volume and polarizability for the 

free-atom and atom-in-A- molecule, 𝜔K(𝑟) is the Hirshfeld atomic partitioning 

weight for the atom A, 𝑟F is the cube of the distance from the nucleus of an atom 

A, 𝜌(𝑟) is the total electron density, 𝜌K
X5$$(𝑟) is the electron density of the free 

atom A, and the sum in (2.2.34) goes over all atoms in the system. Both 𝜌(𝑟) and 

𝜌K
X5$$(𝑟) are calculated from DFT. Meanwhile 𝜂K

$XX in (2.2.32) is an effective 

frequency. Since the C6 coefficients are additive, the intermolecular C 

coefficient, 𝐶u@)?, is given by the sum of all interatomic contributions: 

𝐶u@)? = ∑ ∑ 𝐶uKi
$XX

i∈P"K∈P"            (2.2.35) 

where M1 and M2 refer to the first and the second molecule, respectively. 

 

2.3. Solid-State Periodic Systems. 

From the computational point of view, formidable challenge is the description of 

an object with an infinite extension; DFT can be conveniently employed to 

exploit solid-state periodic properties. To this aim, one must introduce a basis of 

wave functions with the properties: 

• each of these wave functions represents an energy eigenstate 

• each of these wave functions is a Bloch wave, having the form: 

𝜓'B(𝑟) = 𝑒*B5𝑢'B(𝑟)                                 (2.3.1) 

where 𝑢'B, Bloch’s function, has the same periodicity as the atomic structure of 

the crystal, and k is a vector of real numbers, known as the crystal wave vector. 
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In other words, Bloch wave derives from multiplying a plane wave 𝑒*B5 by a 

periodic function	𝑢'B. This is known as Bloch’s theorem and is a way to describe 

the electron variable in a crystal.44,45 There are two important consequences of 

this theorem: 

I. The translated wave function is equal to the original one times a phase: 

𝜓'B(𝑟 + 𝑅) = 𝑒*Bo𝜓'B(𝑟)                              (2.3.2) 

II. It is possible to solve the Kohn Sham orbitals of the entire crystal by 

considering the information of only one unit cell, the first Brillouin zone, 

a uniquely defined primitive cell in reciprocal space. 

The reciprocal space is often used to describe solid state. A reciprocal lattice is 

composed of K points set: 

𝐾 = 𝐾+𝑏+ + 𝐾,𝑏, + 𝐾F𝑏F                               (2.3.3) 

in which b1, b2 and b3 are the primitive vectors of the reciprocal lattice: 

𝑏+ = 2𝜋 >+=>9
|>"∙>+=>9|

							𝑏, = 2𝜋 >9=>"
|>"∙>+=>9|

								𝑏F = 2𝜋 >"=>+
|>"∙>+=>9|

       (2.3.4) 

Here a1, a2 and a3 are the primitive vectors of the direct lattice: there is a bi-

univocal relationship between direct lattice and reciprocal lattice: each direct 

lattice corresponds to one and only one reciprocal lattice. While the direct lattice 

vectors have the dimension of distance, those of the reciprocal lattice are wave 

vectors. Thus, the Schrödinger equation for a periodic solid can be conveniently 

solved in the reciprocal space via DFT approach. Another consideration concerns 

the Born-von Karman boundary conditions (Periodic Boundary Conditions, 

PBC), which impose the restriction that a wave function must be periodic on a 

certain Bravais lattice. The condition can be stated as: 

𝜓(𝑟 + 𝑁*𝑎*) = 𝜓(𝑟)                                   (2.3.5) 
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where i runs over the dimensions of the Bravais lattice, the ai are the primitive 

vectors of the lattice, and the Ni are integers (assuming the lattice has N cells 

where N=N1N2N3). This definition can be used to show that: 

𝜓(𝑟 + 𝑇) = 𝜓(𝑟)                                     (2.3.6) 

for any lattice translation vector T such that: 

𝑇 = ∑ 𝑁*𝑎**                                          (2.3.7) 

The consequence of using this periodic condition is, therefore, discretization of 

the space of wave vector, k. In practice, calculations are performed on a grid of 

points belonging to the first Brillouin zone, called “k-points”. 

For analysis purposes, one often plots the total density of states (DOS) 𝑔(𝜀), 

defined by the following equation, where 𝜀*,B is the energy of given states i: 

𝑔(𝜀) = ∑ 𝛿(𝜀 − 𝜀*,B)*,B          (2.3.8) 

From the DOS, one can define the conduction property of materials (Figure 

2.3.1). 

 

 
Figure 2.3.1 Schematic representation of density of states (DOS) for metal, 

semiconductor and insulator materials. 
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2.3.1. Metallic Systems 

While in semiconducting or insulating material, a finite number of bands (N) are 

fully occupied (valance band VB) and separated from unoccupied states 

(conduction band (CB) by an energy gap, for a metallic system the bands are 

partially occupied (Figure 2.3.1). Plus, at finite temperature some electrons in a 

metal will be in excited states, since there is no energy gap in a metal that could 

prevent such excitations. The occupation numbers can be functions of 

temperature, 𝑓*(𝑇$) = 𝑓(𝜀, 𝑇$). One can approximate the average energy level at 

which an electron is present with the Fermi-Dirac distribution function: 

𝑓(𝜀, 𝑇$) =
+

+Z$(;4<=)/():?7)
           (2.3.9) 

here 𝑇$ is the temperature of the electronic system, 𝑘i is the Boltzmann constant, 

and 𝐸1 is the Fermi energy which can be regarded as the chemical potential of 

the electrons, as well as the highest occupied energy level of a material at 

absolute zero temperature. In order to mimic the behavior of a metal, one uses a 

“smearing” technique, where 𝑇$ is set to a high value (typically a few tenth of 

eV or an order of magnitude higher than the physical temperature) to have a 

smooth transition of the occupation numbers between 1 at low energies and 0 at 

high energies.46 From a computational perspective, one can choose an occupation 

function, e.g Fermi-Dirac or a gaussian function, also because, working with a 

finite number of k-points, the electronic eigenvalue spectrum in a calculation is 

discrete. Thus, a broadening “smearing” scheme is often used to find the Fermi 

level and to occupy the Kohn-Sham eigenstates. Feasible options for the 

occupation type are a Fermi-Dirac or a gaussian broadening function, or the 

generalized gaussian-type distribution functions of Methfessel and Paxton47, 

mainly applied to metallic systems. 
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2.3.2.  Slab Supercell Approach 

Concerning the heterogeneous interfaces, the focus of this thesis, one need to 

consider the modeling of periodic crystal facets, the place where molecules from 

the gas or liquid phase come into contact with the materials.  

A family of lattice planes (crystal facets), (Figure 2.3.2) are named from the three 

Miller indices, h, k, ℓ, (hkℓ). The plane intercepts to the main crystallographic 

axes of the solid (a,b,c) are defined as following:   

>
}
			 :
B
   4
?
        (2.3.10) 

Note that for hexagonal and rhombohedral lattice systems, a i index, obeying the 

constraint h+k+i=0, is often specified: (hkiℓ). 

 

 
Figure 2.3.2 Several examples of lattice plane defined by Miller indexes. Intercepts to 

the main crystallographic axes of the solid is also reported. 

 

Surfaces are generated by cutting a bulk crystal along specific directions, defined 

by the Miller indices. The created surface has two-dimensional periodicity and 

due to the changed coordination, the surface geometry will relax or possibly even 

reconstruct, to let surface atoms find new equilibrium positions.  

For surface, the most notable model is the supercell slab approach, where 

surfaces are mimicked by a slab with a finite number of parallel atomic layers.48  

In principle, there is no periodicity in the direction normal to the surface, thus 
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including a vacuum along this direction is the more efficient choice (Figure 

2.3.3). The resulting slab in the supercell is so infinite and periodic in the 

directions parallel to the surface, but finite in the direction perpendicular to the 

surface. To avoid unwanted interactions between periodic copies of the repeated 

slab, one needs to include a sufficiently large vacuum region. The thickness of 

this vacuum region is a parameter that should be tested; as a starting point, one 

typically uses 10-15 Å of vacuum. The layer numbers in a surface slab are also 

defined by convergence test on the surface energy, computed as follows:  

𝛾 = 	 T@(AB&%TBC()
,K               (2.3.11) 

where A is the area exposed by the surface, Eslab is the total energy of the surface 

slab, Ebulk is the total energy of the bulk, and N is the number of formula units 

(f.u.) contained in the surface slab. Enough layers are often needed to have bulk 

behavior in the inner layer, as better model of the nanoparticle facets. 

 

 
Figure 2.3.3 Schematic representation of surface slab supercell along x-direction. The 

large and small box indicate the supercell and slab unit cell, respectively. Vacuum region 

(orange arrow); Surface atoms (light blue), bulk atoms (dark blue). 

 

If the two facets of slab have different type of termination, the workfunctions of 

these two surfaces are generally different, and therefore the electrostatic potential 

in the vacuum must reach different values depending on whether one samples it 

at a position far outside the front or the back surface. Several DFT codes allow 
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the user to account for this physically meaningful possibility by including a jump 

of the electrostatic potential with adjustable magnitude right in the middle of the 

vacuum region. This jump corresponds to the electrostatic potential of an 

infinitesimally thin dipole layer positioned in the middle of the vacuum region, 

which is exactly balanced by a dipole density of equal size, but opposite sign, 

built up via the electronic density inside the slab. It is also important to note that 

the electrons cannot propagate through the vacuum layer, and hence there is no 

k-point dependence. Therefore, one uses a two-dimensional k-point grid in the 

(kx , ky) plane and sets kz = 1. 

 

2.4. Density Functional Tight Binding (DFTB) 

Although the wide advantages in material sciences, study of an extremely large 

system, e.g. realistic size nanoparticles in a complex environment, with an 

appropriate time-space scale, is not feasible by means of DFT calculations. 

Further reduction of computational cost can be given by the Self-Consistent 

Charge Density Functional Tight Binding theory (SCC−DFTB).49,50 Such an 

approach, collocated between semi-empirical methods (Figure 2.1), has shown 

to provide reliable results on structures, electronic features, and energetics for 

different interfaces, in qualitative agreement with DFT ones, but at a much-

reduced computational cost.  

The standard Tight Binding (TB) method works by expanding eigenstates of a 

Hamiltonian in an orthogonalized basis of atomic-like orbitals and representing 

the exact many-body Hamilton operator with a parametrized Hamiltonian matrix, 

where the matrix elements are fitted to the band structure of a suitable reference 

system. The eigenstates of the system are then obtained by solving the 

characteristic equation:  

(𝐻 − 𝐸'𝑆)𝐶' = 0     (2.4.1) 
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The method used to obtain the energy distinguishes the variety of tight-binding 

methods. In the DFTB approach49, the DFT is used to solve the equation (2.4.1) 

and several assumptions are done:  

• only valence electrons are treated explicitly; 

• Kohn-Sham orbitals are expanded with the LCAO approximation by 

minimal localized pseudoatomic Slater orbitals. The effective one-e- 

Kohn-Sham potential of many-atom system is constructed using a 

superposition of unperturbed neutral (pseudo)atomic densities. 

Molecular reference density (𝜌/) is given by a superposition of densities 

(𝜌>), from the neutral atoms ‘a’ that compose the molecule or solid; 

• the charge density is substituted by a superposition of a reference density 

and a small fluctuation:  

𝜌/^ = 𝜌/(𝑟^)						𝛿𝜌^ = 𝛿𝜌(�⃗�^)	            (2.4.2) 

The DFT total energy is so expanded in a Taylor series around this reference 

density up to a specific order: 

𝐸[𝜌] = 𝐸/[𝜌/] +	𝐸+[𝜌/, 𝛿𝜌] + 𝐸,[𝜌/, (𝛿𝜌),] + 𝐸F[𝜌/, (𝛿𝜌)F] + ⋯ (2.4.3) 

In the SCC−DFTB approach 49, the Taylor series 𝐸[𝜌] is truncated at the second 

order, and expansion of the Kohn-Sham total energy with respect to charge 

density fluctuations is computed as following: 

𝐸#)# = ∑ 𝑐;* 𝑐O*𝐻;O/*;O + 𝐸5$M +
+
,
∑ 𝛾>:∆𝑞>∆𝑞:P
>,:             (2.4.4) 

where 𝐻;O/  are the elements of the Hamiltonian matrix, 𝑐;*  and 𝑐O*  are the wave 

function expansion coefficients, 𝐸5$M approximates the short-range repulsion 

term, and ∆𝑞> and ∆𝑞: are the charge fluctuation terms for atoms a and b, 

respectively.  
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The letter term is neglected in the traditional zeroth-order non-SCC TB approach. 

It is known as electrostatic-interaction term for the charge fluctuations, and is 

given by: 

𝛾>: =
+

~oA,B
+ Z/.,�(+/pAZ+/pB)+

              (2.4.5) 

with 𝑈> and 𝑈: are the atomic Hubbard parameters, linked to the chemical 

hardness of atom a and b. Meanwhile, the Hamiltonian matrix in the first term of 

(2.4.4) is given by: 

𝐻;O/ = �
𝜀;
'$q#5>?	X5$$	>#)@																𝑖𝑓	𝜇 = 𝑣
A𝜑;>B𝑇1 + 𝑉1/> + 𝑉1/:B𝜑O:C						𝑖𝑓	𝑎 ≠ 𝑏

						0																																									𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

             (2.4.6) 

Since a and b indicate the atoms on which the wavefunctions and potentials are 

centered, only two-center Hamiltonian matrix elements are treated and explicitly 

evaluated in combination with the two-center overlap matrix elements. In other 

words, the nondiagonal Hamiltonian matrix elements (𝐻;O/ ) are derived via a 

two-center approximation, whereas the diagonal elements correspond to the 

calculated atomic orbital energies. Finally, the repulsive term is approximated as 

the sum over all pairs of atom-atom potentials, which in turn are determined as a 

difference between the SCC-DFTB electronic energy and DFT total energy as a 

function of interatomic distance for properly chosen reference systems, as 

following: 

𝐸5$M𝑅) = 5𝐸gVKLH1(𝑅) − ∑ 𝑛*𝜀*(𝑅))44
* 6B5$X$5$'4$	9#5q4#q5$ 					  (2.4.7) 

All-in-all, the computational efficiency of the SCC-DFTB method originates 

from the use of tabulated values of Hamiltonian and overlap matrix elements 

over a large number of interatomic distances that allow to obtain interpolated 

values at any distance and to skip the computationally intensive explicit 
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evaluation of two-center integrals. Therefore, the DFTB is based on parameter 

set, which are contained in the Slater-Koster files and consist of:  

• electronic part:  matrix elements of the Hamiltonian and overlap 

operators between basis functions centered on two atoms, tabulated for 

different distances; 

• repulsive part: approximated as a sum of pair potentials, represented by 

spline functions or by polynomials (needed for elements with a direct 

covalent bond). 

The parameters are stored in files X-X, X-Y, Y-X and Y-Y, with X, Y being the 

available parametrized elements. The homonuclear X-X files additionally 

contain the atomic parameters for the given atom type. The successful SCC-

DFTB parametrization implies that the main properties of reference systems are 

well reproduced with respect to DFT. Using these parameters, the DFTB 

program does not have to perform any integral evaluation during the program 

runtime. The DFTB approach is so characterized as a semi-empirical (SE) 

method, requiring moderate number of parameters rather than molecular 

mechanic (MM) approaches. In this way, it is useful to gain up dynamic 

simulation to 2 orders of magnitude in speed compared to standard DFT, 

allowing to study structure and dynamic of solvents interfaces (see Section 2.9), 

and also reactivity.51–55  
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Even though the DFT provides a great balance between computational effort and 

accuracy, especially in material science, this method is a ground state theory, and 

such as HF, lacks static correlation. There are a number of well-known situations 

where DFT is inadequate, e.g. strongly correlated systems, excited states, and 

open-shell systems, and high computational multireference methods are required 

to achieve reliable description by incorporating both static and dynamic 

electronic correlation.56,57 Nevertheless, the region of interest in complex 

systems, as electrocatalytic heterogeneous interfaces, often is only a small part 

of the whole system. To achieve a reliable description of these localized 

processes in an extended system, embedded cluster approaches can provide a 

trustworthy description of chemical environment.58–64  

 

2.5. Embedding Cluster Approaches 

The basic idea of embedding cluster methods is the partition of the total system 

in two regions (Figure 2.5.1): 

• the active region of interest, named cluster, given by small number of 

atoms where the phenomena is localized. The cluster is treated with 

accurate, high-level quantum mechanics methods, e.g via the expensive 

DFT with hybrid functional, CASPT2 and NEVPT2 approaches. 

• the environment, consisting in the extended crystal atoms, not included 

in the cluster. This region is treated with low-level calculation. 

 

 
Figure 2.5.1 Embedded approaches: partitioning of system in cluster (pink) and 

environment (green). 

Environment

Cluster
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Different embedding methods can be distinguished by formalism used to 

describe the cluster-environment interaction. In the following section, we present 

a brief overview of the simple electrostatic embedding approach, and the more 

rigorous quantum embedding theory based on the density functional, (DFET). 

Other fromalism based on quantum mechanics are the density matrix embedding 

(DMET) and Green’s function embedding (QDET). For more details and 

complete vision of these methods, see ref [58].  
 

2.5.1.  Electrostatic Embedding Approach 

Among the embedding theories, the simplest method is to incorporate the effect 

of periodic nature of heterogeneous interfaces by mimicking the environment in 

an array of point charges, which generate the exact electrostatic field of the 

extended crystalline (Figure 2.5.2).63 Such an approach has been already 

demonstrated to be a reliable solution for the description of adsorption processes 

and complex reactions on surfaces, especially for ionic or quite-ionic covalent 

metal oxides.60–62,64  

 

 
Figure 2.5.2 Electrostatic embedded approach scheme: cluster (pink) in the point charge 

array (green). 

 

Conceptually, in the electrostatic embedded cluster calculation, the quantum 

system (QM) region interacts only with the atomic point charges of the 

surrounding, so the energy of the whole embedded system is composed of the 

following terms: 
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𝐸�P/N = 𝐸�P + 𝐸N + 𝐸*'#                       (2.5.1) 

where 𝐸�P is the electronic energy of the quantum system, 𝐸*'# is the energy of 

interaction of the electrons and nuclei of the quantum system with the embedding 

charges, and 𝐸N  is the electrostatic energy of the embedding charges. More 

specifically, 𝐸N is the energy of interaction between the charges: 

𝐸N = ∑ ∑ ∫∫ NA(5&oA)NB(5^&oB)|5&5^|
𝑑𝑟′%7'B

:�>
%7'B
>3+            (2.5.2) 

Meanwhile, in atomic units, the interaction term is given by: 

𝐸*'# = −∑ 𝑞@ ∫
d(5)

|5&o'|
%7'B
@ 𝑑𝑟 + ∑ ∑ N'7#

|o#&o'|
%DE
'

%7'B
@     (2.5.3) 

here, the first term is the Coulomb energy of interaction between the electronic 

density 𝜌(𝑟) and the embedding charges, while the second term is the Coulomb 

energy of interaction between 𝑁$@: embedding charges qa (nuclei with atomic 

number 𝑍'). In the presence of the embedding charges, the electronic density is 

polarized accordingly, the Hamiltonian thus becomes: 

𝐻%�P/N = 𝑇1 + 𝑉1 + 𝑉1$@:                  (2.5.4)                            

where 

𝑉1$@:(𝑟) = ∑ ∫ NA(5^&oA)|5&5^|
𝑑𝑟′%7'B

>3+                      (2.5.5) 

To avoiding artificial drift of electron density from the anions onto their nearby 

positive point charges, effective core potentials (ECPs) or ab initio model 

potentials were placed at the boundary between the terminating anions of the 

cluster and the point charges to simulate the electrostatic and Pauli repulsions 

between the cluster and the environment.65,66 In ECP the core electrons of a 

molecule are kept frozen and represented by a set of atomic effective potentials, 

while only the valence electrons are explicitly handled in the quantum 

mechanical calculation.66 Pseudopotential methods are deeply described in 

Section 2.6.4 
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2.5.2. Density Functional Embedding Theory 

Concerning the more rigorous fromalism based on quantum mechanics, the 

density-based embedding theories (DFET)59,67,68, typically consists in the 

partitioning of the total system density (𝜌#)#) into an embedded cluster (𝜌4?q) and 

environment densities (𝜌$'O) (Figure 2.5.3): 

𝜌#)# = 𝜌4?q + 𝜌$'O                  (2.5.6) 

The total energy functional so can be decomposed as: 

𝐸#)#[𝜌#)#] = 𝐸4?q[𝜌4?q] + 𝐸$'O[𝜌$'O] + 𝐸*'#[𝜌4?q, 𝜌$'O]        (2.5.7) 

where 𝐸4?q and 𝐸$'O are the energy functionals associated with the embedded 

cluster and the environment, respectively, and 𝐸*'# is the cluster-environment 

interaction energy functional.  

 

 
Figure 2.5.3 DFET approach scheme from ref  [69]. Top panel: partition of periodic 

system into a periodic environment and a finite-sized cluster. Their interaction is given 

by an embedding potential, Vemb (red). Bottom panel: partition of total density (𝜌!"!) in 

the sum of cluster (𝜌#$%) and environment (𝜌&'() density. 

 

The embedding potential for the cluster due to the environment, and vice-versa, 

is the functional derivative of the interaction energy with respect to the cluster 

(environment) electron density: 

𝑉$@:4?q = 𝛿𝐸*'#[𝜌4?q, 𝜌$'O]/𝛿𝜌4?q and 𝑉$@:$'O = 𝛿𝐸*'#[𝜌4?q, 𝜌$'O]/𝛿𝜌$'O  (2.5.8)  
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In principle, the embedding potential dependents on how the total system is 

partitioned. Nevertheless, fixing the number of electrons in each subsystem and 

introducing the following constraint on the embedding potential:  

𝑉$@:4?q = 𝑉$@:$'O                            (2.5.9) 

it is shown that the cluster and the environment share a common embedding 

potential, which is unique.67 Such 𝑉$@: is solved so that the sum of the cluster 

and environment densities matches the total density: 

𝜌4?q[𝑉$@:](𝑟) +	𝜌$'O[𝑉$@:](𝑟)
	
= 	𝜌#)#	     (2.5.10) 

The embedding potential satisfying this requirement can be solved by 

maximizing an extended Wu−Yang functional (W) known from Optimizing 

Effective Potential (OEP) theory70: 

𝑊[𝑉$@:] = 𝐸�4?q[𝜌4?q, 𝑉$@:] + 𝐸�$'O[𝜌$'O , 𝑉$@:] − ∫𝜌#)#(𝑟)𝑉$@:(𝑟) 𝑑𝑟						     

(2.5.11) 

where the subsystem energy 𝐸�C[𝜌C , 𝑉$@:] (K=clu,env) includes the interaction 

with the embedding potential 𝐸[𝜌] + ∫ 𝜌	(𝑟) · 𝑉	(𝑟)𝑑𝑟. The extended Wu-Yang 

OEP problem is solved in an iterative way; at each iteration, the W functional is 

maximized via the gradient: 

𝑔(𝑟) = bl
bx7'B(5)

= 𝜌4?q + 𝜌$'O(𝑟) − 𝜌#)#(𝑟)          (2.5.12) 

where the cluster and environment densities are computed in the formalism of 

Kohn Sham, as: 

𝜌4?q(𝑟) = ∑ 𝑓64?qB𝜓64?q(𝑟)B
,

6  																												(2.5.13) 

𝜌$'O(𝑟) = ∑ 𝑓6$'OB𝜓6$'O(𝑟)B
,

6                        (2.5.14) 

Firstly, the 𝜌#)# , 𝜌4?q, and 𝜌$'O are often calculated with a low-level method 

(e.g., KS-DFT-LDA/GGA), thus the obtained 𝑉$@: is at the accuracy of this low-

level theory. The electronic structure of the cluster is later refined by performing 
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high-level calculations on the cluster, with embedding potential designed to 

represent the environment influence on this active region: 

(𝐻%4?q + 𝑉$@:)𝛹4?q = 𝐸4?q𝛹4?q            (2.5.15) 

where 𝐻%4?q is the electronic Hamiltonian, 𝐸4?q is the energy, and Ψ4?q is the wave 

function of the cluster. 

Due to cluster and environment partitioning, the DFET is highly performing 

when the boundary between these two regions is physically easy to define, e.g 

for several metals and semiconductors, while difficulties emerge with application 

on systems with covalent bonding character. In principle, if we employ the exact 

XC functional, dangling bonds can be treated exactly, but approximate local or 

semilocal XC functionals are used to build the embedding potential. Therefore, 

numerical and theoretical challenges for computing embedding potentials arise 

in covalent system because of dangling bonds with unpaired electrons. A simple 

scheme for performing covalent embedding in DFET is a direct partition of the 

boundary atoms, e.g. a carbon atom is split into a hydrogen and a boron atom, an 

oxygen atom is split into a hydrogen and a nitrogen atom, and so on.71 Another 

strategy is the so-called density-matrix functional embedding theory (DMFET), 

which is based on use of one-particle density matrix as the target to reproduce, 

leading to introduction of nonlocal embedding potential form.72  
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2.6. Basis Sets 

In all the methods described above, a basis set is used to represent the electronic 

wave function or the electron density and solve the electronic Schrödinger 

equation. Hereby, we describe several types of basis set employed in HF/post-

HF and DFT, DFTB approaches. 

 

2.6.1. Gaussian Type Orbitals (GTOs) 

Among the kind of atomic orbitals basis set, the Gaussian Type Orbitals (GTOs) 

are widely used.19 General expression of these functions is:  

𝐺*6B
8,o(𝑟) = 	𝑁*6B8 (𝑥 − 𝑅+)*(𝑦 − 𝑅,)6(𝑧 − 𝑅F)B𝑒&8(5&o)

+        (2.6.1) 

Contracted functions (CGTO) are obtained from a linear combination of the 

entire basis function set, known as the Primitive GTO (PGTO):  

χ(CGTO) = ∑ 𝑎B* i χ(PGTO)              (2.6.2) 

The degree of contraction is the number of PGTOs included in a CGTOs. To 

indicate a basis set in terms of primitive and contracted functions, the notation 

(10s4p1d / 4s1p) → [3s2p1d / 2s1p] is used. Here the functions in round 

parentheses are the number of PGTOs and those in square brackets are the 

CGTOs. In this notation, the functions used for heavy atoms are listed before the 

slash, and those employed for hydrogen atoms are listed after the slash.  

The smallest basis sets, in which a single basis function is used for each orbital, 

are called minimal basis sets. The most common minimal basis sets, known as 

STO-nG, are derived from a minimal Slater-type orbital (STO) basis sets, 

represented by n number of Gaussian primitive functions (nG). This set is fine 

for atoms in the gas-phase, but additional functions, named polarization 

functions, are needed to describe the polarization of the electron density in 

molecules. Another common addition to GTO basis sets are diffuse functions. 
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These are extended Gaussian basis functions with a small exponent, which give 

flexibility to the atomic orbitals far away from the nucleus. Diffuse basis 

functions are important for description of anions or dipole moments, but they can 

also be important for accurate modeling of intra- and intermolecular bonding. 

Basis sets with multiple basis functions corresponding to each valence atomic 

orbital are called valence double, triple, quadruple-zeta, and so on, e.g. the triple-

zeta plus polarization, TZVP basis set, where triple-zeta specifics that there are 

three basis functions for valence electron. Among these basis sets, the Ahlrichs 

def2 basis set family (def2-XVP)73 and Dunning cc-pVnZ74 are very appealing. 

The latter are optimized by means of correlated wavefunctions and include 

successively larger shells of polarization (correlating) functions (d, f, g, etc.), 

thus the name correlation consistent (cc) polarized valence n zeta (cc-pVnZ) 

basis sets. 

 

2.6.2. Numeric Atom-Centered Basis Functions (NAO) 

Particularly advantageous choice is numeric atom-centered orbital (NAO) basis 

functions75 of the form: 

𝜑*(𝑟) =
q0(5)
5
Υ?@(Ω)                    (2.6.3) 

because the radial shape 𝑢*(𝑟) is numerically tabulated and fully flexible. Here,   

Υ?@(Ω) are the spherical harmonics. The utility of NAOs is that the numerical 

solutions of Schrödinger-like radial equations can been chosen: 

 − +
,
Y+

Y5+
+ ?(?Z+)

5+
+ 𝑣*(𝑟) + 𝑣4q#(𝑟)¡ 	𝑢*(𝑟) = 	𝜖* 	𝑢*(𝑟)      (2.6.4) 

Therefore, each radial function is defined by two parts: a potential 𝑣*(𝑟) which 

defines the main behavior of 	𝑢*(𝑟), and a steeply increasing confining potential 

𝑣4q#(𝑟), which ensures a smooth decay of each radial function to be strictly zero 

outside a confining radius	𝑟4q# (Figure 2.6.1). In this formalism, one can include 
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a minimal basis consists of the core and valence functions of spherically 

symmetric free atoms, by simply setting 𝑣4q#(𝑟) to the self-consistent free-atom 

radial potential (𝑣>#
X5$$). This minimal basis greatly facilitates the all-electron 

treatment because it naturally accounts for wave function oscillations near the 

nucleus, where the nuclear Z/r potential dominates. Plus, the addition of a 

confining potential 𝑣4q#(𝑟) to all basis functions prevents any extended, slow-

decaying analytical or numerical radial function tails. Overall, different spatial 

regions of large systems are strictly separated from one another, enabling near-

O(N) scaling of numerical integrations and the electron density update with 

system size N. The shape 𝑣4q#(𝑟)  must be choose so to ensure a smooth decay 

of all basis functions and their derivatives to zero. 

 

 
Figure 2.6.1 Radial shape 	𝑢)(𝑟) of NAO basis function (blue line), confining potential 

𝑣#%!(𝑟) (red line) and radius	𝑟#%! (orange line) 

 

Calculations using both these finite basis sets, GTO and NAO, are susceptible to 

basis set superposition error (BSSE). To understand the BSSE, one can consider 

that two interacting molecules, approaching one another, are subject to an 

overlap of their basis functions. It is like each molecule borrows functions from 

the other, effectively increasing its basis set and improving the calculation of 

derived properties such as energy.76 If the total energy is minimized as a function 

of the system geometry, the short-range energies from the mixed basis sets must 

be compared with the long-range energies from the unmixed sets, and this 

!!"#(#)

!!"#radius (r)

%(#)
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mismatch introduces an error, known as BSSE. An approach to compute this 

BSSE is the counterpoise method (CP), based on re-performing all the 

calculations using a mixed basis set, realized by introducing "ghost orbitals", 

basis set functions, which have no electrons or protons.77 The error is then 

subtracted a posteriori from the uncorrected energy.  

 

2.6.3. Plane Wave Basis Set 

Contrary to the localized basis sets GTO and NAO, previously described and 

widely used for molecular systems, the plane-wave basis set does not exhibit the 

BSSE.78,79 However, such basis set are less well suited to gas-phase calculations 

than localized basis sets, due to the assumption of periodic boundary conditions. 

Based on the formalism of Block waves (see section 2.3), a PW basis set for 

states of wave vector k is defined as: 

|𝑘+𝐺⟩ = +
√�
𝑒*(BZh)5 	                  (2.6.5) 

where Ω is cell volume, G is the reciprocal lattice vector. In a PW basis set one 

works with Fourier components (𝑐*,BZh) 

|𝜑*⟩ = ∑ 𝑐*,BZh|𝑘 + 𝐺⟩h          (2.6.6) 

𝑐*,BZh = ⟨𝑘 + 𝐺|𝜑*⟩ =
+
√� ∫𝜑*(𝑟) 𝑒

&*(BZh)5𝑑𝑟 = 𝜑} *(𝑘 + 𝐺)   (2.6.7) 

and only certain plane waves will appear in the Fourier expansion of Block waves 

(2.3.1). In principle, one still need infinite number of plane waves. However, the 

coefficients, 𝑐BZh , for the plane waves with small kinetic energies (	|𝑘 + 𝐺|,) 

are more important than those with large kinetic energies, thus one can truncate 

the expansion at some value of |𝑘 + 𝐺| lower than a kinetic energy cutoff (𝐸4q#): 

ℏ+	|BZh|+

,@7
≤ 𝐸4q#               (2.6.8) 
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In other words, only the reciprocal lattice vectors whose kinetic energy lower 

than a predefined maximum cutoff energy (𝐸4q#) are kept in the expansion, while 

the rest of the coefficients are set to zero. A schematic representation is showed 

in Figure 2.6.2 The PW basis set is so complete only for 𝐸4q#→ ∞, and large 𝐸4q# 

are computationally demanding. For an accurate calculation, this value is often 

given by convergence test on the total energy. Beyond the absence of the BSSE, 

this basis set is given by delocalized basis functions, and due to its definition is 

only adopted in quantum-chemical simulations of periodic systems. In particular, 

PW basis set can be computationally expensive due to use of similar accuracy to 

describe the vacuum region, which can be useful to simulate isolated molecules 

and heterogeneous interfaces. Another aspect of PW basis set that can affect the 

computational cost is that core electrons tend to be concentrated very close to the 

atomic nuclei. This behavior results in large wavefunction oscillations and 

density gradients near the nuclei, which are not easily described by a plane-wave 

basis set unless a very high energy cutoff. Thus, to reduce the computational cost 

associated with the description of core electron, plane-wave basis sets are often 

used in combination with an “effective core potential” or pseudopotential, so that 

the plane waves are only used to describe the valence charge density. In the 

following section, we describe the main types of pseudopotentials.80 

 

 
Figure 2.6.2 Schematic rapresentation of plane wave basis function in reciprocal space 

(ky,kx) with the kinetic energy cutoff (𝐸4q#).  
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2.6.4. Pseudopotentials 

To define a pseudopotential (PP), a linear operator 𝑇1  is introduced to connect all-

electron orbitals |𝜓*⟩ to pseudo-orbitals B𝜓�*C: 

|𝜓*⟩ = 𝑇1B𝜓�*C                                      (2.6.9) 

The operator 𝑇1 can be defined in terms of its action on atomic waves. 

Considering 𝜙�? corresponding set of atomic pseudo-waves and 𝜙? set of atomic 

all-electron waves, beyond some suitable “core radius” 𝑅?, 𝜙�? = 𝜙?(𝑟), while 

for	𝑟 < 𝑅? , 𝜙�*are smooth functions. If the sets are complete in the core region, 

the operator 𝑇1, can be written as: 

|𝜓𝑖⟩ 	= 	𝑇1B𝜓�*C 	= B𝜓�*C 	+	∑ IB𝜙?⟩ − B𝜙�?CMA𝛽?B𝜓�*C?           (2.6.10) 

where the 𝛽? “projectors” are atomic functions, having the properties A𝛽?B𝜙�@C =

𝛿?@ and 𝛽? = 0	for 𝑟 > 𝑅?. The pseudopotential is written as a nonlocal operator, 

𝑉1 , in terms of the 𝛽? projectors: 

𝑉1 ≡ 𝑉?)4(𝑟) + ∑ |𝛽?⟩𝐷?@⟨𝛽@|?@             (2.6.11) 

where 𝑉?)4(𝑟)contains the long-range Coulomb part (−Ze2/r). The (valence) 

charge density is no longer the simple sum of B𝜓�*B
,, but: 

𝜌(𝑟) = ∑ 𝑓** B𝜓�*(𝑟)B
, +	∑ 𝑓** ∑ A𝜓�*B𝛽?C?@ 𝑄?@(𝑟)A𝛽@B𝜓�*C    (2.6.12) 

𝑄?@(𝑟) = 𝜙?∗(𝑟)𝜙@(𝑟) − 𝜙�?∗(𝑟)𝜙�@(𝑟)                   (2.6.13) 

The 𝑄?@(𝑟) is known as augmentation charges and is zero for 𝑟 > 𝑅?, also known 

as the cut-off radius. One wants the pseudopotential and pseudo-orbitals to be as 

smooth as possible so that expansion into plane waves is convenient (low 𝐸4q#) 

and are as close as possible to true (“all-electron”) orbitals outside the core 

region, for all systems containing a given atom.  

Within this PAW formalism, we can describe the several kinds of PP81,82: 
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• In the full PAW scheme (PAW-PP), the augmentation functions are 

calculated and stored on a radial grid, centered at each atom. The charge 

density is composed of a “smooth” term expanded into plane waves, and 

an “augmentation” term calculated on the radial grid; 

• If 𝑄?@(𝑟) = 0, we obtain the norm-conserving PPs (NC-PP) in the 

separable, nonlocal form proposed by Hamann, Schlüter, Chiang in 

1982.83 The NC-PP takes the following form: 

𝑉1M9(𝑟) = ∑ ∑ |𝑌?@⟩𝑉?@(𝑟)⟨𝑌?@|@?         (2.6.14) 

where |𝑌?@⟩ projects a one-particle wavefunction, such as one Kohn-

Sham orbital, to the angular momentum labeled by {l,m}, while 𝑉?@(𝑟) 

is the pseudopotential that acts on the projected component. Inside the 

cut-off radius the norm of each pseudo-wavefunction be identical to its 

corresponding all-electron wavefunction, while all-electron and pseudo 

wavefunctions are identical outside cut-off radius. Such PPs do not give 

any important information about the orbitals close to the nucleus and are 

relatively hard, leading to very high plane-wave cutoffs (70 Ry and up). 

• In the Ultrasoft PP scheme are based on the norm-conservation 

constraint, but the localized atom-centered augmentation charges are 

introduced. However, these PPs give less information about the orbitals 

close to the nucleus then the PAW-PP. The augmentation charges here 

are pseudized to allow an efficient treatment of the augmentation charges 

on a regular grid. The pseudized augmentation charges are usually 

treated on a regular grid in real space, which is not necessarily the same 

as the one used for the representation of the wave functions. With the 

Ultrasoft PP core radii 𝑅? can be pushed to larger values, and cutoffs of 

25 to 35 Ry are usually good for most cases. 
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2.7. Charge Partitioning Methods 

Atom charges analysis is often useful for an in-depth understanding of structural 

features and reactivity of molecules and materials. By means of quantum 

mechanics approaches one can compute the electronic charge density, but the 

partition of electrons in system components is not straightforward. To this aim, 

several charge partitioning methods are proposed. One can distinguish between 

approaches based on electronic orbitals (e.g. Mulliken84 and Löwdin85 population 

analysis) or on charge density (e.g. Hirshfeld43 and Bader86,87 analysis). 

In atomic orbital basis set, the number of electrons 𝑁 can be define as: 

𝑁 = ∑ (𝐏𝐒);;;                 (2.7.1) 

where 𝐏 and 𝐒  are the density and overlap matrix, respectively, and the sum runs 

over all basis functions (𝜇). The product (𝐏𝐒);; can be interpret as the number 

of electrons associated with the basis function (𝜙;). With atom-centered basis 

functions, considering only 𝜇 centered on atom A (𝜇 ∈ 𝐴), with nuclear charge 

ZA, the Mulliken charge 84 of A is so defined:  

𝑞KPq??*B$' = 𝑍K − ∑ (𝐏𝐒);;;∈K                     (2.7.2) 

Assigning the electron density using the Löwdin symmetrically orthogonalized 

basis set, 85 one obtains the Löwdin qA charge, as following: 

𝑞Kgö���� = 𝑍K −∑ (𝑺𝟏/,𝐏𝑺𝟏/,);;;∈K      (2.7.3) 

Another definition of atomic charges is based on the Hirshfeld atomic 

partitioning weight for atom A (𝜔K(𝑟) in (2.2.34)).43 Via a self-consistent 

computation of both the entire system (𝜌(𝑟)) and its separated atomic densities 

(𝜌K/i
X5$$(𝑟)	in (2.2.34)), the Hirshfeld charges are computed as: 
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𝑞K��������� = 𝑍K − ∫𝜔K(𝑟)𝜌(𝑟)𝑑𝑟   (2.7.4) 

Although the less basis set dependence than Mulliken and Lowdin population 

analysis, within this method, the computed charges and dipole moments are 

typically underestimated. 

The Bader approach, also independent from the basis set, can be used with plane 

wave as well as atomic basis functions and the computed charges are more 

reliable.86,87 Based on the electronic charge density, the atomic region around a 

certain nucleus or atomic basin (ΩA) lies between all zero-flux surfaces 

surrounding the nucleus, on which the charge density is a minimum 

perpendicular to the surface (∇𝜌(𝑟)𝑛 = 0, with n the normal vector). Thus, a 

system is partitioned in spatial regions, that define the atoms. The electron 

population of the atom A is then determined by integrating the electron density 

within the atomic basin, and the Bader charge of atom A is computed: 

𝑞K����� = 𝑍K − ∫ 𝜌(𝑟)𝑑𝑟		
�6

          (2.7.5) 

A disadvantage of this approach is the computational cost of the three-

dimensional integration of the electron density in the atomic basin, necessary to 

determine the atomic charge.  
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2.8. Other Aspects in Electrochemical Heterogeneous Interfaces 

The in-depth understanding of electrochemical reactions at complex 

heterogeneous interfaces often relies on accurate computational methods able to 

describe and predict the undergoing processes in operando conditions. Several 

aspects, such as the effects of an external electric field or solvents in most 

electrochemical devices, need to be included in ab-initio simulations. Hereby, 

we describe the several methods used in this thesis to include these aspects. 

 

2.8.1.  External Electric Field: Sawtooth Potential Approach 

The chemical interactions and electronic features, specially at electrode surfaces 

in batteries devices, may be sensibly affected when an external bias comes into 

play. For 2D periodic materials, e.g. interfaces where electrochemical 

phenomena take place, the inclusion of a sawtooth potential has enabled include 

the effect of this external field.88–94 In standard Local-Density Functional (LDF) 

equations, to include the dielectric response of electrons in a complex many-body 

problem of a solid placed into an external field, the one-electron Schrödinger 

equations can be written in the following way: 

I𝑇1 + 	𝑉10 + 	𝑉1WH + 	𝑉1*)' + 	𝑉1$=#M𝜓*(𝑟) = 	 𝜖*𝜓*(𝑟)              (2.8.1) 

where the potential external to the system of electrons is separated into a part due 

to the nuclei alone, 	𝑉1𝑖𝑜𝑛, from the one giving the field external to solid, 	𝑉1𝑒𝑥𝑡. 

This latter is named bare perturbation. Physically in the simplest case, with a 

time-independent field constant in space, the potential	𝑉𝑒𝑥𝑡 corresponding to 

constant bare field is a monotonic function (Vmon in Figure 2.8.1a), that makes 

the crystal potential no longer periodic. Such potential 	𝑉𝑒𝑥𝑡 tends to move all 

electrons to ∞, where they would have the lowest energy.  

In the 1980, Rest and Kunc91,92demonstrated the possibility of circumventing 

these contradictions between periodic system and aperiodic potential within the 
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LDF method and have shown how to deal directly with the dielectric response of 

a solid to a macroscopic field. The idea is to simulate an electric field along the 

longitudinal axis and perpendicular to the interface plane, by using a sawtooth-

like potential (Vsaw in Figure 2.8.1a) added to the bare ionic potential. Thus, the 

	𝑉𝑒𝑥𝑡 has a translational periodicity of some superlattice, satisfying the periodic 

condition, and a small fraction of each supercell will perceive a constant field.  

Considering then a surface slab as region of interest, in a supercell with large 

vacuum region, the applied sawtooth potential spans throughout the supercell 

with a constant slope (�⃑�), and then reaches the middle of the vacuum region 

where the slope is reversed to ensure periodicity (Figure 2.8.1b,c). This is 

equivalent to the application of a constant electric field in the main region of the 

periodic cell, the slab. Taking advantages of its simplicity, this approach has 

applied in numerous studies, from unveiling field effects on oxygen vacancy 

migration at the anatase surface and Cu migration in SiO2 cristobalites, to model 

the interface between a solid-state electrolyte, i.e., Li9N2Cl3, and the Li metal 

under charging conditions, to study how an external electric field can affect the 

separation of photogenerated electron–hole pairs in semiconductors.88–90,94 

 

 
Figure 2.8.1 (a) Aperiodic monotonic (Vmon) and periodic sawtooth-like (Vsaw) potentials 

applied to a supercell along z-axis to simulate the external potential 	𝑉&*! (as in ref 

[91,92]). (b) Positive and (c) negative ±�⃑� sawtooth-like potentials applied to a slab to 

describe the external electric field. The red line is the potential. 



 

 59 

2.8.2. Solvent: Implicit & Explicit Model 

Another important aspect is that several processes in electrochemical devices 

occur in solvent means. Accounts for the behavior of solvated systems can be 

possible through the implicit or explicit solvent models.95 When a solute is 

immersed in a solvent, its charge distribution interacts with the solvent one. 

Continuum or implicit solvation methods are generally computationally efficient 

and can provide a reasonable description of the solvent behavior.96 In a 

continuum model, rather than representing the charge distribution of the solvent 

explicitly, it can be approximated by a continuous electric field. The main 

parameter is thus the dielectric constant (ε), defining the degree of polarizability 

of the solvent. This field is usually called the ‘reaction field’ in the regions of 

space occupied by the solute, since it derives from reaction of the solvent to the 

presence of the solute. The electric field at a given point in space is the gradient 

of the electrostatic potential φ at that point, and the work required to create the 

charge distribution may be determined from the interaction of the solute charge 

density ρ with the electrostatic potential. Generally, a calculation proceeds by 

encapsulating a solute in a cavity. This cavity containing the solute is embedded 

in homogeneously polarizable continuum describing the solvent. The solute 

charge distribution meets the continuous dielectric field at the surface of the 

cavity and polarizes the surrounding medium, which causes a change in the 

polarization on the solute. In ab-initio theoretical investigations, a perturbation, 

given by implicit solvent, is added to the solute Hamiltonian, as following: 

𝐻%#)#(𝑟@) = 	𝐻%@)?(𝑟@) + 𝑉1@)?Z9)?O$'#(𝑟@)          (2.8.2) 

where 𝑉1@)?Z9)?O$'#(𝑟@) interaction operator includes the following terms 

(2.8.3): 𝑉4>O*#� cavity creation; a term accounting for the energy spent to build a 

cavity in the solvent of suitable size and shape to house the solute;	𝑉$?$4#5)9#>#*4  
the electrostatic energy, dealing with the polarization of the solute and solvent; 
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𝑉5$Mq?9*)' an approximation for the quantum mechanical exchange repulsion; 

and 𝑉Y*9M$59*)' quantum mechanical dispersion energy. 

𝑉@)?Z9)?O$'# = 𝑉4>O*#� + 𝑉$?$4#5)9#>#*4 + 𝑉5$Mq?9*)' + 𝑉Y*9M$59*)'   (2.8.3) 

Most of implicit solvent methods are based on the Poisson-Boltzmann equation, 

which is an expansion of the original Poisson's equation: 

∇(𝜀∇Φ(𝑟)) = −4𝜋𝜌(𝑟)         (2.8.4) 

In the widely used Polarizable Continuum Model (PCM)97, 𝑉1@)?Z9)?O$'# is 

written in terms of apparent point charges placed at the center of small surface 

elements on the cavity surface. Other methods such as Solvation Model based on 

Density (SMD) model solves the Poisson-Boltzmann equation analogously to 

PCM but using a set of specifically parametrized radii which construct the 

cavity.98 Meanwhile, the Multipole Expansion (MPE) implicit solvation 

approach expands the dielectric response of the solvent in a multipole series.99 

The basic idea of MPE is to expand the electrostatic polarization potential in 

terms of regular and irregular solid harmonics.  

All-in-all, in the implicit model, no explicit solvent molecules are present and so 

explicit solvent coordinates are not required. Include explicit solvent molecules 

in the calculation usually are done by application of molecular mechanics (MM), 

based on force fields which are generally empirical, parametrized functions 

which can efficiently calculate the properties and motions of large system (Figure 

2.1). Meanwhile, due to increasing of computational cost with number of atoms, 

ab-initio calculations are often applied on small, solvated clusters of molecules. 

To describe and predict the solvent effects, one must include the motions of 

explicit solvent molecules. Basic principles of dynamics simulations are 

described in the following section. 
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2.9. Molecular Dynamics 

Molecular-dynamics (MD) simulations generate a detailed information of the 

system at the microscopic level, leading large sampling of system positions (q) 

and momenta (p) as function of time (t). Useful information on the macroscopic 

level is provided by means of statistical mechanics.95 Thus, in molecular 

dynamics one evaluates the average quantities by performing time averaging 

along the generated trajectory in phase-space. Considering some macroscopic 

equilibrium property A, a microscopic, instantaneous value A(q,p) can be 

defined for a given t. If the system has a constant temperature, volume, and 

number of particles (NVT ensemble), due to ergodic hypothesis, the time and 

ensemble average are equal:  

〈𝐴〉#*@$ = 〈𝐴〉               (2.9.1) 

〈𝐴〉#*@$ = 𝑙𝑖𝑚
�→�

+
� ∫ 𝐴(𝑥(𝑡))𝑑𝑡�

/ 		𝑎𝑛𝑑			〈𝐴〉 = ∫∫𝐴(𝑞, 𝑝)𝑃(𝑞, 𝑝)𝑑𝑞𝑑𝑝 (2.9.2) 

where P(q,p) is the probability of being at a particular phase-space point (q,p). 

To study the time evolution of a chemical system, in classical molecular-

dynamics (MD) simulations Newton equation of motion is solved: 

𝑀I�̈�I = 𝐹I            (2.9.3) 

In practice, to propagate the atoms, a small discrete time step ∆t is introduced 

and a numerical step-by-step integration of the equations of motion is carried out. 

Taking the Taylor series expansion in ∆t gives: 

𝑅I(𝑡 + ∆𝑡) = 𝑅I(𝑡) + ∆𝑡�̇�I(𝑡) +
+
,
∆𝑡,�̈�I(𝑡) + ⋯            (2.9.4)  

  �̇�I(𝑡 + ∆𝑡) = �̇�I(𝑡) + ∆𝑡	�̈�I(𝑡) + ⋯        (2.9.5) 

The time evolution of the system is followed by applying integration algorithms 

into an MD computer program, as via velocity Verlet integrator: 

𝑅I(𝑡 + ∆𝑡) = 𝑅I(𝑡) + �̇�I(𝑡)∆𝑡 +
1F(#)
,PF

∆𝑡,               (2.9.6)  
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  �̇�I(𝑡 + ∆𝑡) = �̇�I(𝑡) +
1F(#Z∆#	)Z1F(#)

,PF
∆𝑡	         (2.9.7) 

The new positions 𝑅I(𝑡 + ∆𝑡) = 𝑅I 	can thus be calculated from the current 

positions 𝑅I(𝑡), velocities �̇�I(𝑡) and forces 𝐹I(𝑡). Similarly, the new velocities 

can be obtained from knowledge of current velocities and forces 𝐹I(𝑡),	and from 

the new forces which are available as soon as the new positions are calculated. 

The time step used to discretize the time evolution must be smaller than the 

fastest motion in the system under investigation. 

Traditional molecular dynamics simulations take advantages from pre-defined 

analytical potentials. The most commonly used potentials are the pairwise 

additivity approximation by the empirical MM force field (𝑈PV(𝑅I_) potential 

between each set of atoms I and J). From the analytical potentials the forces are 

then obtained by taking the derivatives with respect to the positions: 

𝐹I = − !p(oF)
!oF

= −∑ !pEG(oFH)
!oFH_                 (2.9.8) 

Employing the classical force fields in the MD allow to span large timescale from 

nano to microseconds. Nevertheless, these MM potentials fail to describe 

processes where electronic degrees of freedom play an important rule, e.g in 

excited states and chemical reactions. To achieve reliable dynamic description 

of such processes, electronic behavior needs to be included from first principles 

method, such as the DFT. This approach is well-known as Ab Initio Molecular 

Dynamics (AIMD).100  

 

2.9.1. Ab-initio Molecular Dynamics (AIMD) 

In the ab-initio molecular dynamics (AIMD), the forces are computed on-the-fly 

by means of accurate electronic structure calculations. Within the Born–

Oppenheimer approximation, the potentials are obtained by solving a time-

independent quantum chemical electronic structure problem as: 
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𝑈(𝑅I) = 𝑚𝑖𝑛{�}𝐸[{𝜓}; 𝑅I]                        (2.9.9) 

Thus, to provide the forces for calculating the next step, the Schrödinger equation 

with an optimized electronic wavefunction 𝜓 at current nuclear position 𝑅I can 

be solved by ab-initio methods. Because the increased accuracy and predictive 

power of AIMD simulations comes at significant computational cost, the less 

expensive DFT and DFTB approaches49 are to date the most commonly 

employed electronic structure theory. In this formalism of Born-Oppenheimer 

MD (BOMD),100 the potential energy 𝐸[{𝜓}; 𝑅I]  is minimized at every MD step 

with respect to {𝜓*} under the holonomic orthonormality constraint A𝜓*B𝜓6C =

𝛿*6. This leads to the following Lagrangian: 

ℒi� =
+
,
∑ 𝑀I�̇�I,%
I3+ −𝑚𝑖𝑛{�0}𝐸[{𝜓*}; 𝑅] + ∑ Λ*6I	A𝜓*B𝜓6C − 𝛿*6M*,6   (2.9.10) 

where Λ*6 is a Hermitian Lagrangian multiplier matrix. By solving the 

corresponding Euler-Lagrange equations: 

Y
Y#

!ℒ
!ȯF

= !ℒ
!oF

 and Y
Y#

!ℒ
!��̇0 

= !ℒ
!⟨�0|

              (2.9.11) 

one obtains the associated equation of motion (EOM): 

𝑀I�̈�I = −𝐻%$⟨𝜓*| + ∑ Λ*6I	B𝜓6CM*               (2.9.12) 

Another AIMD approach was proposed in the 1985 by Car and Parrinello101, 

taking direct advantages of the quantum mechanical adiabatic time scale 

separation of fast electronic (quantum) and slow nuclear (classical) motion. The 

two-component quantum-classical system is mapped into a two component 

purely classical problem with two separate energy scales at the expenses of 

losing the intrinsic time dependence of the electronic sub-systems. In Car-

Parrinello MD (CPMD) a coupled electron-ion dynamics is performed, where 

the electronic degrees of freedom are added to the Lagrangian as classical ones: 
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ℒHk =
+
,
∑ 𝑀I�̇�I,I + ∑ 𝜇*A�̇�*B�̇�*C*¸¹¹¹¹¹¹¹º¹¹¹¹¹¹¹»

B*'$#*	$'$5¢�

− AΨ/B𝐻%$BΨ/C¸¹¹º¹¹»
M)#$'#*>?	$'$5¢�

+ ∑ Λ*6I	A𝜓*B𝜓6C − 𝛿*6M*,6¸¹¹¹¹¹¹º¹¹¹¹¹¹»
4)'9#5>*'#9

		 

(2.9.13) 

where the electronic degrees of freedom are an artificial inertia commonly known 

as the fictitious mass parameter 𝜇*, whose units is energy×time2, and {�̇�*} are 

the orbital velocities. Once again, applying the Euler-Lagrange equations 

(2.9.11) lead to the following EOM: 

𝑀I�̈�I = − !
!oF

AΨB𝐻%$BΨC  𝜇*�̈�*(𝑡) = − b
b�0

∗ AΨ/B𝐻%$BΨ/C + ∑ Λ*6I	B𝜓6CM	* (2.9.14) 

where − !T
!⟨�0|

 are the electronic forces for propagating the electronic degrees of 

freedom in time within a fictitious Newtonian dynamic along the nuclei. 

For the case of Kohn–Sham DFT, the above equations became: 

𝑀I�̈�I = −∇Aψ/B𝐻%$CLBψ/C   𝜇*�̈�*(𝑡) = −𝐻%$CL𝜙* + ∑ Λ*6* 𝜙6    (2.9.15) 

Because no SCF cycles are required to ensure the consistent with the 

instantaneous energy and to force the electrons to adiabatically follow the nuclei, 

the computational cost to compute the nuclear forces in each CPMD step is much 

reduced with regards of BOMD. However, the achievable length and time scales 

are still one of AIMD major limitations. Due to the cost of treating the electronic 

degrees of freedom, the computational cost of these simulations is far higher than 

classical molecular dynamics. In a typical AIMD simulation one needs to use a 

time step of the order of femtoseconds (i.e., 10−15 seconds) to correctly integrate 

the equations of motions. For this reason, AIMD methods are typically limited 

to smaller systems and shorter times. Unfortunately, interesting events often take 

place on a much longer timescale. The achievable timescale is still severely 

limited also in MD simulations. For example, a small, denatured protein needs 

about 10−4 seconds to sample the rugged energy landscape and find its folded 

state. To explore this process, also with MD are needed about 1011 time steps.  
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To address the drop of computational time, in the last few years, a large variety 

of methods have been proposed. These are often referred as enhanced sampling 

techniques, one of them is the metadynamis. 

 

2.9.2.  Metadynamics 

Metadynamics belong to a class of methods in which sampling is facilitated by 

the introduction of an additional bias potential, added to the Hamiltonian of the 

system, that acts on a selected number of degrees of freedom, often referred to 

as collective variables (CVs).102,103 From a mathematical point of view, the CVs 

can be defined as functions, generally nonlinear, of the atomic coordinates R: 

s(R) = (s1(R), s2(R), .., sd (R)). At time t, the bias potential can be written as a 

sum of Gaussians deposited along the system trajectory in the CVs space: 

𝑉h(𝑆, 𝑡) = ∫ 𝑑𝑡′#
/ 𝜔	𝑒𝑥𝑝 �−∑ (L0(o)&L0(o(#^)))+

,f0
+

Y
*3+ �           (2.9.16) 

where 𝜔 is an energy rate and 𝜎* is the width of the Gaussian for the ith CV. The 

energy rate is constant and usually expressed in terms of a Gaussian height W 

and a deposition stride 𝜏h: 

𝜔 = l
£J

        (2.9.17) 

This bias discourages the system from revisiting configurations that is already 

sampled. Thus, metadynamic simulations: 

• accelerate the sampling of rare events by pushing the system away from 

local minima; 

• allows exploring new reaction pathways as the system tends to escape 

the minima passing through the lowest free-energy saddle point. 
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• explores the low free-energy regions first, not requiring a priori 

knowledge of the landscape. After sufficient time, the bias potential 𝑉h  

provides an unbiased estimate of the underlying free energy (𝐹(𝑆)): 

𝑉h(𝑆, 𝑡 → ∞) = −𝐹(𝑆) + 𝐶       (2.9.18) 

where C is an additive constant, and 𝐹(𝑆) is defined as 

𝐹(𝑆) = − +
A
𝑙𝑛I∫𝑑𝑅𝛿(𝑆 − 𝑆(𝑅)) 𝑒&Ap(o)M   (2.9.19) 

Where 𝛽 = (𝑘i𝑇)&+ , T the temperature of the system, and U(R) the 

potential energy function. 

In a single run, 𝑉h  oscillates around the free energy, so that the bias potential 

overfills the underlying FES and pushes the system toward high-energy regions 

of the CVs space, and it is not trivial to decide when to stop a simulation. If one 

is interested in reconstructing the FES, it should be stopped when the motion of 

the CVs becomes diffusive in the region of interest (Figure 2.9.1). A solution is 

provided by well-tempered metadynamics104, in which the bias deposition rate 

decreases over simulation time via a different expression for the bias potential: 

𝑉(𝑆, 𝑡) = 𝑘i∆𝑇𝑙𝑛 �1 +
z%(L,#)
B:∆�

�            (2.9.20) 

where 𝑁(𝑆, 𝑡) is the histogram of the S variables collected during the simulation, 

and ∆𝑇 an input parameter with the dimension of a temperature. With respect to 

standard metadynamics, the bias deposition rate decreases as 1/t, the dynamics 

of all the microscopic variables becomes progressively closer to thermodynamic 

equilibrium as the simulation proceeds. Plus, the bias potential does not fully 

compensate the FES, but it converges to: 

𝑉h(𝑆, 𝑡 → ∞) = − ∆�
�Z∆�

𝐹(𝑆) + 𝐶              (2.9.21) 

Nevertheless, contrary to standard metadynamics, the bias converges to its 

limiting value in a single run.  
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Figure 2.9.1 Schematic representation of the progressive filling of the underlying free 

energy surface (FES) (black line). 

 

Another downside is identification of a set of CVs appropriate for description of 

complex processes is far from trivial. CVs are function of the microscopic 

coordinates of the system. To assure an effective application of metadynamics, 

the CVs must respect the following guidelines: 

• Choosing a correct set of CVs to distinguish between the initial and final 

state and describe all the relevant intermediates; 

• CVs should include all the slow modes of the system, in other words, 

those variables that cannot be satisfactorily sampled in the timescale of 

the simulations; 

• Low number of CVs is desirable to obtain a low-dimensional FES. 

Within the field of material science, metadynamics has been widely used to shed 

light on various diffusion processes.105–108  

 

In the following chapters, we identify the most suitable ab-initio approaches, 

above all these discussed here, to each specific aspects of chemistry at 

heterogeneous interfaces in batteries, photoelectrochemical cells and perovskite 

solar cells. 
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CHAPTER 3 – NEXT GENERATION BATTERIES 

 

After the first commercial release in the early 1990s by the Sony Corporation, 

the Lithium-Ion Batteries (LIBs) are widely studied and developed for portable 

electronics.6,109 The LIB working principle is well-known based on Li-ion (Li+) 

intercalation and diffusion processes.110 Upon discharge, the Li+ is removed from 

the negative electrode and injected into the positive one, while opposite 

processes occur during charging of battery (Figure 3.1a). The constituent 

electrodes are so intercalating materials, placed in lithium-ion conducting 

electrolytes. Despite the numerous benefits related to the high open circuit 

voltage, low self-discharge rate, and high energy-to-weight ratios, the high cost 

and limited availability of lithium pose a serious threat to large-scale applications 

of Li-ion devices.6,110 In this framework, similar operating principles with LIBs 

have encouraged research and development of Na-ion batteries (NIBs).4,111–113 

This type of battery with cheaper and affordable materials may be used in grid 

infrastructure and electric transportation. Nevertheless, while benefiting the 

diffusion through liquid electrolytes, the large Na+ radius hinders a convenient 

reversible intercalation into the structure of the LIBs commonly adopted 

electrodes. 111,114–118 The hunt for different NIBs constituent materials is so still a 

major concern. Another alternative to LIBs to boost the deployment of electric 

vehicles, are the Li-air batteries, discovered by Abraham in 1996119, due to 

enhanced specific capacity and reduced cell weight.120–122 This latter feature is 

mostly determined by the anodic materials, as the cathode is mainly composed 

of lightweight porous material that hosts the gaseous O2 coming from the outside. 

The working principle relies on the oxygen reduction reaction (ORR) and oxygen 

evolution reaction (OER) occurring upon, respectively, discharge and charge 

processes (Figure 3.1b). Ideally, from the reaction of one kilogram of O2 with 

lithium metal, it is possible to achieve an amount of energy equal to that supplied 

by gasoline, which is about 14.5% of the theoretical energy density of Li-air 
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batteries.121 In practice, major challenges including long-term stability and 

performance issues need to be addressed to scale up Li-air technologies as viable 

solutions for electric transportation.  On one hand, despite the theoretical 

reversibility of the accepted cathode reaction, which main product is the lithium 

peroxide (Li2O2)122 (see Figure 3.1b), less than 90% of discharge-consumed O2 

evolves upon charging, and the ratio of electrons to O2 deviates from the ideal 

values (2e-/O2) during a single battery cycle. Several secondary reactions, 

especially at cathode material, severally limit the Li-air batteries rechargeability 

and provided energy.120–123 Great research efforts have, thus, been focused on 

unveiling the effective reversibility of Li-air battery cathode upon charge-

discharge cycling. On the other, the use of Li metal anode has been gainful due 

to its low electrochemical potential, ultrahigh theoretical specific capacity, and 

low density.124–126 Nevertheless, uncontrolled dendritic growth at the metal 

electrode/electrolyte interface upon cycling can lead to severe safety hazards. A 

promising strategy to overcome dendritic growth is the formation of protective 

and stable layers between the Li metal and the electrolyte, namely the Solid 

Electrolyte Interphase (SEI) (Figure 3.1b).127,128 This layer, given by degradation 

processes at electrolyte/electrode interfaces, must allow the continuous Li ion 

deposition-dissolution mechanism, and also must limit the further decomposition 

of active material and dendritic growth. In this context, due to complexity of 

electrolyte/electrode reactivity, an in-depth atomistic understanding of SEI 

formation mechanism is required to enhance the whole performances of typical 

Li metal batteries (LMBs). 
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Figure 3.1 Schematic representation of (a) Li-ion and (b) Li-air batteries. The general 

discharge/charge reactions are also reported. We consider the LIBs common anodic and 

cathodic material (graphite and metal oxide, able to host the Li+) 110 and for Li-air the 

widely accepted formation of the lithium peroxide (Li2O2) upon discharge. 122 In Li-air 

devices, the Solid Electrolyte Interface (SEI) between Li metal anode and electrolyte is 

also shown (pink box). 

 

Overall, as emerged from the above dissertation, several issues related to 

electrode/electrolyte(ion) interfaces undermine the development and distribution 

of the promising Na-ion, Li-air and Lithium Metal batteries. In this framework, 

an atomistic perspective can be helpful to an in-depth understanding of interfacial 

electrochemical processes. To this aim, in this chapter, we identify a proper 

computational strategy to cover the aforementioned major challenges at next-

generation batteries heterogeneous interfaces: the Na ion uptake under electric 

field at promising anode material for NIBs, the origin of secondary reaction 

occurring at Li2O2 interfaces in Li-air batteries, and the formation of stable SEI 

at LMBs interfaces.  
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3.1 Structural and Electronic Effects of External Electric Field on Na 

Uptake at TiO2 Interfaces. 

 

Introduction. Among many investigated systems as NIBs anodes, titanium 

dioxide (TiO2) represents a sustainable choice for the overall balance of 

performance, stability, and cost. Titania-based compounds are versatile 

functional materials in several energy conversion technologies, from solar cells 

to water-splitting photocatalysis and also Li-based batteries.129–132 Thus, 

nanostructured TiO2-based materials have recently been attracting great interest 

as NIBs negative electrodes.118,133,134 However, several experimental 

investigations have highlighted the morphology-dependent performance of 

anatase electrodes employed in Na-cells. In particular, the facets of TiO2 

nanoparticles (NPs) show different activity, with the (100) and (001) 

terminations significantly more effective than the most stable (101) one.133,135,136 

This morphology-dependent activity of anatase facets was recently explained by 

a reliable first-principle model for Na+ adsorption/insertion at anatase surfaces.137 

It is suggested that the crystalline facets act as intercalation sites into subsurface 

layers and their different behaviour can be ascribed to a convenient 

accommodation of Na+ without significant lattice distortion for the (100) surface, 

and to an easy insertion through the subsurface layer favoured by a large lattice 

window for the (001) termination. Nevertheless, a significative aspect in battery 

devices, but neglected in these standard DFT simulations, is the effect of electric 

fields on the chemical interactions and electronic features of electrodes. A 

truthful computational strategy is so required for an in-depth understanding of 

electrochemical reactions occurring at electrode surfaces. To this end, in this 

section, we report a structure and electronic characterization of Na/TiO2 

interfaces under an external field via the worthwhile sawtooth-like potential 

approach (see Chapter 2 – section 2.8.1 for further details on this method).91–94 
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We aim to unveil how the direction and the intensity of the applied field can 

affect Na+ adsorption and intercalation into TiO2 facets.  

Methods & computational details. Our structural models consisted of 10-layer 

supercells 1x2x1, 2x1x1, 2x2x1 for the (101)-, (100)- and (001)- TiO2 surfaces 

(Figure 3.1.1) with 15 Å of vacuum along c. Concerning the sawtooth potential, 

we reversed the slope in a small region (~0.5 a0) in the middle of the vacuum to 

ensure periodicity. Calculations were performed with B�⃗�B = -5 × 10−3, 0, 5 × 10−3 

Ha (1Ha = 51.4 V/Å).  For Na+ adsorption, we also considered B�⃗�B	= -2.5 × 10−3, 

2.5 × 10−3 Ha. Hereafter, we named the field positive or negative depending on 

its direction against the z-axis (�⃗�	and −�⃗�, see Chapter 2 - Section 2.8.1 Figure 

2.8.1b). For all the calculations, we used spin-polarized periodic DFT+U 

approach35 within PW basis sets, as implemented in Quantum Espresso (QE).138 

We used the PBE functional, plus an effective Ueff = 3.3 eV parameter for d 

electrons of Ti atoms.139 The PAW potentials were taken from QE repository140 

and the wave functions (augmented charge density) was expanded in plane waves 

with a 70 (280) Ry cutoff.  We used the 2x2x1 k-point sampling based on a 

Monkhorst-Pack grid scheme as implemented in QE.141 All the geometry 

optimizations consisted of full atomic-position relaxation until forces on the ions 

were below 0.05 eV/Å. Convergence threshold on total energy was 10-6 a.u. 

 

 
Figure 3.1.1 TiO2 anatase surfaces: (101), (100), (001). Color code: Ti (cyan), O (red). 
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Field structural and energetic effects on Na adsorption. The resulting 

minimum-energy structures of Na-adsorbed states (NaOUT) on top of TiO2 anatase 

surfaces, (101), (100) and (001), under the influence of external electric fields, 

are featured in Figure 3.1.2 with remarkable distances between Na and surface 

O atoms (Na-O). For all the surfaces, under a positive field Na-O bonds undergo 

elongation, while decreasing under a negative field. The former effect is most 

relevant on the (001) surface, with a Na-O bond variation of ~0.6Å against the 

0.4Å and 0.2Å for (101) and (100) interfaces, respectively. Meanwhile, all 

surfaces are slightly affected by the negative fields. In this case, an asymptotic 

value is reached at high negative fields for the NaOUT-(001) interface. This 

structural analysis highlights that the field direction can affect the structural 

arrangements of NaOUT-TiO2 interfaces, exactly positive and negative fields lead 

Na adsorption sites farther and closer from the surfaces, respectively.  

For all these minimum energy structures, we analyzed the energetic behavior 

computing the adsorption energies, Eads: 

𝐸>Y9 = 𝐸%>KL? − 𝐸9?>: −
+
,
𝐸%>               (3.1.1) 

where 𝐸%>KL?, 𝐸9?>: and 𝐸%> are the total energies of NaOUT states, pristine 

surface slabs and metallic sodium, considering the bcc 2-atoms cells142, 

respectively. On one hand, the adsorption energy trends in Figure 3.1.3a reveals 

that the previous zero-field surface activity (Eads (001) > (101) > (100))137 is 

unchanged under both positive and negative fields. On the other, we found that 

in a positive field Eads drop of 0.4/0.6 eV, favoring the Na adsorption, while the 

negative fields increase Eads of 0.2 eV. To in-depth understand of field effects, 

we dissected the Eads in terms of interaction (Eint) and distortion energies (Edis),: 

𝐸*'# = 𝐸%>KL? − 𝐸9q5X
%>KL? − 𝐸%>%>

KL?
 𝐸Y*9 = 𝐸9q5X%>KL? − 𝐸9q5X

9q5X
        (3.1.2) 

where 𝐸9q5X%>KL?and 𝐸9q5X
9q5X are the total energies of each surface slab at the Na-

adsorbed geometry and in their minimum-energy structures, respectively, while 
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𝐸%>%>
KL?is the total energy of the sodium atom at the NaOUT geometry, computed 

at each field strength and direction.  

 

 

Figure 3.1.2 Na-adsorbed states (NaOUT) on top of TiO2 surfaces (from left to right: 

(101), (100) and (001)) obtained at PBE+U level of theory with external electric fields. 

Color code: Na (yellow), Ti (cyan) and O (red). 
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Figure 3.1.3 Energy contributions at NaOUT-TiO2 interfaces: (a) adsorption, Eads, (b) 

interaction, Eint, (c) distortion, Edis, and (d) field-derived distortion, Edis(F), energies (eq. 

3.1.1 to 3.1.3). Color code: NaOUT-(101), blue; NaOUT-(100), green; NaOUT-(001), violet. 

 

Analyzing the resulting energetics plotted in panels b and c of Figure 3.1.3, we 

found no effect by electric field polarization on Na-TiO2(001) interaction (Figure 

3.1.3b), but 𝐸*'#	equally drop at both positive and negative fields. For this 

termination, we can thus ascribe at slight lattice distortion (Figure 3.1.3c) the 

more favorable Eads under positive field. Meanwhile, in the case of (101) and 

(100) facets, Figure 3.1.3b shows extremely stabilizing interactions at positive 

fields, which balance the increased distortion energies and can explain the more 

favorable Eads. To examine possible effect of bias on lattice distortion, we also 

computed the surface distortion energies upon the application of the external 

field Edis(F) as: 

𝐸Y*9(1) = 𝐸9q5X
9q5X(1) − 𝐸9q5X

9q5X(1/)             (3.1.3)  
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where 𝐸9q5X
9q5X(1) and 𝐸9q5X

9q5X(1/) are the total energies of the surface slabs in their 

minimum-energy structures at positive/negative fields and zero-field, 

respectively. The overall negative Edis(F) values (Figure 3.1.3d) reveal that the 

field slightly stabilizes all the surfaces, so that the different distortions can be 

ascribed to the lattice reorganizations aiming to accommodate a Na atom. 

Finally, to account for the mere structural field effects, we calculated the 

difference between energies (with no bias) of geometries obtained under 

positive/negative fields and of zero-field ones. We obtained a similar 

contribution of ~ 0.1 eV for all the surfaces and fields. The only exception is the 

NaOUT-(001) state at the positive field, which has a higher amount of this 

distortion energy (0.25 eV) due to the further position of Na atom with regard to 

zero-field structure (Figure 3.1.2). These energetic analyses demonstrate that 

positive fields would benefit adsorption processes on all surfaces due to 

improved Na-TiO2 interactions at (101) and (100) surfaces and due to reduced 

lattice distortion at (001) one. Plus, merging the structural and energetic 

characterizations, we found that the Na adsorption sites are further from the 

surface in the lowest energy NaOUT states at positive fields. 

Field electronic effect on Na adsorption. Analysis of the charge density 

difference (CD plot) between positive/negative and zero fields (Figure 3.1.4) 

reveals that under positive and negative fields the surface Ti atoms present 

electron accumulation and depletion, respectively. This is also confirmed by the 

variation of average magnetization and Löwdin charges on Ti atoms in the two 

topmost layers (Table 3.1.1). Noteworthy, the O and Ti charges are far from the 

ionic limits, due to the well-known strong hybridization of Ti d and O p state,137 

also underlined by the computed projected density of states (pDOS) in Figure 

3.1.5. This further analysis on electronic structure of NaOUT systems reveals a 

population of the TiO2 conduction band states with adsorption of Na atom. This 

validates our model to simulate the interaction between a Na cation and an n-

type semiconductor, as required for the NIB electrode.  
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Figure 3.1.4 Charge density difference plots calculated between positive (top) / negative 

(bottom) and zero field on top of NaOUT geometries obtained at zero field at PBE+U level 

of theory. Isodensity value: 0.001 a.u. Color code as in Figure 3.1.2; electron gain (green 

surface), electron deplation (orange surface). 

Table 3.1.1 Average magnetization (MTi-2L) and Löwdin charges (qTi-2L) of the Ti atoms 

within two topmost layers (Ti-2L) of the NaOUT systems at each field value (,�⃗�,).  

 

 
Figure 3.1.5 Projected density of states (pDOS) for pristine surfaces at zero-field; NaOUT 

at negative field, zero-field and at positive field. Color code: Ti d states, cyan; O p states, 

red; Na s states, blue, green, and violet for (101), (100) and (001) surfaces, respectively. 

! (Ha) MTi-2L (mB/cell) qTi-2L (e-)

(101) (100) (001) (101) (100) (001)

+ 5 x 103 0.50 0.28 0.12 1.45 1.46 1.45

0 0.22 0.16 0.15 1.44 1.45 1.44

- 5 x 10-3 0.01 0.08 0.00 1.43 1.44 1.44
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Figure 3.1.6 Charge density difference plots calculated between positive/negative and 

zero-field for pristine TiO2 surfaces at PBE+U level of theory. Isodensity value: 0.001 

a.u. Color code as in Figure 3.1.2 and 3.1.4. 

  

Finally, analysis of the CD plots for the pristine anatase surfaces upon application 

of the field (Figure 3.1.6) shows no charge density variation, so that the main 

source of charge transfer is the Na adsorption at a given field polarization. 

Overall, the electronic analysis suggests that the field polarization affects the 

interfacial electronic features, inducing a reduction/oxidation of Ti atoms. Since 

the Ti4+/3+ redox pair is directly involved during the Na+ intercalation 

reaction134,143, one could associate the field direction to the battery charge-

discharge processes. In particular, the sawtooth-like potential with positive slope 

can simulate the anode desodiation and simultaneous Ti oxidation occurring 

upon discharge in the low-voltage range. 

Field effect on Na insertion. Because subsurface insertion appears to be more 

appropriate to model intercalation of Na at anatase interfaces,137 we also 

investigated the field effects in Na-inserted states at the subsurface layer of TiO2 

surfaces (NaIN) (Figure 3.1.7). Due to the high screening of surface layer toward 

the applied potential, the energetics and structure of NaIN states remain 

practically unchanged under positive and negative field. Nevertheless, the field 

effects on Eads are reflected on IN-OUT energy gap (Figure 3.1.8). In particular, 

these energy gaps decrease under negative field, with lowest energy variation for 

the (001) surface.  
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Figure 3.1.7 NaIN states at the subsurface layers of TiO2 surfaces obtained at PBE+U 

level of theory with positive, zero, negative field. Color code Figure 3.1.2 

 
Figure 3.1.8 Insertion and adsorption energetics for NaIN and NaOUT states at TiO2 

surfaces at PBE+U level of theory. All energy values, Erel, are referred to Na-adsorbed 

on (100) surface with zero-field (yellow box). Color code: zero-field (black lines), 

positive and negative field (,�⃗�,	 × 	10+ = ±5	Ha) in blue and red lines, respectively. 
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Figure 3.1.9 Electric field effects on (a) total (ATot) and (b) minimum accessible (amin) 

areas of the lattice windows, defined as ref [137]. Color code: Figure 3.1.2. 

 

In line with previous results 137 and zero-field, the trend for the energy gap (EIN – 

EOUT) is (100) > (101) > (001) at both negative and positive fields. The further 

analysis in Figure 3.1.9 of surface lattice windows, defined in ref [137] and 

ascribed as limiting factor for Na+ uptake at TiO2 interfaces, reveals a higher 

variation of this structural parameter under the negative field. Overall, structural 

and energetic effects of electric field suggest that the negative polarization can 

facilitate Na+ insertion into TiO2 NPs, in particular on the (001) surface. This 

negative field, leading to Ti reduction and favoring Na intercalation, can so be 

representative of the sodiation upon NIBs charging.  

To sum up, our findings reveal that field polarization influences titania electrical 

properties as well as Na+ absorption, boosting redox reactions within Ti atoms, 

as in battery charge/discharge cycles. In particular, the (001)-TiO2 facet shows 

high activity under both negative and positive fields, also suggesting the 

reversibility upon charge/discharge processes. Beyond that, this study highlights 

the straightforward application of the sawtooth potential approach as a 

computational strategy to consider the effects of external field in battery 

operando conditions on electrochemical processes at electrode interfaces.  

This work is published on Journal of Materials Research [144] and is reproduced 

with permission from Springer Nature. 
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3.2 Unveiling Singlet Oxygen Release at Lithium Peroxide Interface. 

 

Introduction. In 2016, the formation of singlet oxygen, namely the first excited 

state (1O2 : 1∆g) of triplet dioxygen (3O2 : 3Σg), has been found to play a key role 

on the Li-air battery components degradation.145–147 Electron paramagnetic 

resonance spectroscopy revealed that the 1O2 reacts with aprotic electrolyte 

leading to the same secondary products of Li-air battery, and the use of 1O2 

quencher increased batteries reversibility.145  The singlet oxygen is found 

especially from the Li2O2 decomposition upon charge, starting from 3V to higher 

voltages, and due to its high reactivity, it leads to degradations of the electrolyte, 

undermining the performance and the long-term stability of the Li-air battery.146  

The 1O2 release was hitherto ascribed to electrochemical oxidation of Li2O2 with 

a 2e− oxidation process (Figure 3.1b) above the voltage of 3.55,145,148 but 

electrochemical experiments on metal-O2 cell and ab-initio DFT study have 

recently recognized the superoxide disproportionation as the source of 
1O2.147,149,150  Upon charging, the dissolved peroxide deposited on the cathode 

would lead to a superoxide-like species by a one-electron oxidation (eq 3.2.1). 

Thus, the oxygen can be released by disproportion of these superoxide species 

(eq 3.2.2) or by a second electron oxidation (eq 3.2.3): 

 𝐿𝑖,𝑂, 		⇆ 		 𝐿𝑖Z + 1	𝑒& +	𝐿𝑖𝑂,               (3.2.1) 

2	𝐿𝑖𝑂, →	𝐿𝑖,𝑂, +	𝑂,          (3.2.2) 

𝐿𝑖𝑂, 		⇆ 		 𝐿𝑖Z + 1	𝑒& +	𝑂,             (3.2.3) 

The superoxide disproportion is asserted as the main pathway for the second 

electron transfer from superoxide to peroxide in discharge process, and for 

oxygen evolution with two-step one-electron oxidation process upon 

charge.149,151–153 In aprotic media, superoxide disproportionation with significant 

amount of 1O2 relies on the higher stability of the peroxide with strong Lewis 
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acids.152 Ab-initio DFT study also revealed that disproportionation dominates O2 

evolution for most mediators and always yields some 1O2, but the mediators with 

high redox potentials above 3.5 V versus Li/Li+ can also drive 1O2 evolution from 

superoxide oxidation.154  Singlet oxygen release from disproportion or oxidation 

of superoxide species is still under debates. Due to instability of superoxide at 

Li2O2 potential, it could be an unstable specie during charging, difficult to detect 

experimentally, and it can be instantly oxidated, so that also a two-electron 

oxidation can be observed. In particular, it was found that the theoretical 

differences in the standard potentials of a reaction resulting in triplet or singlet 

oxygen is 0.96 V and 0.48 eV in the case of one transferred electron and two 

transferred electrons, respectively.147 Despite the broad literature and the great 

advances on the mechanism of singlet oxygen release by superoxide 

disproportion at molecular level, less is known about 1O2 evolution from 

peroxide/superoxide oxidation at cathode interfaces. The facets of Li2O2 

nanoparticles, the main discharge product in Li-air batteries, are expected to be 

the locus of reaction during charge reactions and the oxygen release from oxides 

and dissolved species can be quite different from the gas phase processes. 

Atomistic investigations should thus not disregard the role of Li2O2 interfaces. 

To this end, we studied the release of triplet- and singlet-oxygen species from 

the (112Ã0)-Li2O2 surface, one of the most exposed facets under the most 

reducing and oxidizing conditions.155 The multireference nature of involved 

species has also called for investigations via more accurate CASPT2 

method.150,156,157 At this level of theory, Houchins et. al.150 found that singlet 

oxygen can be largely released in disproportionation reactions involving free 

superoxide anions, also suggesting a singlet oxygen release via superoxide 

dissolution from cathode surfaces. Meanwhile, the analysis of different bond 

lengths (dO-O) and oxygen distances from Li atom (dO-O,Li) via CASPT2 approach 

revealed that the dO-O variation influences the energetics of oxygen release and 

nature of the molecule ground state.156,157  However, the high computational cost 
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of CASPT2 approach hinders the study on extended surfaces, requiring 

computational strategy beyond the standard ones. Due to the ionic feature of 

lithium peroxide material and localized nature of oxygen release process, we thus 

proposed the simpler electrostatic embedded cluster approach at the CASPT2 

level of theory62–64 (see Chapter 2 section 2.5.2 and 2.1.3, respectively for further 

details) to study the underlying process at Li2O2 interfaces. Such an approach can 

provide a reliable description of the involved multireference species, e.g. 

superoxide and singlet oxygen, not neglecting the rule of interfaces.  

Models & computational details. We considered a supercell 2x2 of 5 layers 

slab for the (112Ã0) surface, with 15 Å of vacuum along the c direction (Figure 

3.2.1a). We performed spin polarized periodic DFT calculations as implemented 

in the Vienna Ab initio Simulation Package (VASP, ver. 5.4.1)158–160 using the 

PBE functional.26,27 Core electrons were described by PAW potentials obtained 

from the VASP repository.82 Pseudo-wave functions were expanded in a PW 

basis set with a kinetic energy of 600 eV and 2x2x1 Γ-centered k-point mesh for 

sampling the Brillouin zone, that we determined from convergence tests until the 

total electronic energy was below 1 meV/f.u. Taking into account dipole 

correction as implemented in VASP code141, we carried out geometry 

optimization of surface, in terms of atomic positions until the maximum forces 

acting on each atom were below 30 meV/Å.  Due to computational cost of 

multireference methods, a stoichiometric cluster, that includes the released 

molecule and the nearest 8 lithium atoms with other 3 peroxide molecules, was 

carved from Li2O2 surface, while a large point charge array mimicked extended 

crystal surface (Figure 3.2.1b). A supercell of 7.64 Å x 8.28 Å x 6.58 Å with 729 

Li (+1 charge) and O (-1 charge) point charge assure neutrality of all system. To 

compute the electrostatic embedding, we used the OpenMolcas software. 161 The 

cc-PVTZ basis set were employed for cluster atoms, while ECPs66 for Li atoms 

bonded to the terminating O, but not included in the cluster, to prevent artificial 
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drift of the anion electron density onto the surrounding positive charges. We 

computed the energy of the first five states. 

 

 
Figure 3.2.1 Structural models for DFT- and CASPT2- approaches: (a) the 2x2 supercell 

and (b) the embedded cluster of (11240) – Li2O2 surface. Color code: Li (green), O (red). 

 

Oxygen release at DFT-PBE level of theory. Based on previous works,156,157 

we first studied via periodic DFT the oxygen release from the (112Ã0)-facet 

setting up a rigid scan in the following O2 bond lengths (dO−O) and released 

molecule-surface distances (dO−Surf) (in Figure 3.2.2): 

dO−O (Å): 1.205, 1.208, 1.210, 1.215, 1.220, 1.225, 1.230, 1.235, 1.250, 1.300, 

   1.350, 1.400, 1.450, 1.500, 1.550, 1.600 

dO−Surf (Å): 1.00, 1.15, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00, 3.25, 3.50, 

     3.75, 4.00, 4.50, 5.00 

For O−O distances, we considered the peroxide molecular (O2
2-) bond length on 

Li2O2 surface topmost layer (dO-O,Surface 1.55 Å), the typical superoxide (O2
-) 

distance (1.35Å) and both DFT-PBE (dO-O,T/S= 1.235 Å) and experimental values 

(dO-O,T = 1.2075 Å dO-O,S= 1.215 Å) of 3O2/1O2 bond lengths.162 Figure 3.2.2 

shows the resulting triplet- and singlet-oxygen release potential energy surfaces 

(PESs) at DFT-PBE level of theory.  We, hereafter, identified PESs as S/T-PES, 

where S/T indicates singlet/triplet spin multiplicity, thus S/T-(dO−Surf, dO−O) are 
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points of S/T-PESs. Close to surface (low dO−Surf), all system retains the singlet 

multiplicity of lithium peroxide surface, while triplet is the low-energy state 

when the released molecule is ~2Å far from the surface. At this dO−Surf, we also 

found a reorganization of dO-O from 1.55Å to 1.35Å, which is the typical bond 

distance of superoxide molecule. The magnetization moment of ~0.4 on each 

oxygen atom of released molecule confirms that superoxide is formed at this 

point (exactly at T-(2.00Å; 1.35Å)).  Increasing dO-Surf, further decrease of bond 

length occurs from 1.35Å to 1.25Å and the oxygen molecule is formed. Far from 

surface, the singlet PES lies ~0.7 eV above triplet. These results reveal that the 

charging mechanism of oxygen release can occur at Li2O2 interface via the 

formation of superoxide species preferring the triplet oxygen release. We also 

found that the oxygen bond length could be a key descriptor to predict the 

formation of the superoxide and O2 release, in agreement with previous 

molecular studies. 156,157 

 

 
Figure 3.2.2 Singlet/Triplet potential energy surfaces (PES) at DFT-PBE level of theory 

of oxygen release from (11240)- Li2O2  surface in the two coordinates: released O2 bond 

length (dO-O) and its distances from surface (dO-Surf), shown in the insert. Erel is EdO-Surf,dO-

O - E0.0,1.55, where E0.0,1.55 is the energy of pristine surface. 
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Oxygen release at CASPT2 level of theory. Further reliable analysis on radical 

superoxide species and elusive singlet oxygen state are provided by the 

electrostatic embedded-cluster approach at CASPT2 level of theory. The choice 

of active space is due to preliminary CASPT2 calculations on the isolated triplet 

(3O2) and singlet (1O2) dioxygen. The Table 3.2.1 shows that both bond distances 

(dO-O) and excitation energy (DES-T) converge with the active space 

CAS(12e,10o), including the 12 electron of O2  in the ten MOs: 𝜎9	𝜎9∗	𝜎M	𝜋	𝜋∗𝜎M∗, 

plus 2 unoccupied MOs. Thus, to simulate the Li-air battery charging process 

(Figure 3.2.3a), we optimized the CASSCF wavefunctions in an active space 

CAS(14e,12o), adding two orbitals localized on topmost Li atoms to the 

aforementioned CAS(12e,10o) (Figure 3.2.3b).  

 

Table 3.2.1 Bond distances (dO-O) for isolated singlet (dO-O,S) and triplet (dO-O,T) dioxygen 

and excitation energy (DES-T) at CASPT2 level of theory with different active spaces.  

 

 
Figure 3.2.3 (a) Li-air batteries charge process and schematic peroxide oxidation to 
3O2/1O2  and lithium reduction. (b) Orbitals in the active space CAS(14e,12o). Color code 

as Figure 3.2.1. Isodensity positive (yellow) and negative (cyan) values (0.05 a.u). 

CAS(8e,6o) CAS(10e,8o) CAS(12e,10o) CAS(12e,12o)

dO-O,S (Å) 1.22 1.23 1.23 1.23

dO-O,T (Å) 1.21 1.22 1.22 1.22

ΔES-T (eV) 0.95 1.24 1.04 1.02
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Figure 3.2.4 shows the color energy maps of oxygen release triplet- and singlet- 

PESs by means of both periodic DFT and embedded-cluster CASPT2 

approaches. We compared the PESs in the range 1.25Å-1.55Å and 1.0Å-2.5Å 

for dO-O and dO-Surf, respectively. As found by DFT-PBE approach, on topmost of 

surface, the released molecule has the equilibrium bond length of the peroxide 

(1.55 Å), while increasing dO-Surf, dO-O shrinks. Furthermore, at low dO-Surf, the 

system preserves the total singlet spin multiplicity of the lithium peroxide 

surface.  

 

 

Figure 3.2.4 Color Energy (eV) maps of O2 release from periodic surface (a) at DFT-

PBE level of theory and embedded-cluster (b) at CASPT2 level of theory. 

Triplet(left)/singlet(right) spin multiplicity. Relative energies are referred to E1.00,1.55. 
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Analysis of the O2 𝜋∗ and Li orbitals electron occupation (Figure 3.2.5) reveals 

that the released molecule loses one electron, that occupied one Li orbital, at 

~1.75Å from surface, with a decrease of bond length from 1.55Å to 1.35Å. These 

MOs occupancy and structural reorganization denote a one-electron oxidation of 

released molecule from peroxide to superoxide.  

 

 
Figure 3.2.5 Occupation of natural MOs in the active space CAS(14e,12o) at most 

noteworthy points (dO-Surf,dO-O) of CASPT2 S/T-PES. Color code as Figure 3.2.1 and 

3.2.3 

 

Therefore, going from S-(0.0Å,1.55Å)/S-(1.0Å,1.55Å) to S-(1.75Å,1.35Å)/S-

(2.0Å,1.35Å), a superoxide specie is formed. After this first electron oxidation, 

the oxygen release derives from further oxidation of superoxide specie. A second 

electron occupies the Li orbital or with a further decrease of dO-O from 1.35Å to 

1.25Å at dO-Surf 1.75Å, 2.0Å and 2.5Å (Figure 3.2.5) or preserving dO-O of 

superoxide (1.35Å) at 2.5Å far from surface. Mulliken population analysis also 
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confirms the oxidation of release molecule to superoxide/dioxygen. The negative 

charge of peroxide specie changes when the molecule moves away from surface, 

exactly from -0.5 at (0.0Å,1.55Å) to -0.3 at (1.75Å,1.35Å)/(2.0Å,1.35Å) to 0.0 

at (1.75Å,1.25Å)/ (2.0Å,1.25Å)/(2.5Å,1.25Å).  

Overall, these findings suggest that both DFT-PBE and CASPT2 level of theory 

can predict the oxidation of peroxide to superoxide and then further oxidation to 

dioxygen. Nevertheless, the multireference approach reveals that the ground 

electronic state of the superoxide is an open-shell singlet diradical, as proven for 

MO2
- trimer.156 Plus, this level of theory predicts a local minimum of superoxide 

specie at S-(2.0Å,1.35Å), which is absent in DFT-PES. Such superoxide released 

occurs overcoming an energy barrier of ~2.40 eV, in close agreement with 

previous outcomes on molecular systems.157 

To unveil the nature of this energy barrier, we also built up the PES for a cluster 

with a Li vacancy. Thus, the resulting system has a positive charge (+1) and 

double spin multiplicity, as the superoxide O2
-. Figure 3.2.6 shows the resulting 

color energy maps by means of PBE and CASPT2 approaches. Again, we found 

a local minimum, which is absent in DFT-PES on Li-vacancy surface, but at 

lower dO-Surf (1.5Å,1.35Å) than stoichiometric system. Analysing the occupation 

of the O2 𝜋∗ and Li MOs in the active space along the PES of defective cluster 

(Figure 3.2.7), we found that released molecule loses one electron, that occupies 

Li orbital, closer to the surface (at 1.5Å). As for the stoichiometric cluster, this 

oxidation occurs with a decrease of dO-O from 1.55Å to 1.35Å and overcoming 

an energy barrier of ~1.78 eV. Conversely, the second oxidation occurs at 2.0Å 

far from surface, with no bond reorganization. These findings reveal that lithium 

peroxide oxidation to superoxide can be favourite on defective surfaces, as 

already highlighted by previous ab-initio DFT study on Li2O2 surfaces.163 As a 

result, the local minimum can be ascribed to formation of stable superoxide 

species by one-electron peroxide oxidation and oxidation of lithium peroxide. 
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Figure 3.2.6 Color Energy (eV) maps of O2 release from periodic defective surface (a) 

at DFT-PBE level of theory and embedded- defective cluster (b) at CASPT2 level of 

theory. Triplet(left)/singlet(right) spin multiplicity. Relative energies are referred to 

E0.00,1.55. 

 

 
Figure 3.2.7 Occupation of natural MOs in the active space CAS(14e,12o) at the most 

noteworthy point (dO-Surf,dO-O) of defective cluster at CASPT2 level of theory. Color code 

as Figure 3.2.1 and 3.2.3 
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Further details analysis on energetic for singlet/triplet oxygen release from 

stochiometric and defective cluster are featured in Figure 3.2.8.  

 

 
Figure 3.2.8 Energetics of singlet/triplet O2 release from stochiometric (a) and defective 

(b) cluster via CASPT2 embedded method. Relative energies are referred to E1.0,1.55 and 

E0.0,1.55, respectively. Color code: peroxide/superoxide (black), singlet oxygen with dO-O 

1.35Å (red) and with dO-O 1.25Å (orange), triplet oxygen with dO-O 1.35Å (dark blue) and 

dO-O 1.25Å (light blue). 

 

From both stochiometric and defective cluster, we found that after formation of 

stable superoxide at 2.0Å and 1.5Å, respectively, further oxidation can occur or 

preserving the bond length of superoxide species (1.35Å) or with the structural 

reorganization (exactly, dO-O drops from 1.35Å to 1.25Å). On one hand, 

following the former oxidation of O2
- without reorganization of bond length (at 

dO-O 1.35Å), the difference energy between 1O2 and 3O2 is ~0.60 (Figure 3.2.8). 

On the other hand, from both systems, the O2
- oxidation with decrease of bond 

length is favourite with predominant release of 3O2, which lies ~1.0 eV lower 

than 1O2. Overall, oxidation of stable superoxide species drives quite low release 

of singlet dioxygen, which requires higher voltage than triplet state. 

Nevertheless, the energy difference between peroxide at S-(1.0Å,1.55Å) and 
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oxygen formed at 1.75Å ((1.75Å,1.25Å)) is ~3.5 eV for stochiometric embedded 

cluster. Therefore, high potential can induce the formation of unstable 

superoxide-like species at ~1.75Å and, after decrease of bond length oxygen 

molecule can be released. Following this path, 1O2 lies only 0.16 eV above 3O2 

(Figure 3.2.8a). These results reveal that, upon Li-air battery charge, high voltage 

can drive the oxidation of peroxide to an unstable superoxide-like species, that 

can instantly be oxidate to O2, releasing slight amount of singlet oxygen close to 

cathode. 

 

In conclusion, our findings show that the electrostatic CASPT2 embedded 

method, that predicted a local minimum, absent in DFT approach, provides an 

in-depth description of the peroxide to superoxide oxidation at lithium peroxide 

interfaces. Such an approach also reveals that upon Li-air battery charge, the 1O2 

release at cathode interfaces can rely on relative stability of dissolved superoxide 

species, with the unstable superoxide as the main source of oxygen in the excited 

singlet state. Beyond that, this case of study paves the rote for further application 

of the embedded approaches to investigate complex molecule reactivity at 

electrode interface. 

 

This case of study is object of a manuscript under revision.  
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3.3 Reactivity of Vinylene Carbonate at Lithium Metal Surface. 

 

Introduction. Recently, the addiction of vinylene carbonate (VC) into common 

electrolytes, e.g. ethylene (EC) and diethyl/dimethyl (DEC/DMC) carbonate, has 

shown to form a stable SEI, limiting the uncontrolled electrolyte/electrode 

decomposition.164–167 The peculiarity features of this additive can rely on ability 

to polymerize on Li metal surfaces, other than undergo reductive decomposition 

as the common electrolytes. Several experimental studies have shown that the 

SEI given by VC-containing electrolytes consist of poly(vinylene carbonate) 

(poly(VC)), mostly accompanied by CO2 release, with rather low or even 

neglectable development of CO and C2H2.164–166,168 A microscopic investigation 

also has revealed a mosaic-like SEI formation exhibiting Li2O and Li2CO3 

domains, probably due to VC-decomposition.169 Despite these remarkable 

advances in morphology and structure of VC-derivative SEI, the mechanisms are 

far from trivial due to complexity of in situ observation at electrode-electrolyte 

interface upon battery cycle. To this aim, theoretical investigations can support 

the experimental efforts and give new insight on VC reactivity at atomistic level. 

DFT simulations at molecular level revealed that reductive cleavage of a vinyl 

ester C-O bond into the O-C=O moiety is kinetically the most likely scenario 

with respect to the breaking of vinyl ether C-O bond into the O-C=C moiety.170–

172 Nevertheless, the product of the latter, the •CH=CH-O-COO- radical anion, 

leading to overcome of an energy barrier of ~0.8 eV, has been regarded as the 

radical initiator toward VC polymerization. 170–172 In this framework, we aimed 

to analyze how the Li metal anode interface can affect the VC open-ring 

reductive reaction, which can be the starting point for further polymerization 

processes. Thus, we proposed an ab-initio approach to investigate the adsorption 

and dissociation of VC molecule on the most stable Li metal surface, the (001) 

lattice termination.173 Noteworthy, periodic DFT simulation requires the use of 

hybrid functional for reliable description of the VC decomposition products with 
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localized electron density, but simultaneously the GGA functional is the best 

choice for metallic systems, e.g. Li metal surface, for which the former often 

fails.14,174 To overcome this limitation of DFT methods in modelling localized 

interactions between reacting molecules and metal surfaces, the most suitable 

computational strategy is so the DFET (see Chapter 2 section 2.5.2 for further 

details).67,68 Despite the lithium peroxide in 3.2, in this case we cannot use the 

simpler electrostatic embedding due to the unfeasibility into defining charge for 

Li metal atoms. Meanwhile, DFET approach allows to characterize the primary 

VC/Li metal interactions by the HSE06 hybrid functional, without losing 

accuracy on environment description, solving the unique embedding potential 

(Vemb) at PBE level of theory.26,27 Note that to simplify the model and unveil the 

main effect of Li metal interfaces, in this first study via DFET of Li/VC 

interaction, we neglected the effect of solvent. 

Models & computational details. We adopted a 4x4 supercell as structural 

model for the VC interfaced to Li(001) metal surface with 15 Å of vacuum along 

the c direction (Figure 3.3.1a). The number of layers were selected by a 

convergence test on surface energy as function of thickness. Spin-polarized DFT 

calculations were performed within PBC by employing PW basis sets as 

implemented in the VASP.158–160 We used the PBE functional with the D3 

correction to account for van der Waals (vdW) forces at the interface.26,40,175 Core 

electrons were described by PAW potentials obtained from the VASP 

repository,82 with pseudo-wave functions expanded in a PW basis set with a 

kinetic energy of 600 eV, and 4x4x1 Monkhorst-Pack k-point mesh for sampling 

the Brillouin zone. The Methfessel-Paxton method of the first order with 0.2 eV 

smearing width was used for Li surface.47 Geometry optimization was carried 

out by relaxing the atomic positions within the two topmost layers of the Li(001) 

slab until the maximum forces acting on each atom were below 30 meV/Å, while 

all the other coordinates were kept constant. For all the calculations, the 

convergence threshold for energy was set to 10−5 eV.  
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Figure 3.3.1 (a) Structural model of Li (001) 4x4 4L-slab. (b) Minimum-energy structure 

of VC molecule obtained with VASP-based methods at the PBE-D3 level of theory; 

Convergence tests of kinetic energy cutoff on the VC total energy and structural 

parameters performed with ABINIT code (the black horizontal line are the experimental 

values from [176], ABINIT-derived values (red lines), VASP-derived values (black 

continuous lines)). Color code: O (red), C (black), H (white), Li(green). 

 

In the DFET approach, the HSE06 hybrid functional31 was employed, and the 

HSE06-in-PBE energies within DFET were calculated as: 

𝐸 = 𝐸g*&xH,kiHkiT − 𝐸g*&xH,4?q9#$5kiT [𝑉$@:] 	+ 𝐸g*&xH,4?q9#$50LT/u [𝑉$@:]	  (3.3.1) 

where 𝐸g*&xH,kiHkiT 	was the DFT-PBE energy of the system within PBC, while 

𝐸g*&xH,4?q9#$5kiT [𝑉$@:] and 𝐸g*&xH,4?q9#$50LT/u [𝑉$@:] were the energies of the cluster 

system at, respectively, PBE and HSE06 level of theory, that were computed in 

a PBE-derived embedding potential, Vemb. The Kohn-Sham equations for clusters 

and environments were solved with a local DFET implementation within a 

modified ABINIT program that treats the embedding potential as an external 

potential.177 This modified ABINIT version was provided by Professor Chen 

Huang at Florida State University. We used the NC pseudopotential83 given by 

the fhi98PP program for all the atoms178, and a kinetic energy cutoff of 1000 eV 

as determined from convergence tests on the total energy and the structural 

a.

a = b = 13.709 Å

b.
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parameters of VC molecule, placed in a 10Å-cubic cells. As showed in Figure 

3.3.2b, the energy cutoff (ECUT) converges at 1000 eV. The structural 

parameters are also in good agreement with experimental values.176 

VC adsorption at (001) Li metal surface. We first investigated the adsorption 

processes of VC molecules at (001) Li metal surface, which is the initial step for 

all possible further reactions toward the SEI formation. Based on previous 

theoretical studies on EC and PC/Li interactions179,180, we analyzed several 

interaction modes by considering side, parallel and perpendicular arrangements 

of the VC molecule toward the Li surface. The side position exposing two 

oxygen atoms, named carbonyl and vinylic oxygen, OC and OV, towards the Li 

surface, leads to a stable bidentate configuration, the Li[OCOV] hereafter. 

Meanwhile, on one hand, the parallel arrangement leads to two tilted 

configurations, forming two or one Li-O bonds via the OC atom, thus named as 

“bridged tilted” and “end-on” configurations, respectively (Li[OC]e,t and 

Li[OC]b,t); on the other, the OC of VC perpendicularly to the surface points 

towards the Li surface and binds either in an “bridged perpendicular” or “end-

on” coordination modes (Li[OC]b,p and Li[OC]e,p), according to the number of Li 

-OC interaction. The resulting minimum energy geometry at PBE-D3 level of 

theory are featured in Figure 3.3.2 within the computed adsorption energies, as 

following: 

𝐸>Y9 = 𝐸xH&g* −	𝐸g* − 𝐸xH 	                (3.3.2) 

where the EVC-Li, ELi and EVC are the total energies of, respectively, the VC 

molecule adsorbed on Li(001) slab, the pristine Li(001) surface, and the isolated 

VC molecular systems, respectively.  

Analysis of energetic trend reveals that the bidentate mode, Li[OCOV], is the most 

favorable interaction, followed by the two bridged states, Li[OC]b,t and Li[OC]b,p, 

and then by the end-on ones, Li[OC]e,t and Li[OC]e,p, in perfect agreement with 

EC and PC adsorption trend on Li metal surfaces.179,180 Considering the number 
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of molecule-surface interactions, this trend relies on an extra stabilization 

occurring in the two-bond configurations compared to the one-bond ones. 

 

 
Figure 3.3.2 (top) VC adsorption on Li metal: minimum-energy structures of VC-Li(001) 

adsorbed states in different configurations and corresponding adsorption energies 

calculated according to eq. 3.3.2 at the PBE-D3 level of theory. Insets: charge density 

difference plots (isosurface: 3 a.u.). (bottom) Relevant structural parameters: Li-O(VC) 

and CC -OC bond lengths and Li atom displacement along the z-axis. Color code: as in 

Figure 3.3.1, electron gain (yellow), electron loss (cyan). 

 

In all adsorption modes, we identified no significative variation of dihedral angle 

OV,OV-C=O, which can be representative of the possible pyramidalization at the 

CC atom, when deviates from the ideal value of the planar geometry (180°) (Table 

3.3.1). We only found a slight distortion (~5°) for the bidentate configurations 

Li[OC]b,t. Further structural analysis in Figure 3.3.2 highlights a displacement of 

Li atoms along the z-axis (~0.2-0.3) toward the VC molecule, accompanied by 

an elongation of the carbonyl C=O bond of ~0.02 Å. This slight surface and VC 

reorganization can rely on the quite strong Li-O interaction. The Li-O bond 
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lengths at the Li/VC interface (Figure 3.3.2) are comparable to those in the Li2O 

solid phase, i.e., 1.99 Å181, suggesting that the VC adsorption on Li(001) surface 

exhibits an ionic-like nature. This finding is confirmed by the charge difference 

(CD) plot in Figure 3.3.2 and the positive/negative Bader charge variation on 

Li/O atoms (∆qLi > 0 and ∆qO < 0 in Table 3.3.1), which reveals an electron 

depletion/accumulation at Li/VC side, in other words a charge transfer from 

surface to VC molecule. Plus, the negative charge variation on the whole VC 

molecule (∆qVC) accounts for a reduction of the adsorbed VC with regard to the 

isolated molecule. We found the less negative ΔqVC and ΔqO for the lowest-

energy bidentate Li[OCOV]  compared to the other two bridged Li[OC]b,t and 

Li[OC]b,p modes. Despite this lower electron transfer and reduction, the higher 

stability of this bidentate mode can rely on delocalization on the two oxygen 

atoms (OC and OV) bonded to the surface of transferred electron density. These 

findings highlight the direct relationship between the charge transfer degree and 

the thermodynamic stability of VC/Li interfaces, and also point to a key role for 

the Li metal surface in shifting the electron density on the VC molecule and 

prompting a VC-reduction. 

 

Table 3.3.1 The dihedral (OV,OV-C=O) angle for the VC molecule in each adsorption 

mode. Bader charge variation upon adsorption calculated on the whole VC molecule 

(∆qVC), the Li (∆qLi) and O (∆qO) atoms involved in the Li-O bonds at the interface. The 

net charge on the oxygen atoms bonded to the surface in the final adsorbed state is also 

reported (qO). 

 

Li[OC]e,pLi[OC]e,tLi[OC]b,pLi[OC]b,tLi[OCOV]

179.97°179.64°179.37°174.67°179.60°Dihedral (OV,OV-C=O) 

-0.19-0.25-0.31-0.36-0.26ΔqVC

+0.81+1.13+0.48 / +0.59+0.70 / +0.87+0.23 (OV)+0.86 (OC)ΔqLi

-0.11-0.14-0.23-0.28-0.08 (OV)-0.13 (OC)ΔqO

-1.22-1.26-1.30-1.34-1.11 (OV)-1.24 (OC)qO
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Following similar approaches employed for EC- and PC-Li systems 179,180, we 

calculated the projected Density of States (pDOS) to analyze the effect on the 

electronic structure, evaluating the energy gap between the LUMO and the Fermi 

energy (ELUMO – EF). Comparison of the pDOS of VC-Li interaction system with 

unbound one (VC molecule far away from the surface (i.e., ~ 5 Å)) in Figure 

3.3.3, reveals that the LUMO energy decreases with VC adsorption on Li(001) 

surface. We found a major effect on LUMO energy for the two bridged 

configurations, Li[OC]b,p and Li[OC]b,t, where ∆E = ELUMO – EF = 0.66 and 0.74 

eV, respectively.  

 

 
Figure 3.3.3 Projected Density of States (pDOS) of the VC-adsorbed configurations on 

Li(001). Black arrows show the energy gap, ∆E = ELUMO – EF. Color code: Li (green 

lines), VC molecule (red solid pattern). The corresponding structures are shown to the 

side for clarity. 
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Because a lower ELUMO – EF gap is a request for the SEI formation at the 

electrolyte/anode interface182, these findings highlight that the two bidentate 

states can be the primary initiator for the reductive decomposition. Nevertheless, 

we selected only the Li[OC]b,t for the following further study on open-ring 

reductive reaction due to the overall thermodynamic stability joined with the 

prominent surface reconstruction, slightly VC pyramidalization and enhanced 

charge transfer. 

Reductive dissociation pathways towards VC decomposition. Following the 

previous studies on molecular systems170–172, we considered both open-ring 

reductions along CC-OV or CV-OV bonds, leading to different products (Figure 

3.3.4). Hereafter, we named the resulting first open-ring states as DISS(CCOV) 

and DISS(CVOV). These two states can undergo further decomposition with 

formation from the former of an acetylene molecule (C2H2) and lithium oxide 

cluster (Li2O) accompanied by CO evolution; while from the latter of a lithium 

carbonate cluster (Li2CO3) with C2H2 release. Figure 3.3.4 shows the resulting 

minimum-energy structures of each reaction step with the corresponding energy 

formation from the previous one, computed as following: 

∆𝐸 = 𝐸' − 𝐸'&+    (3.3.3) 

where En and En-1 are the total energies of the nth and (n-1)th reaction 

intermediates along the corresponding pathway. Energetic analysis reveals that 

both mechanisms have overall largely favorable energy, exactly ∆Etot = ∆E3-0/2-0 

= –5.29 and –3.92 eV for CC-OV and CV-OV paths, respectively. Nevertheless, 

the final acetylene release contradicts the experimental evidence of low C2H2 

amount164–166, requiring further analysis. 
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Figure 3.3.4 Reductive VC ring-opening dissociation on Li(001) surface: minimum-

energy structures along two possible reaction pathways obtained at PBE-D3 level of 

theory with their corresponding energetics, ∆E, calculated according to eq. 3.3.3. Color 

code as in Figure 3.3.1, CC-OV (light blue) and CV-OV cleavage (orange). 

 

On one hand, the structural analysis on the first dissociative state DISS(CCOV) 

and DISS(CVOV) in Figure 3.3.5 reveals a general displacement of Li atoms 

along the z axis of ~0.3-0.4 Å, accompanied with decrease of Li-O and 

elongation of VC bond lengths. On the other, CD plots and Bader charge analysis 

(Figure 3.3.5) highlight a charge transfer from surface to VC open ring products, 

with large negative charge variations localized on carbonyl (∆q = –1.97) and 

vinylic carbon atoms (∆q = –1.29) into DISS(CCOV) and DISS(CVOV), 

respectively. The latter state also presents a net negative charge (qC = –0.85) on 

vinylic carbon atom, which can be related to a further reduction of the •CH=CH-

O-COO- radical anion debated in the literature.165,170,172 This high reactive specie 

could have a key role in several processes beyond the reductive ring-opening 

decomposition, which could also explain the low C2H2 release from SEI growth. 

For an in-depth understanding, we further investigated this reactive species 

formation proposing a mechanistic study of ring-opening reactions by means of 

the DFET, crucial to a reliable description of both Li metal environment and 

these species, which have a localized electron density. 
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Figure 3.3.5 Structural details of the first reaction intermediates, DISS(CCOV) and 

DISS(CVOV), Bader charge variation on Li (in black) and O (in red) atoms, Dq, and 

corresponding charge density difference plots (isosurface 1 meV/Å3). The net charge on 

CC and CV carbon atoms is displayed in bold. Color code as in Figure 3.3.1 

 

VC-Li interaction by DFET: method validation. Before computing 

embedded-cluster energy at HSE06 level of theory, we validated the DFET 

approach, treating the cluster and environment at the DFT level with PBE 

functional (PBE-in-PBE). As a result, we should have the same cluster electron 

density as from periodic DFT-PBE calculation on the whole system, if the 

embedding potential was exact.68 Plus, we solved the embedding potential (Vemb) 

for two clusters of different sizes (Figure 3.3.9a), given by partitioning of the 4x4 

supercell of (001)-Li surface. In particular, we considered a small cluster, 

containing 8 Li atoms (i.e., 8-Li), and an environment of 56 Li atoms; and a larger 

cluster, with 12 Li atoms (i.e., 12-Li), and an environment of 52 Li atoms, also 

to choose the most accurate partition of the whole system. The Figure 3.3.6b 

shows the electron densities within embedded region projected on the b axis for 

the periodic system (black line), the 8-Li (red line) and 12-Li (orange line) 

clusters. We found a great agreement among the three projected electron 

densities within the explored b-axis range, with an average variation from the 

periodic density of 4x10-4 e-/Å3 and 3x10-4 e-/Å3 for the 8- and 12-Li clusters, 

respectively. This finding reveals no effect of cluster size on electronic 
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description of Li metal surface. Concerning the VC/Li interactive systems, we 

used the so-obtained Vemb from Li surface to perform DFET calculations on the 

two most favorite adsorption configurations, Li[OCOV], Li[OC]b,t, and the two 

open-VC dissociated states, DISS(CCOV) and DISS(CVOV). We also solved the 

Vemb for the four VC_8-Li clusters and compared the projected electron densities 

with the other ones (green lines in Figure 3.3.6c). This latter case agrees better 

with periodic densities, but calculation of specific Vemb for each system is 

computational demanding. A great alternative is the Vemb from the 12-Li cluster, 

with a slight variation of 5x10-4 e-/Å3 from the periodic PBE density for all the 

explored states and low computational cost. 

For these VC/Li interfaces, we, finaly, evaluated the relative energies of 

DISS(CCOV) and DISS(CVOV) with respect to Li[OC]b,t as: 

∆𝐸 = 𝐸VILL(H.�M)/VILL(HM�M) −	𝐸g*[�.]B,N	                  (3.3.4) 

and the adsorption/dissociation energies of the two adsorbed/dissociated states 

(Li[OCOV], Li[OC]b,t / DISS(CCOV) and DISS(CVOV)) with respect to the unbound 

state, E(Li+VC), as follows: 

𝐸>Y9/Y*9 = 𝐸>Y9/Y*99&xH@g* −	𝐸(g*ZxH)            (3.3.5) 

To unveil the accuracy of DFET on energetic of Li/VC interaction, all these 

computed relative energies were computed by means of periodic DFT within the 

PBE functional using both PAW and NC pseudopotentials, and from embedded 

cluster models at DFET-PBE level of theory (𝐸g*&xH,4?q9#$5kiT [𝑉$@:]) by using the 

embedding potential solved for 8-Li, 12-Li and VC_8-Li. The resulting values 

are plotted in Figure 3.3.6d. Again, the Vemb solved for the 12-Li clusters show 

the best agreement with periodic DFT-PBE results.  
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Figure 3.3.6 (a) Different-sized clusters for Li surface. Plot of electron densities 

projected on b axis for Li surface (b) and for VC adsorbed/dissociated states on Li 

surface (c): periodic DFT-PBE (black), 8-Li cluster DFET-PBE-in-PBE (red) and 12-Li 

cluster DFET-PBE-in-PBE (orange) using Vemb solved for corresponding Li surface 

clusters, green line refers to obtained with Vemb solved for each VC adsorbed/dissociated 

state on 8-Li. (d) Relative energies (top) and adsorption/dissociation energies (bottom) 

calculated according to equation 3.3.4 and 3.3.5.  
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Overall, due to the optimal compromise between computational cost and 

electronic, energetic characterization of VC/Li interaction, the 12-Li cluster and 

the corresponding Vemb at PBE level of theory represents the best choice to further 

analysis on VC open-ring reaction by means of DFET approach. 

VC-Li interaction by DFET: new insight on open-ring reaction. To our aim, 

we compared the different models and methods on the two most stable adsorbed 

configurations (Li[OCOV], Li[OC]b,t) and the two possible open-VC dissociated 

states (DISS(CCOV), DISS(CVOV)), evaluating the DFET energetics for 

adsorption/dissociation properties according to: 

𝐸>Y9/Y*9 = 𝐸>Y9/Y*9&xH@g* −	𝐸g* − 𝐸xH 	            (3.3.6) 

where Eads/dis-VC@Li ELi and EVC are the total energies of the adsorbed/dissociated 

VC states at Li metal interface, the pristine Li surface, and the isolated VC 

molecule. Comparison of resulting values with DFT computed energies from 

PAW and NC pseudopotentials, employed in VASP and ABINIT, respectively, 

reveals that adsorption and dissociation energies drop at the HSE06-in-PBE level 

of theory, with no effect on the overall energy trend and higher stability of open-

ring products (Table 3.3.2). At this level of theory, we also found a high negative 

Bader charge on vinylic carbon atom in DISS(CVOV), confirming its localized 

anionic nature and the aforementioned promising reactivity.  

 

Table 3.3.2 The adsorption/dissociation energies, Eads/diss, calculated according to eq. 

3.3.6 for periodic (DFT-PBE(PAW) and DFT-PBE(NC)) and embedded cluster (DFET-

HSE06-in-PBE) models of Li[OCOV], Li[OC]b,t, DISS(CCOV) and DISS(CVOV). 

 

Eads/dis (eV) Li[OCOV] Li[OC]b,t DISS(CCOV) DISS(CVOV)

DFT-PBE(PAW) -0.511 -0.556 -3.581 -3.970

DFT-PBE(NC) -0.471 -0.530 -3.521 -3.886

DFET-HSE06-in-PBE -0.266 -0.419 -3.227 -3.737
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The ring-opening mechanisms were then further characterized by investigation 

of minimum energy paths (MEPs) via the Climbing Image-Nudged Elastic Band 

(CI-NEB) approach.183 Starting from the considered adsorbed state Li[OC]b,t (i.e., 

i00) the MEPs toward the two final open-ring structure, DISS(CCOV) or 

DISS(CVOV), (i.e., i06) consist of five intermediate states (i01-i05). All these 

states and corresponding energetic paths at DFT-PBE and DFET-HSE06-in-PBE 

levels of theory are featured in Figure 3.3.7.  

 

 
Figure 3.3.7 Minimum energy paths (MEPs) for migration of VC molecule from its 

adsorbed to dissociated states, (top) DISS(CCOV) and (bottom) DISS(CVOV), computed 

via CI-NEB approach. The reaction intermediates (images i01-i05) are also displayed. 
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The first remarkable result by means of the HSE06-in-PBE method is the 

prediction of an energy barrier of ~0.3 eV, not predicted with semi-local PBE-

DFT approaches, associated with the formation of the high-energy i01 states 

along both MEPs. 

To in-depth understanding of these energy barriers, we analyzed the structural 

variations and electronic behavior of these highest energy structures, i.e., the i01-

DISS(CCOV) and i01-DISS(CVOV) transition states (Figure 3.3.8a). The former 

analysis shows a decrease of OV,OV-C=O dihedral angle of ~38° and 30° for i01-

DISS(CCOV) and i01-DISS(CVOV), respectively. Meanwhile, the Bader charge 

analysis on VC molecule (qVC) merged with the spin density of the i00-ground 

state (Li[OC]b,t) and the two i01-transition states reveals that this structural 

reorganization occurs with a  reduction of the VC molecule to a ketyl-like radical 

anion. These findings reveal that the energy barrier predicted by the HSE06-in-

PBE approach can be ascribed to VC molecules pyramidalization at the carbonyl 

carbon atom at these i01-state and formation of radical anion. Among the two 

open-ring products, the i01-DISS(CVOV) shows a slightly lower structural and 

electronic reorganization, leading so to a slightly lower energy barrier. This result 

and the higher stability of the final open-ring product, DISS(CVOV) (Figure 

3.3.5), can so suggest the cleavage of a vinyl ester C-O bond as slightly more 

accessible pathway, in line with previous works.170,172 Nevertheless, we found a 

slightly lower barrier energies than those reported by Wang et al.172 (~ 0.3 vs. 0.8 

eV), suggesting that the Li metal surface, acting as an electron donor, has a key 

rule on VC open-ring reductive reactivity.  

Detailed analysis of the Bader charge along the paths (Figure 3.3.9) shows a 

minor and more significant decrease of OV and CC/V charges, respectively. In 

particular, we found more negative qC values along the DISS(CVOV) than the 

DISS(CCOV), suggesting a more anionic nature of this open-ring product. The 

pDOS and spin density in Figure 3.3.8b also confirmed this result, highlighting 

the carbanion and radical nature of DISS(CVOV) and DISS(CCOV), respectively. 
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Figure 3.3.8 (a) Structural details, spin density (isosurface 5×10-4 e-/bohr3) and total 

Bader charge on VC molecule of the i00- (Li[OC]b,t adsorbed state) and i01-images 

(DISS(CCOV) and DISS(CVOV) dissociated states) along the MEPs. (b) Projected Density 

of States (pDOS), spin density (isosurface 0.05 e-/bohr3) and total Bader charge on VC 

molecule of the Li[OC]b,t ,DISS(CCOV) and DISS(CVOV). Color code as in Figure 3.3.1 
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Figure 3.3.9 Bader charges on the atoms involved in the dissociation processes, 

DISS(CCOV) (𝑞,! and 𝑞-") and DISS(CVOV) (𝑞," and 𝑞-"), along the MEPs obtained 

from CI-NEB calculations. 

 

To sum up, our findings via DFET approach reveal that further electron transfer 

from Li metal surface enhances the VC open-ring reductive reaction, which leads 

two products with different chemical nature and possible reactivity toward 

further reaction beyond the VC decomposition, e.g. polymerization. Among 

them, the cleavage at the vinyl ether C-O site (CV-OV) is found as the most likely 

scenario.  Again, this case of study, as section 3.2, highlights the crucial rule of 

embedded approach to unveil molecule reactivity at electrode surface, and also 

the promising application of DFET method for metallic systems. 

 

This work is object of a publication on Journal of Materials Chemistry A [184] 

and is reproduced with permission from Royal Society of Chemistry. 
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CHAPTER 4 –PHOTOELECTROCHEMICAL CELLS 

 

Photoelectrochemical cells (PECs) have emerged as another promising strategy 

for storage of clean energy.10,11 In these devices, via further electrochemical 

reaction at photoelectrocatalyst interfaces, harvested solar energy is converted 

into high-energy chemicals. This process, well-known as “artificial 

photosynthesis”, has been mainly focusing on water splitting to H2 as a 

renewable fuel (Figure 4.1a) or on the CO2 reduction to liquid fuels with also the 

aim of CO2 mitigation in the atmosphere (Figure 4.1b). 11 

 

 
Figure 4.1 Schematic representation of photoelectrochemical cells (PECs) based on (a) 

water splitting reaction (H2O→O2+H2) and (b) CO2 reductive reaction to several fuels. 

 

For water-splitting devices targeting hydrogen production, nanostructured IrO2 

is a well-known highly efficient electrocatalyst toward the oxygen evolution 

reaction (OER).185,186 The less active rutile phase of IrO2 is known to be stable 

under the OER conditions, while its amorphous analogues exhibit higher activity 

for oxygen evolution, but lower stability. Nevertheless, the non-innocent role of 

the oxide sublattice can lead to destabilization of the oxide structure and result 

in dissolution of the catalyst.185,187 Understanding the mechanisms driving the 

OER and catalyst degradation is, thus, essential for improving the performance 

of IrO2 and IrO2–based catalysts and for an efficient scale-up of these 
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technologies. The CO2RR is, indeed, a thermodynamically non-selective process 

undergoing different products in aqueous electrolyte, thus the practical 

realization requires the development of catalysts with high selectivity toward a 

single product, at low overpotentials, while inhibiting the competing hydrogen 

evolution reaction. 11 Among the several potential photocatalysts, titania (TiO2) 

has emerged as sustainable photo-electrode thanks to its low costs, stability and 

non-toxicity.131,132 Nanostructured titania has demonstrated excellent 

performance in a wide range of photo-catalytic applications in aqueous solutions, 

including the photo-degradation of organic pollutants and water splitting.131 

After the finding in 1972 by Honda and Fushimi188 that under sunlight a TiO2 

photoanode in an electrochemical cell causes the splitting of water into O2 and 

H2, the PECs based on water splitting and TiO2 catalyst have attracted great 

interest and have been widely studied. Nevertheless, unveiling the mechanisms 

driving the water splitting and the CO2 reductive reaction (CO2RR) at catalyst 

interfaces still represents a grand challenge. Due to aqueous environment, 

elucidating the structure and reactivity of titania-water interfaces is also crucial 

for improving efficiency and selectivity of solar-to-fuel processes. 

Despite the wide progresses on photocatalyst aqueous interfaces from ab-initio 

investigations, several aspects are still doubtful. Thus, in this chapter we address 

two issues concerning heterogeneous water/photocatalyst interface: the oxygen 

evolution from IrO2 and the water dynamic on top of TiO2 surface, suggesting 

computational strategies beyond the usual methods. 
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4.1 In-depth Understanding of Oxygen Evolution at Iridium Oxide 

Interfaces by Multireference Approach. 

 

Introduction. At the experimental operating condition, the most exposed facet 

of IrO2 nanoparticles (NPs), the (110), can be fully oxidated, forming a terminal 

Ir-Oxo species, with a radical character and electron deficiency.185,189–191 These 

electrophilic species are susceptible to nucleophilic attack, providing the active 

sites to form the O−O bonds, essential for O2 production.192  In this framework, 

starting from these Ir-Oxo species, three mechanisms for the oxygen release are 

proposed (Scheme 4.1.1): the adsorbate evolving mechanism (AEM), the oxo-

coupling mechanism (I2M) and lattice oxygen mechanism (LOM).185,186 The 

AEM implies the formation of a hydroperoxide specie (Ir-OOH) and a proton-

coupled electron transfer step (PCET) before O2 release, while the O-O bond is 

formed by the coupling of two neighbour Ir-Oxo species or of an Ir-Oxo and 

lattice oxygen (Olat) in the I2M and LOM, respectively.  

 

 

Schema 4.1.1. Proposed mechanism for oxygen evolution from IrO2. From top to bottom: 

adsorbate evolving mechanism (AEM), oxo-coupling mechanism (I2M) and lattice 

oxygen mechanism (LOM).  
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The latter LOM mechanism appears to be less relevant, even though recent 

experiments highlight that the OER triggers an exchange of oxygen atoms in the 

first 2.5 nm of the rutile IrO2 lattice.193 If the LOM and I2M can compete with 

the AEM is still unclear. Ab-initio DFT study showed that the formation of metal 

vacancies due to catalyst dissolution can lead to lower OER overpotentials for 

the LOM, but defective IrO2 is less LOM active than RuO2 due to its greater 

stability under OER conditions.194 Following the AEM path on top of the most 

stable (110) facet, a dynamic microkinetic model and DFT ab-initio study 

identified water dissociation as rate-determining step in AEM, but a quite similar 

energy barrier was found for the oxygen release.191,195 This latter high barrier was 

first ascribed to the overbending of oxygen to surface given by the semi-local 

PBE functional and multireference nature of oxygen molecule and electrophilic 

Ir-Oxo species. Noteworthy, common functionals were shown to introduce 

significant errors into the overall energy for the ORR and OER196  and a study of 

the binding O2 to Heme revealed that the CASPT2 multireference method better 

reproduced the experimental binding energies, while GGA and hybrid 

functionals over- and under- bind the oxygen molecule, respectively. 197 As also 

reported for radical O–O coupling reaction in diferrate-mediated water oxidation, 

the DFT predicted a rather stabilized product, compared to the multireference 

approaches, affecting the characterization of the O2 release mechanism.198 All-

in-all, unless the broad experimental and theoretical progress on OER paths at 

IrO2 interfaces, an in-depth understanding of the high energy barrier to remove 

oxygen molecule is still required and multireference methods can allow to 

achieve a reliable description of both the electrophilic Ir-Oxo active site and of 

the oxygen triplet ground state. To this end, following the case of study in section 

3.2 on singlet oxygen release from Li2O2, we proposed a systematic study via the 

electrostatic embedded approach at NEVPT2 level of theory.22  

Model & computational details. To all the reaction intermediates upon O2 

release pathways, we adopted the 2x1 supercell of 5 layers – (110) surface (6.38 



 

 114 

Å× 6.40 Å) with 15Å of vacuum along the c direction (Figure 4.1.1). All the 

geometry optimizations were performed by relaxing the atomic positions within 

the two topmost layers of surface until the maximum forces acting on each atom 

are below 30 meV/Å, while all the other coordinates were kept constant. We 

performed spin-polarized periodic DFT calculations as implemented in QE138 at 

the PBE-D3(BJ) level of theory.26,27,40 Core electrons were described by PAW 

potentials from QE repository140, while the wave functions (augmented charge 

density) were expanded in PW with a 55 (220) Ry cutoff. We used the 2x2x1 k-

point sampling based on the Monkhorst-Pack scheme and dipole correction as 

implemented in QE.47,141  The Methfessel-Paxton method of the first order with 

0.02 Ry smearing width was used due to metal character of IrO2. Because the 

applied potential cannot affect the last O2 evolution step195, we considered no 

external field and study the OER at zero potential. For calculations at SC-

NEVPT2 level of theory, we mimicked the extended crystal via a large point 

charge array (Ir +4 and O -2) by an electrostatic embedding, as implemented in 

ORCA.199 We used the def2-TZVP basis set, while ECPs66 were employed for Ir 

atoms bonded to the terminating O, but not included in the cluster.  

 

 
Figure 4.1.1 The 2x1 supercell of stoichiometric 5L-(110) IrO2 surface (left) and fully 

oxidated surface (right). Color code: Ir (light blue), O (red), water Ow (dark red).  
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Oxygen release mechanisms via periodic DFT. We first reported a whole 

picture of the three mechanisms in Scheme 4.1.1 at PBE-D3(BJ) level of theory. 

All considered steps with corresponding energetics are shown in Figure 4.1.2. 

Hereafter, we enumerated the steps as (A/I/L)n, where A/I/L stays for AEM, I2M 

and LOM, respectively. For consistency, we considered the formation of oxygen-

oxygen bond as step 2 in each path, so we named the first two steps of AEM, 

which are proton-coupled electron transfer steps (PCET), as A0 and A1. Because 

previous theoretical investigation revealed no further water molecule adsorption 

before full release of O2, we considered as final step of the O2 evolution, putting 

this molecule ~5Å far from surfaces. The step 0 is the (110)- IrO2 surface with a 

full coverage of Ir-Oxo species (second step in Scheme 4.1.1, Figure 4.1.1), due 

to the well-known full oxidation of the iridium oxide facet occurring at the 

experimental operating condition191, and high formation energy ((Ef) of -2.57 

eV), computed as: 

	𝐸X 	= 	𝐸(++/)&�=) −	 	𝐸(++/)	−	2𝐸0,�	+	2𝐸0,	            (4.1.1) 

where 	𝐸(++/)&�=)	and 	𝐸(++/) are the electronic energies for the fully oxidated 

and the stoichiometric (110) IrO2 surfaces, while 𝐸0,� and	𝐸0, of water and 

hydrogen isolated molecules (i.e. inside a 10 Å-cubic cell so as to avoid 

intermolecular interactions), respectively.  

After the formation of this electrophilic active sites (0), relative energies (	𝐸5) of 

successive steps in Figure 4.1.2a are referred to this step zero, as follows: 

	𝐸5 	= 	𝐸' −	 	𝐸(++/)&�=)	(+	𝑛𝐸0,� − 	𝑛𝐸0,)           (4.1.2) 

where 	𝐸' is the electronic energies for the minimum-energy structure of step n. 

For step with no water adsorption (+H2O) or proton-electron transfer (-H+-e-), 

the term in parentheses is equal to 0.  
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Figure 4.1.2 Energetics and minimum-energy structures of the oxygen release paths on 

top of the full oxidized (110)-IrO2 surface at PBE-D3(BJ) level of theory. Color code: 

AEM (magenta lines), I2M (orange/yellow lines), LOM (green lines).  

 

By looking at the first step of each mechanism (Figure 4.1.2), we found that a 

dissociative adsorption of water molecule on top of electrophilic species (A0 

step) in AEM has a negative formation energy (-0.61 eV), while the Oxo-Oxo 

(I2 step) and Oxo-Olat (L2 step) coupling require ~0.27 eV and ~0.76 eV, 

respectively. These results highlight that electron deficiency of Ir-Oxo species 

makes the oxygen susceptible to nucleophilic attack from another water 

molecule, that is dissociative adsorbed, favoring the adsorbate-evolving 

mechanism, consistent with previous theoretical studies. 191,192,194,200 As already 
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known, the two successive proton couple electron transfer from A0 to A1 and 

from A1 to A2 are the rate limited steps. Meanwhile, on one hand, the LOM is 

the most unlikely scenario, with the highest energy demand for oxygen release 

(	∆𝐸gF&g, ≈ 2.93 eV), probably due to great stability under OER conditions of 

IrO2, as suggested by Zagalskaya et al. 194 On the other, the oxygen release via 

the oxo-coupling mechanism can follow different paths from the I2 state: by 

cleavage of both Ir-O2 bonds (I3, orange path in Figure 4.1.2) or only one (I2a, 

yellow path in Figure 4.1.2). The latter involves less energy (	∆𝐸I,>&I, ≈ 0.79 

eV vs 	∆𝐸IF&I, ≈ 1.81 eV) and the saturation of Ir atom with further adsorption 

of H2O, leading a local minimum, the I2b state (orange box in Figure 4.1.2). 

From this local minimum, the direct oxygen evolution (I2c, yellow path in Figure 

4.1.2) is less favorite than the water oxidation (I2b’ step). Following this path 

along the I2M, further water oxidation leads to the A2 state. These findings 

suggest that at high potential the I2M can result in the same last two steps of 

AEM (A2 and A3). 

The A2 to A3 oxygen evolution takes place overcoming a high energy barrier of 

~1.10 eV, in agreement with previous theoretical studies.191 The released 

molecule at 5Å from surface (A3) is a triplet dioxygen, as shown by electronic 

characterizations in Figure 4.1.3. While the A2 state has a singlet spin 

multiplicity with total magnetization close to 0 (0.17 a.u.), the spin-resolved 

projected Density of States (pDOS) for the two states (Figure 4.1.3a) reveal 

difference between the two spin channels for the A3 state. This finding is 

confirmed by the spin density (Figure 4.1.3b) localized on O2, that has a spin 

population of ~2e-, and Ir-Oxo specie of ~1e-, resulting in the whole system total 

magnetization of 3.26 a.u. Motivated by these results, we perform further 

analysis by means of method beyond standard DFT to achieving reliable 

description of released triplet dioxygen and radical species.  
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Figure 4.1.3 (a) Spin-resolved projected density of state (pDOS) and (b) spin density 

with spin population of A2 and A3 states. Isosurface value 0.03 a.u. pDOS color code: 

Ir (blue), Olat (red), Ow (dark red), Ir-Oxo (OI-) (pink). Atomic color code: as Figure 4.1.1 

 

Validate embedding method: cluster and environment size. Inspired by 

promising results in section 3.2, to unveil the nature of the energy barrier for 

oxygen release at (110)-IrO2 surface, we proposed the computational strategy 

based on the electrostatic embedding approach.62–64 Due to the high 

computational cost of multireference methods, we carve up small clusters, 

including the released O2 molecule, preserving the interaction with the extended 

surface by mimicking the periodic surfaces with an extended point charge array. 

This is possible due to ionic-like nature of IrO2 material. To validate our 

approach, we compared the periodic DFT and embedded clusters approach 

energy barrier of the last AEM step (DEA3-A2 = EA3-EA2) at PBE-D3(BJ) level of 

theory. We also considered the effect of cluster and environment size (Figure 

4.1.4a). Starting from the small cluster with only two Ir atoms, named Ir2, we 

can increase cluster size by adding two Ir atoms into the first layer. Addiction 

can be done along x or y direction, so that two cluster can be obtained: Ir4,x and 

Ir4,y.  Further inclusion of one Ir atom on bottom layer of (110)-IrO2 surface 

gives the Ir5,x and Ir5,y cluster, respectively. Finally, cluster Ir7 includes both 2 

Ir atoms toward x and y direction and the one bottom Ir. Concerning the two 

charge fields (Figure 4.1.4b), one (Env-1) has ~3800 charges between Ir and O, 
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and the other (Env-2) is 10Å and 5Å larger in the x- and y- direction, 

respectively, so that the number of point charges is almost double up (~7100 

charges). Table 4.1.1 reports the resulting energy barriers for the different-size 

clusters embedded in each charge array. Detailed analysis on DEA3-A2 reveals that 

the size of the charge array has a significative effect on the smallest Ir2 cluster. 

For this system, the energy barrier decreases of 0.66 eV when moving from the 

small to large array (Env-1 to Env-2), while the variation for the other clusters is 

utmost at ~0.2 eV. Overall, considering the large Env-2, the computed energy 

barriers for each cluster agree with previous periodic PBE-D3(BJ) result (PBC 

in Table 4.1.1). The minor error with periodic values are given by the largest 

cluster, Ir7, and Ir4,x cluster, followed by Ir2 and Ir5,y clusters. 

 

 

Figure 4.1.4 a. Cluster and b. point charge array of different sizes carved from periodic 

(110)-IrO2 surface. The clusters are named Ir(n), where n is the number of Ir atoms. 

Color code as Figure 4.1.1 

Table 4.1.1 Energy difference (DEA3-A2) of clusters with the charge arrays in Figure 4.1.5 

 

DEA3-A2 (eV) Ir2 Ir4,x Ir4,y Ir5,x Ir5,y Ir7 PBC

Env-1 1.67 0.95 1.22 1.13 1.05 1.20
1.10

Env-2 1.01 1.17 1.23 1.30 1.00 1.14
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Figure 4.1.5 Spin density with total magnetization (∆Sup-down) for periodic system (label: 

PBC) and with the spin number Sz for embedded clusters of A2 and A3 state at PBE-

D3(BJ) level of theory. Isosurface 0.03 a.u. Color code: as Figure 4.1.2; spin up (yellow), 

spin down (cyan) 

 

Concerning the electronic structures for clusters in Env-2, Figure 4.1.5 shows the 

spin density, the total magnetization for periodic system (PBC), which is the 

difference between electron with spin up and down (∆Sup-down), and the spin 

number Sz for embedded clusters.  Due to definition of these two quantities, the 

Sz should be half of periodic total magnetization. We found that the number of 

unpair electrons increases with cluster size by means of the embedded method. 

This further localization of Ir electrons can be ascribed to mimicking the IrO2 

metallic surface by clusters in a charge array and to use of localized basis set 

against delocalized PW in periodic DFT simulations. Noteworthy, the Ir2 cluster 

has SzA of about 0.29 and 1.31 for A2 and A3, respectively, showing the best 

agreement with electronic structure of the periodic surface.  We also computed 

the A3-A2 energy difference (DEA3-A2 ) by means of B3LYP-D3(BJ) functional. 

In close remark with previous calculation on small IrO2 cluster model191 and the 

well-known O2 under-binding by hybrid functionall.197, energy barriers (Figure 

4.1.6) drop of ~0.7/0.8 eV for Ir2, Ir5,y and Ir7 clusters with regards of PBE-

D3(BJ) values, while of ~0.5 eV for the Ir4,x cluster. Analysis of the spin density 
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(Figure 4.1.6) can explain this different behavior. By means of hybrid functional, 

less stable A3 state with a high spin state on Ir atoms is predict with Ir4,x cluster.  

 

 
Figure 4.1.6 Spin density with the spin number SzA for embedded clusters of A2 and A3 

state at B3LYP-3(BJ) level of theory. Isosurface 0.03 a.u. Color code: as Figure 4.1.2 

 

Overall, the smallest embedded- Ir2 gives the best compromise for both 

electronic and energetic description of (110)-IrO2 surface, and also low 

computational demand. Thus, we chose this cluster Ir2 with Env-2 for further 

investigation on the oxygen evolution energy barrier at NEVPT2 level of theory. 

NEVPT2 activation barrier of oxygen release. Concerning the orbitals in the 

active spaces:  

• to describe the oxygen molecule, we considered the O2 molecular 

orbitals (MOs). To clarify, the well-known orbital diagrams of O2 MO 

are reported in Figure 4.1.7b. 

• due to radical nature of Ir-Oxo191 and inspired by previous theoretical 

study on Fe-O bound198, we included 4 orbitals for Ir-Oxo specie, the 

2𝜋YM and 2𝜋YM∗  in Figure 4.1.7c. These orbitals are given by bound and 
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antibound 𝜋 interaction of 𝑑=¥, 𝑑�¥ of Ir atom with 𝑝=, 𝑝� of O. Plus, we 

found that when the oxygen molecule is bound to Ir atom (IrR), the Ir-

Oxo 𝜋YM=∗  is combined with the 𝜋¥∗ O2 MO, forming the bound and 

antibound interactions, named (𝜋YM=∗ 𝜋¥∗) and (𝜋YM=∗ 𝜋¥∗)∗ in Figure 

4.1.7c. 

• considering the A2 species, the 𝜋�∗  O2 MO forms a 𝜋 interaction with  

𝑑�¥	IrR orbital, leading to the two orbitals 𝜋Y¦�,𝜋Y¦�∗  in Figure 4.1.7d.  

 

 
Figure 4.1.7 (a) Schematic definition of Ir-Oxo, IrR and O2. Orbital diagrams of (b) 

oxygen molecule, (c) interaction between the Ir dxz and dyz and pxpy O orbitals for Ir-Oxo 

species, (d) Ir-Oxo 𝜋./*∗  with the 𝜋1∗ O2 MO and for the € 𝜋2∗  O2 MO with  𝑑21	IrR orbital, 

leading to the two orbitals 𝜋.32,𝜋.32∗ . Color code: as Figure 4.1.2 Isodensity positive 

and negative values (0.03 a.u.) are in yellow and cyan, respectively. 
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We started from a small active space with 4 electrons in the 4 orbitals, named 

CAS(4e,4o). This active space includes the 𝜋Y¦�, 𝜋Y¦�∗ , (𝜋YM=∗ 𝜋¥∗) and 

(𝜋YM=∗ 𝜋¥∗)∗ orbitals for the A2 state,  while 𝑑�¥ of IrR , 𝜋�∗ , 𝜋¥∗ and 𝜋YM=∗  for A3. 

Then, we increased the active space arriving to the largest one with 18 electrons 

in 13 orbitals, CAS(18e,13o), given by the 4 (2𝜋YM	2𝜋YM∗ ) orbitals of Ir-Oxo 

specie, the 8 (𝜎s	𝜎s∗2𝜋	2𝜋∗𝜎p	𝜎p∗) molecular orbitals (MOs) of released O2 and 

the dyz orbital of IrR bound to O2.  In particular, we examined the following active 

spaces:  

CAS(4e,4o), CAS(6e,6o), CAS(8e,7o), CAS(10e,8o), CAS(12e,9o), 

CAS(14e,11o) and CAS(18e,13o). 

Analysis of occupation number of active orbitals reveals that  A2 and A3 can 

have utmost four unpair electrons in the following orbitals: A2 in	𝜋Y¦�, 

𝜋Y¦�∗ , (𝜋YM=∗ 𝜋¥∗) and (𝜋YM=∗ 𝜋¥∗)∗, while A3 in: the 𝜋YM=∗  of Ir-Oxo,  the 2𝜋∗ of O2 

and the dyz of IrR. This result suggests that A2 and A3 can be found in three 

possible states with singlet, triplet, and quintet spin multiplicity, indicated as 
1A2/3, 3A2/3, 5A2/3, respectively.  

Figure 4.1.8 shows the CASSCF/NEVPT2 relative energy (Erel) of A2 and A3 

spin states for each active spaces. Erel, is referred to the A2 singlet state (1A2), as 

following: 

𝐸5$? = 𝐸' −	𝐸+K,	          (4.1.3) 

where 𝐸'	and 𝐸K,,L are the energies of 3/5A2, 1/3/5A3 and 1A2 states, 

respectively. 

 



 

 124 

 
Figure 4.1.8 Relative energies (eq. 4.1.3) of singlet, triplet and quintet A2 and A3 states 

at CASSCF (a) and NEVPT2 (b) level of theory. The active spaces are named CAS(n,m), 

where n and m are the number of electrons(e) and orbitals(o), respectively. Color code: 
1A2(magenta), 3A2(violet), 5A2(lilac), 1A3 (cyan), 3A3 (light blue) and 5A3 (dark blue). 

 

Concerning A2, 3A2 and 5A2 lie ~0.2eV and ~0.6eV, respectively, at higher 

energies against 1A2, which is the ground state at each active space. This 

difference between 1A2 and 3A2 decreases with larger active space at NEVPT2 

level of theory, becoming quite degenerate (Erel ~0.03eV). Meanwhile, the 1A3, 
3A3 and 5A3 are degenerate at both CASSCF/NEVPT2 levels of theory, except 

with the active space CAS(14e,11o), for which the singlet A3 state (1A3) lies 

~1.19 eV above 3/5A3. This energy difference can be ascribed to prediction of the 

first excited dioxygen state, the singlet close shell (1O2 : 1∆g), which lies exactly 

~0.96eV above the triplet ground state (3O2: 3Σg).162  Other than the energy 

difference, this result is confirmed by the MOs occupation numbers. Considering 

the triplet O2, with two unpair electrons in  𝜋∗ MOs, on one hand, the other two 

unpair electrons of Ir atom and Ir-Oxo can have opposite sz values, leading to a 

singlet open shell surface and 3A3 state. On the other hand, these two electrons 

can have both the same or opposite sz value of the triplet O2 unpair e-, resulting 
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in the high and lower spin state 5A3 and 1A3, respectively (Figure 4.1.9a). These 

three states with triplet O2 5A3, 3A3 and 1A3 are predicted to be degenerate via 

all active spaces. The only 1A3 computed by CAS(14e,11o) presents one of 

oxygen 𝜋∗ MOs double occupied, while the other has occupancy close to 0 

(Figure 4.1.9b). Overall, the CAS(14e,11o) predict 1A3 with singlet oxygen 

molecule in the excited 1∆g state, so that it lies at higher energy. 

 

 
Figure 4.1.9 (a) Possible 5A3, 3A3 and 1A3 states with triplet oxygen molecule. (b) 

Occupation of the two O2 𝜋∗ MOs for 5/3A3 and 1A3 states with CAS(14e,11o). 

 

Considering the low energy states for A2 and A3, as found at DFT level of 

theory, the NEVPT2-embedded approach predicts A3 at higher energy, except 

for three active spaces CAS(8e,7o), CAS(10e,8o) and CAS(10e,9o), which show 

an opposite trend, with A3 more stable than A2 (Figure 4.1.8b).  Detailed 

analysis of MOs in these three active spaces reveals that CAS(10e,8o) differs for 

A2 and A3, while the CAS(10e,9o) includes the two 𝜎p	𝜎p∗  MOs and not the 2𝜋 

MOs of O2. Concerning the CAS(8e,7o), it includes more orbitals of Ir-Oxo 

species rather than oxygen molecule.  
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Overall, these results highlight that to reliable description of oxygen evolution, 

we need analogous active space for A2 and A3, which include more MOs of 

released oxygen molecule, in the exact order (Figure 4.1.7b).  

Excluding the CAS(8e,7o), CAS(10e,8o) and CAS(10e,9o),  active spaces, we 

found that the NEVPT2 energy barrier for oxygen release ((Figure 4.1.10a) 

converges to ~0.8 eV at large active spaces, CAS(14e,11o) and CAS(18e,13o). 

This energy barrier is only ~0.2 eV lower than DFT-PBE result. Nevertheless, 

considering the free energy correction from previous study (∆𝐺KF&K, =

	0.58	𝑒𝑉	𝑣𝑠	∆𝐸KF&K, ≈ 	1.00	𝑒𝑉)191, the multireference method predicts a free 

energy ∆𝐺KF&K, 	≈ 0.37	𝑒𝑉	 closer to microkinetic value, based on experimental 

and theoretical studies (∆𝐺KF&K, = 	0.43	𝑒𝑉). 195  

 

 
Figure 4.1.10 (a) The energy barrier for oxygen release via NEVPT2-embedded methods 

with different active spaces CAS(n,m), where n and m are the number of electrons(e) and 

orbitals(o), respectively. (b) Occupation number of 𝜋.32, 𝜋.32∗ , (𝜋./*∗ 𝜋1∗) and (𝜋./*∗ 𝜋1∗)∗ 

orbitals in CAS(18e,13o). 

 

Analyzing the interaction between O2 and IrO2 surface in A2 state, given by the 

noteworthy 𝜋Y¦�, 𝜋Y¦�∗ , (𝜋YM=∗ 𝜋¥∗) and (𝜋YM=∗ 𝜋¥∗)∗ orbitals (Figure 4.1.10b) in all 
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the active spaces, we can suggest that the high energy barrier for evolving oxygen 

from IrO2 surface can be due not only to the breaking of a 𝜋 interaction between 

O2 and Ir surface atom, and also of a further interaction with adjacent 

electrophilic Ir-Oxo species, that can be present at the experimental operating 

condition.190,192,200 Different occupation and shape of the MOs are found at PBE-

D3(BJ) level of theory, that could explain the slightly decrease of the energy 

barrier at NEVPT2 level of theory.   

To conclude, our results reveal that the AEM and I2M can compete on top of 

fully oxidated (110)-IrO2 surface, resulting in the same last two steps for the 

oxygen evolution. This oxygen release occurs after overcoming a high energy 

barrier, also predict by NEVPT2 approach, which also gives new insight on the 

nature of this barrier. Again, our findings highlight the potentialities of the 

electrostatic embedded approach for an in-depth understanding of complex 

localized phenomena at heterogeneous interfaces.  

 

This case of study was carried out during a short-term scientific mission (STSM) 

at the research group of Professor Laura Gagliardi at University of Chicago, 

granted by the COST action 18234. The manuscript is under revision. 
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4.2 Dynamics of Water at TiO2 Anatase (101) Interface at low Coverage. 

 

Introduction. Great experimental and theoretical efforts have addressed the 

water reactivity on the most stable facet of anatase (TiO2), the (101).201–209 

However, the water molecular vs dissociative adsorption is still under debate. At 

anatase interfaces, the coverage is defined as the number of water molecules per 

under-coordinated five-fold Ti surface species (Ti5C) (θ = n° H2O adsorbed / n° 

Ti5C), so that a full water coverage (q=1) consists of all the Ti5C on topmost 

surface layer bound to a H2O molecule, well-known as first water layer. An 

additional water layer, the second one, consists of water molecules that interact 

via H-bonding to the two-fold O2C sites on the TiO2 surface, with an average 

distance H···O2C of ~1.9 Å.201,202,204  After these two layers, no further interaction 

between water and anatase surface are found, but there are water-water 

interactions, that leads to bulk water far from the surface.209 To unveil these 

liquid/solid interfaces at atomistic point of views, the molecular dynamic had a 

crucial rule. AIMD simulations based on DFT level of theory revealed that at 

low q molecular adsorption is the most likely scenario, while dissociative water 

adsorption can be more favourite on oxygen-deficient surfaces, due to the 

increase basicity of the O2C atoms.202,209 These studies also highlighted that 

molecular adsorbed H2O are coordinated with unsaturated Ti5C sites via a dative 

bond (distances H2O-Ti5C ~2.3 Å), while the OH groups are covalently bound to 

Ti5C (distances OH-Ti5C ~1.8 Å). In the latter case, the dissociated H also binds 

the O2C sites, thus forming two surface hydroxyl groups, the terminal hydroxyl 

on Ti5C and a bridging hydroxyl, derived by protonation of O2C (Scheme 4.2.1).204 
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Scheme 4.2.1 Schematic representations of (a) molecular (H2O in red) and (b) 

dissociative (OH in blue) configurations at the anatase TiO2 (101) surface. 

 

Noteworthy, all these theoretical simulations are at 160K, which is lowest 

temperature peak in the temperature-programmed desorption (TPD)210, but 

spectra surface X-ray diffraction (SXRD)211 and photoemission spectroscopy 

(XPS) data212 have recently revealed mixed molecular adsorption and 

dissociation into the fist layer at TiO2(101) anatase interfaces at room 

temperature. The former reveals that the topmost Ti5C atoms bound 25% and 75% 

of H2O and OH, respectively, while additional H2O, from second to bulk layers, 

exhibited only further molecular adsorption above this mixt first layer.211 In the 

latter, mixt first layer was detected at the stoichiometric TiO2(101) interface in 

higher pressure of water (0.6−6.0 mbar), but not in ultrahigh vacuum UHV.212 

Therefore, these findings have undermined the well-accepted model of the water-

stoichiometric anatase interface, calling for further investigation to unveil the 

elusive equilibrium between water adsorption and dissociation into the first 

monolayer on the pristine (101)-anatase surface. Recently atomistic 

investigations based on hybrid density functional and Reactive Force Field 

molecular dynamics have supported this dissociative adsorption. 213–216 These 

works have mainly addressed two interface structures, with only one water 

molecule and 25% of dissociated molecules. Nevertheless, experimental 

temperature dependence suggested that percentage of dissociated water 

molecules increases from 25% at 220 K to 75% at 300 K.215 MD simulations 

have also revealed this variation with temperature, but never pushing forward the 

50% of dissociated water molecules.213 The complete characterization of 

Ti5C Ti5C
O2C O2C O2C

O
HH H

O
H

a. b.
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water/titania dynamics into the first layer thus requires further investigations, 

exploring all the possible hydroxylated TiO2(101) surfaces (25%, 50%, 75% and 

100%). In this framework, we studied the water adsorption and dissociation on 

the anatase TiO2(101) surface at low (q=0.25) and full (q=1) coverage at 300K. 

To this aim, we proposed a computational strategy based on metadynamics 

simulation at SCC-DFTB level of theory, taking advantage from both 

approaches. The former method allowed to explore the water dissociative 

dynamics at the anatase TiO2(101) stochiometric surface, despite the high free-

energy barriers. Meanwhile, the DFTB reduced the computational demanding, 

but still provided reliable structural, electronic and energetic characterization of 

water-titania interface, in qualitative agreement with DFT ones.208,217,218 

Model & computational details. The (101) anatase surface was modeled with 

1x2 supercells of three-bilayers slab, including 20 Å of vacuum along c axis to 

avoid image interactions. The CP2K/Quickstep package219 was used to perform 

static geometry optimizations and for the metadynamic simulations, combined 

with the PLUMED package.220 A canonical sampling through velocity rescaling 

(CSVR) thermostat221  with a target temperature of 300 K, a time constant of 0.05 

ps was used to impose NVT conditions to the system, while a time step of 0.5 fs 

was used to ensure reversibility. The pre-equilibration simulation was run for 15 

ps, then the systems were allowed to evolve for other 12 ns, to ensure 

convergence of FES.  For these simulations, the Gaussian hills the sigma was 0.1 

Å and 0.3 Å for dissociation at θ = 0.25, θ = 1 and adsorption processes, 

respectively. The height was 4.0 kJ/mol, while the biasfactor was 50 and the 

deposition rate 100 steps. The convergence of the electronic structure, and the 

forces were relaxed to less than 10−6 au with the Gamma-point k-sampling. For 

DFT study, we used the PBE functional26,27 with Goedecker-Teter-Hutter (GTH) 

pseudopotentials for core electrons and DZVP as basis sets plus a PW with cutoff 

of 380 Ry. On selected geometries from metadynamic simulations, we also 

carried out single point energy calculations with the HSE06 hybrid functional.31  
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Water reactivity at anatase interface: method validation. To our aim, we 

selected the MATSCI parameterization of DFTB, which is widely employed in 

materials sciences and was also tested specifically for water-titania 

interface.208,217,218 Before proceeding with dynamic simulations, we validated 

the accuracy of this parameter set against the DFT(PBE) and DFT(HSE06) by 

computing the dissociation reaction path for a single water molecule at the 

TiO2(101) surface with the CI-NEB approach.183 We addressed the dissociative 

path identifying 15 intermediate steps from molecular (H2O)ads to dissociated (H-

OH) adsorbed water. The Figure 4.2.1b shows the resulting energy variations 

(DErel), computed with respect to the lowest-energy state (H2O)ads, along the 

values of distances between surface oxygen O2C and hydrogen water atom dH-O2C 

(Figure 4.2.1a). Comparing the minimum-energy geometries at 

DFTB(MATSCI) and DFT(PBE), we found a slight variation in the main 

distances between TiO2 surface and water (Figure 4.2.1a). Both methods also 

predict the same energetic paths, with molecular adsorption state more favorite 

than the dissociative one (Figure 4.2.1b). On one hand, this latter state is quite 

less stable at DFT(HSE06) level of theory, leading to a slight increase of relative 

energy DErel (~0.6 eV) with respect to DFT(PBE) and DFTB(MATSCI) values 

(~0.5 eV). On the other, the activation energy for water dissociation is slightly 

higher for DFTB(MATSCI) level of theory (~0.2 eV) and DFT(HSE06) rather 

than for DFT(PBE). These results suggest that the DFTB(MATSCI) approach 

can reliably describe the structural and energetic features of water/titania 

interfaces. In particular, concerning the water dissociation energetic, such a level 

of theory agrees with the more accurate hybrid functional. Overall, 

DFTB(MATSCI) shows a balance between computational cost and accuracy, 

ensuring an efficient approach for further dynamic simulations. Plus, comparison 

of the adsorption and dissociation paths computed by NEB with 

DFTB(MATSCI) (Figure 4.2.1c) suggests that these two processes can occur at 

different time scales, due to the difference between the activation energies of 
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~0.2 eV. Thus, we can study individually the adsorption and dissociative 

processes, performing two distinct metadynamics simulations.  

 

 
Figure 4.2.1 (a) Molecular and dissociative adsorbed states. Color code: O (red), Ti 

(light blue), O2C (dark red), Ti5C (violet), water oxygen OW (blu), H (white); the 

equilibrium distances (in Å) are reported for SCC-DFTB (MATSCI) (black font) and 

DFT(PBE) (blue font). (b) Dissociative reaction path computed with SCC-DFTB 

(MATSCI) (black circles), DFT(PBE) (blue diamonds) and DFT(HSE06) (cyan 

diamonds). (c) SCC-DFTB (MATSCI) results for desorption (red diamonds) and 

dissociation (black circles) reactions. 

 

Dynamics of water at anatase interface: choice of CVs. The collective 

variables (CVs) are the main significative parameters to set for metadynamic 

simulations (see Chapter 2 section 2.9.2 for further details). In our cases, the use 

of a rational switching function (with n parameter 8) implemented in PLUMED, 

allow to choose a generalized coordination number as CVs. On one hand, for the 

formation of first water adsorbed layer (Figure 4.2.2a), the most straightforward 
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CV, hereafter named nd, is defined by the number of adsorbed but not dissociated 

water molecules onto the TiO2(101) surface. In particular, we counted the 

number of molecules with distances from surface Ti5C less than 3 Å (Figure 

4.2.2b). This CV can so change from 0 to 4 when the 4 Ti5C surface sites in our 

surface slab model bound the corresponding number of water molecules. In other 

words, CV=0 represents no adsorbed molecule, while CV=4 stays for the fully 

molecular adsorbed first water mono-layer. On the other, for the water 

dissociation at both low (θ=0.25) and full (θ=1) coverages, we should consider 

the O-H distances, exactly both the distance between water oxygen (OW) and 

hydrogen atoms (d1), and between surface oxygen O2C and hydrogen water atoms 

(d2) (Figure 4.2.2c). We so choose CVs, hereafter named nd1 and nd2, which 

account for the d1 and d2 distances less than 1.3 Å, respectively. In this way, nd1 

and nd2 can change from 2 to 1 and 0 to 1, respectively, when the H2O molecule 

adsorbed but undissociated undergo a cleavage of the H-O bond.  

 

 
Figure 4.2.2 (a) The full coverage (θ=1) view along c axis; (b) distance between Ti5C 

and OW (d violet arrow); (c) the distances between H with OW (d1 green arrow) and O2C 

(d2 orange arrow). Color code: as Figure 4.2.1 
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Given the simplicity of this description, we can consider a simpler one-

dimensional linear combination of these two variables (c = 0.5 nd1 - 0.5 nd2), so 

that our CV c is 1 for molecular adsorption and 0 for dissociative. Considering 

the full coverage with a molecule for each of the Ti5C (θ = 1), the same CV c, 

goes from 0 (all dissociated) to 4 (no dissociated water). Noteworthy, assessment 

of transition barrier would require further investigation with more complex CV, 

accounting for both adsorption and dissociation processes due to possible 

interconversion process. However, these CVs can distinguish the different 

adsorbed and dissociated states, allowing to properly define the difference 

between states in the resulting distinctive free energy surfaces (FESs). 

Dynamics of water at anatase interface: low & full coverage. At low coverage 

(θ = 0.25), the analysis of the dissociative water FES confirms the NEB results 

that the undissociated adsorbed water is the lowest energy state (Figure 4.2.3). 

We found a ΔEdiss-ads of ~0.54 eV and an energy barrier for water dissociation of 

~1.14 eV. Overall, these findings suggest the predominant molecular adsorption 

at the low coverage on the stoichiometric (101) anatase surface, in remarkable 

agreement with previous DFT calculations.201,202,204,208 Further Mulliken 

population analysis at DFT(PBE) level of theory on several images along the 

resulting trajectory (Figure 4.2.3b) reveals an increase of positive and negative 

atomic charges on the H atoms that bound the surface (HSurf) and on water oxygen 

atoms OW (Figure 4.2.3c), respectively. This finding highlights a heterolytic 

dissociation of water at TiO2(101) interface, consistent with water dissociation 

on other similar metal oxides.222,223 
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Figure 4.2.3 (a) Selected image with values of the CV c from metadynamics dissociation 

trajectory at θ=0.25 (top view, color code: as Figure 4.2.1); (b) FES for dissociation 

process at θ=0.25; (c) Mulliken population analysis of atomic effective charges (q, at 

DFT-PBE level of theory) on Ti5C (violet), O2C (red), OW (blue), H atom bond to OW (light 

blue), H atom bond to O2C (orange). Δq = [q at c] – [q at c = 0.92 (H2O)ads].  

 
Figure 4.2.4 (a) Selected image for CV c = 2 (mix state) and c = 4 (4 (H2O)ads); (b) FES 

for molecular adsorption process at coverage θ = 1; (c) FES for the dissociation process 

at coverage θ=1. Color code: as Figure 4.2.1 
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Considering the adsorption of the first water layer (Figure 4.2.4a), despite the 

slight structural difference between DFTB(MATSCI) and DFT(PBE) minimum 

energy structure at c=4, we found the same adsorption energy per molecule (0.67 

eV vs 0.69eV201,202, respectively). Further analysis of FES in Figure 4.2.4c 

reveals a decrease of activation free energies for the adsorption of the second, 

third and fourth water molecules. The molecular adsorption toward the full 

coverage leads to a total adsorption free energy of ~0.9eV, in agreement with 

previous studies.201 Therefore, these findings highlight the favorite molecular 

adsorption of the first water monolayer, with water molecules bound to the Ti5C 

sites of the anatase (101) surface at room temperature. Nevertheless, a 

comparison of dissociative FESs at low (Figure 4.2.3b) and full coverage (Figure 

4.2.4c) reveals that water dissociation is more likely to occur with an increase of 

the water molecules (θ=1). In this latter case, the FES shows a minimum at c≈4, 

which correspond to four molecular adsorbed water molecules, immediately 

followed by the dissociated state at c≈2 (50% of dissociated water), at only ~0.05 

eV at higher energy. This finding suggests that the partial hydroxylated state is 

likely to be observed on the stoichiometric anatase interface at room temperature. 

Meanwhile, lying 0.20 eV and 1.27 eV above the minimum-energy state at c≈4 

(Figure 4.2.4c), the other mixt dissociated states at c≈3 (25% dissociated 

molecule), c≈1 (75% dissociated molecule) and the full dissociated state (c=0) 

are the most demanding scenario. The strong stability of the mixed state (c≈2) 

can rely on the further h-bond interactions between water molecule and 

hydroxylate group (H2O–OH) (Figure 4.2.4a), as previously highlighted for a 

hydroxylated surface.214 Analyzing the variations of average Ti5C – O2C bond 

distances (dTi5C-O2C) along the trajectories of molecular adsorption and 

dissociative processes at full coverage (Figure 4.2.5), we also found that these 

structural parameters increase with water dissociation, going from 1.87 ± 0.02 Å 

(at CV c≈4) to 2.18 ± 0.05 Å (at CV c≈0), ascribable to protonation of O2C sites. 

This elongation reaches the average dTi5C-O2C value of 2.04Å at the partial 
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hydroxylated state (CV c≈2), in quantitative agreement with the SXRD data for 

the ultrathin water film on TiO2(101) surface at room temperature.211 

 

 
Figure 4.2.5 The mean values of Ti5C – O2C distances (dTi5C-O2C, Å) vs CV (c) for 

dissociative (red line) and molecular (black line) adsorption metadynamics at θ = 1. 

 

To sum up, these findings suggest a non-zero probability to find partial 

hydroxylated stoichiometric TiO2(101) surface at room temperature, in 

qualitative agreement with recent experimental and theoretical works.211–216 The 

overcoming of dissociation barrier can rely on the strong Ti-OW and H2O-OH 

interactions. Despite the feasible partial hydroxylated structure of the aqueous 

titania interfaces, these new insights on water dynamics suggest the 

metadynamics simulations at DFTB level of theory, as a reliable and low 

computational demanding approach to dynamics of water/solid interfaces.  

 

This case of study, object of a publication [224], was carried out during a short-

term scientific mission (STSM) at the research group of Professor Michele 

Parrinello at Università della Svizzera Italiana (USI, Lugano), granted by the 

COST action 18234. Reprinted with permission from J. Phys. Chem. C 2022, 

126, 37, 15752–15758. Copyright 2022 American Chemical Society. 
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CHAPTER 5 – PEROVSKITE SOLAR CELLS 

 

Unlike batteries and PECs, solar cells are not based on chemical reactions, but 

convert sunlight radiations directly into electricity.7,8 After light absorption, an 

electron is pushed to a higher energy state in the conduction band (CB) of the 

absorber material, and a hole is left in the valence band (VB), generating an 

electron-hole couple. The harvesting material is interfaced with charge transport 

layers (CTL) or materials (CTM), which are devoted to the extraction and 

collection of both photogenerated holes (HTL/M) and electrons (ETL/M).8,15,225–

227 Following this charge separation, the higher energy electron is moved toward 

electrodes and then in an external circuit (Figure 5.1a). Among these devices, the 

rapid development of perovskite solar cells (PSCs) has currently led to a power 

conversion efficiency (PCE) of 25.7%.8,228 A perovskite is a material with a 

crystal structure having the formula ABX3, where A and B are cations and X is 

generally an anion (e.g. halide I-/Br-) (Figure 5.1b). 

 

 
Figure 5.1 (a) Schematic representation of a perovskite solar cell. After the generation 

of an electron (e-)- hole (h-) couple, these charges are transported through the electron 

(ETL) and hole (HTL) transport layers, respectively, to the collective electrodes (black 

box.) (b) Common structure of perovskite ABX3. The specie A is Cs and the 

methylammonium (MA: CH3NH3) cations for CsPbX3 and MAPI, respectively.   
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The archetypal and most studied perovskites for PSCs are the inorganic 

CsPbX3
229 and the hybrid methylammonium lead iodide CH3NH3PbI3, well-

known as MAPI (Figure 5.1b).230 These lead-based perovskite materials have 

appealing features for solar cells, such as low exciton binding energy, high 

absorption coefficient, long charge carrier lifetimes.8,9,228 However, on one hand, 

the huge potential of inorganic CsPbX3 perovskite nanocrystals (NCs) is 

undermined by the ionic nature of the perovskite lattices, which induces highly 

dynamic bindings between the NC surface and organic capping ligands. On the 

other, degradation induced by environmental agents (heat, moisture, air) limits 

the whole PSCs stability.8 These issues have so called for new passivation 

strategies of perovskite and the design of new harvesting materials. One well-

established approach consists of the MAPI composition tuning, with addition of 

a larger formammidium (FA) cation and small amount of Cs and Br anions 

leading to the so-called triple cation configuration 

Cs0.05(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3, that has a wider bandgap and meets both 

efficiency and stability requirement.231–233 Beyond the development of new 

harvesting material, high-performing CTLs is still demanding to achieve high-

efficiency devices.225,226,234,235 The process to produce electricity in these 

technologies depends, in fact, on the selective contacts between perovskite and 

the CTL. Engineering of new HTL aims to facilitate the charge transport to the 

electrodes, block undesired back hole-electron injection, and to improve the 

crystallinity of the perovskite. These challenges have also required study on band 

alignment between perovskite and CTLs and charge transfer kinetics.226  

All-in-all, great experimental and theoretical efforts have focused on the 

optimization and design of new harvesting materials and CTLs, and strategy to 

improve the whole performances of the PSCs. In this framework, here, we 

propose suitable computational strategies for an in-depth understanding of the 

CsPbBr3 perovskite passivation, charge transfer phenomena at MAPI and triple 

cation perovskites, and design of new HTLs. 
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5.1 Zwitterionic Ligand to Effective Passivation of CsPbBr3 Nanocrystals 

 

Introduction. Noteworthy progress to obtain stable Cs lead-based halide 

perovskite nanocrystals (CsLHP NCs) has been achieved by enhancing the 

binding of the capping ligands to the NC surface with passivating agents.236 

These capping ligands are frequently added to the NC surface via laborious post-

synthetic methods due to their poor availability and/or low solubility under the 

reaction conditions.237 Beyond the effective increase of optical features and/or 

stability of resulting NCs, these post-processes can generate them structural, 

morphological, and spectroscopic changes.238 To overcome these problems, 

Roberto Grisorio (researcher at Politecnico di Bari) developed a straightforward 

synthetic procedure for passivating CsPbBr3 NCs through in-situ formation of a 

zwitterionic ligand via the SN2 reaction between an additional halide source (8-

bromooctanoic acid) and oleylamine (OLAm) used as the surfactant (Figure 

5.1.1a). Together with Grisorio and other experimental groups, we demonstrated 

that the synergistic interaction between the dialkylammonium and carboxylate 

functions allows the adhesion of the resulting zwitterionic ligand to the NC 

surface (Figure 5.1.1b). As a result of this efficient passivation, the NCs are less 

soluble in nonpolar hexane, making them suitable for use in the purification 

phases. In the following section, we report our contribution to this case of study, 

while we refer the interested reader to the published work on the subject for 

further details on the synthesis and spectroscopic characterizations, carried out 

by Grisorio and the other experimental collaborators.239 In order to shed light on 

the passivation mechanism and binding mode of the zwitterionic ligand, we 

carried out a computational study on the interface between the (010)-CsPbBr3 

surface and the zwitterionic ligand. Furthermore, because experiments 

highlighted that the polarity of used solvents affects the stability of the 

zwitterionic ligand with the NC surface, the effects of different solvents were 
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investigated by the efficient implicit solvation model MPE99 in non-periodic 

calculations using large clusters. 

 

 
Figure 5.1.1 (a) (A) Synthetic approach for CsPbBr3 NCs. (B) The formation reaction of 

the zwitterionic ligand. (C) Schematization of the purification steps of the CsPbBr3 NCs, 

involving hexane as the washing solvent and DCM as the medium for storing the purified 

NCs dispersion. (b) Schematization of the passivation mode at the NCs CsBr-rich surface 

involving the zwitterionic ligand. 

 

Models & computational details. The zwitterionic ligand with the CsPbBr3 NC 

surfaces was modelled by maintaining the original chain separation (C8) between 

the dialkylammonium and the carboxylate groups, while introducing a shorter 

group (–C3H8) to take into account the oleyl fragment (Figure 5.1.2a). 

Concerning the NCs, we performed periodic DFT simulation on slab model of 

(010)-CsBrPb3 surface with 25Å of vacuum along the c direction (Figure 

5.1.2c,d). To evaluate the adsorption behaviour and energetics of the molecules 

at different coverage (Θ) levels, two supercells with different surface areas of the 

xy plane were considered. The smallest supercell (highest Θ), with neighbouring 

image zwitterionic molecules ~13 Å/~5 Å apart in the xy plane, is a 5L 2×2 of 

the (010) unit cell (Figure 5.1.5c). The largest system is a 4L 4×4 supercell with 

a low Θ of molecules separated by ~ 29 Å/~ 20 Å (Figure 5.1.2d). The (2×2×1) 

and gamma point (1×1×1) k-point sampling schemes are applied to the small and 

large supercells, respectively. During geometry optimizations, atoms of the 

a. b.

acids,19,20 bidentate agents,21,22 and electron-donating li-
gands.23−25 Due to their poor availability and/or low solubility
in the reaction conditions (particularly evident for ionic
species),26 these capping ligands are often introduced onto the
NC surface with onerous postsynthetic approaches. Although
leading to an effective improvement of the optical properties
and/or stability of the modified NCs, these postpreparative
methods can also trigger irreversible structural, morphological,
and spectroscopic transformations of the recipient NCs.27

To overcome these problems, in this work we have
developed a straightforward synthetic procedure for passivating
CsPbBr3 NCs through the in situ formation of a zwitterionic
ligand via the SN2 reaction between an additional halide source
(8-bromooctanoic acid) and oleylamine used as the surfactant.
The formed zwitterionic ligand can adhere to the NC surface
through the synergistic interaction with both the dialkylammo-
nium and the carboxylate functionalities. This effective
passivation reduces the solubility of the resulting NCs in
nonpolar hexane, which can thus be used for the purification
stages.
As shown in Figure 1A, along with the conventional PbBr2

precursor, the proposed synthetic protocol exploited an
additional bromide source (8-bromooctanoic acid, BOA),
which is endowed with a potential ligand functionality through
the carboxylic group, providing “extra” halide anions
(Supporting Information for details). The main reaction
occurring during the incubation time (before cesium
introduction) is schematically depicted in Figure 1B. The
OLAm nucleophile can generate bromide ions by the SN2
reaction involving the only electrophile present in the reaction
mixture (BOA, containing a bromine leaving group), yielding a
bifunctionalized ligand, which prevalently exists in solution as a
zwitterion containing the dialkylammonium and the carbox-
ylate moieties (vide inf ra), both potentially interacting with the
NC surface (Figure 1B). After the NC isolation following the
removal of the supernatant solution from the first centrifuga-
tion, the precipitated fluorescent NCs resulted in being
insoluble in hexane, allowing us to design a washing protocol
without employing aggressive polar solvents (methyl acetate,

methanol, or acetone). The purification of NCs was thus
carried out by washing them twice with hexane, before the final
dispersion in DCM, as described in Figure 1C.
To rationalize this unconventional behavior, we synthesized

a batch of CsPbBr3 NCs under the same reaction conditions
except for the use of 1-bromooctane (BO) as the additional
bromide source in the substitution of BOA, therefore excluding
the formation of the zwitterionic ligand (Scheme S2).28 As
predictable, the obtained fluorescent material directly isolated
from the reaction mixture after the centrifugation resulted in
being colloidally dispersible in hexane. Therefore, the different
behavior exhibited by CsPbBr3 NCs in terms of colloidal
stability/instability in relation to the employed dispersing
medium can only be ascribed to the presence of the
zwitterionic ligand.
To ascertain the role of the zwitterion in the surface

passivation, we investigated the surface chemistry of our
bifunctional ligand-modified CsPbBr3 NCs by nuclear
magnetic resonance (1H NMR) analyses. As shown in Figure
2A, the full 1H NMR spectrum of an aliquot of the reaction
mixture produced before cesium injection and dissolved in
CDCl3 was compared to the spectra of the pristine ligands
(OLAm and BOA). The comparison evidenced the complete
conversion of BOA during the incubation period, as confirmed
by the disappearance of the proton signals attributable to its
peculiar −CH2Br functionality (Figure 2A; Supporting
Information for details). This observation implies the evolution
of new organic species (not containing the −CH2Br
functionality), which simultaneously generate bromide ions
in the reaction mixture (Figures S1 and S2).
The 1H NMR spectrum of purified CsPbBr3 NCs clearly

evidence a different composition of the organic shell with
respect to the pristine ligands (Figure 2B). The most striking
aspect is the absence of other contaminants, including the
residual reaction solvent (ODE), and only two washing cycles
with hexane are needed to remove all contaminant species
weakly bound to the NC surface.
To reveal the nature of the organic species bound to the

surface of our NCs and rationalize the peculiar behavior of

Figure 1. (A) Schematic representation of the synthetic approach for the obtainment of CsPbBr3 NCs. (B) The reaction involving the pristine
surfactants and leading to the formation of the zwitterionic ligand, which occurs during the incubation stage before cesium introduction. (C)
Schematization of the purification steps of the CsPbBr3 NCs upon removal of the supernatant from the first centrifugation, involving hexane as the
washing solvent and DCM as the medium for storing the purified NCs dispersion.

Nano Letters pubs.acs.org/NanoLett Letter

https://doi.org/10.1021/acs.nanolett.2c00937
Nano Lett. 2022, 22, 4437−4444
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Figure 2. (A) Comparison between the full 1H NMR spectra (CDCl3) of oleylamine (OLAm), 8-bromooctanoic (BOA), and of the reaction
mixture composed of PbBr2/OLAm/BOA (1/16/8 molar ratio) kept at 160 °C for 1 h in octadecene (ODE). The signals marked with an asterisk
are attributable to the lactone byproduct (Scheme S1). (B) Comparison between the full 1H NMR spectra (CDCl3) of the purified CsPbBr3 NCs
and of the pristine ligands. (C) Expansion of the 1H NMR spectral region containing the diagnostic signals of the pristine ligands (OLAm and
BOA), of the reaction mixture after the incubation time, and of the purified CsPbBr3 NCs. (D) 2D-NOESY spectrum of the purified CsPbBr3 NCs
recorded in CDCl3. (E) Comparison between the FT-IR spectra (KBr) of ODE, OLAm, BOA, and the purified CsPbBr3 NCs. (F) Schematization
of the passivation mode (adsorption) at the NCs CsBr-rich surface involving the zwitterionic ligand formed during the incubation stage.

Nano Letters pubs.acs.org/NanoLett Letter

https://doi.org/10.1021/acs.nanolett.2c00937
Nano Lett. 2022, 22, 4437−4444
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bottom layers were fixed to their bulk-like positions, while the first layer and the 

adsorbed molecule were allowed to relax. Our relaxed structures present 

maximum forces acting on each atom below 0.05 eV/Å. We used the relaxed 

structures obtained in the smallest cell for single point calculations in the larger 

cell and cluster calculations. To account for the solvent effect with the MPE 

approach, we used non-periodic clusters containing atoms from a 4L 3.5×2.5 

supercell rotated 45° (Figure 5.1.2e). In particular, we used the PBE26,27 

exchange-correlation functional, including Tkatchenko–Scheffler (TS) 

correction41 accounting for van der Waals dispersion forces, as implemented in 

the Fritz Haber Institute ab initio molecular simulations (FHI-aims) code.75 In 

the FHI-aims framework, we employed the light-tier1 basis set of NAO for each 

atom. For the self-consistency of the electron density, we employed a total 

energy criterion of 1×10-6 eV. 

 

 
Figure 5.1.2: Structural models of (a) Zwitterionic molecule, (b) primary amine, (c) 5L 

2x2 supercell slab of the CsPbBr3 (010) surface, used for high Θ periodic calculations 

in vacuum (d) 4L 4x4 supercell slab of the CsPbBr3 (010) surface, used for low Θ 

periodic calculations in vacuum (e) 4L cluster of the CsPbBr3 (010) surface used for low 

Θ non-periodic calculations in vacuum, hexane and DCM. Color legend: C (green), H 

(light pink), O (red), N (light blue), Cs (turquoise), Pb (grey) and Br (brown). 
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Zwitterionic ligand at stoichiometric CsPbBr2 interface. To unveil the 

adhesion feature of the synthesized ligand, we explored the interaction between 

ligand and stoichiometric perovskite surface by considering all possible 

bidentate and monodentate binding modes. The former, given by the synergistic 

interaction between the carboxylate (COO) and dialkylammonium (NH2) 

functions, is called COO+NH2. Meanwhile, monodentate modes through one of 

them are named COO or NH2 from the anchoring group. Concerning the COO-

binding, on one hand, we also examined a chelating mode in which the 

zwitterionic molecule is perpendicularly arranged to the NC surface and bound 

through the two oxygens of the carboxylate group to the cesium atom, denoted 

as COO(Bi). On the other, the possible opening of zwitterionic mode COO+NH2 

with extraction of Br anion gives the configuration COO(NH2Br), where the NH2 

group binds the Br− far from the surface. Finally, we investigated, for 

comparison, the anchoring mode of a suitable alkylammonium ligand modelling 

the OLAm surfactant (Figure 5.1.2b), denoted as NH3. The carboxylate group 

was introduced to formally preserve charge neutrality. For all these interactions 

modes featured in Figure 5.1.3, we computed the binding energy as: 

Eb = Esurf-lig – Esurf  – Elig         (5.1.1) 

where Esurf-lig, Esurf and Elig are the total energies of, respectively, the ligand 

adsorbed on (010)-CsPbBr3 surface, the pristine perovskite surface, and the 

isolated molecule.  

Analysis of the binding energies by periodic DFT (Table 5.1.1) reveals strong 

adhesion of the bidentate zwitterionic ligand to the ideal CsPbBr3 surface, mainly 

at high coverage (Θ). In particular, the bidentate mode COO+NH2 is significantly 

more stable at both low and high Θ than the NH3 binding and corresponding open 

configuration modes, in which binding occurs through only the carboxylate 

group via monodentate, COO, or chelated, COO(Bi) anchoring. This can be 

ascribed to the shorter binding distances between the COO group and surface Cs 
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cations (Figure 5.1.3a,b), exactly from ~3.0 Å in COO/COO(Bi) to ~2.8 Å  in 

COO+NH2. Although, monodentate binding with the dialkylammonium group, 

NH2, is not stable at high Θ and relaxes to the COO+NH2 bidentate mode 

configurations; at low Θ this configuration is quite less stable than COO+ NH2. 

Finally, the lower energies of the opened zwitterionic binding (COO(NH2Br) 

highlight the doubtful formation of Br anion extraction. 

 

 
Figure 5.1.3 Optimized anchoring modes of zwitterionic molecule adsorbed on CsPbBr3 

stoichiometric surface. Color code: as Figure 5.1.2, distances O-Cs (red), NH2-Br (blue). 

Table 5.1.1 Computed binding energies (Eb) for all anchoring configurations of the 

zwitterionic molecule on CsPbBr3 stoichiometric surface at different coverages (Θ) and 

dielectric media. 

 

 

To unveil the effect of solvents on monodentate/bidentate binding modes, we 

considered the DCM and hexane implicit solvents via the cluster approach. First, 

NH3COO(NH2Br)COO(Bi)NH2COOCOO+NH2Eb (eV)

-1.10-1.48-0.61Unstable-1.55-4.04High Θ
2x2 Supercell, Vacuum

-1.31-0.31-2.25-2.87-1.43-2.94Low Θ
4x4 Supercell, Vacuum

-1.73-2.40-1.24-2.40-1.74-3.40Low Θ
Cluster, Vacuum

-1.97-164-0.86-1.64-1.16-3.30Low Θ
Cluster, Hexane

-0.49-0.53-0.32-0.53-0.41-3.81Low Θ
Cluster, DCM



 

 145 

to validate this approach we computed the Eb in vacuum (Cluster, vacuum). The 

resulting Eb and energy trend for the aforementioned configurations are close to 

periodic DFT values at low Θ, validating our approach. The vacuum energy trend 

is unchanged in both solvents of different polarities. Nevertheless, we obtained 

a strong binding energy (Eb = −3.81 eV) for the zwitterionic ligand in the 

COO+NH2 binding mode to this perovskite surface in DCM at low Θ, which 

explains the remarkable stability of the purified CsPbBr3 NCs in such medium. 

Plus, the less stable, but strong interaction, in hexane accounts for the removal 

of other possible passivating agents during the washing stages of the NCs. 

Zwitterionic ligand at defective CsPbBr2 interface. We also investigated the 

effect of surface point defects. Defective CsPbBr3 surfaces were generated by 

removing one Cs and one Br atoms from the first exposed layer. In this case, both 

surface and subsurface layers were relaxed together with the molecule during 

geometry optimizations. Analysis of Eb (Table 5.1.2) reveals that defects favour 

the bidentate anchoring of the zwitterionic ligand (Def-COO+NH2 in Figure 

5.1.4), stable in both DCM (Eb = −5.37 eV) and hexane (Eb = −4.44 eV). 

Furthermore, efficient passivation of the NC defective surface is given by a 

different bidentate binding mode, denoted as Def-COO+NH2(CH2) in Figure 

5.1.4, thanks to the fill of the Cs+ vacancy by a methylene group of the aliphatic 

chain and hydrogen bonds between the dialkylammonium group and the adjacent 

Br atoms. As for the stoichiometric surface, on one hand, the opening of 

zwitterionic specie with Br− extraction is not favourite. On the other, the 

monodentate binding mode (Def-NH2) evolves at high Θ to the bidentate mode 

with the dialkylammonium and the carboxylate moieties saturating Cs+ and Br− 

vacancies, respectively, while it is stable at low Θ, mainly in hexane (Eb = −5.67 

eV). This zwitterionic ligand in Def-NH2 binding mode provides a polar 

surrounding to the NC surface due to the peripheral carboxylate group and could 

be held responsible for the NC insolubility in hexane. 
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Figure 5.1.4 Side and top views of the optimized zwitterionic molecule adsorbed on 

CsPbBr3 defective surfaces. Color code: as in Figure 5.1.3 

Table 5.1.2 Computed binding energies (Eb) for all configurations of the zwitterionic 

molecule on CsPbBr3 defective surface at different coverages (Θ) and dielectric media. 

 
 

To sum up, our theoretical studies reinforced the observation of higher NC 

stability derived by efficient bidentate adhesion of the zwitterionic ligand on the 

perovskite surfaces, underlying the effect of solvents. Overall, these findings 

suggest our approach based on modelling large clusters in implicit solvent as a 

reliable computational strategy to account for the solvent effect.  

Reprinted with permission from Nano Lett. 2022, 22, 11, 4437–4444. Copyright 

2022 American Chemical Society.  
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5.2 Unveil Structure and Electronic Features of SPIRO/Triple Cation 

Perovskite Interfaces.  

 

Introduction. Understanding the main parameters influencing the charge 

dynamics at perovskite/CTL interfaces is crucial to design materials and devices 

with improved efficiency.9,15,225,226,240 Generally, charge recombination can occur 

via different pathways at different time scales. Experiments estimated that charge 

recombination events occur on the nanosecond time scales, while charge 

extraction at interfaces spans a wide range from sub-femtosecond to 

nanosecond.226,227,233,234,240–242 The coexistence of different phenomena lead to 

difficult interpretation of experimental data, so that computational simulations 

can be helpful to disentangle timescales of each process and rationalize the 

underlying mechanism from both structural and electronic point of view. On one 

hand, the band alignment between perovskite and CTLs can represent the 

thermodynamic driving force for hole/electron extraction from the perovskite to 

the ETL/HTL.226 On the other, unless the expensive AIMD approach243, one can 

estimate the electron injection time via a simple donor-acceptor model, based on 

the projection-operator diabatization (POD) approach.244–247 Such a method 

consists in partitioning the Kohn-Sham (or Fock) matrix of the interacting 

system, expressed in orthonormal basis (𝐻Æ), into a donor (D) and an acceptor (A) 

part, and separately diagonalizing of this matrix blocks, as following: 

𝐻Æ =

⎝

⎜
⎜
⎛

𝜀V,+ ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜀V,%

𝐻ÆVK

𝐻ÆKV
𝜀K,+ ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜀K,%⎠

⎟
⎟
⎞

          (5.2.1) 
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where 𝜀V and 𝜀K are one-electron energies of donor and acceptor localized 

diabatic states, respectively, while the off-diagonal blocks (HÆ§¨, HÆ¨§), with 

elements |𝑉>Y|, denote the relative donor-acceptor couplings.  

This approach is successfully employed to unveil the ET mechanism at the MAPI 

interface with the most used ETL, the TiO2.246 In this framework, we employed 

this scheme, as implemented by Futera et al.245 in the CP2K software,219 to 

investigate the hole injection dynamics at the interfaces between MAPI and triple 

cation Cs0.05(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3 perovskites with one of the state-of-

the-art HTL, the Spiro-OMeTAD (SPIRO). Meanwhile, SPIRO/MAPI interfaces 

have been widely characterized235,248,249, to the best of our knowledge, this is the 

first complete structural and electronic characterization of SPIRO/triple cation 

perovskite interfaces. In particular, we assessed the role of both A cation halide 

(AX) and the lead halide (PbX2) surface type terminations, and the effect of Cs 

atoms on the topmost layer.  

Models & computational details. The computational cell of the perovskite 

MAPI3 and Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 consists of 100 APbX3 units 

(Figure 5.2.1a). This supercell was built by scaling back the 

Cs8FA88MA12Pb103Cd5I269Br55 model (108 f.u.) reported by Saidaminov250, where 

FA/Cs/MA and I/Br are distributed randomly, and the orientation of the organic 

cations is determined after NVT molecular dynamics simulations. The lattice 

constants of optimized bulk structures increase of ~1Å putting in the larger 

formammidium (FA) and Cs cations. Concerning the electronic structure, the 

projected density of state (pDOS) are reported in Figure 5.2.1b. Valence (VB) 

and conduction band (CB) in both perovskites are given by I- and Pb2+ states, 

respectively. Furthermore, in agreement with literature231,232, the band gap of 

triple cation perovskite increases of ~0.09 eV with respect to the MAPI. 

Concerning the SPIRO/perovskite interfaces, we build up the structural models 

for the perovskite surfaces by cleaving the bulk structure with optimized lattice 



 

 149 

constants along the (010) plane and then introducing 25Å of a vacuum above the 

reoriented surface along the c direction (Figure 5.2.2). The resulting 8-layer slabs 

preserve the stoichiometry of the parent bulk. For adsorption purposes, we 

considered both AX- and PbX2- type terminations. Since the cation composition 

differs within each AX layer due to the random cation distribution, we considered 

two kinds of AX terminations: one exposing Cs, MA, and FA (CsFAMAX 

surface) and one exposing only the majority MA and FA cations (FAMAX 

surface). For the same reason, two PbX2 – terminations can be distinguished 

based on the presence of Cs in the subsurface layer. PbX2 – terminated perovskite 

surface without and with subsurface Cs are indicated as PbX2 and PbX2(Cs) in 

Figure 5.2.2, respectively. The inclusion of Cs in the surface/subsurface allows 

to dissect the direct/indirect role of Cs in the adsorption event for AX/PbX2 

termination. Isolated SPIRO (Figure 5.2.2b) was computed in a 30 Å x 30 Å x 

30 Å unit cell. During geometry optimizations involving the perovskite surface, 

atoms of the bottom layers were fixed to their bulk-like positions, while the first 

layer and the adsorbed molecule were allowed to relax without symmetry 

constraints. Our relaxed structures present maximum forces acting on each atom 

below 0.05 eV/Å. Due to large dimensions of the bulk and the surfaces, the 

gamma point (1×1×1) k-point sampling scheme was applied for all calculations. 

To optimize bulk structure and spiro/perovskite interfaces, the computational 

details for our periodic DFT calculations are the same in section 5.1, employing 

the PBE functional with TS correction.26,27,41 To investigate the hole injection 

dynamics at the interfaces between MAPI and triple cation Cs0.05 

(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 perovskite with SPIRO, we computed the donor-

acceptor couplings at HSE06-D3BJ31  level of theory, as implemented in 

CP2K.219 We evaluated the spectral function as: 

Γ'(𝐸) = 2𝜋	 ∑ |𝑉'@|,𝛿(𝐸 − 𝜀@)@     (5.2.2) 

where 𝑉'@ the electronic coupling matrix element between the diabatic donor n 

state and the acceptor m state of the perovskite valence band, with energy 𝜀@.  
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Figure 5.2.1 (a) Optimized structures and (b) projected density of states (pDOS) at PBE-

TS level of theory of perovskite MAPI (top) and Cs0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3 

(bottom) bulk. Atomic color code: Color code: Cs (cyan), Br(magenta), I (violet), Pb 

(gray), C (green), H (pink), N (blue). pDOS color code: Cs (cyan), Br(magenta), I 

(violet), Pb (gray), MA/FA (green). 

 
Figure 5.2.2 (a) Slab models of the surfaces considered for SPIRO adsorption on MAPI: 

MAI, PbI2 and on triple cation FAMAX, PbX2 (Cs) and CsFAMAX, PbX2. (b). Structure 

of Spiro-OMeTAD (SPIRO). Color code as in Figure 5.2.1, NSpiro (light blue), O (red).  
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Structural and energetic characterization of SPIRO/perovskites interfaces. 

Relaxed optimized structures of SPIRO at interfaces with MAPI and triple cation 

Cs0.05 (MA0.17FA0.83)0.95Pb(I0.83Br0.17)3 perovskite surfaces are featured in Figure 

5.2.3a. Binding energies (Eb) are computed at HSE06-TS level of theory on PBE-

TS geometries as follows: 

Eb = ESurf/HTL – ESurf – EHTL           (5.2.3) 

where ESurf/HTL, Esurf and EHTL are the energies for each SPIRO/perovskite 

interface, pristine surfaces, and isolated SPIRO, respectively. The exact values 

of binding energies are reported in Table 5.2.1, while the overall trend is 

displayed in Figure 5.2.3b with a further decomposition as follows:  

Eb = Ea + EdM + EdS         (5.2.4) 

Ea = (ESurf/HTM – ESurf* - EHTM*)  EdM = (EHTM*-EHTM)  EdM =(ESurf*-ESurf) (5.2.5) 

where Ea, EdM and EdS are the adhesion energy, the distortion energy of SPIRO 

and the distortion energy of the perovskite surface, respectively. Ea is calculated 

from the energy of the fully relaxed interface (Esurf/HTL) and the energies of 

SPIRO, and the surface distorted at the interface geometry (EHTL* and ESurf*, 

respectively). Ea thus portrays the pure electronic interaction between SPIRO and 

the surface. Distortion energies EdM and EdS are calculated as the difference 

between the energies of each system and the interface geometry and those at their 

fully relaxed state, and account for the penalty energy needed for each 

component to change conformation ahead of forming the interface.  

The SPIRO adsorption on the MAI surface is preferred for the MAPI, while it is 

strongly bonded to triple cation PbX2(Cs) surface. The Cs atom in subsurface 

layer stabilizes SPIRO/triple cation PbX2-interface of ~1eV. Similarly, Cs 

enhances SPIRO/triple cation AX-interfaces, when it is linked to a methoxy 

group of SPIRO (CsFAMAX(O-Cs) in Figure 5.2.3a). These findings suggest 

that the Cs atom has a significant rule in SPIRO/perovskite interaction.  
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Figure 5.2.3 (a) Lateral views of relaxed structures of SPIRO/perovskite interfaces 

considering AX- (top) or PbX2- (bottom) type terminations of MAPI and triple cation 

perovskite with the charge density (CD) difference plots (electron gain (yellow), electron 

loss (cyan); isosurface value 0.001 a.u.). (b) Decompositions of binding energies of 

SPIRO on surfaces with AX- or PbX2- type terminations with different compositions at 

HSE06-TS level of theory. Color code: as in Figure 5.2.1. Graphic color code: Eb (black), 

Ea (green), EdS (red), EdM (orange). 
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The further energetic analysis (Figure 5.2.3b) reveals that adhesion energy (Ea) 

is the dominant term of Eb for both perovskites and all surface terminations, while 

surface and molecular distortion energies (EdS and EdM) are overall low and 

present an opposite trend with regard to Eb. Thus, the favourite adsorption of 

SPIRO at perovskites interfaces can be ascribed to a strong electronic interaction 

of SPIRO with perovskite surfaces, also confirmed by charge difference (CD) 

plots (Figure 5.2.3a) 

 

Table 5.2.1 Binding energies (Eb) at HSE06-TS level of theory of SPIRO/perovskite 

interfaces with AX- or PbX2- type terminations with different compositions, and mean 

distances along z-axis between SPIRO and surfaces first layer eq 5.2.6 (�̅�(5/)6"75%68),1). 

 

 
Figure 5.2.4 Graphical representation of layers that define 𝑧5̅%68 and �̅�5/)6" 

 

To unveil the binding/adhesion energies trend, we also analysed the mean 

distances along z-axis between SPIRO and surfaces first layer ( �̅�(LM*5)&Lq5X),¥), 

defined as following: 
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�̅�(LM*5)&Lq5X),¥ = 𝑧L̅M*5)	 − 𝑧L̅q5X   (5.2.6) 

where 𝑧L̅M*5)	and  𝑧L̅q5X	 are the mean values of atomic positions along z-axis of 

SPIRO atoms included in a layer of 1Å thick closer to surfaces, and of topmost 

surfaces layer (atoms in the 1L) (Figure 5.2.4), respectively. Resulting values in 

Table 5.2.1 reveals that more stable SPIRO/perovskites interfaces (more 

negative binding energies) exhibit the low distances. Thus, this parameter, 

�̅�(LM*5)&Lq5X),¥, can be correlated to the high interaction between HTM and 

perovskite. Furthermore, structural analysis of molecule-surface distances 

(Figure 5.2.5a) reveals that the functional groups -OCH3 define the main 

interactions between SPIRO and surface terminations, as already known.235,248,249 

In both perovskite materials, the methoxy-oxygen atoms are mainly bound to the 

topmost layer MA/FA/Cs and Pb cations of AX- and PbX2-type surface 

termination, respectively. On one hand, for the AX-type composition, the 

SPIRO/CsMAFAX interaction (CsMAFAX(O-Cs)) presents a bond length 

between Cs and methoxy O atoms of ~3.25Å, that is the typical coordination 

distances between Cs and O.251 On the other, for the PbX2-type surfaces the most 

stable interface SPIRO/PbX2(Cs) shows shorter O-Pb distances (~2.8 Å). 

Therefore, the further stabilization occurring in the PbX2(Cs) and CsMAFAX 

interfaces of triple cation perovskite can rely on the stronger O-Pb and O-Cs 

interactions, respectively. Concerning the distortion energies, the most stable 

interface, the SPIRO/PbX2(Cs), has also the higher EdS and EdM. At both 

perovskite interfaces, the SPIRO undergoes a slight reorganization, with a 

variation of 2° and 4° for the angles of the main fluorene moiety and the lateral 

methoxyphenyl chains, respectively, compared to the value in the free SPIRO 

molecule (Figure 5.2.5b). These structural variations occur with a slight 

elongation of the methoxy CH3-O bond of ~0.02/0.03 Å at the most stable 

SPIRO/PbX2(Cs) interface (Figure 5.2.5c). Meanwhile, the perovskite surfaces 

undergo a reorganization of MA/FA cations on the topmost layers (Figure 5.2.6). 
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Figure 5.2.5 (a) Main bond distances between SPIRO and surfaces. Structural variation 

of SPIRO bond length and angle in main fluorene moiety (b) and lateral groups (c). Color 

code: as in Figure 5.2.1. The violet and blues boxes in b and c indicate residues toward 

the surfaces. 

 

 



 

 156 

 

Figure 5.2.6 Main structural variations of perovskite surface topmost layers. Color 

code: Pristine surfaces (light color) with MAFA (light blue), SPIRO/surfaces interfaces 

(dark color) with MA/FA (orange). 

 

Electronic features of SPIRO/perovskites interfaces. The electronic 

properties of the investigated SPIRO/perovskite interfaces were also analysed in 

terms of their projected Density of States (pDOS) at HSE06 level of theory. 

Comparison of the pDOS by means of FHI-aims and CP2K programs (Figure 

5.2.7) showed no significant difference, so that hereafter we employed CP2K for 

the whole electronic analysis, from pDOS to POD approach. The pDOS allows 

to evaluate the energy difference of the HTM HOMO and the VB of perovskite, 

index of the thermodynamic driving force for hole extraction. In a performant 

HTL, the HOMO should be higher in energy than the perovskite VB for an 

effective hole extraction. The pDOS in Figure 5.2.7 reveal that the SPIRO 

presents a very similar electronic behaviour for all the analysed terminations and 

compositions, with its HOMO well above the perovskite VB, in particular for the 

PbX2 termination. Thus, all the considered interfaces possess the required 

features for hole extraction.  
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Figure 5.2.7 pDOS of SPIRO/perovskite interfaces computed by FHI-AIMs (HSE06-TS) 

(right) and CP2K (HSE06-D3BJ) (left) programs. Color code: MAPI surface (violet), 

triple cation surfaces (light blue), SPIRO (orange). 
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Figure 5.2.8 (a) Isolated SPIRO pDOS at PBE-D3BJ and HSE06-D3BJ level of theory 

and molecular orbitals: HOMO, HOMO-1 and LUMO. (b) HOMO and HOMO-1 with 

respective HSE06-D3BJ energies of SPIRO at perovskite interfaces with AX- (left) and 

PbX2- (right) type terminations. Color code: Figure 5.2.1 
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According to further analysis of the SPIRO molecular orbitals (MOs) in Figure 

5.2.8, the degeneracy of HOMO and HOMO-1 in the isolated SPIRO molecule 

(Figure 5.2.8a) is absent at most interfaces. These two molecular orbitals at 

perovskite interfaces are differently oriented with respect to the surfaces. The 

HOMOs point to the vacuum, while the HOMO-1 to the surfaces. This different 

orientation increases the energy difference between HOMO and HOMO-1 from 

0.04 eV in the free molecule to ~ 0.25/0.3 eV at MAI, PbI2, MAFAX, and 

PbX2(Cs) interfaces.  The PbX2 and CsFAMAX (O-Cs) terminations show, 

indeed, an opposite orientation of these SPIRO MOs and a smaller splitting (DE 

~0.07/0.09 eV, respectively). At these interfaces, the HOMO is oriented toward 

the surface, but the HOMO-1 is localized on methoxy O atom strongly bound to 

Pb and Cs atoms, respectively for PbX2 and CsFAMAX (O-Cs) terminations. 

Therefore, both HOMO and HOMO-1 show a great interaction with perovskite 

surface due to orientation and molecular localization, respectively, decreasing 

the splitting effect. Overall, according to our calculations, the nature of SPIRO 

HOMO/HOMO-1 splitting could be ascribed to the different interactions with 

the perovskite surfaces. 

Charge transfer via POD approach. Motivated by Mos analysis, we 

considered both HOMO and HOMO-1 to investigate the hole injection dynamics 

at the interfaces between MAPI and triple cation Cs0.05 

(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3 perovskites. In the framework of the simple 

donor-acceptor model 244,245, these two MOs are the donor state, while the 

acceptor states are the perovskite VB. To reduce the computational cost, we 

considered the first two layers of perovskites as the acceptor. Figure 5.2.9 

features an overview of the computed spectral function and coupling matrix 

elements |𝑉>Y| between the donor (the SPIRO MOs) and a wide range of 

perovskite VB with respective atomic projected DOS of SPIRO and first two 

layers of perovskites at HSE06-D3BJ level of theory. The energies of the SPIRO 

state (EHOMO/HOMO-1) are indicated by red lines.  
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Figure 5.2.9 HSE06-D3BJ computed spectral function (𝛤(E)) and coupling matrix 

elements |𝑉;.|  between donor (the SPIRO HOMO and HOMO-1) and a wide range of 

perovskite VB (left) with respective pDOS (right) of SPIRO and first two layers of 

perovskites. The energies of the SPIRO state (EHOMO/HOMO-1) are indicated by red lines. 

From top to bottom: AX-type termination (MAI, FAMAX, CsFAMAX, CsFAMAX(O-Cs)), 

PbX2-type termination (PbI2, PbX2, PbX2(Cs)).  
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We found a stronger coupling between both SPIRO MOs and inner states of 

perovskites VB for the AX-type terminations (between -9 and -6 eV), while with 

the higher VB energy states of PbX2-type terminations (between -1 and -4 eV). 

The participation of inner states is also suggested by experiments.234 Comparison 

of the pDOS and |𝑉>Y| plots reveals that the stronger coupling occurs where the 

VB state consisted mostly of MA/FA/Cs orbitals and of Pb/I orbitals, 

respectively for the AX- and PbX2-type composition. Thus, these results 

highlight that there is a major probability of charge transfer to perovskites VB 

states given by a major contribution of the atoms, that have the main interactions 

with the SPIRO methoxy CH3-O atom, with a direct role of Cs states in the Cs-

exposing surface.  

The hole injection time (τ), computed via the relation with the spectral function 

(τ = ħ/Γ), are reported in Table 5.2.2. The resulting times fall in the range 

reported for hole extraction from SPIRO at perovskite interfaces, that span the 

experimental TPL time scale from sub-femtosecond to 

nanosecond.226,227,233,234,240–242 

 

Table 5.2.2. Hole injection time (τ) in ps between SPIRO HOMO and HOMO-1 and VB 

perovskite interfaces with AX- or PbX2- type terminations with different compositions.  
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According to our results, the τ drop ~10 ps when moving from SPIRO HOMO 

to HOMO-1 coupling with MAI, FAMAX, CsFAMAX(OCs), PbI2 and 

PbX2(Cs) surfaces, while HOMO hole injection is ~26 ps lower than HOMO-1 

for PbI2 and FAMAX surfaces. This trend could be ascribed to SPIRO 

HOMO/HOMO-1 orientation and interaction with the different perovskite 

surfaces (Figure 5.2.8). Comparison of times with MOs orientation highlights 

that hole injection is faster from MOs oriented toward the surface, generally 

HOMO-1, and HOMO for the PbX2 surface. Meanwhile, both SPIRO/triple 

cation interfaces with Cs on topmost layer show different behaviour. Both 

computed τ are lower for MOs oriented toward the vacuum, exactly HOMO and 

HOMO-1 of CsFAMAX and CsFAMAX (O-Cs) interfaces, respectively. 

Despite the MOs orientation, these SPIRO MOs are localized on terminal 

methoxy CH3-O atom, lying closer to the surfaces and bonding to Cs at 

CsFAMAX and CsFAMAX (O-Cs) systems, respectively (Figure 5.2.10). Strong 

correlations with perovskite VB are thus established. 

 

 

Figure 5.2.10 SPIRO molecular orbitals at CsFAMAX and CsFAMAX(O-Cs) interfaces. 
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Considering the stronger MOs coupled to VB for each interface, the terminations 

with no Cs in the topmost layer and the PbI2 surface have a τ of ~5 ps, while the 

less stable SPIRO/FAMAX interfaces have the lowest hole injection time of 

~1.65 ps. A quite similar τ is found for the SPIRO/MAI interfaces (~1.8 ps) and 

only ~1ps faster than the charge transfer at the most stable triple cation interfaces, 

the CsFAMAX(O-Cs) and PbX2(Cs) (2.50 ps and 2.69 ps, respectively). These 

findings suggest that the hole injection can occur with similar time at both type 

of surface termination, the AX and PbX2, of triple cation perovskite. 

In conclusion, these results highlight perovskite interfaces can affect the energy 

difference between SPIRO HOMO and HOMO-1 and relative charge transfer. In 

particular, the Cs on the topmost layer atoms strengthen the SPIRO/perovskite 

interaction and decrease the hole injection time, which can involve the inner 

states of perovskites, as previously suggested.234 Furthermore, proposed 

computational strategy appears efficient to characterize the interfaces of 

harvesting materials. 

 

The manuscript reporting this case of study is under revision.  
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5.3 New HTLs for Perovskite Solar Cells. 

 

Introduction. Despite its advantages, the widely adopted Spiro-OMeTAD 

presents critical issues related to its cost, stability, and device lifetimes.225,249 

Thus, the community has commonly focused on the design of new HTLs.  

Engineering of HTL aims to facilitate the charge transport to the electrodes, 

block undesired back hole-electron injection, and to improve the crystallinity of 

the perovskite. A competitive substitute for the conventional SPIRO needs to 

increase also long-term stability of PSCs under ambient conditions, ensuring low 

cost, simple synthesis, and minimal damages. Only a thorough understanding of 

the complex phenomena that occur at the HTL/perovskite interfaces can offer 

new standards for the development of new HTLs for more stable PSCs. In this 

framework, by means of the periodic DFT approach, we provided structural, 

energetic, and electronic features of two new HTLs, named SCF1 and SCF2 

(Figure 5.3.1) at triple cation perovskite interfaces (Figure 5.2.2) and compared 

them with SPIRO. These HTLs were synthetized by the group of Professor Vivo 

at Tampere University (TAU). In particular, they were obtained by eliminating 

the orthogonal portion of the SPIRO scaffold to reduce the molecular distortion 

required for surface anchoring. They differ for the lateral functional groups: –

OCH3 or –CH3 for SCF1 and SCF2, respectively. These HTLs showed good 

thermal stability, hydrophobicity, and comparable hole mobility to undoped 

SPIRO. Additionally, the device employing SCF1 with Cs0.05(FA0.83 

MA0.17)0.95Pb(I0.83Br0.17)3 perovskite displayed a PCE of 13.9 % and exhibited a 

significantly extended shelf-lifetime and better stability compared to SPIRO. In 

the following section, we report our contribution to this case of study, while the 

whole work is object of a manuscript under revision. 
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Figure 5.3.1: Structure of SCF1 and SCF2. Color code: as in Figure 5.2.1 

 

Models & computational details. Models and computational details for our 

periodic DFT calculations are the same of section 5.2. 

DFT-characterization of SCF-HTMs vs SPIRO. As for SPIRO in section 5.2, 

we addressed all possible surface terminations of the triple cation perovskite for 

modeling the HTL/perovskite interactions (Figure 5.2.2). Minimum energy 

geometries are featured in Figure 5.3.2, with resulting binding energies (Eb, eq 

5.2.3) at HSE06-TS level of theory on PBE-TS geometries, and the mean 

distances along z axis ( �̅�(LM*5)&Lq5X),¥ eq. 5.2.6). To consistency, we started with 

all the HTL at similar distance from surfaces. In this way, we found different 

minima for SPIRO, which is far from surfaces with regards of section 5.2, and 

no O-Cs bound are found for CsFAMAX termination. This finding highlights the 

key rule of AIMD simulations to sample the potential energy surfaces of all 

possible HTLs/perovskites configurations. Due to dimension of these systems, 

metadynamics at DFTB level of theory49,53,217 can be helpful to reduce the 

computational cost, but to best of our knowledge Slater-Koster files for 

perovskite are not present. Thus, as future prospective, we suggest to 

development of a reliable parameter set and further analysis on these intricate 

interfaces. 
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Figure 5.3.2 Lateral views of minimum-energy structures HTL/triple cation perovskite 

interfaces considering AX or PbX2 terminations. Color code as Figure 5.2.2 

 

 
Figure 5.3.3 Decompositions of binding energies of HTMs SCF1, SCF2 and SPIRO on 

AX- or PbX2- surfaces with different compositions. 
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Nevertheless, according to the computed binding energies for the minima in 

Figure 5.3.2, also at these distances from surfaces, the HTL is strongly adsorbed 

on perovskite. In particular, we found that the SCF1 forms the most stable 

interface with the perovskite for all terminations and surface compositions, with 

binding energies stronger up to 0.4 eV with respect to SPIRO and SCF2. Between 

these two latter HTLs the SCF2/perovskite interactions are slightly more 

favorable. Overall, this SCF1 enhanced interactions with triple cation perovskite 

can promote the stability of the corresponding solar cells, as determined via 

experimental stability studies. To an in-depth understanding of this trend, as in 

section 5.2, we analyzed the contribution to Eb in terms of adhesion (Ea) and 

distortion energies (EdM and EdS). Again, the resulting values, plotted in Figure 

5.3.3, reveals that Ea is the dominant term. This energy is more negative for SCF1 

on all terminations explored, while the surface distortion energies (EdS) are 

overall low, especially those induced by SPIRO. Concerning the molecular 

distortion energies (EdM), SCF1 and SCF2 present a lower EdM than SPIRO, 

explaining the final trend of HTLs/perovskite stabilization: Eb(SCF1)< 

Eb(SCF2)< Eb(SPIRO). This behavior could rely on the presence of the 

orthogonal fragment in SPIRO that induce further molecular distortion in the 

surface anchoring, contrary to the SCF-HTMs.  

Concerning the different stability of the two SCFs-HTLs, the �̅�(LM*5)&Lq5X),¥ and 

detailed structural analysis in Figure 5.3.4 reveal that the SCF1 lies closer to 

perovskite surfaces and the functional groups -OCH3 define the main interactions 

between all HTLs and surface termination. Additionally, the CD plots in Figure 

5.3.5 shows a further interaction between fluorene-ring and MA/FA cation in the 

SCF1-FAMAX interface. Overall, the major number of -OCH3 terminal-

functional groups and further interaction via the main fluorene moiety can 

explain the most favorite anchoring of SCF1 with respect to SCF2. 
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Figure 5.3.4 Structural analysis of HTL/triple cation perovskite interfaces. Color code 

as Figure 5.2.2 

 
Figure 5.3.5. Charge difference (CD) plot computed at HSE06-TS level of theory of the 

most favorite SCF1, SCF2 and SPIRO interfaces: FAMAX or PbX2(Cs) terminations. 

Isodensity value: 0.005 a.u. Color code: as Figure 5.2.2, electron gain (yellow), electron 

loss (orange). 
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Figure 5.3.6: Projected density of states (pDOS) of Cs0.05(FA0.83 MA0.17)0.95Pb(I0.83Br0.17) 

(black line), SCF1 (solid dark green pattern), SCF2 (solid light green pattern) or Spiro-

OMeTAD (solid blue pattern) for HTM adsorption on the different terminations and 

compositions considered. The Fermi energy (EF) is set to zero. 

 

To estimate the thermodynamic driving force for hole extraction from the 

perovskite to the HTL, we also investigated the electronic behavior of 

HTM/perovskite interfaces through the projected Density of States (pDOS) 

(Figure 5.3.6). For all the perovskite surfaces terminations, the SCF-HTLs 

HOMO is well above the perovskite VB. Thus, SCF1 and SCF2 also possess the 

required features for hole extraction from triple cation perovskite.  

In conclusion, theoretical and experimental investigations of the SCF-

HTM/triple cation interface highlights the stability of these simplified HTLs, in 

particular of SCF1 which possesses the highest binding energies and suitable 

energy levels for charge extraction from the perovskite layer.  

This work, group of Professor Vivo (TAU), is object of an article accepted in 

Chemistry of Materials Journal.  
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FINAL REMARKS AND FUTURE PERSPECTIVES 

 

An atomistic perspective on complex materials and interfaces is becoming more 

and more crucial to enable the development and optimization of energy 

conversion devices so to enhance both stability and performance. Great efforts 

have been devoted to development and validation of reliable computational 

strategies to span and disentangle all the main physico-chemical processes, 

occurring at heterogeneous interfaces, and to design new materials for these 

devices. But to unveil the complex interfacial phenomena, several aspects in 

operando condition must not be neglected, and an in-depth understanding of 

interface reactivity can often require new strategies beyond the current state of 

the art. To this end, in this thesis, we have identified effective and straightforward 

computational approaches for several challenges on interface chemistry in the 

field of the main technologies for production and storage of clean renewable 

energy, considering next-generation batteries, perovskite solar cells and 

photoelectrochemical cells.  

Considering the case of Na ion uptake at anatase interfaces, we showed the 

promising application of the sawtooth potential to address electrochemical 

processes at electrode/electrolyte interface including the electric field effects for 

mimicking in operando condition. Moreover, the new insights achieved for the 

corrosive singlet oxygen release at cathode of Li-air battery and the first step of 

effective SEI formation by vinylene carbonate open-ring reduction at lithium 

metal anode, as also for the high oxygen evolution barrier at iridium oxide 

photoanode, provided the validation of embedded cluster approaches, from a 

simple electrostatic potential to the more complex density functional embedding 

theory (DFET), paving the route for further application of embedding strategies 

for challenges related to molecular reactivity at electrode interfaces.  
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Beyond the electric bias, the effect of the solvent medium is another variable to 

take into account to bridge the gap between atomistic simulations and lab 

experiments. Consistency between experimental proposed structure and our 

results from metadynamic simulations at the convenient DFTB level of theory 

for the water dynamic at anatase interfaces have proven this approach as reliable 

and cheap method to unveil the processes occurring at aqueous interfaces, e.g. 

water structure and reactivity at electrode surfaces, which are crucial in the 

context of photoelectrochemical cells for water splitting or CO2 photoreduction. 

Additionally, the ab-initio characterization of new zwitterionic ligand on 

perovskite CsPbBr3 has stronger up this experimental passivating strategy of 

harvesting materials, also highlighting the efficiency of the cluster approach with 

implicit solvent model to account for solvent effect.  

Overall, accounting experimental variables, e.g. electric field and solvent, we 

have demonstrated how the computational modelling can be helpful for 

interpretation of experimental data.  

Eventually, for the SPIRO/lead halide perovskite interfaces we have shown the 

potential of atomistic investigation to unveil the structure-function relationships 

and to provide new insights on complex physico-chemical processes, also helpful 

to design new materials, e.g. the proposed SCFs-HTLs. However, these cases of 

study have also highlighted the key role of molecular HTLs dynamics at 

perovskite interfaces.  

In conclusion, all the suggested atomistic strategies can be helpful to span several 

phenomena occurring at different time and space scales and to enhance the 

knowledge of fundamental physico-chemical processes at complex 

heterogeneous interfaces. Nevertheless, several issues need further investigation, 

such as the unveiling of whole mechanism for poly(VC) formation in lithium 

metal batteries SEI, the anatase efficiency as photocatalyst toward CO2 

reduction, the competitive oxo-oxo coupling as oxygen evolution reaction 
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mechanism at iridium oxide interfaces or sampling of all the possible 

configurations of molecular HTLs/perovskite interfaces for reliable 

characterization and design of new sunlight harvesting material. To advance the 

knowledge of these light-driven and electric processes toward a desired scale-up 

of these technologies, a future perspective is so to push forward the proposed 

computational tools, combining post-HF methods with the DFET to address 

reactivity at heterogeneous interfaces, metadynamic simulations with electric 

field for solvent dynamics at the electrode-electrolyte interface, and at DFTB 

level of theory for molecule/solid interfaces, dominated by dispersive 

interactions. The integration of all these computational tools will provide a new 

original look at the fundamental (photo-)electrochemical processes that we must 

control and optimize to take full advantage of all the renewable energies for a 

bright and sustainable economic development of our global society. 
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APPENDIX A 

 

We discuss, hereby, the cases of study, not focused on heterogeneous interfaces, 

carried out in the field of solar energy devices and catalysis. In particular, the 

following A1 section concerns new harvesting material based on antimony-based 

perovskite-inspired materials (Sb-PIMs), while in A2 section we present new 

luminescent solar concentrators (LSCs) based on molecular Ir(III) complexes. 

Finally, in A3 section we report an unexpected imidazole binding to 

DiRodium(II) complex, leading to a promising catalyst. All these studies are the 

result of a collaboration with the experimental groups of Professors Paola Vivo 

(Tampere University (TAU)), Andrea Pucci (University of Pisa) and Stefano 

Stagni (University of Bologna), and Antonello Merlino (University of Naples 

Federico II), respectively. For a full dissertation, we refer to the published works 

(A1 ref [252], A2 ref [253], A3 ref [254]).  
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A1. Efficient Mixed Organic-Inorganic Perovskite-Inspired Material for 

Indoor Photovoltaics 

 

Antimony-based perovskite-inspired materials (Sb-PIMs), with A3Sb2X9 

stoichiometry, have emerged as alternative harvesting materials for Pb- and Sn-

free solar cells.255 Beyond their optoelectronic properties, good intrinsic stability 

and low toxicity, Sb-PIMs materials have been particularly promising for indoor 

photovoltaics (IPVs) due to their bandgaps of ~2eV. 

Up to date, the most investigated Sb-PIM is the full inorganic Cs3Sb2I9, which 

presents two polymorphs: the 0D dimer and the 2D layered form.256,257 The 

former, easily synthesizable at low temperatures, is not ideal for photovoltaic 

applications due to indirect band gap and poor charge-carrier transport.258  

Meanwhile, the 2D polymorph enables effective charge transport across the 

layers and has a nearly direct bandgap.256,259–261 Unfortunately, it is 

thermodynamically stable typically at high temperatures.257,262 Therefore, 

researchers have recently focused on how to promote the suppression of the 0D 

phase and the formation of the 2D layered one, also motivated by the discovery 

of novel 2D Sb-PIM compositions suitable for IPVs.  

On one hand, the mix X-site, e.g. mix I/Cl anions, has shown to be a promising 

strategy to assure a 2D structure, without effect on the bandgap.262,263 On the 

other one, engineering the small A-site cation, such as in double A-site cation264 

and methylammonium (MA)-based Sb-PIMs265, has reported encouraging results 

in these materials performance. In this framework, we introduced for the first 

time a triple-cation Sb-based PIM, Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 (CsMAFA-Sb).  In 

particular, by means of theoretical and experimental tools, we investigated the 

structural and electronic features of the proposed CsMAFA-Sb, compared with 

the full inorganic Cs3Sb2I9 composition, and the double- and triple mixed A-site 

cations (Cs2.4 FA0.6Sb2I9, Cs2.4MA0.6Sb2I9, Cs2.4MA0.5FA0.1Sb2I9). Experimental 
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study, carried out by group of Professor Vivo, revealed that solar cells with 

CsMAFA-Sb material are more performant than the double-cation CsMA-Sb and 

CsFA-Sb.  

By means of periodic DFT approach, we analysed the effect of mix A cation and 

I/Cl anions on structural and electronic features.  Relaxed optimized structures 

of the inorganic 2D-layered Cs3Sb2I9 PIM and its hybrid organic–inorganic 

derivatives are featured in Figure A1.1. The first significative result is that all 

minimum-energy structures consist of 2D layer phase of Cs3Sb2I9 PIM. Detailed 

analysis of lattice constant and stacking between 2D layers (Table A1.1) revealed 

that the double-cation CsFA-Sb presents a lattice elongation of 0.25Å (~3%) 

along the a-axis, leading to high difference between the a and b lattice constants. 

These two lattice constants differ of only 0.08Å in the double cation CsMA-Sb 

PIM, accompanied indeed with an elongation of ~0.5% along the c-axis. 

Meanwhile, including both organic cation (FA/MA) and Cl-anion, the lattice 

parameters of inorganic PIMs are quite re-established. This structure also has 

unchanged stacking between SbI8 octahedra. 

 

 
Figure A1.1 Bulk structure and lattice parameters of the 2D- A3Sb2X9 PIMs with A=Cs, 

FA, MA and X=I, Cl. Color code: Cs (blue), Sb (red), I (teal), Cl (green), C (black), N 

(yellow), H (light pink). 

Cs2.4FA0.6Sb2I9Cs3Sb2I9 Cs2.4MA0.5FA0.1Sb2I9 Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5Cs2.4MA0.6Sb2I9

Cs

Sb
I 
Cl

C

N 

H

8.30 x 8.30 x 10.23 Å3 8.55 x 8.37 x 10.24 Å3 8.43 x 8.35 x 10.28 Å3 8.45 x 8.36 x 10.27 Å3 8.42 x 8.32 x 10.23 Å3
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Table A1.1 Lattice parameters, stacking between layers (d1 and d2 shown on the left) at 

PBE level of theory of the optimized 2D- A3Sb2X9 PIMs structure. Stacking between 

layers: d1 (magenta) and d2 (orange). 

 
 

To achieve a high device performance, one should require no effect of mix A and 

X cation on nature of nearly direct band Cs3Sb2I9 gap. On one hand, analysing 

the projected density of states (pDOS) (Figure A1.2), we found that the valence 

band mainly consists of the s–p interaction from the hybridization of Sb(5s) and 

I(5p) atomic orbitals, while the conduction band is given by the strong p–p 

interactions resulting from the overlap of I(5p)–Sb(5p). Plus, as the Cs-cations, 

the MA/FA cations give no direct contribution to the valence band maximum 

(VBM) and conduction band maximum (CBM). These findings are consistent 

with the electronic structure of the full-inorganic material.259,266 On the other, the 

band energy structures in Figure A1.3 highlight that all the mixed inorganic–

organic PIMs preserve the quasi-direct band gap. Plus, only the 

Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 composition shows a slight increase of ~0.1 eV (~5%) 

for both direct and indirect band gap, with also a decrease of difference between 

the two types of gaps (~0.04 eV). 

Overall, our DFT results highlight that the triple-cation 

Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 Sb-PIM shows both desired structural and electronic 

features: stable 2D layered phase, closer to the full inorganic material, and also 

nearly direct band gap, suitable for efficient indoor light-harvesting.  

2D-A3Sb2X9
Lattice parameters / f.u. (Å) Stacking (Å)
a b c d1 d2

Cs3 Sb2 I9 8.30 8.30 10.23 6.95 3.28
Cs2.4 FA0.6 Sb2 I9 8.55 8.37 10.24 6.93 3.31
Cs2.4 MA0.6 Sb2 I9 8.43 8.35 10.28 6.97 3.31
Cs2.4 MA0.5 FA0.1 Sb2 I9 8.45 8.36 10.27 6.96 3.31
Cs2.4 MA0.5 FA0.1 Sb2 I8.5 Cl0.5 8.42 8.32 10.24 6.94 3.29

d2
d1
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Figure A1.2 Projected density of states (pDOS) of the 2D- A3Sb2X9 PIMs with A = Cs, 

FA, MA and X = I, Cl. Color code left panel: Cs (blue), Sb (red), I (teal), Cl (green), 

MA/FA (black) (on left). Color code right panel: p-states Sb (red), s-states Sb (orange), 

p-states I (teal). 

 
Figure A1.3. Computed band structure of the full inorganic 2D-Cs3Sb2I9 PIMs (left 

panel) and 2D-A3Sb2X9 PIMs with A = Cs, FA, MA and X = I, Cl (right panel). The values 

of direct and indirect band gaps (green lines) are also reported. 
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To sum up, our theoretical and experimental characterization of CsMAFA-Sb 

highlights the suitable structural and electronic features and high performances 

of this PIM in solar cells, encouraging future design of harvesting material with 

low toxicity, high stability, and low defect density for high-performance IPVs. 

 

Computational Details: The hybrid organic-inorganic A3Sb2X9 PIM derivatives have 

been built up by a 2x2x4 supercell of full inorganic material (A=Cs and X=I) containing 

16 f.u. In this way, the resulting Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 supercell delivers the exact 

stoichiometry of the experimental structures (Figure A1.1). We have performed PBC-

DFT calculations employing the light-tier1 basis set of NAO for each atom, as 

implemented in the FHI-aims code.75 As self- consistency threshold for electron density 

convergence, a total energy criterion of 1 × 10−6 eV was employed. The PBE26,27 

exchange-correlation functional was employed for all geometry optimizations including 

the Tkatchenko–Scheffler (TS) correction41 accounting for van der Waals dispersion 

forces. Our relaxed structures present maximum forces acting on each atom below 0.02 

eV Å−1. For the Cs3Sb2I9, the Γ-centered (4×4×4) k-points sampling mesh had been used; 

these values ensure converged energies within 3 meV/f.u, while the (2×2×1) k-point 

scheme had been used for all the other structures. The mixed occupancy of Cs/MA/FA 

was simulated via the special quasi-random structure (SQS) approach as implemented in 

the Alloy Theoretic Automated Toolkit code.267,268 The special quasi-random structure 

(SQS) is a state-of-the-art method to study solid solutions with two or more components 

and allowed our models to properly account for the configurational entropy by achieving 

a mixed occupancy. Since the PBE functional usually underestimate the band energy gap, 

the HSE06 hybrid functional to calculate the projected density of states (pDOS) and the 

band energy structures on the PBE minimum-energy structures were employed. 

Reproduced [252] with permission from Wiley Online Library. 
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A2. New Iridium Complex as Colourless Luminescent Solar Concentrators. 

 

Luminescent solar concentrators (LSCs) can enhance the intensity of incident 

light in solar cells, also leading an increase of energy production.269,270 These 

technologies consist usually of homogeneous dispersion of organic dyes, e.g. 

red-emitting fluorophore, into a suitable, transparent polymeric matrix. In this 

framework, the luminescent Ir(III) cyclometalated complexes have emerged as a 

valid alternative to organic dyes. This latter would involve emission from only 

the singlet excited states, while the metal complexes can have both singlet and 

triplet emissive states. This feature can have a key role in development of 

polymer-based technologies as LSCs. 

To this aims, the groups of Professor Pucci and Stagni designed and prepared 

two new red-emitting Ir(III) tetrazole complexes [Ir(C^N)2(iQTZ-PPG)]+ with 

ppy (2-phenylpyridine) or npy (2-(naphthalen-2-yl)pyridine) as (C^N) ligand 

(iQTZ-PPG, here, is abbreviation for 1-(2-(prop-2-yn-1-yl)-2H-tetrazol-5-

yl)isoquinoline) (Figure A2.1a). These two complexes were then physically 

dispersed into different polymers, resulting in auspicious for the colorless LSCs 

development. In particular, photophysical characterizations highlight that the 

corresponding diluted solutions in dichloromethane (CH2Cl2) at 298 K display 

an absorption and red emission peak at λmax ~350 nm and ~600 nm, respectively 

(Figure A2.1b,c). Plus, the broad, unstructured shape of the emission profiles and 

susceptibility to dissolved dioxygen suggest the prevalent charge transfer (CT) 

nature and triplet multiplicity of the emissive excited states. 
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Scheme A2.1 a. Ir(III) complexes and relative acronyms employed in the work [..]. b. 

Absorption and c. normalized emission (λexc = 350 nm) profiles of [Ir(ppy)2(iQTZ-

PPG)]+ (black line) and [Ir(npy)2(iQTZ- PPG)]+ (blue line), CH2Cl2, 298 K.  

 

Atomistic investigation can support these experimental results, unveiling the 

electronic structures of the two proposed complexes. To this aim, we performed 

DFT and TD-DFT simulations including the implicit effect of solvent. 

Consistent with similar Ir(III) tetrazole complexes271–273, analysis of the 

molecular orbitals (MOs) of the ground electronic states revealed that both Ir(III) 

complexes show high-occupied MO (HOMO) levels mainly localized on the 

metal center and the cyclometalated ligands (ppy and spy), while only the lower-

unoccupied MO (LUMO) level is only given by π-conjugated system of the 

tetrazole ligand (iQTZ-PPG) (Figure A2.2).  

Concerning the vertical excitation energies for the spin-allowed electronic 

transitions (Table A2.1), we found that intense high-energy absorption bands 

consist of transitions on one ligand (LC), with λcal = 302/335 and 324/332 nm for 

[Ir(ppy)2(iQTZ-PPG)]+ and [Ir(npy)2(iQTZ-PPG)]+, respectively, in remarkable 

agreement with experimental data. In particular, these LC transitions mostly 

involve the (npy) ligands into [Ir(npy)2(iQTZ-PPG)]+, while in other complex, 

[Ir(ppy)2(iQTZ-PPG)]+, both (ppy) and (iQTZ-PPG). Otherwise, the lower 

energy bands beyond 400 nm are given by a metal-to-ligand (MLCT and ligand-

to-ligand (LLCT) transition.   
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technology of LSCs has been actively developed both by the side of ac-
ademic literature and by the one represented by research patents [9a-d]. 
The importance of LSCs is particularly evident in the photovoltaic 
context, where the combination of LSCs with solar cells leads to a sig-
nificant improvement of the energy production as the consequence of 
the enhancement of the intensity of the incident light. LSCs indeed 
consist of appropriate and transparent polymeric matrix in which 
luminescent dyes capable of absorbing the solar radiation and emitting 
light at lower wavelengths are homogeneously dispersed. Along with 
traditional LSCs, in which a dye is most often represented by a 
red-emitting fluorophore – typically, a highly conjugated organic 
molecule – colourless LSCs have gained an important role since they can 
be used as architectural windows for building integrated photovoltaics. 
Notwithstanding, this exciting approach has provided adequate optical 
efficiencies with a minor degree of colored tinting [10a-b], challenges 
are still open to compete with traditional visible absorbing LSC [11]. 
Since luminescent Ir(III) cyclometalated complexes meet most of the 
requirements needed to envisage their use in LSCs technology - i.e. 
brightly intense emissions tuneable over the whole range of the visible 
region, large Stokes shifts and excellent photostability, herein we 
describe the preparation and the characterization of the first examples of 
polymeric LSCs doped with Ir(III)-based phosphors. For this specific 
purpose, by taking advantage of our extensive studies on phosphores-
cent cyclometalated Ir(III) tetrazole complexes with general formula [Ir 
(C^N)2(N^N)]+ [12a-c], we have designed and prepared two new red 
emitting Ir(III) tetrazole complexes (Scheme 1) differing for the nature 
of the cyclometalating (C^N) ligand, while maintaining the same N^N 
tetrazole ancillary ligand. More specifically, the two new Ir(III) com-
pounds, abbreviated as [Ir(C^N)2(iQTZ-PPG)]þ, where (C^N) = ppy, 2 
phenylpyridine or npy = 2-(naphthalen-2-yl)pyridine and iQTZ-PPG =
1-(2-(prop-2-yn-1-yl)-2H-tetrazol-5-yl)isoquinoline (Scheme 1), were 
physically dispersed into different polymers and the performances of the 
corresponding LSCs materials were investigated, highlighting promising 
potential for the development of colourless LSCs. 

2. Results and discussions 

2.1. Synthesis and optical properties in solution 

The choice of using cationic Ir(III) tetrazole complexes such as [Ir 
(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ (Scheme 1) is 
explained in consideration of obtaining well soluble phosphors capable 
of providing red colored emission, a desirable requirement for the 
organic and lanthanoid-based emitters employed in the LSC technology 

[9a-d], [13]. Indeed, we have demonstrated how the decoration of the 
coordinated tetrazolato ring with various alkyl groups is a key factor to 
determine the consistent shift to lower energy of the emissions of the 
parent Ir(III)-tetrazolato complexes. In addition, the introduction of a 
pendant propargyl moiety (PPG), instead of the alkyl residues that we 
have considered so far was done to pave the way to further functional-
ization of the Ir(III) complexes, possibly resulting in their chemical 
anchoring to monomers [6] or to other organic chromophores. 

As depicted in Scheme 2, the synthetic strategy to the preparation of 
the Ir(III) complexes involved the preliminary formation of the tetrazole 
ligand iQTZ-PPG, which was accomplished by functionalization of the 
isoquinolyl tetrazole molecular scaffold (iQTZ) with a propargyl moiety 
(PPG). As previously observed for electrophilic additions on 5-aryl tet-
razoles and related complexes [12a-c], [14a-e], [15], the reaction of 
1-(1H-tetrazol-5-yl)isoquinoline (iQTZ-H) with a slight excess of prop-
argyl bromide (Scheme 2), led to the formation of the propargyl 
appended tetrazole iQTZ-PPG as a mixture of N-3 and N-4 substituted 
regioisomers (see Scheme 2 for atom numbering) [14d]. The steric 
hindrance exerted by the appended PPG group allows for an efficient 
chelate coordination only in the case of the N-3 regioisomer, in which 
both isoquinoline and substituted tetrazole rings can adopt the coplanar 
geometry that is essential to provide a stable chelate -type coordination 
to the Ir(III) metal ion. Once the undesired N-4 regioisomer was 
removed from the crude mixture of regioisomers, the reaction of 
iQTZ-PPG (N-3) with the appropriate dichloro-bridged iridium dimer [Ir 
(ppy)2-μ-Cl]2 or [Ir(npy)2-μ-Cl]2, provided the target complexes [Ir 
(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ (Scheme 2). The 
identity of each compound was deduced at first by Electron Spray 
Ionization Mass Spectroscopy (ESI-MS), which returned m/z signals 
compatible with the occurrence of the expected cationic complexes 
under the form of the corresponding hexafluorophosphate (PF6

−) salts 
(Figs. S9 and S10). The NMR characterization (1H and 13C, Fig. S5 – S8) 
of the new Ir(III) species provided results congruent with previously 
reported Ir(III)-tetrazole based complexes with the same C1 symmetry, 
[12a-c], [14a-d]. In addition, the chelate coordination of iQTZ-PPG as 
the N-3 regioisomer to the Ir(III) metal centre, was suggested by the 
typically downfield-shifted tetrazole carbon resonance (δ Ct), found in 
all cases at ca. 168 ppm (Figs. S5 and S7) [12a-c], [14a-d]. 

2.2. Photophysical and theoretical characterizations 

The absorption spectra of [Ir(ppy)2(iQTZ-PPG)]þ and [Ir 
(npy)2(iQTZ-PPG)]þ were obtained from the corresponding diluted 
(10−5 M) CH2Cl2 solutions at room temperature. For both Ir(III) com-
plexes (Table 1, Fig. 1, left, Fig. S11) the absorption profiles typically 
consisted of intense ligand centred (LC) transitions in the UV region, 
followed by weaker absorption features tailing beyond 400 nm. In 
agreement with our previous reports dealing with Ir(III) tetrazolato and 
Ir(III)-tetrazole complexes [12a-c], [14a-d], these latter transitions were 
assigned to the occurrence of ligand-to-ligand charge transfer (LLCT) 
and metal-to-ligand charge transfer (MLCT) processes. 

Upon photoexcitation (λexc = 350 nm) of the corresponding diluted 
solutions at 298 K, [Ir(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ- 
PPG)]þ displayed red emissions peaking at λmax = 630 and 650 nm 
respectively (Fig. 2, Figs. S12 and S15). In both cases, the broad and 
structureless shape of the emission profiles suggested the prevalent 
charge transfer (CT) nature of the emissive excited states. Further in 
support to this assignment was the pronounced rigidochromic blue shift 
displayed by each of the emission profiles upon passing from 298 to 77 K 
(Figs. S14 and S17). The emissions stemming from both [Ir 
(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ displayed marked 
sensitivity to dissolved dioxygen. Indeed, upon degassing, the solutions 
of the Ir(III) complexes in CH2Cl2 showed increased quantum yield (Φ), 
with a concomitant elongation of the excited states lifetimes (τ, Table 1). 
Therefore suggesting the triplet multiplicity of the emissive excited 
states. Taken together, these features are consistent with the minimum Scheme 1. Ir(III) complexes and relative acronyms employed in this work.  
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energy geometries and the electronic structures of [Ir(ppy)2(iQTZ- 
PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ, which were characterized by the 
means of DFT and TD-DFT calculations including the effect of the sol-
vent medium (i.e. CH2Cl2). In regards of the ground electronic state of 
the Ir(III) complexes, both systems displayed HOMO levels mainly 
centred on the transition metal, with relevant contributions from the 
cyclometalated ligands ppy and npy. On the contrary, in excellent 
agreement with our previous reports dealing with similar cationic Ir(III) 
tetrazole complexes [12a], [14c,d], the LUMO levels are prevalently 
localized on whole π-conjugated system of the tetrazole ligand 
(iQTZ-PPG), without any contribution of the cyclometalated ligands. 
(Fig. 2). 

The vertical excitation energies for the spin-allowed electronic 
transitions are listed in Table 2. According to the experimental data, the 

intense high-energy absorption bands are composed of LC transitions, 
with λcal = 302/335 and 324/332 nm for [Ir(ppy)2(iQTZ-PPG)]þ and 
[Ir(npy)2(iQTZ-PPG)]þ, respectively. Instead, the weak lower energy 
bands beyond 400 nm can be assigned to MLCT and LLCT transitions. In 
the case of [Ir(npy)2(iQTZ-PPG)]þ, the LC transitions mostly involve 
the (npy) ligands, whereas in [Ir(ppy)2(iQTZ-PPG)]þ both (ppy) and 
(iQTZ-PPG) are involved. Moreover, the two Ir(III) complexes were 
optimized in the triplet state, which is speculated to be the final excited 
electronic state from which the emission occurs. The comparison be-
tween singlet and triplet optimized geometries displayed no significant 
structural variations, with only one of the two cyclometalated ligands 
(ppy or npy) coming closest to the chelate tetrazole ligand (iQTZ-PPG), 
where the triplet state is mostly localized (consistently with the positions 
of the singlet’s LUMOs). The computed vertical emission have returned 

Scheme 2. Synthetic protocol used for the preparation of Ir(III)-tetrazole based complexes with relative acronyms and numeration of the tetrazole ring adopted in 
this work. 

Table 1 
Photophysical data summary.  

Complex Absorption Emission 298 Ka,b Emission 77 Kc 

CH2Cl2 as the solvent 
10−5M 

λ(nm) 
10−4ε (cm−1M−1) 

λem (nm) τox (μs) τdeox (μs) Φox (%) Φdeox (%) λem (nm) τ (μs) 

[Ir (ppy)2 (iQTZ-PPG)]+ 249 (3.94), 300 (1.55), 366 (0.82) 402 (0.51) 650 0.19 0.32 4.0 12.0 544, 590, 640 5.16 
[Ir (npy)2 (iQTZ-PPG)]+ 236 (4.21), 275 (3.35), 349 (0.42) 395 (0.23) 636 0.20 0.71 1.0 5.0 548, 592 1.05  

a “Ox” means air equilibrated solutions, “deox” means deoxygenated solutions under argon atmosphere.  

b [Ru (bpy)3]Cl2/H2O was used as reference for quantum yield determinations (Φr = 0.028) [16].  

c In frozen CH2Cl2.  

Fig. 1. (Left) Absorption profiles of [Ir(ppy)2(iQTZ-PPG)]þ (black trace) and [Ir(npy)2(iQTZ-PPG)]þ (blue trace), 10−5M, CH2Cl2, 298 K; (right) Normalized 
emission profiles of [Ir(ppy)2(iQTZ-PPG)]þ (black trace) and [Ir(npy)2(iQTZ-PPG)]þ (blue trace), CH2Cl2, 298 K. 
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Figure A2.2 (Left) Minimum-energy geometries and isodensity surface plots of the 

HOMO and LUMO of [Ir(ppy)2(iQTZ-PPG)]+ and [Ir(npy)2(iQTZ- PPG)]+(isosurface 

value 0.005 a.u.). Color legend: C (green), N (blu), Ir (purple), H (white); isodensity 

positive and negative values are in yellow and cyan, respectively; (right) Energy level 

diagram from HOMO-6 to LUMO+6 for both singlet (S) and triplet (T) optimized 

geometries: occupied orbital (blue), unoccupied orbital (red). 

Table A2.1 TD-DFT calculated lowest excited singlet states and character of the 

transitions for the two complexes. The Δ𝐸#;$#, 𝜆#;$# and  f are the main transition 

energies, the calculated 𝜆<;* and the oscillator strength, respectively. Electron 

transition assignment derives from analysis of main Khon-Sham orbital contribution to 

the electronic transition. 
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transition located in the red region at λem = 574 and 616 nm for [Ir 
(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ, respectively, and 
could be therefore ascribed to MLCT-LLCT spin-forbidden transitions, as 
observed experimentally. 

2.3. Preparation and optical properties of LSCs 

In order to assess their potential as phosphorescent dopants for col-
ourless LSCs, increasing quantities (0.2–1.8 wt %) of the Ir(III)-based 
phosphors [Ir(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ were 
physically dispersed into different acrylate polymers. In particular, aside 
to the “conventional” poly(methyl methacrylate) (PMMA, Mw =
350,000 g/mol, Tg = 105 ◦C), other amorphous and visibly transparent 
polymer matrices such as poly(benzyl methacrylate) (PBzMA, Mw =
100,000 g/mol, Tg = 54 ◦C) and poly(cyclohexyl methacrylate) 
(PCHMA, Mw = 65,000 g/mol, Tg = 104 ◦C), were considered. The 
obtained polymeric films were initially screened for their homogeneity 
and transparency. In this regard, both complexes [Ir(ppy)2(iQTZ- 

PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ were found to be compatible with 
PMMA within the range of the investigated concentrations (0.2–1.8 wt 
%) and optically very similar under ambient and UV light excitation. As 
an example, pictures of PMMA polymer films containing from 0.2 to 1.8 
wt% of [Ir(npy)2(iQTZ-PPG)]þ deposited onto Edmund 50 × 50 × 3 
mm glass are reported in Fig. 3. 

Conversely, transparent and homogeneous polymeric films based on 
PBzMA and PCHMA were obtained from [Ir(ppy)2(iQTZ-PPG)]þ only, 
being [Ir(npy)2(iQTZ-PPG)]þ found to be less compatible with the less 
polar PBzMA and PCHMA matrices (Fig. S18). Epifluorescence micro-
scopy images displayed the distribution within the PMMA matrix of very 
small [Ir(ppy)2(iQTZ-PPG)]þ aggregates that downsized to almost 
molecular level when embedded into highly compatible less polar 
PBzMA and PCHMA matrices (Fig. 4) [17a-b]. 

The transparent and colourless appearance of all the Ir(III) doped 
polymer films was correlated with the lack of any appreciably intense 
transition in the visible region of the corresponding absorption spectra, 
with transmittance values close to 80% for the films containing 1.4 wt % 

Fig. 2. (Left) Minimum-energy geometries and isodensity surface plots of the HOMO and LUMO of Ir(ppy)2(iQTZ-PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ (contour 
value set to 0.005 au). Colour legend: green for C atoms, blue for N atoms, purple for Ir atoms and white for H atoms; isodensity positive and negative values are in 
yellow and cyan, respectively; (right) Energy level diagram from HOMO-6 to LUMO+6 for both singlet (S) and triplet (T) optimized geometries of Ir(ppy)2(iQTZ- 
PPG)]þ and [Ir(npy)2(iQTZ-PPG)]þ: occupied orbital (blue), unoccupied orbital (red). 

Table 2 
TD-DFT calculated lowest excited singlet states and character of the transitions for the two complexes [PBE0/SDD/6-31G++(d,p)/PCM=CH2Cl2].  

Complex ΔEcal (eV)a λcal (nm)b fc Electronic transition assignmentd Nature of the transition 

[Ir (ppy)2 (iQTZ-PPG)]+ 4.11 302 0.077 HOMO-1 → LUMO+3 (54%) 
HOMO-2 → LUMO+2 (24%) 

LC 

3.70 335 0.128 HOMO-6 → LUMO (68%) LC 
3.45 359 0.078 HOMO → LUMO+2 (41%) 

HOMO-3 → LUMO (37%) 
MLCT + LLCT 

3.31 374 0.072 HOMO → LUMO+1 (66%) MLCT + LC 
2.50 496 0.001 HOMO → LUMO (70%) MLCT + LLCT 

[Ir (npy)2 (iQTZ-PPG)]+ 3.83 324 0.208 HOMO-2 → LUMO+2 (46%) 
HOMO → LUMO+6 (43%) 

LC + MLCT 

3.73 332 0.341 HOMO-2 → LUMO+1 (59%) 
HOMO → LUMO+4 (27%) 

LC + MLCT 

3.49 354 0.191 HOMO-1 → LUMO+1 (50%) 
HOMO-5 → LUMO (44%) 

LC + MLCT 

3.04 407 0.040 HOMO→ LUMO+1 (68%) LC + MLCT 
2.35 526 0.0002 HOMO → LUMO (69%) MLCT + LLCT  

a ΔEcalc is the main transition energy.  

b λcalc is the calculated λmax.  

c f is the oscillator strength.  

d Main Kohn−Sham orbital contribution to the electronic transition.  
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Complex ΔEcal (eV) λcal (nm) f Electronic tranisition assignment Nature of transition

[Ir(ppy)2(iQTZ-PPG)]+

4.11 302 0.077 HOMO-1 à LUMO+3 (54%) LC

HOMO-2 à LUMO+2 (24%)

3.70 335 0.128 HOMO-6 à LUMO (68%) LC

3.45 359 0.078 HOMO à LUMO+2 (41%) MLCT+LLCT

HOMO-3 à LUMO (37%)

3.31 374 0.072 HOMO à LUMO+1 (66%) MLCT+LC

2.50 496 0.001 HOMO à LUMO (70%) MLCT+LLCT

[Ir(npy)2(iQTZ-PPG)]+

3..83 324 0.208 HOMO-2 à LUMO+2 (46%) LC+MLCT

HOMO à LUMO+6 (43%)

3.73 332 0.341 HOMO-2 à LUMO+1 (59%) LC+MLCT

HOMO à LUMO+4 (27%)

3.49 354 0.191 HOMO-1 à LUMO+1 (50%) LC+MLCT

HOMO-5 à LUMO (44%)

3.04 407 0.040 HOMO à LUMO+1 (68%) LC+MLCT

2.35 526 0.0002 HOMO à LUMO (69%) MLCT+LLCT
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Because the experiment suggests the triplet state as the final excited state, from 

which emission occurs, we also optimized the two complexes with this spin 

multiplicity. We found no significant structural variations between singlet and 

triplet minimum-energy geometries, except for a slight shrinking of distances 

between one of the two cyclometalated ligands (ppy or npy) and the chelate 

tetrazole ligand (iQTZ-PPG). The triplet state is mostly localized on this latter 

ligand, consistently with the positions of the LUMOs in the singlet states. The 

computed vertical emission transition from this spin state lies in the red region 

at λem = 574 and 616 nm for [Ir(ppy)2(iQTZ-PPG)]+ and [Ir(npy)2(iQTZ-PPG)]+, 

respectively, and can be ascribed to MLCT-LLCT spin-forbidden transitions, as 

observed experimentally. 

In conclusion, our theoretical investigation supported the experimental findings 

and unveiled the charge transfer (CT) nature and triplet multiplicity of the 

emissive excited states. This study, combining theoretical and experimental data, 

also highlighted the potentiality of these complexes and can pave the route for 

the design of new hybrid LSCs. 

 

Computational Details: Theoretical calculations were carried out with the Gaussian16 

program.274 The optimization of the geometries for both singlet ground-state and first 

triplet-excited state was carried out by using the DFT method at the PBE0(D3-BJ).30,40 

We employed the SDD effective core potential and basis sets275  for Ir and the 6–31++G 

(d,p) basis set73 for N, C and H atoms. Such an approach has been recently validated for 

similar Ir(III) complexes.276 The absence of negative frequencies in the vibrational 

analysis was used as a parameter to confirm the reliability of the optimized geometries. 

Vertical excitation energies have been computed by using the time-dependent DFT (TD-

DFT) with the optimized singlet ground-state geometries. In all calculations, we took 

into account the solvent medium by means of the PCM of implicit solvation97 with 

default parameters for dichloromethane (CH2Cl2), as implemented in Gaussian16. 

Reproduced [253] with permission from Elsevier. 
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A3. Unusual Coordination between Dirhodium Complex and Imidazole in 

a Protein Environment. 

 

Dirhodium(II) (Rh2(II)) complexes have emerged as efficient catalysts for 

several reactions, including H2 evolution and CO2 reduction.277,278  Due to their 

favorable interaction with peptides and proteins, these complexes have also a key 

role in the synthesis of metalloenzymes with efficient catalytic properties.279 In 

this framework, the group of Professor Merlino characterized the adduct formed 

upon the reaction of Rh2(II) tetraacetate complexes ([Rh2(μ-O2CCH3)4]) with the 

protein bovine pancreatic ribonuclease (RNaseA).280 Plus, to verify the Rh2(II) 

complex reactivity upon formation of the complex-protein adduct at the crystal 

state, they solved the X-ray structure of the reaction product of this 

Rh2(II)/RNaseA adduct with imidazole (Im). Unexpectedly, they found that the 

Im reacts with the complex-protein adduct, coordinating the Rh2(II) center in 

equatorial position, rather than in the typical axial site.281 To shed light on the 

origin of this unusual coordination, by means of DFT approach, we investigated 

the reactivity and selectivity of the Im molecule with the Rh2(II)/RNaseA adduct.  

 

 
Figure A3.1 Imidazole (Im) binding site in the structure of RNase A treated with [Rh2(μ-

O2CCH3)4] and then with Im. The dirhodium center is coordinated to the side chain of 

His105. The 2Fo − Fc electron density map is reported at 1.0 σ and colored in pink. small portion of the dirhodium/protein adduct around the
His105 residue (for cluster model, see Figure 2a). We built this
model based on simple considerations on the distance of the
surrounding residues from the dirhodium core. We also
applied, for a comparison, a simplified minimal model where
the protein environment is neglected, and we only considered
an Im molecule at the axial position, mimicking the
coordination of His105. In both cases, we also used implicit
solvation via the polarizable continuum model to account for
the dielectric properties of the chemical environment. We
selected water as the solvent because the dirhodium adduct is
exposed to aqueous solution and it is almost fully hydrolyzed.
For both models, we characterized coordination of the second
Im molecule to the three available sites: the axial site opposite
to His105/Im (ax), equatorial to the second rhodium atom
(r2) and equatorial to the rhodium atom that is already
coordinated by His105/Im (r), as depicted by Figure 2.
The free energies for all of these substitutions were

computed according to eq 1 and are listed in Table 1.

μ‐ +
→ μ‐ +

Rh (His/Im)( O CCH )(H O) Im

Rh (His/Im)(Im) ( O CCH )(H O) H O
2 2 3 2 7

2 ax/r2/r 2 3 2 6 2
(1)

As clearly highlighted by the computational data, there is a
specific preference for Im coordination to the equatorial site
(r), in agreement with experiments. Comparing the cluster and
minimal models, we can find that the presence of the
surrounding protein residues improves the thermodynamic
driving force for coordination at the (r) site with respect to the
other two options. However, we must note that the minimal
model is indeed able to catch the correct binding trend, and so
it can be used further to rationalize this process.

First, we considered the formation of hydrated species,
where six water molecules replaced three tetraacetate groups,

Figure 1. Im binding site in the structure of RNase A treated with
[Rh2(μ-O2CCH3)4] and then with Im. The dirhodium center is
coordinated to the side chain of His105. The 2Fo − Fc electron
density map is reported at 1.0 σ and colored in pink.

Figure 2. Substitution reactions with inclusion of the second Im
molecule for the dirhodium/protein adduct (cluster model) (a) and
for the corresponding minimal model (b). Legend: Rh, silver; O, red;
N, light blue; C, green/black; H, white.

Table 1. Free-Energy Variations (ΔG) upon Substitution of
a Water Molecule (eq 1) with Im at Different Coordination
Sites and Relative Free Energy Variations (ΔGrel) with
Respect to the Experimentally Found Equatorial Site (r)

ax r2 r

ΔG (eV) cluster model −0.398 −1.004 −1.173
minimal model −0.482 −0.940 −1.003

ΔGrel (eV) cluster model 0.776 0.169 0.0
minimal model 0.544 0.081 0.0

Inorganic Chemistry pubs.acs.org/IC Communication

https://doi.org/10.1021/acs.inorgchem.2c01370
Inorg. Chem. 2022, 61, 8402−8405

8403
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We started by carving a small cluster of the adduct from the crystal structure, 

hereafter named Rh2(His)(μ‐O2CCH3)(H2O)7, and characterized the replacement 

of one H2O ligand with an Im molecule. In particular, there are three possibilities 

for the substitution of H2O: in axial position opposite to His105 (ax), in equatorial 

to the second Rh atom (r2) or to the Rh atom coordinated with His105 (r). (Figure 

A3.2a).  For a comparison, we also used a minimal model, neglecting the protein 

environment and replacing the His105 with another Im molecule (Figure A3.2b). 

Meanwhile, to account for the dielectric properties of the chemical environment, 

we considered an implicit water solvent, due to the exposition of dirhodium 

adduct to aqueous solution.  

For all of these substitutions (Figure A3.2), we computed the free energies 

according to: 

Δ𝐺 = 𝐺M + 𝐺I@ − 𝐺5 − 𝐺0,�              (A3.2) 

where 𝐺I@ and 𝐺0,� are the free energies of isolated imidazole and water 

molecules, respectively, while 𝐺M and 𝐺5 are the free energies of resulting (p) 

and reactant (r) complexes. 

 

 
Figure A3.2 Substitution reactions with inclusion of the second Im molecule for 
(a) the dirhodium/protein adduct (cluster model) and (b) for the corresponding 
minimal model. Color code: Rh(silver), O(red), N(blu), C(green/black). 

(a) (b)

[Rh2(His)(Im)ax(μ-O2CCH3)1(H2O)6]+3

[Rh2(His)(Im)r2(μ-O2CCH3)1(H2O)6]+3

[Rh2(His)(Im)r(μ-O2CCH3)1(H2O)6]+3

[Rh2(His)(μ-O2CCH3)1(H2O)7]+3
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Table A3.1 Free-energy variations (ΔG) upon substitution of a water molecule 
(A3.1) with Im at different coordination sites and relative free energy variations 
(ΔGrel) with respect to the experimentally found equatorial Site (r) 

 

 

Comparison of the cluster and minimal models highlights that the protein 

environment enhances the thermodynamic driving force for coordination of Im 

at equatorial site (r). Nevertheless, the minimal model predicts the same trend, 

with equatorial (r) position favorite against the other ones, consistently with 

experiments. This finding allows to employ this model for further investigation 

into this unusual coordination. 

  

 

Figure A3.3 Substitution free energies for water molecules by three μ-O2CCH3 (a) 
and Im on different sites. All possible adducts with f our (b), three (c) and two (d) 

acetate ligands are considered. Color code: as Figure A3.2 
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The effect of degree of hydrolysis is also considered comparing the substitution 

reactions (from H2O to Im) on different sites for adducts with four, three, and 

two acetate ligands (Figure A3.3), with also the highly hydrolyzed [Rh2(Im)(μ-

O2CCH3)(H2O)7] specie. Noteworthy, we found that the formation of isolated 

hydrated species is not favorite (Figure A3.3a), so that other degrees of 

hydrolysis, but in the protein, the environment can balance the thermodynamics 

for this process by providing convenient coordination spots for the leaving 

acetate groups and extra stabilization via the second-shell hydrogen-bond 

network. Plus, we found that Im coordination in axial position is less favourite 

for all hydrolysis degrees, while the (Im)2,r complex becomes the most stable 

over the other (Im)2,r2 only for the adduct with one acetate group.  

 

 
Figure A3.4 Top panel: Computed Bader charges on rhodium atoms and selected 

distances for [Rh2(Im)(μ-O2CCH3)(H2O)7] and [Rh2(Im)2,r(μ-O2CCH3)(H2O)6]. Central 

(bottom) panel: HOMO (LUMO) of both adducts and corresponding energies. Color 

code as in Figure A3.2, in which the isodensity surfaces are depicted as yellow and cyan 

for positive and negative values, respectively. The distances and Bader’s effective 

charges are reported for rhodium in the top panel, and the HOMO and LUMO energies 

are reported in parentheses. 

2.58

2.15

1.27 1.16

[Rh2(Im)(μ-O2CCH3)(H2O)7]+3

(-0.268 eV)

(-0.124 eV)

2.63

2.15

1.26 1.06

(-0.259 eV)

(-0.118 eV)

2.05

[Rh2(Im)2,r(μ-O2CCH3)(H2O)6]+3

HOMO

LUMO
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Bader charges analysis of the [Rh2(Im)(μ-O2CCH3)(H2O)7] complex in Figure 

A3.4 reveals that the two rhodium atoms are not equivalent. The Rh atom bound 

to Im(His105 in protein adduct) has slightly more positive charge than the other 

one. This result suggests that this Rh bound to Im can act as a better Lewis acid 

site for the second Im, leading to the observed product with equatorial Im, (Im)r. 

Detailed analysis of molecular orbitals (MO) also reveals that the HOMO and 

LUMO orbitals differ for the [Rh2(Im)(μ-O2CCH3)(H2O)7] and [Rh(Im)2,r(μ-

O2CCH3)(H2O)6] complexes. Contrary to the full hydroxylated complex, the 

HOMO is not more localized on the axial Im, while the second Rh atom 

contributes to the LUMO (Figure A3.4). The peculiar electronic features of the 

resulting (Im)r complex can also affect the (photo)catalytic activity.   

In conclusion, our combined experimental and theoretical results unveiled an 

unexpected equatorial coordination of imidazole molecule to the adduct of 

dirhodium(II,II) tetraacetate/RNaseA, that can also affect the metal compound 

efficacy and reactivity. 

 

Computational Details: DFT calculations were performed with Gaussian16.274 The 

TZVP basis set was used for C, N, H and O atoms and the SDD effective core potential 

(ECP) and basis set for Rh.275 Structural optimizations, molecular frequencies, and 

thermochemistry data were obtained at the B3LYP (D3-BJ), level of theory.28,29,40 The 

water solvent is considered with the PCM model.97 We tested also the SMD model98 of 

implicit solvation on selected structures and compare it to PCM, but we found no 

significant differences with PCM, and we kept this last model. The default maximum 

force and displacement tolerance parameters in Gaussian were considered for the ground-

state minimum-energy structures. Molecular frequencies were computed within the 

harmonic oscillator approximation, and the thermochemical data were computed at room 

temperature (298 K). 

Reprinted with permission from Inorg. Chem. 2022, 61, 22, 8402–8405. Copyright 2022 

American Chemical Society. 
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