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My temper was sometimes violent, and my passions ve-
hement; but by some law in my temperature they were
turned not towards childish pursuits but to an eager de-
sire to learn, and not to learn all things indiscriminately.
I confess that neither the structure of languages, nor the
code of governments, nor the politics of various states
possessed attractions for me. It was the secrets of heaven
and earth that I desired to learn; and whether it was the
outward substance of things or the inner spirit of nature
and the mysterious soul of man that occupied me, still
my inquiries were directed to the metaphysical, or in it
highest sense, the physical secrets of the world.

from Mary Shelley, Frankenstein

Remember to look up at the stars and not down at your
feet. Try to make sense of what you see and wonder about
what makes the universe exist. Be curious. And however
difficult life may seem, there is always something you can
do and succeed at. It matters that you don’t just give up.

Stephen W. Hawking





Chapter 1

Introduction

Time, space and entanglement are the main characters in this work. Their nature
is still a great mystery in physics and here we study the possibility that these three
phenomena are strikly connected. We will show indeed that entanglement can be
at the basis of the emergence of time and space within closed quantum systems.

Entanglement is a phenomenon that has a relatively recent history within physics,
because it was formulated soon after the advent of quantum mechanics and then it
was increasingly studied. Despite this, the nature of quantum correlations remains
a deep mystery and their implications in physics are still matter of research. Basi-
cally, in 1935, Einstein, Podolsky and Rosen designed a thought experiment (called
then the EPR Paradox) to demonstrate the incompleteness of quantum mechanics
[1]. This paradox was solved about thirty years later, when J. S. Bell showed that
at least one of the quantum mechanics assumptions of locality1 and counterfactual
definiteness2 (or reality) must be false [2]. Bell introduced inequalities (that now
carry his name) that satisfy the assumptions of locality and counterfactual definite-
ness, and then showed that for certain quantum states they are violated, indicating
that quantum mechanics cannot be both local and counterfactual-definite (or equiv-
alently that quantum mechanics is either non-local or non counterfactual-definite).
After these events, experimental violation of Bell’s inequalities was confirmed many

1We consider “local”a theory where the outcomes of an experiment on a system are independent
of the actions performed on a different system which has no causal connection with the first.

2Let us define “counterfactual-definite”a theory whose experiments uncover properties that are
pre-existing. In other words, in a counterfactual-definite theory it is meaningful to assign a property
to a system independently of whether the measurement of such property is carried out.
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times by many quantum systems. The quantum states that violate Bell’s inequalities
are some (not all) among the entangled states.

Let’s quickly review what is meant by entangled states. Considering a quantum
system in a Hilbert space that is product of more than one subspaces, the structure
of quantum mechanics allows for states of H that cannot be written in the separable
form. That is, consider H12 = H1 ⊗ H2, then there are quantum states |ψ〉12 that
can not be written as a product of the states |φ〉1 and |χ〉2, i. e.

|ψ〉12 6= |φ〉1 ⊗ |χ〉2 (1.1)

where |φ〉1 and |χ〉2 are the states spanned on the spacesH1 andH2 respectively, and
|ψ〉12 is the global state in the space H12. This kind of states are called entangled3.
Between two entangled particles there is a deep quantum connection that goes be-
yond time and space and we will see at the end of this work how entanglement may
even be responsible for the emergence of a quantum spacetime.

Now we start focusing on the concept of time: it is a not recent mystery, but
since the beginning of the human history, because it is one of the most obvious
things we experience every day, but it is still difficult physically to establish what it
is. Moreover, as we will see, it is time that was initially connected to entanglement.

1.1 What “time” is?
Quid est ergo tempus? Si nemo ex me quaerat, scio; si quaerenti explicare
velim, nescio4.

As Augustinus Hipponensis, physicists are still in the situation where time is an es-
sential physical parameter whose meaning is intuitively clear, but several problems
arise when they try to provide a clear definition. The concept of time is indeed dif-
ferent in the various branches of physics, and many conceptions have been attributed
to it during the history of physics, while new and diversified theories arose.

3We have here described the case of a pure state, but the same argument applies to mixed
states. In this latter case we should simply use the formalism of density matrix instead of state
vector in describing the state of the system.

4From Aurelius Augustinus Hipponensis, Confessiones, XI, 14.
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In classical physics time is considered, together with space, as a fixed background,
a container of events. That is, time and space constitute a sort of theatre stage
where the events of the Universe could perform as actors. With the advent of
the special relativity and then with the general relativity, the concept of time has
changed dramatically, becoming inextricably linked to space. After Einstein, in
relativistic physical systems, we can no longer speak separately of space and time
but of events; time is no longer absolute but each observer measures his own. In
the years in which the theories of relativity were born another theory arose and
developed: this is quantum mechanics. From the beginning in this new theory the
concept of time has given some problems. Every observable in quantum mechanics
is represented by an Hermitian operator acting on a specific Hilbert space, but this
was not easily applicable to the concept of time. The fact that the generator of
temporal translations is the Hamiltonian of the system implies that a possible time
operator has to be conjugated to Hamiltonian. From this fact it follows that the
time operator and the Hamiltonian should have the same spectral structure, because
unitarily equivalent. This is clearly not always true, given that within quantum
theory Hamiltonians are often bounded and have a discrete spectrum, while time
seems to flow continuously. This fact led W. Pauli to formulate his objection in which
he stated that time could not be described by an Hermitian operator [3] (see also
[4, 5, 6]). Therefore time, inside quantum theory, remained a classical parameter, an
external factor that inexorably flows while each quantum state evolves with respect
to it following the well-known Schrödinger equation:

i}
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 , (1.2)

where Ĥ and |ψ(t)〉 are the Hamiltonian and the state of the system respectively,
and t is the classical parameter which indeed marks the the passage of time.

In this sense, there is a problem in interpreting the well-known uncertainty re-
lation between time and energy ∆t∆E ≥ }

2 because, although it is accepted and
confirmed when considering certain phenomena, remains a controversial issue since
the advent of quantum theory with respect to its appropriate formalization and pos-
sible meanings [7]. P. Bush, in [8], distinguishes three aspects of time in quantum
theory, which consequently lead to three possible interpretations of the uncertainty
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relation. He asserts that the problem about the uncertainty relation between time
and energy is linked to the ambiguity about the role of time in quantum theory.
The first aspect he emphasizes is about the issue we have already stated, namely
time as a classical parameter that enters in the Schrödinger equation and measured
by an external clock. He calls this aspect of time as external time. By contrast,
he calls dynamical time the time when defined and measured in terms of physical
systems undergoing changes. Indeed it can be seen that each dynamical variable in
physics marks the passage of time as well as giving a (at least approximate) quanti-
tative measure of the length of time interval between two events. As a last aspect,
Bush considers whether and when time can be considered as an observable within
quantum theory. In this context, the problem returns to what we have already ob-
served, i. e. whether it is possible to define a time operator that is conjugated to
Hamiltonian. On this point, we will come back several times during our work.

For our purposes it is useful now to introduce a problem known as “the problem
of time”. In the context of canonical quantization of gravity J. A. Wheeler and B.
DeWitt encountered what was later called the Wheeler-DeWitt equation (see for
example [9, 10]), that is

Ĥ |Ψ〉 = 0 (1.3)

where Ĥ is the global Hamiltonian of the Universe5 and |Ψ〉 is its state. According to
this equation the Universe should be in an eigenfunction of the total Hamiltonian, so
it would not show any dynamical behavior. It is interesting to note that a time shift
of the state of the Universe would be unobservable from physical considerations. If
indeed we shift the whole state of the Universe there is nothing external that can
keep track of this shift, and in this way we could not observe such shift. The same
considerations can be made for the spatial degrees of freedom. A global shift in the
position of the Universe would be in the same way unobservable, and it could be
in an eigenstate of its momentum operator. These observations lead us to say that
the Wheeler-DeWitt equation is in some way compatible with our observations, but
then the question arises: why do we experience an evolving Universe?

5We call “Universe”any closed quantum system. All our considerations apply indeed to any
closed quantum system and consequently also to our Universe, which is clearly the largest closed
system we know about. We will return to this point later.
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1.2 Inside the Story of a Timeless Universe
[...] if we seek to examine Time, we find ourselves examining Reality6.

In 1983 D. N. Page and W. K. Wootters proposed a theory to solve the “problem
of time” [11, 12] (see also [13]), modeling a protocol in which time emerges from
quantum correlations, and which will be the starting point of our work. The Page
and Wootter (PaW) theory essentially consists in dividing the total Hilbert space of
the Universe into two subsystems and assigning one of it to time. The flow of time
then consists simply in the correlation between the quantum degree of freedom of
time and the rest, a correlation present in a time-independent global state. In this
framework we do not consider time as an abstract, external coordinate, but as “what
is shown on a quantum clock”, where the clock is some physical system that is taken
as time reference. Time and dynamics then emerge in a subsystem of the Universe
that is entangled with the clock subspace, equipped with an appropriate observ-
able that we will call clock observable. We will see that, considering a constrained
Universe consisting of two non-interacting subsystems and choosing an appropriate
clock observable, the global state of the Universe will be in a superposition of dif-
ferent clock eigenstates. As a result, the Schrödinger equation can be written for
the relative state (in the Everett sense [14, 15, 16]) of the rest of the Universe with
respect to the clock values. In this sense both time and dynamics emerge through
the entanglement among the different subsystems in a globally “timeless”Universe.

This elegant model had promising features, considering its operational nature
which encourages experimental techniques involving quantum clocks, but had never
been developed beyond the toy model stage. In 2014, for the first time, an experi-
mental illustration of the PaW mechanism was made [17] (see also [18]): after this
experiment, many theoretical works were published and a new research has started.
The fundamental criticisms addressed to the mechanism have been overcome and the
PaW interpretation of time has come to life again. Among the first works released,
one of the most important contribution is certainly the work of V. Giovannetti, S.
Lloyd and L. Maccone (GLM) [19] in which the authors proposed a revision and an
extension of the PaW mechanism, choosing a clock space isomorphic to the Hilber

6From Friedel Weinert, The March of Time: Evolving Conceptions of Time in the Light of
Scientific Discoveries, edited by Springer (2013).
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space of a particle on a line. With this choice they are able to obtain a clock observ-
able that is conjugated to the clock Hamiltonian (in the approximation of considering
the clock energy equal to its momentum), and they can give a description of the PaW
mechanism that overcomes some criticisms. In particular they show how the model
allows to reproduce the correct statistics of sequential measurements performed on
a system at different times, thus overcoming the most crucial objection that had
been made by Kuchar in [20] (a previous solution to the problem was addressed
by R. Gambini, R. A. Porto, J. Pullin, and S. Torterolo in [21]: we will discuss
this issue in detail in Chapter 2). At present, the PaW mechanism attracts a large
amount of interest and several generalizations has been proposed (see for example
[22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]),
including a first review [44]. In Chapter 2 we will present the basic aspects of the
PaW theory, we will show how the main objections were overcome, and we will make
some considerations concerning the interpretation of the mechanism.

A very interesting question is to understand which systems can be chosen as
clocks for PaW theory: which are the ideal systems and also which are the most
physical. In the original work of Page and Wootters the clock is provided by a
quantum spin rotating under the action of an applied magnetic field. Considering
recent works, the most widely used clock is the system proposed by GLM that, as
already mentioned, consists of an unbounded clock Hamiltonian with continuous
spectrum with the clock energy equal to its momentum. Therefore, an important
part of our work will focus on which systems can be chosen as clock observables
(namely which Hamiltonians can be used as clock Hamiltonians), and our intention
is to generalize as much as possible the PaW mechanism in order to use a large
number of physical systems as clock. We will see that, through our study, it will be
possible to use any generic bounded Hamiltonian with discrete spectrum as clock
Hamiltonian, also recovering a continuous flow of time for the rest of the Universe
while maintaining a finite and discrete the clock observable.

For this purpose in Chapter 3 we present a work of D. T. Pegg in which he
explores the possibility of the existence of a quantity that can be regarded as the
complement of the Hamiltonian for a quantum system with discrete energy levels
[45] (see also [46, 47]). He finds that such a quantity exists and can be represented by
a probability-operator measure (POVM). The quantity Pegg finds has dimensions
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of time, but it is not time. Rather this quantity is a property of the system and its
behavior profoundly depends on the state of the system. So Pegg suggests to describe
such a quantity with the name “Age”. We will show that the Pegg’s formalism can be
accomodating and find a physical justification within the PaW framework. We will
introduce in the PaW theory generic bounded clock Hamiltonians and we consider
time as described by the POVM. We demonstrate that Pegg’s POVM states provide
a consistent dynamical evolution for the rest of the Universe even if they are not
orthogonal, and therefore partially undistinguishables. Furthermore we notice that,
considering an Hamiltonian with equally spaced energy eigenvalues, Pegg’s Age can
be described by an Hermitian operator that is conjugate to the Hamiltonian of the
system7. In this particular case, we will see that the Pauli objection is overcome
and the Hermitian operator Age proposed by Pegg can be considered as a real time
operator [22]. We will show this framework in Chaper 4.

In Chapter 5 we connect the PaW mechanism with a new formulation of statis-
tical mechanics through entanglement that has recently been proposed [48, 49] (see
also [50, 51, 52]). It was realized that ensemble averages and subjective ignorance
are not needed, because individual quantum states of systems can exhibit statis-
tical properties. This seems to be a purely quantum phenomenon, and the key is
entanglement, which leads to objective lack of knowledge. Considering indeed our
quantum Universe composed by a small subsystem and a large environment, it has
been demonstrated that, for the vast majority of randomly chosen wave-functions
of the Universe satisfying a total energy constraint, the reduced density matrix of
the small subsystem is given by the canonical statistical distribution. We will show
that time and non-equilibrium dynamics can emerge through the PaW mechanism
between the small subsystem and the environment present in the (randomly chosen)
global wave-function of the Universe. The clock is provided by the environment,
which ticks the temporal evolution of the rest of the Universe (we recall that we
can use any generic Hamiltonian as a clock Hamiltonian [22]). In this way we
demonstrate the peaceful coexistence of statistical equilibrium and non-equilibrium
dynamics by identifying the trace over the environment degrees of freedom with the
temporal trace over the entire history of the small subsystem [23].

7Age is conjugate to the Hamiltonian of the system in the sense that Age is the generator of
the energy shift and the Hamiltonian is the generator of translation in the eigenvalues of Age.

7



In Chapter 6 we introduce the spatial degree of freedom into the discussion. It
is possible to read the PaW approach as a sort of internalization of the temporal
reference frame with the clock being an appropriately chosen physical system and
time is considered as “what is shown on a quantum clock”. Here we study the
possibility to extend this protocol in order to internalizing, together, the temporal
and the spatial reference frames. In this approach also space will be an emerging
property of entangled subsystems and the concept of position is recovered relative to
“what is shown on a quantum rod”. Quantum reference frames for the spatial degree
of freedom have been extensively studied in quantum information and quantum
foundations (see for example [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66,
67, 68, 69, 70, 71, 72, 73, 74, 75]). In the quantum gravity literature, it has been
suggested that quantum reference frames are needed to formulate a quantum theory
of gravity [9, 76, 77, 78]. In [79] (see also [80, 81, 82, 83, 84, 85, 86, 87]) has also
been introduced a formalism for describing transformations to change the description
between different quantum reference frames in various contexts. Just as the PaW
mechanism has been extensively studied in order to describe the temporal degree of
freedom, all these works have dealt only with internalization of the space reference
frame leaving time as an external parameter in the theory. Also a generalization
of the PaW mechanism for the spatial degree of freedom alone has already been
addressed in [89, 90, 91] (see also [80, 81]). Only recently, in [88], has been introduced
a fully relational formulation of a 1+1 dimensional spacetime for the case of a system
of N relativistic quantum particles in a weak gravitational field. In Chapter 6 we
start by considering the Universe satisfying a constraint on total momentum and
divided into two subsystems where the first acts as a spatial reference frame for the
second. In this framework we show that a well-defined relative position emerges
between the two entangled subsystems. Then we introduce into the Universe a
further subsystem that acts as a clock and we consider the Universe satisfying a
double constraint: both on total energy and total momentum. In this way we give
a model of 3+1 dimensional, non-relativistic, quantum spacetime emerging from
entanglement in a globally “timeless”and “positionless”Universe [92].

Finally, in Chapter 7, we will investigate the behavior of quantum clocks when
interacting with a Newtonian gravitational field produced by a non-rotating, spher-
ical mass. As quantum clocks we will consider “Pegg’s clocks”, namely quantum
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systems governed by an Hamiltonian with bounded, discrete spectrum and equally-
spaced energy levels. Through the Page and Wootters approach, we will investigate
the evolution of the clocks and, as a purely quantum phenomenon, we will find a
time dilation effect which has the same form of the first order expansion of the
gravitational time dilation as obtained from the General Relativity theory.

As a last consideration we note that an objection can certainly arise concerning
the difficulty in considering the whole Universe as described by a pure quantum
state. As already mentioned, our study applies in general to all closed quantum
systems that can be divided into subsystems and can certainly be used in this sense.
Nevertheless, leaving apart the difficulties in writing the quantum wave function of
the Universe (that is of course a closed macroscopic object), it is interesting to notice
that recent observations on the cosmic microwave background (CMB) [93] toghether
with the inflationary paradigm indicate that at the beginning of cosmic inflation
the Universe was in a pure state with highly-correlated quantum fluctuations [94].
Furthermore, it has been also suggested that the assumption that the observable and
the non-observable Universe might be entangled provides an argument in support of
inflation [25], [95]. Therefore, it seems somewhat natural for us to speculate whether
our discussion may also apply to the entire Universe. We will return to this point
in Chapter 4 and Chapter 5.
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Chapter 2

Page and Wootters Theory

As we mentioned in the Introduction, we start our discussion recalling the so-called
“problem of time”, that has led to the “timeless approch to time”proposed by Page
and Wootters (PaW) in 1983 [11] (see also [12, 13]). The “problem of time”emerged
in the context of canonical quantization of gravity. The usual quantization pro-
cedure yields the quantum mechanical result that the system is in a zero energy
eigenstate of the Hamiltonian operator and the application of the Schrödinger time
evolution equation involving the corresponding Hamiltonian operator then leads to
a “frozen”dynamics for which nothing seems to happen. This aspect of the problem
of time was introduced by Wheeler and DeWitt, who formalized the problem into
an equation that has become to be know as the Wheeler-DeWitt equation:

Ĥ |ψ〉 = 0 (2.1)

where Ĥ is the Hamiltonian constraint of general relativity but elavated to the
status of quantum operator and |Ψ〉 represents the state of our quantum Universe.
As already mentioned, expression (2.1) along with the Schrödinger equation make
it clear that physical states experience no time evolution. This may seem to be a
rather strange requirement to impose on the Universe but it is the starting point for
the interpretation of time that was proposed by Page and Wootters.

In this Chapter we will proceed as follows: in the Section 2.1 we will introduce the
PaW theory following the approach as it was originally proposed by the authors;
in the Section 2.2 we will provide a formal description of the mechanism; in the
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Section 2.3 we will present a revision of the PaW mechanism as proposed by V.
Giovannetti, S. Lloyd and L. Maccone (GLM) in [19]; in the Section 2.4 we will
show how the main criticisms of the theory have been overcome; finally in Section
2.5 we will provide some important considerations.

2.1 Introduction to the Theory

The idea that PaW proposed to solve the “problem of time” is both simple and pow-
erful, and invokes one of the most fascinating mysteries of physics, namely quantum
entanglement. Their theory consists in dividing the total Hilbert space into two
subsystems and assigning one of them to time. The “flow of time” then consists
simply in the correlation (entanglement) between the quantum degree of freedom of
time and the rest of the system; a correlation present in a global, time-independent
state. In this framework we do not consider time as an abstract, external coordinate,
but as “what is shown on a clock”, where the clock is some physical system that is
taken as time reference. The PaW mechanism aims to replace the statement “the
state of the rest of the system at time t” with the statement “the state of the rest
of the system given that the clock shows t”. Using the words of Page and Wootters:

We shall argue that the temporal behavior we observe is actually a dependence
on an internal clock time, not on an external coordinate time. It is perfectly
consistent with our observation to assume that any closed system is in an
eigenstate of energy and thus stationary with respect to coordinate time, since
coordinate time translation are unobservable. Such a state can be decomposed
into states of definite clock time. The dependence of these component states
upon the clock time labeling them can then represent the observed temporal
behavior of the system1.

In the PaW framework we therefore have a single stationary state in which the entire
history of the system is “condensed”. Wooters, in [12], explains that, as well as
solving the “problem of time”, one motivation for considering such a condensation
of history is the desire for economy as regards the number of basic elements of

1From D. N. Page and W. K. Wootters, Evolution whitout evolution: Dynamics described by
stationary observables, Physical Review D 27, 2885 (1983).
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the theory. Indeed he points out that quantum correlations are an integral part of
quantum theory already, and yet an old element, time, is being eliminated becoming
a secondary and even approximate concept. Another motivation is certainly the fact
that if time can be replaced by correlation, perhaps space can be also, and a new
formulation of quantum spacetime would obviously provide a new starting point for
attemps to construct a complete and workable quantum theory of gravity.

As mentioned in the Introduction, we underline that the PaW approach, not
surprisingly, has not been without criticism. Most noteworthy is the one of K.
V. Kuchar [20] who questioned the possibility of constructing two-time propagator
within PaW model. Kuchar’s criticism have been firstly investigated by Dolby in
[96]. Further investigations has been carried out by R. Gambini, R. A. Porto, J.
Pullin, and S. Torterolo (GPPT) in [21] and GLM in [19] (see also [18]). Following
GPPT and GLM, we will show how to reproduce the correct statistics of sequential
measurements made on a system at different times in the Section 2.4. Very recently
an additional solution to the problem has also been proposed in [32]. Another
criticism was made by A. Albrecht and A. Iglesias in [97], where they stressed how
the possibility for different choices of the clock inexorably leads to an ambiguity in
the dynamics of the rest of the Universe. This problem was addressed and solved
by C. Marletto and V. Vedral in [24].

2.1.1 Two-Particle Universe

We start considering a simple model of the Universe composed by two non-interacting
spin-1/2 particles in an uniform magnetic field. In doing this, we follow the exam-
ple proposed originally by Wootters in [12]; we think in this way to simplify the
comprehension of the mechanism, following the path that one of its authors wanted
to outline. It is important to notice that we will assume for now that there is an
observer outside of the Universe who can make measurements on it. We take the
magnetic field uniform and parallel to the positive z axis, ~B = (0, 0, B), and the two
particles starting at t = 0 with both their spins pointing in the positive x direction.
In this way we have, at t = 0, the particles in the state (} = 1):

|ψ1〉 = |ψ2〉 = 1√
2

(|↑〉+ |↓〉) (2.2)
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where |↑〉 and |↓〉 are the eigenstates Ŝz. The equation of motion then requires that
the spins of the particles precess togheter around the vertical axes, that is formally

|ψ1(t)〉 = |ψ2(t)〉 = 1√
2
(
eiαt |↑〉+ e−iαt |↓〉

)
(2.3)

where α = µBB and µB is the magnetic moment of the particles. If we make some
measurements on the spins of the two particles in any direction along the plane
perpendicular to z, we will find with high probability that the outcomes of the two
measurements are the same. This does not surprise us as we know that the particles
precede together around the z axis. Let us now consider a different initial state of
the same two-particle system, namely the global stationary state

|Ψ〉 ∝
∫ 2π

α

0
|ψ1(t)〉 ⊗ |ψ2(t)〉 dt =

= 1
2

∫ 2π
α

0

(
eiαt |↑(1)〉+ e−iαt |↓(1)〉

)
⊗
(
eiαt |↑(2)〉+ e−iαt |↓(2)〉

)
dt =

= 1
2

∫ 2π
α

0

(
ei2αt |↑(1)↑(2)〉+ |↑(1)↓(2)〉+ |↓(1)↑(2)〉+ e−i2αt |↓(1)↓(2)〉

)
dt =

= 1
2

ei2αt
i2αt

∣∣∣∣∣
2π
α

0
|↑(1)↑(2)〉+ t

∣∣∣∣∣
2π
α

0

(
|↑(1)↓(2)〉+ |↓(1)↑(2)〉

)
+ e−i2αt

−i2αt

∣∣∣∣∣
2π
α

0
|↓(1)↓(2)〉

 =

= 1
2

[
ei4π − 1
i2αt |↑

(1)↑(2)〉+ 2π
α

(
|↑(1)↓(2)〉+ |↓(1)↑(2)〉

)
+ 1− e−i4π

i2αt |↓(1)↓(2)〉
]

= π

α

(
|↑(1)↓(2)〉+ |↓(1)↑(2)〉

)
.

(2.4)

Thus the normalized state of the two-particle system is

|Ψ〉 = 1√
2
(
|↑(1)↓(2)〉+ |↓(1)↑(2)〉

)
, (2.5)

that is an eigenstate of the global Hamiltonian Ĥ ∝ Ŝ(1)
z + Ŝ(2)

z , with energy eigen-
value equal to zero (indeed it is easy to verify that Ĥ |Ψ〉 = 0). Now we reguard one
of the particle as a clock, considering its direction of spin analogous to the direction
of the pointer of an ordinary clock, and we consider the other particle as the object
particle. Once again if we simoultaneusly make measurement on the spins of the
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two particles in any direction along the plane perpendicular to z, we will find with
high probability that outcomes of the two measurements are the same. Therefore,
even though the state |Ψ〉 is stationary, it has the same property that we saw in the
time-dependent state. This is the reason for which Wootters suggests to consider
the two particles as “precessing together” and, in particular, he suggests to consider
the object particle as “precessing with respect to clock time”, since the state of the
object particle is correlated with the clock’s pointer position. For example, if the
clock has been found to be pointing on the positive x direction, then the other par-
ticle, when subjected to a spin measurament along the x axis, will certainly also be
found pointing on the positive direction. This can be seen by noting that

〈S(1)
x = 1

2 , S
(2)
x = −1

2 |Ψ〉 =

=
[

1√
2
(
〈↑(1)|+ 〈↓(1)|

) 1√
2
(
〈↑(2)| − 〈↓(2)|

)]
×
[

1√
2
(
|↑(1)↓(2)〉+ |↓(1)↑(2)〉

)]
=

= 1
2
√

2
(
〈↑(1)|+ 〈↓(1)|

) (
|↓(1)〉 − |↑(1)〉

)
= 0 (2.6)

where |Sx = 1
2〉 and |Sx = −1

2〉 are the eigenstates of the operator Ŝx with eigenvalue
1/2 and −1/2 rispectively. Such perfect agreement between the two particles holds
for any direction perpendicular to the z axis. Wootters says:

In this sense one can speak of a kind of evolution, namely, evolution with
respect to clock time, even within a single stationary state2.

We now therefore formalize these concepts mathematically. We call “clock” (C) the
particle 1, and “system” (S) the particle 2, and we ask the question: if the clock
particle is found with its spin pointing on the positive x direction, by which we mean
that is found in the state |Sx = 1

2〉, then what is the probability P (S(s)
x = 1

2 |S
(c)
x = 1

2)
of finding the system particle also pointing in the positive x direction? P (a|b) is a
conditional probability3, namely the probability of finding a conditioned to the fact

2From W. K. Wootters, “Time” replaced by quantum correlations, International Journal of
Theoretical Physics 23, 701–711 (1984).

3As we will see conditional probabilities constitute an important part of the PaW theory and
they will return several times in the following. This is the reason why the PaW mechanism is
sometimes called “conditional probability interpretation of time”.
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of having previously found b. Then the calculation is:

P (S(s)
x = 1

2 |S
(c)
x = 1

2) = P (Both pointing in the positive x direction)
P (Clock pointing in the positive x direction) =

=

∣∣∣〈S(c)
x = 1

2 , S
(s)
x = 1

2 |Ψ〉
∣∣∣2∑1/2

m=−1/2

∣∣∣〈S(c)
x = 1

2 , S
(s)
x = m|Ψ〉

∣∣∣2 .
(2.7)

We have already seen that in the case of 1
2 -spin particles we found P (S(s)

x = 1
2 |S

(c)
x =

1
2) = 1. Wootters repeats the calculations by considering spins grater than 1/2, until
considering the limit s −→∞. In this limiting case we have

P (S(s)
x = Smax|S(c)

x = Smax) =
√

3
2 ' 0, 866 (2.8)

and it is the lower bound. This bound is quite high when one considers that there are
2Smax+ 1 possible orthogonal states in which one could find the system particle. As
before, with each spin value (s = 1/2, 1, 3/2, ....,∞), this high degree of agreement
holds for any other direction in the plane (x, y) perpendicular to the z axis, and we
therefore say that the system particle is precessing with respect to clock time.

2.1.2 Evolution Within a Single State

We are now ready to formally see the evolution without evolution and, in doing this,
we start considering one single stationary state |Ψ〉 describing the whole history of
the Universe. We recall that so far we had assumed that there was an observer
outside the universe who could make measurements on it. We now change our point
of view and we discuss the interpretation of |Ψ〉 in terms of measurement made by
observers within the universe. Using Wootters words:

An observer within the universe is somewhat analogous to one of the particles
in the above [...] example, in the sense that his own state is highly correlated
with the state of the rest of the world. When he makes a measurement on
the world around him, he also makes a measurement, without even trying, on
some of his own internal variables. This combined measurement, being made
entirely within the universe, does not collapse the state of the unverse as a
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whole but only gives the observer the experience of being in one of the many
different states which are possible for him within the state |Ψ〉. Given that
he is in this state, the correlations inherent in |Ψ〉 place strong restrictions on
the result of his measurement of the world around him. The correlations he
thus observes between his own state and the state of the world around him,
as well as the correlations among the various parts of the outside world, are
interpreted by him as the passage of time4.

It is clear that, in order to see evolution, we need to consider at least two particles
and let one of them serve as a clock, and this is what we do in real life: when we
speak of a system changing in time we are always really comparing two systems, an
object system and a clock. Therefore in this picture |Ψ〉 is fixed once for all, but
within the global state the observed evolution is determined by correlation between
subsystems, and one can construct a |Ψ〉 with whatever correlation pleases. Then,
formally, we consider the Universe as formed by two non-interacting parts, the clock
C and the system S. The Hamiltonian takes the form:

Ĥ = ĤC + ĤS. (2.9)

The state of the Universe is an eignestate of Ĥ, and we take for semplicity the
eigenvalue to be zero. Now let |ψc(0)〉 be a state of the clock chosen to corrispond
to the zero of clock time, and for each τ we define

|ψc(τ)〉 = e−iĤcτ |ψc(0)〉 (2.10)

as the state possessing the value τ of clock time. Finally let |ψs(τ)〉 be the con-
ditioned state of the system S given that the clock is in the state |ψc(τ)〉, that is:
|ψs(τ)〉 is the coefficient of |ψc(τ)〉 in an expansion of |Ψ〉 as a linear combination of
clock states. So we can write

|ψs(τ)〉 = 〈ψc(τ)|Ψ〉 (2.11)

where we have to remember that |Ψ〉 is in a larger Hilbert space than |ψc(τ)〉 and
|ψs(τ)〉. We notice that the operation in the definition (2.11) is not a projective

4We will discuss the meaning and implications of these Wootters statements in the last section
of this Chapter, where we will address our considerations.
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measurement but the definition of the Everett relative state [14]. The meaning and
the implications of this operation will be discussed later in the next Section. Into
this framework the evolution within a single state follows from:

i
d

dτ
|ψs(τ)〉 = i

d

dτ
〈ψc(τ)|Ψ〉 = −〈ψc(τ)| ĤC |Ψ〉 =

= −〈ψc(τ)| Ĥ − ĤS |Ψ〉 = 〈ψc(τ)| ĤS |Ψ〉 =
= ĤS 〈ψc(τ)|Ψ〉 = ĤS |ψs(τ)〉 .

(2.12)

In the (2.12) we recognise the Schrödinger equation for the state |ψs(τ)〉 that evolve
with its Hamiltonian ĤS with respect to τ . Thus, as long as |Ψ〉 is an eigenstate of
Ĥ and as long as there exists a clock, then the rest of the Universe automatically
follows the usual law of evolution with respect to clock time. In conclusion of his
work Wootters says that it is not necessary to include time as an a priori element
of physics because clock time, which makes sense even within a stationary state, is
the only kind of time that can be observed.

2.2 Evolution Without Evolution

We shall now rewiev the PaW approach summarizing its most important aspects
and looking at the conditions under which it is applicable.

2.2.1 Conditions and Definitions

We start considering a “timeless” Universe and we therefore consider a global state
|Ψ〉 that is eigenstate of the Hamiltonian Ĥ, namely:

Ĥ |Ψ〉 = 0 (2.13)

that is a constraint compatible with the Wheeler-DeWitt equation. We want to
emphasize here that, as pointed out in [19], in the PaW approach the zero eigenvalue
of Ĥ does not play a special role in identifying the global state. Indeed, up to an
irrelevant global phase in the dynamics of the rest of the Universe, the global state
|Ψ〉 can be obtained also by imposing the constraint Ĥ |Ψ〉 = E |Ψ〉 with real E.
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Then, by supposing that the Hamiltonian is sufficiently local, it is always possible
to regard the Universe as consisting of two subsystems, which we will call “the clock”
C and “the system” S. In dividing the Universe into the two parts C and S we have
to be careful about a further condition, namely the clock has to be a “good” clock.
In the PaW theory a good clock must have a much larger dimension than the system
S and also has to interact weakly with S (in the ideal case it should not interact at
all). So, the Hamiltonian must be such that there exists a tensor-product structure
H = HC⊗HS, where HC and HS are the Hilbert spaces of the clock and the system
respectively. In terms of Hamiltonians and identity operators for the respective
subsystems we can write:

Ĥ = ĤC + ĤS (2.14)

where ĤC and ĤS act on C and S respectively. We underline here that one is free
to consider the time quantum degree of freedom as an abstract space without any
physical significance instead of a dynamical degree of freedom connected to a system
that represents the clock, that is a part of the Universe. In the first case, the PaW
mechanism provides only a mathematical model to justify the emergence of time,
while the second point of view could describe an operational definition of time, i. e.
time is “what is read on the clock”, where the clock is a specific physical system.
We are more interested in the second option and for this reason we are interested in
which Hamiltonians can be chosen as clock Hamiltonians. Therefore we now focus
on which operator can be used to be the clock operator.

For an ideal clock, the observable to choose would be an operator T̂ conjugated
to the Hamiltonian ĤC , in the sense that T̂ is the generator of energy shifts and that
Ĥc is the generator of translations in the T̂ eigenvalues. Eigenstates and eigenvalues
of the operator T̂ , defined by the relation T̂ |t〉C = t |t〉C , will thus be respectively
the clock states and the values that can be read as time values. An important
consideration is that until this moment T̂ must not be absolutely considered a time
operator, but simply an observable choosen to be the clock observable5.

5In the original work of Wootters we have seen previously the operator choosen to be the clock
observable was the spin along the x direction while the clock Hamiltonian was proportional to
the spin along the z direction. With this choice the clock observable is not conjugated to the
Hamiltonian, but however the clock Hamiltonian generates the shift on the clock states.
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The remaining condition on PaW’s approach is the requirement of entanglement
between C and S. We note that this happens automatically by placing the Universe
globally in a pure state. As already mentioned, the request that C and S are
entangled is the property that allows the appearance of a dynamical evolution for
the system S with respect to the clock values, while no evolution appears in the
global state of the Universe with respect to the external time. Formally, the state
|Ψ〉 must satisfy equation (2.13) and must have the form:

|Ψ〉 =
∑
t

ct |t〉C ⊗ |φ(t)〉S , (2.15)

where ct are the coefficients of the expansion and |φ(t)〉S is a generic state defined
on HS. We will see that, in order to have a good description of the dynamics, it is
necessary that the ct values are different from zero for a sufficiently large number
of t. In our work we make a radical simplification by taking all the coefficients
constant, ct = c = 1/

√
dC where dC in the dimension of the Hilbert space HC . This

assumption basically means to consider each time value as equally probable. We
do this in order to simplify the treatment considering that some problems arise in
considering non-constant coefficients and considering also that this choice does not
affect our contributions regarding the PaW mechanism. Therefore, for our quantum
Universe, we consider the state:

|Ψ〉 = 1√
dC

∑
t

|t〉C ⊗ |φ(t)〉S . (2.16)

In order to approach the central point of the PaW mechanism showing again the
Schrödinger evolution of the subsystem S, the first step is to define the state of S
at time t, namely the state of the system S given that the clock shows t. This is
made by conditioning the state |Ψ〉 on having the time t via projection with the
eigenvectors of the operator T̂ :

|φ(t)〉S = 〈t|Ψ〉
1/
√
dC
. (2.17)

As we have mentioned in the previous Section, the definition (2.17) is the Everett
relative state definition for the subsystem S with respect to the clock C [14]. There-
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fore, as clearly pointed out by Marletto and Vedral in [24], this kind of projection
has nothing to do with the measurement and does not require one to be performed
on the clock: rather, the relative states |φ(t)〉S are a 1-parameter family of states,
labelled by t, each describing the state of the subsystem S with respect to the clock
given that the clock is in the state |t〉C .

2.2.2 Deriving Schrödinger Equation

We can now derive the Schrödinger evolution for the state |φ(t)〉S with respect to
t. By using the constraint (2.13), the form of Ĥ (2.14) and the important fact that
|t〉C = e−iĤC(t−t0) |t0〉C (where |t0〉C is one of the clock eigenstates choosen as the
initial time), we can easily obtain:

|φ(t)〉S = 〈t|Ψ〉
1/
√
dC

=
√
dC 〈t0| eiĤC(t−t0) |Ψ〉 =

=
√
dC 〈t0| ei(Ĥ−ĤS)(t−t0) |Ψ〉 =

√
dC 〈t0| e−iĤS(t−t0)eiĤ(t−t0) |Ψ〉 =

=
√
dC 〈t0| e−iĤS(t−t0) |Ψ〉 =

√
dC e−iĤS(t−t0) 〈t0|Ψ〉 =

=
√
dC e−iĤS(t−t0) |φ(t0)〉S√

dC
= e−iĤS(t−t0) |φ(t0)〉S

(2.18)

where |φ(t0)〉S is the state of the system S choosen to be the state at t = t0. We can
clearly recognize in equation (2.18) the Schrödinger evolution for the state |φ(t)〉S
with its Hamiltonian ĤS. Thus the parameter t can be interpreted as time, and the
evolution of the subsystem S has been recovered from no evolution at all.

In conclusion of this Section we emphatize that, assuming the eigenstates of
the clock satisfying |t〉C = e−iĤC(t−t0) |t0〉C together with the fact that the clock C

and S are entangled, directly imply that the evolution on the system S has the
same exponential form leading to the Schrödinger equation. It is clear that the first
assumption may seem too strong. Part of our work will indeed focus later on which
Hamltonians and what kind of states can be used to be time states (we will give our
contribution on this issue in Chapter 4). A choice of time states is made by GLM
in [19] where they consider the clock Hilbert space isomorphic to the Hilbert space
of a particle on a line. Their model will be the subject of the next Section.
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2.3 Clock as Particle on a Line

In this Section we examine the model of clock observable proposed by GLM in [19].
GLM have formalized the PaW mechanism in a very detailed and complete way,
proposing a review and an extension of the mechanism. As clock observable GLM
choose an Hilbert space isomorphic to the Hilbert space of a particle on a line.
Through this choice we will see that they are able to get the Schrödinger equation
for the system S in the differential form. So, they consider the total Hilbert space
H = HC ⊗ HS. In the clock subspace HC they introduce the position operator T̂
and its conjugate momentum Ω̂, with

[
T̂ , Ω̂

]
= i. Associating the momentum Ω̂ to

the energy of the clock, they introduce the constraint operator of the model as:

Ĵ = Ω̂ + ĤS (2.19)

with ĤS the Hamiltonian of S. In this framework the set of vectors |Ψ〉 which pro-
vides the condensed representation of the full history of the system S are identified
by the eigenvector equation associated with the null eigenvalue of Ĵ , i. e.

Ĵ |Ψ〉 =
(
Ω̂ + ĤS

)
|Ψ〉 = 0 (2.20)

where |Ψ〉 is clearly defined on HC ⊗ HS. One may interpret equation (2.20) as
a constraint that forces the vector |Ψ〉 to be eigenstate of the total “Hamiltonian”
Ĵ with null eigenvalue, consistently with the Wheeler-DeWitt equation. The states
|Ψ〉 are static, in the sense that they do not evolve with respect to the external time.
As we have already seen, the system S evolves with respect to the clock time in the
sense that the entanglement between the system and the clock track the system
evolution. Here, considering the fact that {|t〉C} provide a decomposition for the
identity operator on ĤC , any solution to equation (2.20) can be written as:

|Ψ〉 =
∫ +∞

−∞
dt |t〉C ⊗ |ψ(t)〉S (2.21)

where |ψ(t)〉S is the system state at time t in HS with normalization 〈ψ(t)|ψ(t)〉 for
all t and |t〉 is the eigenstate of T̂ in HC . Equation (2.21) shows that the vectors
|Ψ〉 provide a complete description of the temporal evolution of the system S by
representing it in terms of correlations between S and the clock C.
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Now we are ready to reiterate the central point of PaW theory showing the
“evolution within a single state”. We define once again the state |ψ(t)〉S of the
system S at time t (i. e. the state of the system S when the clock is in the
state |t〉C) conditioning the solution |Ψ〉 of equation (2.20) on having the time t via
projection with the eigenvectors of the time operator T̂ , that is

|ψ(t)〉S = 〈t|Ψ〉 . (2.22)

Starting from equation (2.20) and conditioning the clock system to the state |t〉
we can recover the Schrödinger equation for the state of the subsystem S. Indeed,
writing the momentum in the “position” rappresentation (〈t| Ω̂ = −i d

dt
〈t|) and using

the definition (2.22), we can write

〈t| Ĵ |Ψ〉 = 0
⇒ 〈t| Ω̂ + ĤS |Ψ〉 = 0

⇒ −i ∂
∂t
〈t|Ψ〉+ ĤS 〈t|Ψ〉 = 0

⇒ i
∂

∂t
|ψ(t)〉S = ĤS |ψ(t)〉S .

(2.23)

This is clearly Schrödinger’s equation for the system S that evolves with respect clock
time t. Since the spectrum of the clock observable T̂ is continuous, the equation can
be written in the usual differential form i ∂

∂t
|ψ(t)〉S = ĤS |ψ(t)〉S.

2.4 Overcoming Criticisms

We discuss here two of the solutions that have been proposed to the main criticism
of the PaW theory, namely Kuchar’s objection [20]. An important point of the
PaW proposal concerns conditional probabilities (that we have already discussed in
Section 2.1). Indeed the probability to obtain the outcome a when measuring the
observable Â (with Â |a〉 = a |a〉) on the subspace S at a certain clock time t is:

P (a on S | t on C) = P (a on S, t on C)
P (t on C) (2.24)
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that is the conditional probability of obtaining a on S given that the clock C shows
t. Kuchar criticised in [20] emphasizing that the PaW framework is not able to
provide the correct propagators when considering multiple measurements. Indeed
measurements of the system at two times will give the wrong statistics because the
first measurement “collapses”the time state and freezes the system.

Among the solutions to this problem (the most recent given in [32]), we discuss
here the GPPT proposal [21] (see also [17]) and the GLM theory [19] (see also [18]).
We discuss this issue assuming the framework of previous Section, namely we assume
the clock observable as particle on a line with continuous spectrum.

2.4.1 The GPPT Proposal

As pointed out in [17] one of the main ingredients in the GPPT theory is the averag-
ing over the abstract coordinate time (the “external time”) in order to eliminate any
external time dependence in the observables. So, in the GPPT proposal, the proba-
bility to obtain the outcome a when measuring the observable Â on the subsystem
S conditioned to having the outcome t on C is given by [21]:

P (a on S | t on C) =
∫
dθ Tr

[
Π̂a,t(θ)ρ̂

]
∫
dθ Tr

[
Π̂t(θ)ρ̂

] (2.25)

where θ is the external time, ρ̂ = |Ψ〉 〈Ψ| is the global state of the Universe, Π̂t(θ) =
Û †(θ)Π̂tÛ(θ) (with Û(θ) = e−iĤθ) is the projector relative to the result t for a clock
measurement at external time θ and Π̂a,t(θ) = Û †(θ)Π̂a,tÛ(θ) is the projector relative
to the result a for a measurement on S and t for a measurement on C at external
time θ (we are working here in the Heisenberg picture with respect to the external
time θ). The generalization of equation (2.25) to multiple time measurements is
given by [21]:

P (af on S | tf on C, ai, ti) =

=
∫
dθ
∫
dθ′ Tr

[
Π̂af ,tf (θ)Π̂ai,ti(θ′)ρ̂Π̂ai,ti(θ′)

]
∫
dθ
∫
dθ′ Tr

[
Π̂tf (θ)Π̂ai,ti(θ′)ρ̂Π̂ai,ti(θ′)

] (2.26)
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which provides the conditional probability of obtaining af on the system S at clock
time tf , given that a “previous”joint measurement of S and C returns ai, ti. Equa-
tion (2.26) provides the the correct propagator, indeed proceeding with the calcu-
lations we would find

∣∣∣〈af | e−iĤS(tf−ti) |ai〉
∣∣∣2. We will return to GPPT theory in the

following, when we will show that it also applies to the case of non-orthogonal time
states. We will indeed encounter such states in the next Chapters, when we will use
Pegg’s POVM in describing the clock observable.

2.4.2 GLM’s Multiple Measurements

We focus now on the GLM proposal [19, 18]. We start considering the global state
of the Universe written as

|Ψ〉 =
∫ +∞

−∞
dt |t〉C ⊗ |ψ(t)〉S =

∫ +∞

−∞
dt |t〉C ⊗ ÛS(t− t0) |ψ(t0)〉S (2.27)

where |ψ(t0)〉S is the state of S conditioned on t0 that is taken as initial time and
where, thanks to the (2.23), we have defined ÛS(t− t0) = e−iĤS(t−t0).

Let’s initially consider to perform a measurement within S at time t1. The
authors suggest to divide the system S into two subsystems, including both the
system to be measured (Q, the observed) and an ancillary memory system (M ,
the observer). In this framework they use von Neumann’s prescription for mea-
surements [98], where a measurement apparatus essentially consists in an (ideally
instantaneous) interaction between the system Q and the memory degree of freedom
M . The interaction correlates the system Q and the memory M along the eigenbasis
{|a〉} of on observable A to be measured, that is

|ψ(t)〉Q ⊗ |r〉M −→
∑
a

(〈a|ψ(t)〉) |a〉Q ⊗ |a〉M (2.28)

where |r〉M is the state of the memory before the interaction and 〈a|ψ(t)〉 is the
probability amplitude of obtaining a measuring the observable A. The Hamiltonian
ĤS of the system S can be written as

ĤS(t) = ĤQ + δt,t1ĥQM (2.29)
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where ĥQM is responsible for the mapping equation (2.28). So we can write the
global state |Ψ〉 including the measurement, thus obtaining

|Ψ〉 =
∫ t1

−∞
dt |t〉c ⊗ ÛQ(t− t0) |ψ(t0)〉Q ⊗ |r〉M +

+
∫ +∞

t1
dt |t〉c ⊗

∑
a

(〈a|ψ(t1)〉)ÛQ(t− t1) |a〉Q ⊗ |a〉M . (2.30)

The first summation describes the system evolution prior to the measurement (when
the memory is in the state |r〉M) whereas the second summation describes the evo-
lution after the measurement when the memory is correlated to the subsystem Q.

Now the probability that, at a given time t, the values a will be registered by
the memory M can be expressed as [19]:

P (a on S | t on C) = || (C 〈t| ⊗M 〈a|) |Ψ〉 ||2 (2.31)

where we use the norm of a vector as || |v〉 ||2 = 〈v|v〉. GLM notice here that for
smaller values of t < t1, the probability of getting a certain outcome a on M does
not depend upon Q yielding P (a on S | t on C) = | 〈a|r〉 |2, the resulting statistics
being only associated with the ready state of the memory. For t > t1 instead,
P (a on S | t on C) = |〈a|ψ(t)〉|2: it only depends upon the statistical uncertainty of
the state of the system Q at time t1 and it remains constant in time due to the fact
that we have explicitly suppressed any dynamical evolution on M .

It is now possible to extend equations (2.29), (2.30) and (2.31) in order to perform
multiple measurements. What we have to do is simply add additional memories
(M1,M2, ...,MN), each initialized into a ready state |r〉Mi

and which couple with Q

through the time-dependent Hamiltonian

ĤS(t) = ĤQ +
N∑
i=1

δt,tiĥQMi
. (2.32)

We consider (as an example) the case of a sequence of two measurements at times
t1 and t2. Equation (2.32) becomes

ĤS(t) = ĤQ + δt,t1ĥQM1 + δt,t2ĥQM2 (2.33)
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and the global state (2.27) including the double measurement can then be written

|Ψ〉 =
∫ t1

−∞
dt |t〉c ⊗ ÛQ(t− t0) |ψ(t0)〉Q ⊗ |r〉M1

⊗ |r〉M2
+

+
∫ t2

t1
dt |t〉c ⊗

∑
a

(〈a|ψ(t1)〉)ÛQ(t− t1) |a〉Q ⊗ |a〉M1
⊗ |r〉M2

+

+
∫ +∞

t2
dt |t〉c⊗

∑
a

∑
b

(〈b| ÛQ(t2− t1) |a〉)(〈a|ψ(t1)〉)ÛQ(t− t2) |b〉Q⊗ |a〉M1
⊗ |b〉M2

(2.34)

where |a〉 and |b〉 are the eigenstates of the observables A and B that are measured
at times t1 and t2 (referred to the clock time).Through the state (2.34) we search now
the probability of obtaining b on S at time t2, given that a “previous”measurement
at time t1 returns a. This can be formally expressed as follows:

P ((b on S | t2 on C) | (a on S | t1 on C)) =

= P (b, a | t2)
P (a | t1) = ||(C〈t2| ⊗M1 〈a| ⊗M2 〈b|) |Ψ〉 ||2

||(C〈t1| ⊗M1 〈a|) |Ψ〉 ||2
(2.35)

which returns the correct result for a two-times measurement:

P ((b on S | t2 on C) | (a on S | t1 on C)) =
∣∣∣〈b| ÛQ(t2 − t1) |a〉

∣∣∣2 . (2.36)

This result follows from the fact that P (b, a | t2) =
∣∣∣(〈b| ÛQ(t2 − t1) |a〉

)
(〈a|ψ(t1)〉)

∣∣∣2
obtained from the third summation and P (a | t1) = |〈a|ψ(t1)〉|2 obtained from the
second summation in equation (2.34). We emphasize here that the GLM proposal
for multiple measurements needs orthogonal time states and will not be applicable
when we will represent the clock observable with Pegg’s POVMs.

So, following GLM, we showed how an observer within the PaW Universe (rep-
resented using the memories M1 and M2) can make measurements on a subsystem
and record its results. This argument is used by the authors to answer the question
of how the flow of time is perceived by an observer within the Universe. In the next
section we will better analyze the question of the flow of time in the PaW framework.
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2.5 Discussion

In this section we focus on the physical meaning of PaW quantum time. An opera-
tional definition of proper time as “what is shown on a clock” requires some physical
system that acts as a clock. The PaW formalism naturally accommodates it: HC is
the Hilbert space of such system. Clearly, for this reason, it becomes important to
understand what kind of Hamiltonians and what kind of systems are good clocks.
From what we have seen throughout this Section, a good clock must have a greater
number of states compared to those of the system (namely we need dC � dS) and
must interact weakly with the system S (in the ideal case should not interact at all).
We will focus on this point in the next Chapter. The aspect we want to enphatize
here is that in the PaW approach there are evidently two points of view, namely: a
point of view within the Universe where the observer is part of the system entangled
with the clock system and a point of view outside the Universe, in which an hypo-
thetical external entity is able to see the stationary global state. In the following
paragraph, we will look more closely at these two possibilities.

2.5.1 The Flow of Time: Two Points of View

Now we briefly comment the two point of view emerging from the PaW mechanism.

• An hypotetical external observer is an observer outside the Universe. He has
access to abstract coordinate time and he sees Hamiltonian constraint. So he
can consider the whole Universe as a static system whose state is in an superpo-
sition of all time states. An important aspect reguarding the external observer
is that he can make measurements on the Universe. He can make measure-
ments simultaneously on the two subspaces, the clock C and the system S,
and he can therefore test the validity of the rules of conditional probabilities.

• On the other hand the internal observer does not have access to abstract co-
ordinate time. According to our point of view, it is evident that the confusion
about the perception of the flow of time for an observer within the Universe
derives from the absence of clarity with which the relative state of the subsys-
tem S (2.17) is often defined. This topic is clearly related to the problem of
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considering the wave function of the whole Universe that must include internal
observers, which is a issue related to the Everett’s interpretation of quantum
mechanics [14] (see also [15] and [16]). For this reason we emphasize that the
conditioned state (2.17) is a Everett relative state. The operation involved in
this definition has nothing to do with the measurement and does not require
one to be performed on the clock. In our opinion this was also the original
thought of Page and Wootters. Indeed, as already mentioned in the first sec-
tion of this Chapter, Wootter in [12] says that for an internal observer the own
state is correlated with the state of the rest of the Universe and, when he makes
a measurement on any object around him, he also makes a measurement on
his own internal variables. This combined measurement, being made entirely
within the Universe, does non collapse the global state but gives the observer
the experience of being in one of the many different states permitted within
the state |Ψ〉. So, within this framework, the flow of time emerges as a result
of the fact that the S system is correlated to C and that there are subsystems
within the Hilbert space HS that can perform measurement and store their
results, thus constructing an history (as we have seen in the previous Section).
In [24], for example, the space HS is partioned into three subspaces, that are
the “observer” (assumed to be made by a memory only), the “observed”, and
a sequence of ancillas. In this framework, by treating the ancillas semiclas-
sically, the authors show haw it is possible to describe the observer and the
observed as undergoing an effective evolution generated by a time-dependent
Hamiltonian, in turn generated by interactions with the ancillas6.

In conclusion, we note that the problem of the interpretation of the mechanism
is clearly still open and we think that there are also questions left unanswered. In
any case, the issue is beyond the scope of this work, and we do not look at it further.

2.5.2 Experimental Illustration

In 2014 an experimental illustration of the PaW mechanism has been realized for the
first time. In [17] the authors implement the PaW theory using an entangled state

6For further analysis on this argument, we directly refer to the original work [24].
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of two photons, one of which is used as a clock to gauge the evolution of the second.
They make the experiment in two different modes: the “observer” mode in which
they test the point of view of an internal observer that becomes correlated with the
clock photon and sees the other subsystem evolve, and the “super-observer” mode
in which they test the point of view of an external observer that only observes global
properties of the two photons and can prove that the global system is static. They
choose a global state |Ψ〉 as an entangled state of the vertical V and horizontal H
polarization degree of freedom of the two photons, that is

|Ψ〉 = 1√
2

(|H〉C |V 〉S − |V 〉C |H〉S) (2.37)

and they enforce the Wheeler-DeWitt constraint by taking ĤC = iω (|H〉 〈V | − |V 〉 〈H|)
and ĤS = iω (|H〉 〈V | − |V 〉 〈H|) as local Hamiltonians of the system (ω being a pa-
rameter which defines the time scale of the model). At this point they induce the
rotations of the polarization of the two photons by forcing them to travel through
identical birefringent plates. As they say:

This allows us to consider a setting where everything can be decoupled from
the “flow of time”, i.e. when the photons are traveling outside the plates.
Nonetheless, the clock photon is a true (albeit extremely simple) clock: its
polarization rotation is proportional to the time it spends crossing the plates.
Although extremely simple, our model captures the two, seemingly contra-
dictory, properties of the PaW mechanism: the evolution of the subsystems
relative to each other, and the staticity of the global system7.

Indeed when they run the experiment in the “observer” mode, the experimenter
uses the readings of the clock photon to gauge the evolution of the other because,
measuring the clock photon polarization, he becomes correlated with the subsystems
and can determine their evolution. But when they run the experiment in the “super-
observer” mode, they carefully avoids measuring the properties of the subsystems of
the entangled state and they only measure global properties. In this way they can
determine that the global system is static. The authors underline that this mode

7E. Moreva, G. Brida, M. Gramegna, V. Giovannetti, L. Maccone and M. Genovese, Time from
quantum entanglement: an experimental illustration, Physical Review A 89, 052122 (2014).
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describes what an observer external to the Universe would see by measuring global
properties of the state |Ψ〉. An external observer has access to abstract coordinate
time (which in the experiment means being able to measure the thickness of the
plates) and he can prove that the global state is static, since it does not evolve even
when the thickness of the plates is varied. As expected from the PaW mechanism,
in this experiment they prove that the evolution arise within their toy Universe in
terms of conditional probability and it is independent of the abstract coordinate
time (represented by different thicknesses of birefringent plates). Furthermore they
prove that the fidelity F = 〈Ψ| ρout |Ψ〉 (which measures the overlap between the
theoretical initial state |Ψ〉 and the final state ρout after its evolution through the
plates) is constant and close to one and this proves that the state of the global
system is static as required by the Wheeler-DeWitt constraint.

We notice here that in [17] also the GPPT theory for multiple time measurements
has been tested. Furthermore, in [18] the authors provide an new experimental
illustration of PaW mechanism that is able to describe multiple two-time quantum
correlation functions using the GLM prescription. We do not discuss further this
issue and for additional details we refer to the original works.

2.6 Conclusions

In this Chapter we gave a brief summary of the PaW mechanism starting from the
original work of Page and Wootters. We outlined the salient aspects of the theory
and we addressed the work of GLM who first proposed a clock observable conjugate
to the clock Hamiltonian, with the approximation of taking the clock Hamiltonian
represented by the momentum. We then saw how the main criticism of the theory
has been overcome and we provided some considerations.

To conclude the Chapter we notice that the PaW mechanism currently attracts
a large amount of interest and several generalizations has been proposed, including
a first review [44]. As examples we indicate some works that we regard as significant
in addition to those we have already discussed. In [22, 23] is given a generalization
of the PaW framework in order to use any generic bounded, discrete Hamiltonian as
clock Hamiltonian. Furthermore a connection is established with a new formulation
of statistical mechanics through entanglement that has recently been proposed [48,
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49] (see also [50, 51, 52]) where ensemble averages and subjective ignorance are not
needed, because individual quantum states of systems exhibit statistical properties.
We will present these works in Chapter 4 and Chapter 5. In [22] (see also [26]) is
illustrated the possibility of obtaining a time operator within the PaW framework,
overcoming Pauli’s objection, as we will see in Chapter 4. In [34, 35] the PaW
theory is generalized in order to consider relativistic particles. In [36] is taken the
classical limit of the mechanism either of the clock only, or of the clock and the
evolving system S together. In this latter case the Hamilton equations of motion
are recovered for the system S with repect to the clock. In [28] is described the case
of interacting clock and system while in [29] a relativistic clock is considered and a
classical time dilation (corrected by quantum terms) is observed. In [37] the authors
study the behavior of quantum clocks in presence of gravitating quantum systems
and in [39] noncausal Page and Wootters circuits are treated. In [32, 33] is shown the
equivalence between three approaches to relational quantum dynamics: relational
observables in the clock-neutral picture of Dirac quantization, the PaW formalism
and the relational Heisenberg picture obtained via symmetry reduction. As already
mentioned these authors also show how their framework resolve Kuchar’s criticism
without invoking approximations, ideal clocks or ancilla systems. A generalization
of the PaW mechanism for the spatial degree of freedom has been addressed in
[89, 90, 91] (see also [80, 81]) and in [88], through the PaW formalism, has been
introduced a fully relational formulation of a 1+1 dimensional spacetime for the case
of a system of N relativistic quantum particles in a weak gravitational field. Finally,
in [92] PaW theory was extended providing a model of 3+1 quantum spacetime and
this will be the main argument of Chapter 6.
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Chapter 3

Complement of the Hamiltonian

The first goal of our work is to maximize as much as possible the set of physical
systems that can be used as clock. As we have seen in the previous Chapter, GLM
reviewed the PaW mechanism using a clock observable that is conjugated to the clock
Hamiltonian assuming the clock space isomorphic to the Hilber space of a particle
on a line and also considering the approximation of associating the momentum of
the particle to its energy. We want to extend this result to the case of bounded clock
systems with discrete energy levels. In order to do this, it is interesting to look at
the work of D. T. Pegg [45] (see also [46, 47]) in which he investigates about the
existence of a quantity that could be complement of Hamiltonians with bounded,
discrete spectrum. In this Chapter we will rewiev and summarize Pegg’s work.

We have seen that the question of an energy-time uncertainty principle has been
one of the earliest issues in quantum mechanics. Fundamental to this problem
is that in quantum mechanics the energy is a dynamical variable of the system,
represented by an Hermitian operator but time is a parameter, as it is in classical
mechanics. Another important difficulty is that, whereas the momentum-position
uncertainty relation can be derived from the commutation relation between position
and momentum operators (} = 1)

[X̂, P̂ ] = i, (3.1)

there is no a time operator that is canonically conjugate to the Hamiltonian operator
in the sense of equation (3.1). The question therefore arises as to whether or not
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there is an operator conjugate or complementary to the Hamiltonian in a more
general sense. So Pegg explores the possibility of the existence of a quantity that
can be regarded as the complement of the Hamiltonian for a quantum system with
discrete energy levels, noting that such a quantity would have dimensions of time
but would be a property of the system itself. As an operator it would represent an
observable of the quantum system and not time in the abstract or coordinate sense
(as read on an external clock). Its eigenstates would represent a state of the quantum
system and some measurament on the system, at least in principle, should tell us
about the quantity involved. In Section 3.2 we will consider a system with discrete
energy eigenstates for wich the ratios of the energy differences are rational1 and we
will find that such a quantity (the “α quantity”) does exist and can be represented
by a POVM2. The uncertainty relation between the Hamiltonian and the α quantity
is also suggested. In Section 3.3 we investigate systems with equally-spaced energy
levels and we will see that in this particular case it will be possible to define an
Hermitian operator complement of the Hamiltonian.

3.1 The α Quantity

We consider a quantum system with p+ 1, non-degenerate energy states |Ei〉, with
i = 0, 1, 2, ..., p. To avoid unnecessary complications we choose our zero of energy
|E0〉 so that the lowest energy eigenvalue E0 = 0 and we choose the other energies
Ei increasing with i. We assume that these include all the accessible states of the
system. Let Hp be the Hilbert space of dimension p+1 spanned by these orthogonal
energy states, so the Hamiltonian of the system is

Ĥp =
p∑
i=0

Ei |Ei〉 〈Ei| (3.2)

1We will see in the following that this limitation may be overcome and we will be able to
consider any generic point-like (i.e. non-degenerate) spectrum. Indeed, since any real number can
be approximated with arbitrary precision by a ratio between two rational numbers, all the small
corrections we will find may be arbitrarily reduced.

2In quantum measurement theory, a Probability-Operator Measure or Positive-Operator Valued
Measure (POVM) is defined as a collection Gk of positive operators on a Hilbert space that sum
to the identity:

∑
k Gk = 1. Gk positive, Gk ≥ 0, means that Gk is Hermitian with no negative

eigenvalues, or, equivalently, that 〈ψ|Gk |ψ〉 ≥ 0 for all |ψ〉.
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where Ei are the energy eigenvalues. A general state of the system can be written:

|ψ〉 =
p∑
i=0

fi |Ei〉 (3.3)

and will evolve with respect to the external time according to the relation

e−iĤpt |ψ〉 =
p∑
i=0

fie
−iEit |Ei〉 . (3.4)

We are interested in a quantity α of the system which will have dimensions of time
and will be conjugate to the Hamiltonian in the sense that Ĥp is the generator of
shifts in α quantity. Thus we seek a state |α〉 for which

e−iĤpδα |α〉 = |α + δα〉 . (3.5)

Considering a generic expansion of the state |α〉 on the basis of energy |α〉 =∑p
i=0 ci(α) |Ei〉, we can write

|α + δα〉 = e−iĤpδα |α〉 =

= e−iĤpδα
p∑
i=0

ci(α) |Ei〉 =

=
p∑
i=0

ci(α)e−iEiδα |Ei〉 .

(3.6)

The equation (3.6) must be equal to ∑p
i=0 ci(α+ δα) |Ei〉 and in this way we obtain

ci(α) ∝ e−iEiα. (3.7)

We choose all ci(α) values equal to each other apart from the phase factor and we
can therefore write

|α〉 = 1√
p+ 1

p∑
i=0

e−iEiα |Ei〉 . (3.8)

If we replace δα on the left-hand side of Equation (3.5) with δt, we obtain a time
translation expression. This indicates that the state |α + δα〉 is the state to which
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|α〉 would evolve in a time δt = δα. Thus, althoug the quantity represented by α

is not time (because the α quantity is a property of the system), it exhibits some
relation to time. The states |α〉 are not orthogonal and their number exceeds the
dimensions of the space Hp spanned by the p + 1 energy states |Ei〉, so these |α〉
can not be eigenstates of an Hermitian operator on Hp. Therefore we impose some
restrictions in order to be able to proceed and we split the problem in two cases:
first we treat the case of unequally-spaced energy levels and then the case of equally-
spaced energy levels.

3.2 Unequally-Spaced Energy Levels

3.2.1 General Framework

For unequally-spaced energy levels we can not even find a subset of p+ 1 states |α〉
that are orthogonal but we can make progress by requiring that the ratios Ei/E1

are rational numbers. So, for Ei/E1 rational, we can write

Ei
E1

= Ci
Bi

(3.9)

where Ci and Bi are integers with no common factors. We write the lowest common
multiple of the values of Bi with i > 1 as r1 and define ri = r1Ci/Bi for i > 1 and
as zero for i = 0. Then ri is an integer for all i ≥ 0, and ri = 0 for i = 0. Now we
can define

T = 2πr1

E1
(3.10)

and then, using equation (3.9), we can write

Ei = ri
2π
T
. (3.11)

We can now select s + 1 states |α〉 for which the values of α are uniformly spread
over the range T . That is, we choose values of α denoted by

αm = α0 +m
T

s+ 1 (3.12)
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with m = 0, 1, 2, ..., s. With this choice the states (3.8) become the states |αm〉
which can be written as

|αm〉 = 1√
p+ 1

p∑
i=0

e−iEiαm |Ei〉 (3.13)

and they have the following key property:

s∑
m=0
|αm〉 〈αm| =

1
p+ 1

{
s∑

m=0

p∑
i=0

p∑
k=0

e−i(Ei−Ek)αm |Ei〉 〈Ek|
}

=

= 1
p+ 1

{
s∑

m=0

p∑
i=0

p∑
k=0

e−i(ri−rk)αm2π/T |Ei〉 〈Ek|
}

=

= 1
p+ 1


s∑

m=0

∑
i=k
|Ei〉 〈Ei|+

∑
i 6=k

s∑
m=0

e−i(ri−rk)αm2π/T |Ei〉 〈Ek|

 .
(3.14)

Replacing the expression of αm (3.12) in the second term on the rigth-hand side of
the equation (3.14), we have

s∑
m=0
|αm〉 〈αm| =

1
p+ 1


s∑

m=0

∑
i=k
|Ei〉 〈Ei|+

∑
i 6=k

s∑
m=0

e−i(ri−rk)(α0+m T
s+1 )2π/T |Ei〉 〈Ek|

 =

= 1
p+ 1


s∑

m=0

∑
i=k
|Ei〉 〈Ei|+

∑
i 6=k

ei(ri−rk)α0
s∑

m=0
e−i(ri−rk)m2π

s+1 |Ei〉 〈Ek|

 .
(3.15)

For Ei/E1 rational, and thus ri − rk an integer, the term

∑
i 6=k

ei(ri−rk)α0
s∑

m=0
e−i(ri−rk)m2π

s+1 |Ei〉 〈Ek| (3.16)

will be zero because

s∑
m=0

e−i(ri−rk)m2π
s+1 = (s+ 1)δi,k. (3.17)
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Therefore we can finally find

p+ 1
s+ 1

s∑
m=0
|αm〉 〈αm| = 1p (3.18)

where 1p is the unit operator on the spaceHp. We can ensure rk−ri is not a multiple
of s+ 1 by choosing s+ 1 > rp, which is the largest value of ri. Pegg underlines here
that the quantity T has a simple physical interpretation: it is equal to the smallest
time taken for the system to return to its initial state. Indeed the state |α〉 will be
the same as the state |α + T 〉. It follows that, restricting our selection states |α〉 to
those for which the values of α are uniformly spread over the range T , then prevents
us from including the same state twice. We can easily see that the values of the α
quantity hold a cyclical repetition, indeed we have

e−iĤp
T
s+1 |αm=s〉 = 1√

p+ 1

p∑
i=0

e−iEi
T
s+1 e−iEiαs |Ei〉 = 1√

p+ 1

p∑
i=0

e−iEi(α0+T (s+1)
s+1 ) |Ei〉 =

= 1√
p+ 1

p∑
i=0

e−iEi(α0+T ) |Ei〉 = |α0 + T 〉 = |α0〉 ,

(3.19)

and this demonstrates that the translation of a step applied to the state |αm〉 with
m = s bring the state to the initial state |α0〉.

Now we focus on the relation (3.18): this expression is a resolution of the identity.
Thus, although the α quantity in not an observable represented by a Hermitian
operator on the space Hp of dimension dim(Hp) = p+ 1, it can be represented by a
POVM. The s+ 1 nonorthogonal elements of this POVM are

p+ 1
s+ 1 |αm〉 〈αm| , (3.20)

and using equation (3.18) we can expand a general state of the system (given from
equation (3.3)) as

|ψ〉 = p+ 1
s+ 1

s∑
m=0
|αm〉 〈αm|ψ〉 . (3.21)
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Figure 3.1: Schematic representation of the p + 1 values of the energy spectrum
(on the left) and the s + 1 > p + 1 values of αm (on the right) in a system system
with unequally-spaced energy levels. The red dashed lines in the energy spectrum
indicate the minimum distance between two successive values in the eigenvalues of
Ĥp so that all other energy values can be considered as multiples of this minimum
step, they are not energy levels.

Considering the normalization of the |ψ〉 (〈ψ|ψ〉 = 1), we obtain

p+ 1
s+ 1

s∑
m=0
|〈αm|ψ〉|2 = 1. (3.22)

Each terms in equation (3.22) is positive and represent a probability with the to-
tal probability correctly normalizated. From quantum detection theory this is the
probability that the application of the POVM by means of an appropriate measuring
instrument provides the result αm.

3.2.2 The s←→∞ Limit

In order for the α quantity to be indipendent of an arbitrary choice of s, we can
define the α quantity as represented by the above POVM in the limit s → ∞.
In this limit, the difference between successive values of αm tends to zero and the
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Figure 3.2: Rappresentation of the probability P (α) when the system is in an en-
ergy eigenstate. The α quantity distribution is constant across the whole period T
according to the uncertainty relation.

probability for a value of α in the small range between α and α + δα is P (α)δα,
where the probability density in given by

P (α) = 1
T
|〈α̃|ψ〉|2 , (3.23)

and where

|α̃〉 =
√
p+ 1 |α〉 =

p∑
i=0

e−iEiα |Ei〉 . (3.24)

The resolution of the identity (3.18) now become

1
T

∫ α0+T

α0
|α̃〉 〈α̃| dα = 1p (3.25)

and the α quantity is now represented by the POVM generated by the infinitesimal
operators 1

T
|α̃〉 〈α̃| dα. The probability density for the system in the state |ψ〉 to

be found with a value α for the α quantity is P (α) = 1
T

∣∣∣∑p
i=0 fie

iEiα
∣∣∣2. This ex-

pression displays an essential feature of the complementarity between energy and
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the α quantity: if the system is in an energy eigenstate then there is only one term
within the summation in equation (3.3) (|ψ〉 = |Ei〉), and so P (α) = 1

T
, that is, the

α quantity distribution is constant across the whole period T . Thus, if the energy
can be determined exactly, the α quantity in completely random.

3.2.3 The Uncertainty Relation

In order to find the uncertainty relation between ∆E and ∆α, it is convenient to
introduce a new Hermitian operator Â, defined by

Â = 1
T

∫ α0+T

α0
α |α̃〉 〈α̃| dα, (3.26)

that can be expressed, using (3.24), as

Â = α0 + T

2 + i
∑
i 6=j

e−i(Ei−Ej)α0

Ei − Ej
|Ei〉 〈Ej| . (3.27)

The operator Â has the following property:

〈ψ| Â |ψ〉 = 1
T
〈ψ|

∫ α0+T

α0
α |α̃〉 〈α̃| dα |ψ〉 =

= 1
T

∫ α0+T

α0
α |〈α̃|ψ〉|2 dα =

=
∫ α0+T

α0
αP (α)dα = < α > .

(3.28)

We notice that the operator Â can not be taken as the operator complement to the
Hamiltonian. The essential reason is that the eigenstates of Â are not the states |α〉
and the Hamiltonian does not generate shifts from one eigenstate of Â to another
how instead of occurs in equation (3.5). Â is interesting because its expectation
value is equal to the expectatin value of the α quantity, so it might provide a way of
measuring this value, but it can be regarded only as the operator acting on Hp that
is nearest to an operator conjugate to Ĥp. Thus, as the α quantity is represented
by a POVM, its uncertainty relation can not be written down immediately as is the
case for observables represented by Hermitian operators. Thus using the resolution
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of the identity (3.25), we write the variance of energy as

< ∆E2 > = 〈ψ| (Ĥp− < E >)(Ĥp− < E >) |ψ〉 =

= 1
T

∫ α0+T

α0
〈ψ| (Ĥp− < E >) |α̃〉 〈α̃| (Ĥp− < E >) |ψ〉 dα

(3.29)

and the variance of the α quantity as

< ∆α2 > = 〈ψ| (α− < α >)(α− < α >) |ψ〉 =

= 1
T

∫ α0+T

α0
〈ψ| (α− < α >) |α̃〉 〈α̃| (α− < α >) |ψ〉 dα.

(3.30)

Combining these two results, we obtains

< ∆E2 >< ∆α2 >= 1
T 2

∫ α0+T

α0

∣∣∣〈ψ| (Ĥp− < E >) |α̃〉
∣∣∣2 dα

×
∫ α0+T

α0
|〈ψ| (α− < α >) |α̃〉|2 dα (3.31)

and from Schwartz’s inequality:

1
T 2

∫ α0+T

α0

∣∣∣〈ψ| (Ĥp− < E >) |α̃〉
∣∣∣2 dα ∫ α0+T

α0
|〈ψ| (α− < α >) |α̃〉|2 dα

≥ 1
T 2

∣∣∣∣∣
∫ α0+T

α0
〈ψ| (Ĥp− < E >) |α̃〉 〈α̃| (α− < α >) |ψ〉

∣∣∣∣∣
2

. (3.32)

Thus the product of the mean square deviations is

∆E∆α ≥
∣∣∣〈ψ| (Ĥp− < E >)(Â− < α >) |ψ〉

∣∣∣ . (3.33)

As α is a real value, operator Â defined by (3.26) will be an Hermitian operator.
Therefore we can write [45]:

∣∣∣〈ψ| (Ĥp− < E >)(Â− < α >) |ψ〉
∣∣∣ = 1

2
∣∣∣〈ψ| [Ĥp, Â] |ψ〉

∣∣∣ . (3.34)
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Then, using the fact that

[
Ĥp, Â

]
= i

∑
i 6=j

Ei
Ei − Ej

e−i(Ei−Ej)α0 |Ei〉 〈Ej| −
∑
i 6=j

Ej
Ei − Ej

e−i(Ei−Ej)α0 |Ei〉 〈Ej|

 =

= i

∑
i

∑
j

e−i(Ei−Ej)α0ei(Ei−Ej)α0 |Ei〉 〈Ej| − 1

 = i (|α̃0〉 〈α̃0| − 1) ,

(3.35)

we finally obtain

∆E∆α ≥ 1
2
∣∣∣〈ψ| [Ĥp, Â] |ψ〉

∣∣∣ = 1
2 |1− 〈ψ|α̃0〉 〈α̃0|ψ〉| . (3.36)

When the system is in an energy eigenstate the uncertainty in energy must be zero,
even for a finite ∆α. In this case the right-hand side of equation (3.36) vanishies,
ensuring consinstency. The term 〈ψ|α0〉 〈α0|ψ〉 is just TP (α0) and therefore, if |ψ〉 is
orthogonal to |α0〉 or if the probability distribution P (α) for the state of the system
is sufficiently narrow for this last term to be negligible, the uncertainty relation takes
the more usual form.

3.3 Equally-Spaced Energy Levels

In this Section we deal with the same problem but considering an Hamiltonian with
equally-spaced eigenvalues. We will see that for this kind of systems we can find an
Hermitian operator to represent the α quantity.

We have already seen that the operator we are searching can not be the operator
Â represented in Equation (3.26). Let’s consider a system with p+1 non-degenerate
equally-spaced energy levels. For simplicity we consider E0 = 0. In this framework
we notice that we are allowed to choose s = p. Indeed, in the case of equally-spaced
energy levels we have ri = i which implies rp = p. The constraint we have imposed
on the numeber of the α states (s+ 1 > rp) then becomes

s+ 1 > rp = p ⇒ s ≥ p. (3.37)
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Figure 3.3: Schematic representation of the energy spectrum (on the left) and the
p+ 1 values of τm (on the right) in a system with equally-spaced energy levels.

Thus the key aspect of this Section is to choose s = p. Following the path outlined
in the previous Section, the energy eigenvalues can be written

En = rn
2π
T

= n
2π
T

(3.38)

(with n = 0, 1, 2, ..., p) and we can define the states |τm〉 as

|τm〉 = 1√
p+ 1

p∑
n=0

e−iEnτm |En〉 (3.39)

where

τm = τ0 +m
T

s+ 1 = τ0 +m
T

p+ 1 . (3.40)

As the αm values of the previous Section, the τm values are spread on the range
(τ0, τ0 + T ) but they are equal in number to the energy levels (s = p). For this
reason, we can now consider that all the summations run between 0 and p. The
states |τm〉 are orthogonal, namely (see Appendix 3.A at the end of this Chapter)

〈τm|τm′〉 = δm,m′ , (3.41)
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and they form a complete basis on the space Hp. Indeed we have

p∑
m=0
|τm〉 〈τm| =

1
p+ 1

p∑
m=0

p∑
n=0

p∑
n′=0

e−i(En−En′ )τm |En〉 〈En′| =

= 1
p+ 1

p∑
n=0

p∑
n′=0

e−i(En−En′ )τ0
p∑

m=0
e−i

2πm
p+1 (n−n′) |En〉 〈En′| =

=
p∑

n=0

p∑
n′=0

δn,n′ |En〉 〈En′| =
p∑

n=0
|En〉 〈En′| = 1p,

(3.42)

where 1 is the Identity operator on the p+ 1 dimensional Hilbert space, and where
we have used ∑p

m=0 e
−i(En−En′ )τm = e−i(En−En′ )τ0

∑p
m=0 e

−i 2πm
p+1 (n−n′) = (p + 1)δn,n′ .

Furthermore the states are now the eigenstates of the Hermitian operator

τ̂ =
p∑

m=0
τm |τm〉 〈τm| (3.43)

with eigenvalues τm (see Appendix 3.B at the end of this Chapter). The term
|〈τm|ψ〉|2 is now the probability of projecting the state |ψ〉 on the state |τm〉, that is
the probability of obtaining the result τm by a measurement of the operator τ̂ given
by equation (3.43). This is in accord with the result of the previous Section (3.22),
but now we can link the measurement to the Hermitian operator τ̂ .

We now show that τ̂ is the conjugate, or complement, of Ĥp = ∑p
n=0En |En〉 〈En|

in the sense that Ĥp is the generator of shifts in the values τm (eigenvalues of τ̂)
and τ̂ is the generator of energy shifts. The first property, that follows from the
definition of the states τm (3.39), reads

e−iĤp(τ−τ0) |τ0〉 = 1√
p+ 1

p∑
n=0

e−iEn(τ−τ0)e−iEnτ0 |En〉 =

= 1√
p+ 1

p∑
n=0

e−iEnτ |En〉 = |τm〉
(3.44)

where τ − τ0 is an integer multiple of T
p+1 . Clearly the cyclical repetition we found

in the previous Section for the values αm and the states |αm〉 still applies here for
the values τm and the states |τm〉 and we have e−iĤp

T
p+1 |τm=p〉 = |τ0 + T 〉 = |τ0〉.
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The second property follows from the relation

eiτ̂(En−E0) |E0〉 = 1√
p+ 1

p∑
m=0

eiτm(En−E0)eiτmE0 |τm〉 =

= 1√
p+ 1

p∑
m=0

eiτmEn |τm〉 = |En〉
(3.45)

where En − E0 is a multiple of 2π
T

and where we used the fact that |En〉 can be
expanded in terms of the “time”states basis {|τm〉} as

|En〉 =
p∑

m=0
|τm〉 〈τm|En〉 =

= 1√
p+ 1

p∑
m=0

eiEnτm |τm〉 .
(3.46)

Finally, to conclude this discussion we want to give the expression of the commu-
tator between the τ̂ operator and the Hamiltonian operator, as this will be useful in
the following. Using the definition of the Hamiltonian Ĥp and considering equations
(3.39) and (3.43), we can find:

[
τ̂ , Ĥp

]
= T

p+ 1
∑
n6=n′

(En − E ′n)ei(En−E′n)τ0

ei(En−E′n)T/(p+1) − 1 |En
′〉 〈En| . (3.47)

This is the commutator between τ̂ and the Hamiltonian Ĥp which can also be used
to calculate the uncertainty relation in this particular case of Hamiltonian with
equally-spaced energy levels. We do not elaborate further as it does not serve our
purposes. For additional discussions we refer to [45] (see also [46]).

3.4 Conclusions

The questions Pegg has addressed in his work is basically whether or not there is a
quantity connected to time that is complemetary to the Hamiltonian of a quantum
system in the particular case of a finite system with discrete energy levels. Through
Pegg’s work we have seen that this quantity (the α quantity) can be represented by a
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POVM generated by the operators p+1
s+1 |αm〉 〈αm|, or |α̃〉 〈α̃| dα in the limit s −→∞.

In the special case of equally-spaced energy levels, we defined the Hermitian operator
τ̂ complement of the Hamiltonian in the sense that Ĥp is the generator of shifts in
the values τm (eigenvalues of τ̂) and τ̂ is the generator of energy shifts.

Therefore, in conclusion, Pegg’s α quantity has dimensions of time but it is not
time. As we mentioned at the beginning of this Chapter, the α quantity is property
of the system itself. It represent an observable of the quantum system and not time
in the abstract or coordinate sense, as read on an external clock. For particular
states the rate of change in time of its mean value can approach unity, but in
other situation (i.e. the system is in an energy eigenstate), its mean value does not
change with time. This can be seen simply by noting that, considering the more
general situation in which we have unequally-spaced energy levels and considering
the s −→∞ limit, we have

d < α >

dt
= i 〈ψ|

[
Ĥp, Â

]
|ψ〉 =

= 1− 〈ψ|α̃0〉 〈α̃0|ψ〉
(3.48)

where we used the property (3.28) for < α > and equation (3.35) to evaluate the
commutator between Ĥp and Â. So Pegg suggests calling this quantity with the
name “Age”. We will see in the following how Age can be useful and find a revised
physical justification within Page and Wooters theory.
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Appendices

3.A Orthogonality of states |τm〉

We can easily see that the states |τm〉 are orthogonal. Indeed we can easily calculate:

〈τm′|τm〉 = 1
p+ 1

p∑
n=0

p∑
n′=0

e−i(Enτm−E
′
nτm′ ) 〈E ′n|En〉 =

= 1
p+ 1

p∑
n=0

e−iEn(τm−τm′ ) =

= 1
p+ 1

p∑
n=0

e−in
2π
T

(τm−τm′ ) =

= 1
p+ 1

p∑
n=0

e−in
2π
p+1 (m−m′) = δm,m′ .

(3.49)

In this calculation we used the fact that ∑p
n=0 e

−i 2πn
p+1 (m−m′) = (p+ 1)δm,m′ .

3.B |τm〉 as eigenstates of τ̂

We show here that the states |τm〉 are eigenstates of the operator τ̂ . Through the
definitions (3.39) and (3.43) we have indeed:

τ̂ |τm〉 = 1√
p+ 1

p∑
m′=0

p∑
n=0

τ ′me
−iEnτm |τ ′m〉 〈τ ′m|En〉 =

= 1
p+ 1

p∑
m′=0

p∑
n=0

τ ′me
−iEnτm |τ ′m〉

p∑
n′=0

eiτ
′
mE
′
n 〈E ′n|En〉 =

= 1
p+ 1

p∑
m′=0

p∑
n=0

τ ′me
−iEnτm |τ ′m〉

p∑
n′=0

eiτ
′
mE
′
nδEn,E′n =

= 1
p+ 1

p∑
m′=0

p∑
n=0

τ ′me
−iEn(τm−τ ′m) |τ ′m〉 =

=
p∑

m′=0
τ ′mδm,m′ |τ ′m〉 = τm |τm〉

(3.50)

where we used again ∑p
n=0 e

−iEn(τm−τ ′m) = ∑p
n=0 e

−i 2πn
p+1 (m−m′) = (p+ 1)δm,m′ .
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Chapter 4

Time Observables within a
Timeless Universe

In this Chapter we incorporate Pegg’s formalism into Page and Wootters (PaW)
theory, following [22]. We start considering a closed quantum system that in the
following we call the “Universe”. The Hilbert space of the Universe is composed
by a “clock-subspace”C that keeps track of time and the “system”S of the rest
of the Universe. In absence of an external temporal reference frame we write the
Schrödinger equation of the Universe as (} = 1):

(ĤS − i
∂

∂tC
) |Ψ〉 = 0 (4.1)

where the first term ĤS is the Hamiltonian of S. We interpret the second term as
a (possibly approximate) time representation of the clock-subspace Hamiltonian:

−i ∂
∂tC
→ ĤC . (4.2)

Under the implicit assumption that the two subsystems C and S are not interacting,
equation (4.1) becomes1:

(ĤS + ĤC) |Ψ〉 = 0. (4.3)
1Clearly equation (4.3) is in agreement with the Wheeler-DeWitt equation and represents, in

this case, the constraint to which the whole Universe is subjected. We recall here that the first
condition fot the PaW theory to be applicable is that the Universe is “timeless”.
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The time representation of the clock Hamiltonian (4.2) would be correct, −i ∂
∂tC

=
ĤC , only if ĤC has a continuous, unbounded spectrum (as we see in Chapter 2
when we discussed the GLM proposal for the clock observable [19]). In this case we
could write the Hermitian time operator in the energy representation as T̂ = −i ∂

∂EC
.

Since we consider here an isolated physical system of finite size, the introduction of
unbounded Hamiltonians with a continuous spectrum would not be possible. As a
consequence, an Hermitian time operator written in differential form as in equation
(4.1) can not be introduced within standard approaches [3].

As we saw in the previous Chapter, a way out was considered by Pegg [45] who
introduced the quantity “Age”. In the case of equally-spaced energy eigenvalues
Age is described by an Hermitian operator complement of a bounded Hamiltonian.
Pegg also considered a larger set of Hamiltonians having unequally-spaced energy
eigenvalues. In this latter case we saw that the quantity Age is described by a
POVM. The central result of this Chapter is to show that the Pegg formalism finds
a sound physical interpretation when incorporated in the PaW framework. We
initially introduce, as “good”clock, a device described by an Hamiltonian having
equally-spaced eigenvalues. In this case time is described by an Hermitian operator.
A device governed by an Hamiltonian having a generic spectrum can still provide a
good clock mathematically described by a POVM. We show that in both cases we
recover the Schrödinger dynamical evolution of the system S.

4.1 Equally-Spaced Energy Levels for the Clock
Hamiltonian

4.1.1 The Clock Subspace

The first problem to deal with is the introduction of a good clock. We define as good
clock a physical system governed by a lower-bounded Hamiltonian having discrete,
equally-spaced, energy levels (a generalisation to unequally-spaced levels will be
discussed in the following):

ĤC =
s∑

n=0
En |En〉 〈En| (4.4)
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where p + 1 is the dimension of the clock space (see also [30, 31]). We now search
for an Hermitian observable τ̂ in the clock space that is conjugated to the clock
Hamiltonian ĤC . We define the time states

|τm〉C = 1√
p+ 1

p∑
n=0

e−iEnτm |En〉C (4.5)

with

τm = τ0 +m
T

p+ 1 , (4.6)

where En = E0 +n2π
T

and m,n = 0, 1, ..., p. Equation (4.5) provides an orthonormal
and complete basis since

〈τm|τm′〉 = δm,m′ (4.7)

and

p∑
m=0
|τm〉 〈τm| = 1C . (4.8)

With the states (4.5) we can define the Hermitian operator

τ̂ =
p∑

m=0
τm |τm〉 〈τm| (4.9)

that is conjugated to the Hamiltonian ĤC . It is indeed easy to show2 that ĤC is the
generator of shifts in τm values and, viceversa, τ̂ is the generator of energy shifts:

|τm〉C = e−iĤC(τm−τ0) |τ0〉C (4.10)

and

|En〉C = eiτ̂(En−E0) |E0〉C . (4.11)

A second important property of the clock states is their ciclic condition: |τm=p+1〉 =
|τm=0〉. The time taken by the system to return to its initial state is T = 2π

δE
with

2Proofs of (4.7), (4.8), (4.10) and (4.11) are given in the Section 3.3 of the previous Chapter.
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δE being the spacing between two neighbouring energy eigenvalues. Conversely, the
smallest time interval is

δτ = τm+1 − τm = 2π
δE (p+ 1) . (4.12)

To summarise: the greater is the spectrum of the clock Hamiltonian, the smaller is
the spacing δτ between two eigenvalues of the clock. The smaller is the distance
between two eigenvalues of the clock energy, the larger the range T of the eigenvalues
τm. We conclude that a “good clock”is a system with a very small spacing between
energy levels and a very large number of eigenvalues.

4.1.2 Dynamics

We consider the total Hilbert space of the Universe H = HC ⊗ HS, with HC and
HS having dimension dC = p + 1 and dS respectively. We require that our “good
clock”has dC � dS. A general bipartite state of the Universe can be written as

|Ψ〉 =
dC−1∑
n=0

dS−1∑
k=0

cn,k |En〉C ⊗ |Ek〉S . (4.13)

We impose the constraint (4.3) Ĥ |Ψ〉 = 0 and, under the assumption that the
spectrum of the clock Hamiltonian is sufficiently dense (namely, that to each energy
state of the system S there is a state of the clock for which equation (4.3) is satisfied),
we obtain for the state of the Universe

|Ψ〉 =
dS−1∑
k=0

c̃k |E = −Ek〉C ⊗ |Ek〉S (4.14)

with ∑k |c̃k|
2 = 1. With the resolution of the identity (4.8), we write

|Ψ〉 =
dC−1∑
m=0
|τm〉 〈τm|Ψ〉 =

= 1√
dC

dC−1∑
m=0
|τm〉c ⊗

dS−1∑
k=0

c̃ke
−iEkτm |Ek〉S .

(4.15)
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By writing a generic state of the system as |φ(τm)〉S = ∑dS−1
k=0 c̃ke

−iEkτm |Ek〉S, the
state (4.15) becomes

|Ψ〉 = 1√
dc

dC−1∑
m=0
|τm〉C ⊗ |φ(τm)〉S . (4.16)

It is interesting to note, and we emphasize, that the state |φ(τm)〉S is related to the
the global |Ψ〉 of the Universe by

|φ(τm)〉S = 〈τm|Ψ〉
1/
√
dC

(4.17)

that is the Everett relative state definition of the subsystem S with respect to the
clock system C [14]. As already mentioned, this kind of projection has nothing to
do with a measurement. Rather, |φ(τm)〉S are a 1-parameter family of states, each
describing the state of S conditioned to the clock C in the state |τm〉C .

Now, following the PaW framework and using equation (4.17), the constraint
(4.3) and equation (4.10), we have:

|φ(τm)〉S = 〈τm|Ψ〉
1/
√
dC

=
√
dC 〈τ0| eiĤC(τm−τ0) |Ψ〉 =

=
√
dC 〈τ0| ei(Ĥ−ĤS)(τm−τ0) |Ψ〉 =

=
√
dC e−iĤS(τm−τ0) 〈τ0|Ψ〉 =

= e−iĤS(τm−τ0) |φ(τ0)〉S

(4.18)

where |φ(τ0)〉S = 〈τ0|Ψ〉
1/
√
dC

= ∑dS−1
k=0 c̃ke

−iEkτ0 |Ek〉S. Equation (4.18) provides the
Schrödinger evolution of S with respect to the clock time.

Now we can also consider the global state written in the form (4.16) and, through
(4.18), we can consider the unitary operator Ûs(τm − τ0) = e−iĤS(τm−τ0) [19]. With
this choice the state of the global system can be written as

|Ψ〉 = 1√
dC

dC−1∑
m=0
|τm〉C ⊗ ÛS(τm − τ0) |φ0〉S (4.19)

where the entire history of the Universe is again condensed and where, through the
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operator Ûs(τm − τ0), the form of the temporal evolution of the state |φ(τm)〉 with
respect to the values of τm is made explicit. Through (4.19) we can see that the
conditional probability of obtaininig the outcome a for the system S when measuring
the observable A at a certain time τm is given, as expected, by the Born rule:

P (a on S | τm on C) = P (a on S, τm on C)
P (τm on C) =

∣∣∣〈a| Ûs(τm − τ0) |φ0〉
∣∣∣2 . (4.20)

4.2 The Hermitian Time Operator

Here we show that within the PaW framework the operator Age (called as τ̂ in the
previous Section) has the expected properties of a Hermitian time observable. It is
well known that Pauli objected about the existence of a time Hermitian operator
because time is continuous and unbounded in the past and in the future while general
Hamiltonians have a lower bounded (continuous or discrete) spectrum [26]. Pegg’s
Age operator overcome the energy objection [3] since τ̂ has a discrete spectrum
and cyclical boundary conditions. The question we address here is why τ̂ can not
be considered as a proper time operator outside the PaW mechanism. As clearly
pointed out by Pegg, τ̂ has dimensions of time but it is a property of the quantum
system, and it strongly depends on the state of the system. With a quantum system
with Hamiltonian Ĥ we would be forced to consider τ̂ defined on the space of the
system itself. So the evolution of the mean value of τ̂ operator with respect to an
external time has to be constant or at least not zero, otherwise the dynamics would
freeze:

d〈τ̂〉
dt

= −i 〈ψ|
[
τ̂ , Ĥ

]
|ψ〉 =

= −iT
d

∑
n6=n′

(En − En′)ei(En−En′ )τ0

ei(En−En′ )T/d) − 1 〈ψ|En′〉 〈En|ψ〉
(4.21)

where |ψ〉 is a generic state of the system. If we consider the system in an energy
eigenstate (that is |ψ〉 = |Ei〉), we obtain

d〈τ̂〉
dt

= 0 (4.22)
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which means that the τm values stops running over time. Using Pegg’s words we
can say that a system in a stationary state would not “age”as time goes on [45].
So, outside the PaW framework, the τ̂ operator can not be considered as a time
observable, but as a property of the system that has dimension of time.

Conversely, within the PaW framework, we have a global stationary state that
includes the whole time history of S with respect to C. So we consider the state:

|Ψ〉 = 1√
dC

dC−1∑
m=0
|τm〉C ⊗ |φ(τm)〉S =

= 1√
dC

dC−1∑
m=0
|τm〉C ⊗

dS−1∑
k=0

c̃ke
−iEkτm |Ek〉S

(4.23)

that is the global state that satisfies the Wheeler-DeWitt constraint. By taking the
state |φ(τm)〉S of the system S in an energy eigenstate, we obtain

|Ψ〉 = 1√
dC

dC−1∑
m=0
|τm〉C ⊗ e

−iEkτm |Ek〉S . (4.24)

So, the Everett relative state |φ(τm)〉S is stationary since it only evolves with an
unobservable global phase:

|φ(τm)〉S = e−iEkτm |Ek〉S . (4.25)

However, this does not mean that the Universe stops. Indeed, from the fact that in
the clock space τ̂ and ĤC are conjugated operators, it follows that, even if taking the
system S in an energy eigenstate |Ek〉 forces the clock in an eigenstate of ĤC , all time
states exist (indeed, thanks to the fact that τ̂ and Ĥc are incompatible observables,
for construction we have |Ek〉 ∝

∑
m e
−iEkτm |τm〉). In this mechanism, thanks to this

new conception of time, this means that all “times”exist. The evolution expressed in
equation (4.25) describes what also happens in ordinary quantum mechanics when
a system is in an energy eigenstate. Indeed, applying the Schrödinger equation
to an energy eigenstate, we obtain exactly the same evolution. This is because
a stationary state is not a state that does not evolve, but a state in which the
probability distribution of any observable is constant over time.
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So, Age operator τ̂ that Pegg’s defined as complement of the Hamiltonian be-
comes a proper time operator when included in the PaW framework. This happens
in general with any choice of the clock Hamiltonian, as discussed by Leon and Mac-
cone in [26], because in the Page and Wootter theory the concept of external time is
eliminated (or in any case becomes irrelevant), and clock time as emerging from en-
tanglement is not a property of the system S but is a property of the clock subsystem
C, which then enters the system S through the Wheeler-DeWitt constraint.

4.3 Unequally-Spaced Energy Levels for the Clock
Hamiltonian

With the perspective to extend the set of Hamiltonians useful to describe a clock,
we now consider the case in which the clock Hamiltonian does not have equally-
spaced energy levels, but non-degenerate eigenstates having rational energy ratios3.
In this case we cannot define an Hermitian operator but we can still introduce Pegg’s
POVM, complement of such Hamiltonian [45].

4.3.1 Discrete Flow of Time

We introduce here again the framework discussed in Section 3.2 of Chapter 3, as-
suming now E0 6= 0. We consider a quantum system described by p+1 energy states
|Ei〉 and Ei energy levels with i = 0, 1, 2, ..., p such that Ei−E0

E1−E0
= Ci

Bi
, where Ci and

Bi are integers with no common factors. We can write

Ei = E0 + ri
2π
T

(4.26)

where T = 2πr1
E1−E0

, ri = r1
Ci
Bi

for i > 1 (with r0 = 0) and r1 equal to the lowest
common multiple of the values of Bi. In this space we define the states

|αm〉C = 1√
dC

dC−1∑
i=0

e−iEiαm |Ei〉C (4.27)

3As already mentioned, we will see that the limitation to spectra with rational energy ratios
can be relaxed and the mechanism will work for any generic bounded Hamiltonian with discrete
spectrum. We will discuss this point in paragraph 4.3.3.
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where dC = p+ 1 and

αm = α0 +m
T

s+ 1 = α0 +m
T

D
(4.28)

with m = 0, 1, 2, ..., s and s + 1 = D ≥ rp. The number of |αm〉 states is therefore
greater than the number of energy states in HC and the s + 1 values of αm are
uniformly distributed over T . The resolution of the identity (4.8) is now replaced
by (see Appendix 4.A at the end of this Chapter):

1C = p+ 1
s+ 1

s∑
m=0
|αm〉 〈αm| =

dC
D

s∑
m=0
|αm〉 〈αm| . (4.29)

As in the previous discussion, we can now consider a general state in the space
H = Hc ⊗Hs and require that it satisfies the PaW constraint. By writing

|Ψ〉 =
dC−1∑
n=0

dS−1∑
k=0

cn,k |En〉C ⊗ |Ek〉S (4.30)

and imposing Ĥ |Ψ〉 = 0 (considering dC � dS), we obtain

|Ψ〉 =
dS−1∑
k=0

c̃k |E = −Ek〉C ⊗ |Ek〉S (4.31)

with ∑dS−1
k=0 |c̃k|

2 = 1. We can now apply the resolution of the identity (4.29) to the
state |Ψ〉 and obtain (D = s+ 1):

|Ψ〉 = dC
D

D−1∑
m=0
|αm〉 〈αm|Ψ〉 =

=
√
dC
D

D−1∑
m=0
|αm〉C ⊗

dS−1∑
k=0

c̃ke
−iEkαm |Ek〉S .

(4.32)

We notice here that the states |αm〉C are not orthogonal. This introduces a possible
conceptual warning that needs to be discussed. It is clear that by considering time
states that are not orthogonal implies that these are partially indistinguishable with
a single measurement, the probability of indistinguishability being proportional to
| 〈αm′ |αm〉 |2. The partial indistinguishability of the states |αm〉C implies an overlap
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between different times. We will show, however, that also in this case the time
evolution is described by the Schrödinger equation. Considering

|φ(αm)〉S = 〈αm|Ψ〉
1/
√
dC

, (4.33)

we obtain again |φ(αm)〉S = ∑dS−1
k=0 c̃ke

−iαmEk |Ek〉S for the state of the system S

(see Appendix 4.B at the end of this Chapter). Therefore, even if time states are
partially indistinguishable, the state of the system S, conditioned on a given |αm〉C ,
evolves with αm. Thanks to the fact that

|αm〉c = e−iĤc(αm−α0) |α0〉c , (4.34)

using once again the constraint (4.3) and equation (4.33), we obtain

|φ(αm)〉S = 〈αm|Ψ〉
1/
√
dC

=
√
dC 〈α0| eiĤC(αm−α0) |Ψ〉 =

=
√
dC 〈α0| ei(Ĥ−ĤS)(αm−α0) |Ψ〉 =

=
√
dC e−iĤS(αm−α0) 〈α0|Ψ〉 =

= e−iĤS(αm−α0) |φ(α0)〉S

(4.35)

that is the Schrödinger evolution for the state |φ(αm)〉S with the Hamiltonian ĤS

and with respect to the αm values. We notice here that POVMs generalizing the
one introduced by Pegg have been discussed in [32]. The consequence of using
POVMs is that time states are not fully indistinguishable and this suggests a possible
extension of the definition of the Everett relative states where is still possible to have
a consistent dynamical evolution of the system S.

To conclude this paragraph we notice that, through equation (4.35), we can again
define the unitary operator ÛS(αm− α0) = e−iĤS(αm−α0). With this choice the state
of the global system can be written as

|Ψ〉 =
√
dC
D

D−1∑
m=0
|αm〉C ⊗ ÛS(αm − α0) |φ(α0)〉S (4.36)

and the conditional probability of obtaining the outcome a for the system S when
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measuring the observable A at a certain time αm is given again by the Born rule
(see Appendix 4.C at the end of this Chapter):

P (a on S | αm on C) = P (a on S, αm on C)
P (αm on C) =

∣∣∣〈a| ÛS(αm − α0) |φ(α0)〉
∣∣∣2 . (4.37)

Equation (4.37) shows that the conditioned state of S to a certain clock value αm
has no contributions from different times αm′ 6= αm, and so interference phenomena
are not present even if the time states are not orthogonal.

4.3.2 Continuous Flow of Time

So far we have considered a discrete flow of time. A continuous flow of time can be
obtained in the limit s −→∞ [45]. We define

|α̃〉 =
p∑
i=0

e−iEiα |Ei〉C (4.38)

where again p+ 1 is the number of energy eigenstates and α can now take any real
value from α0 to α0 + T . In this framework the resolution of the identity (4.29)
becomes

1C = 1
T

∫ α0+T

α0
dα |α̃〉 〈α̃| . (4.39)

and the complement of the Hamiltonian is represented by the POVM generated by
the infinitesimal operators |α̃〉 〈α̃| dα

T
. The global state reads now

|Ψ〉 = 1
T

∫ α0+T

α0
dα |α̃〉 〈α̃|Ψ〉 = 1

T

∫ α0+T

α0
dα |α̃〉C ⊗ |φ(α)〉S (4.40)

and, since |φ(α)〉s = 〈α̃|Ψ〉, we derive the Schrödinger equation for the state |φ(α)〉S

i
∂

∂α
|φ(α)〉S = i

∂

∂α
〈α̃|Ψ〉 = i

∂

∂α

dC−1∑
k=0
〈Ek| eiEkα |Ψ〉 =

= −
dC−1∑
k=0
〈Ek|EkeiEkα |Ψ〉 = −〈α̃| ĤC |Ψ〉 = ĤS |φ(α)〉S .

(4.41)
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We emphasize here that this framework allows us to recover a continuous flow of
time for the subsytem S maintaining a bounded and discrete clock Hamiltonian.

4.3.3 Clock Hamiltonian with generic Spectrum

To conclude the Section we briefly discuss the case of a clock Hamiltonian with a dis-
crete spectrum and arbitrary (not rational) energy level ratios. Also in this scenario
a Schrödinger evolution is recovered for the state of the system S with respect to the
clock. A caveat is that, in this case, the resolutions of the identity (4.29) and (4.39)
are no longer exact and the time states do not provide an overcomplete basis in C.
Nevertheless, since any real number can be approximated with arbitrary precision
by a ratio between two rational numbers, the residual terms in the resolution of the
identity and consequent small corrections can be arbitrarily reduced.

4.4 On the Quantum Speed Limit Time

We consider in this Section the framework of paragraph 4.3.2, namely we work
in the limit of continuous flow of time. An important question is the time scale
over which the conditioned state |φ(α)〉S evolve into an othogonal configuration,
thus becoming fully distinguishable. The state of the Universe satisfying the global
constraint Ĥ |Ψ〉 = 0 reads (4.31):

|Ψ〉 =
dS−1∑
k=0

c̃k |E = −Ek〉C ⊗ |Ek〉S . (4.42)

The conditioned state of S can be obtained from (4.42), calculating |φ(α)〉S = 〈α̃|Ψ〉.
We have (} 6= 1):

|φ(α)〉S =
dS−1∑
k=0

c̃ke
−i}−1Ekα |Ek〉S . (4.43)

As outlined in [26] the crucial point for our argument here is to understand that in
the PaW framework, since the clock C and the system S are entangled in the global
state |Ψ〉, the coefficients in expansion (4.42) refers to the clock and the system
together (notice that c̃k appears also in the conditioned state of S (4.43)). For this
reason we will find that a limited spread in the expansion (4.42) will reduce the
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speed of the evolution for S over time α. Starting from equation (4.43) we can
calculate in the space S:

〈φ(α0)|φ(α)〉 =
dS−1∑
k=0
|c̃k|2e−i}

−1Ek(α−α0). (4.44)

Looking at equation (4.44), we can now consider the quantum speed limit time δα
which gives us the minimum time needed for S to evolve to an orthogonal configu-
ration. We have [99, 100]:

δα ≥ max

(
π}

2ES
,
π}

2∆E

)
(4.45)

where ES = 〈φ(α0)| ĤS |φ(α0)〉 and ∆E is the spread in energy related to the coef-
ficients c̃k through ∆E =

√
〈φ(t0)| (ĤS − ES)2 |φ(t0)〉.

The aspect we emphasize is that the function f(α − α0) = 〈φ(α0)|φ(α)〉, and
consequently the time scale on which S varies significantly, is not related to the
overlap of the states of the clock. This can be seen considering that in f(α−α0) do
not enter time values different from α, α0 and f(α−α0) takes the form expressed in
[99]. So the fact that our time states are not orthogonal does not have a consequence
on the speed at which the state |φ(α)〉S evolves with respect to α. Rather f(α−α0)
is related to the spread of the coefficients c̃k appearing in (4.42) and (4.43). These
considerations, together with equation (4.45), indicate that a large spread in the
coefficients c̃k within state |φ(α)〉S, and so in the global state (4.42), is needed to
make the time evolution of the subsystem S faster [40].

4.5 Interacting Clock and System

4.5.1 General Framework

We consider here the case of interacting clock and system. We follow [28] and we
show that the same results can be found in our case of non-orthogonal time states.
We also assume continuous time values α, namely also here we use the framework of
paragraph 4.3.2. The global Hamiltonian describing the whole Universe reads now:

61



Ĥ = ĤC + ĤS + Ĥint (4.46)

where Ĥint is the term which describe the interaction present between the clock and
the system S. For the relative state |φ(α)〉S = 〈α̃|Ψ〉 we can write (} = 1):

i
∂

∂α
|φ(α)〉S = i

∂

∂α
〈α̃|Ψ〉 = i

∂

∂α

dC−1∑
k=0
〈Ek| eiEkα |Ψ〉 =

= −
dC−1∑
k=0
〈Ek|EkeiEkα |Ψ〉 = −〈α̃| ĤC |Ψ〉 =

= −〈α̃| Ĥ − ĤS − Ĥint |Ψ〉

(4.47)

from which we easily obtain

i
∂

∂α
|φ(α)〉S = ĤS |φ(α)〉S + 〈α̃| Ĥint |Ψ〉 . (4.48)

By inserting the resolution of the identity on HC in terms of the clock states (1C =
1
T

∫ α0+T
α0

dα |α̃〉 〈α̃|) between Ĥint and |Ψ〉 in the second term on the right side of
equation (4.48), we obtain

i
∂

∂α
|φ(α)〉S = ĤS |φ(α)〉S + 1

T

∫ α0+T

α0
dα′K̂(α, α′) |φ(α′)〉S (4.49)

where
K̂(α, α′) = 〈α̃| Ĥint |α̃′〉 (4.50)

is an operator acting on HS. It is easy to see that, when the interaction term
vanishes, equation (4.49) reduces to the usual Schrödinger equation. The second
term on the right-hand side of (4.49) is a linear integral operator on HS and the
equation can be rewritten as

i
∂

∂α
|φ(α)〉S =

(
ĤS + ĤK

)
|φ(α)〉S (4.51)

where ĤK is defined through its action:

ĤK |φ(α)〉S = 1
T

∫ α0+T

α0
dα′K̂(α, α′) |φ(α′)〉S . (4.52)
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Note that ĤK is a self-adjoint operator. This can be seen considering that

K̂†(α, α′) =
(
〈α̃| Ĥint |α̃′〉

)†
=
(
〈α̃′| Ĥint |α̃〉

)
= K̂(α′, α). (4.53)

So equation (4.51) can be considered as the ordinary Schrödinger equation with the
Hamiltonian ĤS replaced by the self-adjoint integral operator ĤS + ĤK .

As a last consideration we notice that equations (4.49) and (4.51) are non-local in
time α, which means that to verify whether |φ(α)〉S is a solution requires knowledge
of |φ(α)〉S at all times α ∈ [α0, α0 + T ]. We will encounter again the Schrödinger
equation corrected by a non-local term in Chapter 5.

4.5.2 Gravitationally interacting Clock and System

We can now discuss an example in order to examine how the dynamics of system S
is modified by the interaction term present in the global Hamiltonian. We choose
as an example the case in which the clock and the system S are coupled through
Newtonian gravity. In this case the interaction Hamiltonian is:

Ĥint = − G

c4d
ĤC ⊗ ĤS (4.54)

where distance d between C and S is treated as a number and we have promoted
the masses of C and S to operators through the mass-energy equivalence4:

mC →
ĤC

c2 and mS →
ĤS

c2 . (4.55)

With (4.54), we can now calculate:

K̂(α, α′) = 〈α̃| Ĥint |α̃′〉 = − G

c4d
〈α̃| ĤC ⊗ ĤS |α̃′〉 =

= − G

c4d

dC−1∑
k=0

eiEkα 〈Ek|
dC−1∑
k′=0

e−iEk′α
′
Ek′ |Ek′〉 ĤS =

= − G

c4d

dC−1∑
k=0

eiEk(α−α′)EkĤS.

(4.56)

4In doing this we assume that the static mass is negligibly small compared with the dynamical
one and we focus only on the effect due to the internal degrees of freedom of C and S [101].
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Through equations (4.56) and (4.49) we can explicitly see how the dynamics of the
system S is modified by the gravitational coupling with the clock:

i
∂

∂α
|φ(α)〉S = ĤS |φ(α)〉S −

1
T

G

c4d

∫ α0+T

α0
dα′

dC−1∑
k=0

eiEk(α−α′)EkĤS |φ(α′)〉S =

= ĤS |φ(α)〉S −
1
T

G

c4d

∫ α0+T

α0
dα′

dC−1∑
k=0

eiEk(α−α′)EkĤS 〈α′|Ψ〉 =

= ĤS |φ(α)〉S −
1
T

G

c4d

∫ α0+T

α0
dα′

dC−1∑
k=0

dC−1∑
k′=0

eiEkαe−iα
′(Ek−iEk′ )EkĤS |Ψ〉

= ĤS |φ(α)〉S −
G

c4d
ĤS

dC−1∑
k=0

eiEkαEk 〈Ek|Ψ〉 =

= ĤS |φ(α)〉S + G

c4d
iĤS

∂

∂α
|φ(α)〉S

(4.57)

where we used (see Appendix 4.D at the end of this Chapter)

∫ α0+T

α0
dα′e−iα

′(Ek−Ek′ ) = TδEk,Ek′ . (4.58)

After rearranging equation (4.57) becomes:

i
∂

∂α
|φ(α)〉S =

[
ĤS + G

c4d
Ĥ2
S +O

(
G2

c8d2

)]
|φ(α)〉S (4.59)

in agreement with[28]. From equation (4.59) we see that the effect of a gravitational
coupling is such that the Hamiltonian ĤS gets corrected at prder G/c4 and the
strenght of this correction is inversely proportional to the distance d between C and
S. For other examples we directly refer to [28].

4.6 Considerations on the Arrow of Time

Is there an arrow of time in the PaW formalism? The answer in clearly negative.
However, it is possible to introduce an emergent arrow of time. Following [24]
one can consider for simplicity that the system S consists only of two subsystems,
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“the observer”(Σ1) and “the observed”(Σ2) which are initially in a product state.
The arrow of time (with respect to clock time) can be provided by the increase in
entanglement between the two subsystems within S, as the observer learns more
and more about the observed. We can ask now where to find a good clock for
the Universe. We have considered as a “good”clock a device defined in a Hilbert
space larger than the Hilbert space of the system S, that is dC � dS. Indeed, if
dc ≤ ds, it would not be possible to connect every energy state of the system S to
an energy state of C satisfying the constraint (4.3), and some states of S would be
excluded from the dynamics. Therefore, the clock introduced here has essentially two
properties: it has to be larger than the system S and it has to interact only weakly
with S or, in the ideal case, it should not interact at all. Does such a clock exist?
Considering our closed quantum system as the whole Universe, a possible choice is
to consider the non-observable Universe (namely, the Universe laying outside the
light cone centred in the Earth) as a clock for the observable Universe. Indeed, in
this case, the clock and the observable Universe S are not interacting but can still
be fully entangled, with the Hilbert space of the clock that can be quite larger that
the Hilbert space of S. With this choice (which of course is just one among several
equally speculative choices) the two requirements for a good clock are satisfied. We
can then consider that during the evolution with respect to such a clock, inside the
observable Universe (that is inside the interacting subsystems Σ1 and Σ2 of S) there
is an increasing entanglement generated by ĤS and, therefore, an increasing relative
entropy and the emergence of a thermodynamic arrow of time. We return on this
point in Chapter 5 where, again, we will speculate about possibility of applying our
generalized version of the PaW mechanism to the whole Universe.

4.7 Conclusions

In this Chapter we incorporated Pegg’s formalism into PaW theory. Thus, in the
case of equally-spaced energy levels for the clock Hamiltonian, we introduced a clock
observable (the Hermitian operator τ̂) complement of a bounded clock Hamiltonian
with discrete spectrum. τ̂ is complement to the clock Hamiltonian in the sense that
it is the generator of energy shifts while the clock Hamiltonian is the generator of
translations of the eigenvalues of τ̂ . In addition we showed that it is possible to
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extend this framework to any generic Hamiltonian with a discrete spectrum. In this
case the clock observable is described by a POVM. We have demonstrated that, even
if the time states are not fully distinguishable, the system S still evolves with respect
to the clock time according to the Schrödinger equation. Moreover the state of the
system |φ(αm)〉s at certain time αm is well defined, only depending on the αm value
and, when considering the conditional probabilities, the Born’s rule is still obtained
for the system S. In this framework we have also recovered a continuous flow of time
for the subsystem S, still maintaining a bounded and discrete clock Hamiltonian. As
mentioned in the introduction of this Chapter, when considering a closed physical
system of finite size, the introduction of unbounded Hamiltonians with a continuous
spectrum (as in the case of GLM) would not be possible. Our framework naturally
solves this problem and, through our work, any generic quantum system of finite
size can be used as a clock observable. Finally, we showed that the time scale over
which the relative state of S evolve into an othogonal configuration is not related
to the overlap of the states of the clock. Rather it is related to the spread of the
coefficients c̃k appearing in the global state of the Universe. The case of interacting
clock and system is also considered and discussed.
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Appendices

4.A Proof of Equation (4.29)

We prove that ∑s
m=0 |αm〉 〈αm| is equal to the identity:

s∑
m=0
|αm〉 〈αm| =

1
p+ 1

s∑
m=0

∑
i

∑
k

e−iαmEieiαmEk |Ei〉 〈Ek| =

= 1
p+ 1

 s∑
m=0

∑
k

|Ek〉 〈Ek|+
∑
k 6=i

s∑
m=0

eiαm(rk−ri)2π/T |Ei〉 〈Ek|

 . (4.60)

For (Ek − E0)/(E1 − E0) rational, and thus rk − ri integer, the second term of the
right side of equation (4.60) will be zero and then we have p+1

s+1
∑s
m=0 |αm〉 〈αm| = 1C .

4.B Relative State Definition for S in case of non-orthogonal
Time States

We start considering the global state |Ψ〉 written as |Ψ〉 = ∑dS−1
k=0 c̃k |E = −Ek〉C ⊗

|Ek〉S and we apply in sequence the resolutions of the identity on the clock subspace

dC
D

D−1∑
m=0
|αm〉 〈αm| = 1C (4.61)

and
dC−1∑
n=0
|En〉 〈En| = 1C . (4.62)

Applying (4.61) we have:

|Ψ〉 = dC
D

D−1∑
m=0
|αm〉 〈αm|Ψ〉 =

= dC
D

D−1∑
m=0
|αm〉C ⊗

dS−1∑
k=0

c̃k 〈αm|E = −Ek〉 |Ek〉S =

=
√
dC
D

D−1∑
m=0
|αm〉C ⊗

dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S .

(4.63)
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Now we apply (4.62) to (4.63) and we obtain

|Ψ〉 =
dC−1∑
n=0
|En〉 〈En|

√
dC
D

D−1∑
m=0
|αm〉C ⊗

dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S =

=
√
dC
D

dC−1∑
n=0
|En〉C ⊗

D−1∑
m=0
〈En|αm〉

dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S =

= 1
D

dC−1∑
n=0
|En〉C ⊗

D−1∑
m=0

e−iαmEn
dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S =

=
dC−1∑
n=0
|En〉C ⊗

dS−1∑
k=0

c̃k
1
D

D−1∑
m=0

e−iαm(En+Ek) |Ek〉S

(4.64)

from which we have
D−1∑
m′=0

e−iαm′ (En+Ek) = DδEn,−Ek . (4.65)

Considering now the definition of the state |φ(αm)〉S as |φ(αm)〉S = 〈αm|Ψ〉
1/
√
dC

, we have:

〈αm|Ψ〉 = 〈αm|
√
dC
D

D−1∑
m′=0
|αm′〉C ⊗

dS−1∑
k=0

c̃ke
−iαm′Ek |Ek〉S =

=
√
dC
D

D−1∑
m′=0

dc−1∑
n,n′=0

dS−1∑
k=0

1
dC
eiEnαme−iEn′αm′ 〈En|En′〉 c̃ke−iEkαm′ |Ek〉S =

= 1
D
√
dC

dC−1∑
n=0

eiEnαm
dS−1∑
k=0

c̃k
D−1∑
m′=0

e−iαm′ (En+Ek) |Ek〉S

(4.66)

and, considering (4.65), we obtain

〈αm|Ψ〉 = 1√
dC

dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S . (4.67)

So, for the relative state of the subsystem S we have:

|φ(αm)〉S = 〈αm|Ψ〉
1/
√
dC

=
dS−1∑
k=0

c̃ke
−iαmEk |Ek〉S . (4.68)
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4.C Proof of Equation (4.37)

We start considering the global state written as |Ψ〉 =
√
dC
D

∑D−1
m=0 |αm〉C ⊗ |φ(αm)〉S,

where |φ(αm)〉S = ∑dS−1
k=0 c̃ke

−iEkαm |Ek〉S. We can now calculate the conditional
probability as follows

P (a on S | αm on C) = P (a on S, αm on C)
P (αm on C) =

= |(〈αm| 〈a|) |Ψ〉|2∑
a |(〈αm| 〈a|) |Ψ〉|2

=

=

∣∣∣(〈αm| 〈a|)√dCD ∑D−1
m′=0 |αm′〉C |φ(αm′)〉s

∣∣∣2∑
a

∣∣∣(〈αm| 〈a|)√dCD ∑D−1
m′=0 |αm′〉C |φ(αm′)〉S

∣∣∣2 =

=

∣∣∣(〈αm| 〈a|)∑D−1
m′=0 |αm′〉C

∑dS−1
k=0 c̃ke

−iEkαm′ |Ek〉s
∣∣∣2∑

a

∣∣∣(〈αm| 〈a|)∑D−1
m′=0 |αm′〉C

∑dS−1
k=0 c̃ke−iEkαm′ |Ek〉S

∣∣∣2 =

=

∣∣∣∑D−1
m′=0

∑dC−1
n=0 eiEn(αm−αm′ ) 〈a|∑dS−1

k=0 c̃ke
−iEkαm′ |Ek〉S

∣∣∣2∑
a

∣∣∣∑D−1
m′=0

∑dC−1
n=0 eiEn(αm−αm′ ) 〈a|∑dS−1

k=0 c̃ke−iEkαm′ |Ek〉S
∣∣∣2 =

=

∣∣∣∑dC−1
n=0 eiEnαm 〈a|∑dS−1

k=0 c̃k
∑D−1
m′=0 e

−i(Ek+En)αm′ |Ek〉S
∣∣∣2∑

a

∣∣∣∑dC−1
n=0 eiEnαm 〈a|∑dS−1

k=0 c̃k
∑D−1
m′=0 e

−i(Ek+En)αm′ |Ek〉S
∣∣∣2 .

(4.69)

Thanks to equation (4.65), that is ∑D−1
m′=0 e

−iαm′ (En+Ek) = DδEn,−Ek , we have

P (a on S | αm on C) =

∣∣∣〈a|∑dS−1
k=0 c̃ke

−iEkαm |Ek〉S
∣∣∣2∑

a

∣∣∣〈a|∑dS−1
k=0 c̃ke−iEkαm |Ek〉S

∣∣∣2 =

= |〈a|φ(αm)〉|2∑
a |〈a|φ(αm)〉|2

= |〈a|φ(αm)〉|2
(4.70)

and, considering that |φ(αm)〉S = ÛS(αm − α0) |φ(α0)〉, we obtain

P (a on S | αm on C) =
∣∣∣〈a| ÛS(αm − α0) |φ(α0)〉

∣∣∣2 . (4.71)
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4.D Proof of Equation (4.58)

We start here considering a generic state |ψ〉 ∈ HC , that is

|ψ〉 =
dC−1∑
k=0

ck |Ek〉C . (4.72)

We now apply on this state in sequence the resolutions of the identity

1C = 1
T

∫ α0+T

α0
dα |α̃〉 〈α̃| (4.73)

and
1C =

dC−1∑
n=0
|En〉 〈En| . (4.74)

In this way we obtain:

|ψ〉 = 1
T

∫ α0+T

α0
dα |α̃〉 〈α̃|ψ〉 = 1

T

∫ α0+T

α0
dα

dC−1∑
k=0

cke
iαEk |α̃〉C =

=
dC−1∑
n=0
|En〉 〈En|

1
T

∫ α0+T

α0
dα

dC−1∑
k=0

cke
iαEk |α̃〉C =

=
dC−1∑
n=0

dC−1∑
k=0

ck
1
T

∫ α0+T

α0
dα eiα(Ek−En) |En〉C .

(4.75)

Since the state |Ψ〉 in equation (4.75) has to be equal to the initial state |ψ〉 =∑dC−1
k=0 ck |Ek〉C , we have:

∫ α0+T

α0
dα eiα(Ek−En) = Tδk,n. (4.76)
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Chapter 5

Thermal Equilibrium and
Emergence of Time

Considering a closed quantum system (the “Universe”) where a small susbsystem
S is weakly coupled with a large environment B, it is well known that the canon-
ical ensemble is obtained for S when the global system S + B is described by the
microcanonical ensemble. So, assuming the subsystem S in thermal equilibrium at
inverse temperature β, we have:

Ω̂S = 1
Z
e−βĤS (5.1)

that is the canonical density matrix, where ĤS is the Hamiltonian of the subsystem S

and Z = Tr
[
e−βĤS

]
. Equation (5.1) is simply obtained by calculating the reduced

density matrix of the subsystem S, considering that the global system S + B is
described by the microcanonical density matrix at an appropriate total energy E

and assuming that S is weakly coupled with the environment B.
Despite this the foundations of statistical mechanics are still a subject of debate.

One controversial issue is the validity of the postulate of equal a priori probability,
which is always assumed but cannot be proven. This is why a new approach to
quantum statistical mechanics has recently been proposed. In [48] (see also [49, 50,
51]) the authors show how in quantum systems, without invoking the principle of
equal a priori probability and under a suitable constraint on the total energy, can still
be obtained the canonical distribution for the system S when weakly coupled with
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a large environment B. Therefore these authors prove that, even if the global state
of the system S + B corresponds to a pure wave function instead of a mixture, for
the overwhelming majority of randomly chosen pure wave-functions of the Universe
the reduced density matrix of the system S is canonical. They call this property
Canonical Typicality in [48] or General Canonical Principle in [49].

The goal of this Chapter (following [23]) is to show that canonical thermal equi-
librium and dynamics can coexist in a quantum Universe, with the environment
providing the clock for the evolution of the system S. The dynamics is governed by
the Schrödinger equation corrected by a non-local term which vanishes in the limit of
fixed total energy of the Universe. The paradox of the coexistence of thermal equi-
librium and non-trivial evolution of S is solved because the trace over the degrees
of freedom of the environment coincides with a temporal average over the entire life
of S. The temporal dynamics of the system S emerges by considering the relative
states of S (in Everett sense [14]) with respect to the states of the environment.

5.1 Canonical Equilibrium Distribution

5.1.1 Canonical Typicality: an Overview

We consider our “Universe”consisting of a small subsystem S and a large environ-
ment B with dS � dB, where dS and dB are the dimension of S and B respectively.
We also assume the Universe obeying a global constraint R which identifies a sub-
space of the global Hilbert space:

HR ⊆ HB ⊗HS. (5.2)

The Universe is governed by the global Hamiltonian:

Ĥ = ĤB + ĤS (5.3)

where ĤB and ĤS are the Hamiltoninian of the subsystems acting on HB and
HS respectively. The relatively small interaction between the environment and the
system S is neglected [48, 49]. In analogy with the standard derivation of the
canonical distribution of a subsystem given a global microcanonical distribution,
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we impose, as constraint, the total energy in the interval [E,E + δ], where δ �
E,∆E(S) (being ∆E(S) the typical spacing between energy levels of the system
S) but large enough to contain many eigenvalues of Ĥ. In this framework the
equiprobable state of the Universe in HR is

Ω̂R = d−1
R Π̂R (5.4)

where d−1
R is the dimension of HR and Π̂R is the projection on such a space. As

pointed out in [52], in this case usually equal probabilities and random phases are
assigned to all the states of the Universe which are consistent with the constraint
R. The canonical state of S is then defined as the trace over the environment B:

Ω̂S = TrB
[
Ω̂R

]
≈ 1
Z
e−βĤS . (5.5)

that is the same of equation (5.1) we found in the introduction of this Chapter.
In order to illustrate the Canonical Typicality we do not cosnsider the Universe

in the equiprobable state Ω̂R, which describes our ignorance about the global state,
but we assume the Universe in the pure state |Ψ〉 ∈ HR. In this case the state of
the subsystem S is described by the reduced density matrix

ρ̂S = TrB [|Ψ〉 〈Ψ|] . (5.6)

The crucial point is now to focus on the distance between the state ρ̂S and the
the canonical state Ω̂S, namely we can ask how much ρ̂S differs from Ω̂S. The
Principle of Canonical Typicality states that: given a sufficiently small subsystem S

of the Universe, for almost every pure states |Ψ〉 ∈ HR, the subsystem S is (at least
approximately) in the canonical state Ω̂S, that is

ρ̂S ≈ Ω̂S. (5.7)

As emphasised in [49], this means that for almost every pure state |Ψ〉 ∈ HR of the
Universe, the subsystem S behaves as if the Universe was in the equiprobable state
Ω̂R. Equation (5.7) implies that the thermal state of S can be derived either from
a (randomly chosen) pure state |Ψ〉 ∈ HR or from the maximally mixed state Ω̂R.
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5.1.2 Derivation of Canonical Typicality

We give a brief proof of Canonical Typicality following [48]. As in the previous
paragraph, we consider the Universe divided into a small subsystem S and a large
environment B (with dS � dB) assuming the energy of the Universe within the
interval [E,E + δ], where δ is small on the macroscopic scale (δ � E,∆E(S) being
∆E(S) the typical spacing between energy levels of the system S) but large enough for
the interval to contain many eigenvalues of the global Hamiltonian Ĥ. Neglecting
the relatively small interaction between B and S, the global Hamiltonian che be
written Ĥ = ĤB + ĤS. What we want to demonstrate is the validity of equation
(5.7), namely we want to prove that

ρ̂S = TrB [|Ψ〉 〈Ψ|] ≈ Ω̂S ≈
1
Z
e−βĤS (5.8)

for typical (randomly chosen) pure wave-functions of the whole Universe |Ψ〉 ∈ HR.
As authors do in [48] we begin by recalling the standard derivation of the canon-

ical ensemble from the microcanonical. We start considering the global system
described by the microcanonical density matrix as Ω̂R = d−1

R Π̂R. So, tracing on the
degrees of freedom of B, we obtain the reduced density matrix Ω̂S of the system S:

Ω̂S = d−1
R

∑
i

d
(i)
B |E

(S)
i 〉 〈E

(S)
i | (5.9)

where d(i)
B is the dimension of the spectral subspace of HB associated with energies

in the interval
[
E − E(S)

i , E − E(S)
i + δ

]
and

{
|E(S)

i 〉
}

is the energy eigenbasis for the
subsystem S with corresponding eigenvalues E(S)

i . At this point can be rigorously
proven (under suitable conditions) that, when the environment B is sufficiently
large, we have Ω̂S ≈ 1

Z
e−βĤS . This follows from the fact that the entropy of the

environment can be written S(E) ≈ log
[
d

(R)
B

]
, leading to

d
(i)
B ≈ eS(E−E(S)

i ) ≈ eS(E)−βE(S)
i ∼ e−βE

(S)
i (5.10)

where β is defined through β = dS(E)/dE. Thus, in order to demonstrate Canonical
Typicality, we only need to show that (5.9) holds, at least approximately, when Ω̂S

is replaced by ρ̂S = TrB [|Ψ〉 〈Ψ|] for typical pure states |Ψ〉 ∈ HR.
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As outlined in [48] we consider that a random vector |Ψ〉 ∈ HR «can always
be regarded as arising by normalization |Ψ〉 = |Φ〉 /|| |Φ〉 ||, where |Φ〉 ∈ HR is
a Gaussian random vector with mean zero and covariance given by the identity
operator on HR. This means that in the decomposition

|Φ〉 =
∑
i

∑
j

Cij |E(B)
j 〉 ⊗ |E

(S)
i 〉 (5.11)

the real and the imaginary parts of the coefficients are indipendent real Gaussian
random variables with mean zero and variance 1/2 for those i and j for which
E

(B)
j + E

(S)
i ∈ [E,E + δ] (and Cij = 0 otherwise)». We can now rewrite (5.11) as:

|Ψ〉 =
∑
i

|φi〉 ⊗ |E(S)
i 〉 (5.12)

with
|φi〉 =

∑
j∈Ii

Cij |E(B)
j 〉 (5.13)

where Ii is the set of the levels j in B for which E
(B)
j ∈

[
E − E(S)

i , E − E(S)
i + δ

]
.

The reduced density matrix ρ̂S for the subsystem S is obtained by

ρ̂S = TrB [|Ψ〉 〈Ψ|] = 1
‖Φ‖2TrB [|Φ〉 〈Φ|] = 1

‖Φ‖2

∑
i,i′
〈φi|φi′〉 |E(S)

i 〉 〈E
(S)
i′ | . (5.14)

Here the assumptions on the energy interval [E,E + δ] turn to be fundamental.
Remembering that δ is so small that the system’s energy spacings ∆E(S)

i = E
(S)
i+1 −

E
(S)
i are all grater than δ, we have that the relevant energy intervals Ii for B are

pairwise disjoint and the states |φi〉 pairwise orthogonal, that is 〈φi|φi′〉 = δi,i′‖φi‖2.
Now, as indicated again in [48], from equation (5.13) «we have that

‖φi‖2 =
∑
j

|Cij|2 , (5.15)

so that ‖φi‖2 is the sum of the Ni = d
(i)
B indipendent, identically distribuited random

variables |Cij|2 with mean 1». The last step is now to consider the law of large
numbers, from which it follows that typically ‖φi‖2 ≈ d

(i)
B . This implies, for the
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reduced density matrix (5.14), the following expression:

ρ̂S ≈ d−1
R

∑
i

d
(i)
B |E

(S)
i 〉 〈E

(S)
i | . (5.16)

Equation (5.16) is exactly what we needed to show, indeed we have obtained for ρ̂S,
at least approximately, the same expression of the right-hand side of equation (5.9).

5.2 Environment as a Clock

5.2.1 General Framework

We are now going to merge Canonical Typicality and PaW theory. The key point
is to recognise the environment as a clock:

ĤB ≡ ĤC . (5.17)

Notice that in the PaW framework a good clock has to have a Hilbert space di-
mension larger than the dimension of the system S, otherwise it would no longer
be possible to relate each energy eigenstate of the system to an energy eigenstate of
the clock (see Chapter 4 and [22]). Furthermore a good clock has to interact weakly
with the system S or, in the ideal case, it should not interact at all. These conditions
coincides with those required for the environment by Canonical Typicality.

In the original PaW theory the global state of the Universe is an eigenstate of
the total Hamiltonian with zero eigenvalue, i.e. Ĥ |Ψ〉 = 0. Here we follow a slightly
different path and we weakly relax the PaW constraint considering the total energy
of the Universe within the energy shell [E,E + δ] where δ � E,∆E(S) but large
enough to contain many energy eigenvalues of the clock ≡ environment C. In this
framework we will find a non-local Schrödinger-like evolution for the relative state
of S that reduces to the usual Schrödinger dynamics for times t− t0 � 1/δ (where
t0 is the initial time) or for all times in the limit δ → 0.

We define the time states in the Hilbert space of the clock ≡ environment using
the approach developed in Chapter 3 and 4, when we considered Pegg’s POVM
complement of an Hamiltonian with unequally-spaced energy eigenvalues. Therefore
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we assume that the Hamiltonian of the environment has non-degenerate energy
eigenstates with rational energy differences

E
(C)
i

E
(C)
1

= Ai
Di

, (5.18)

where Ai and Di are integers with no common factors and E
(C)
0 = 0. This implies

that all energy values are integer multiples of a (arbitrarily small) step (} = 1):

E
(C)
i = ri

2π
T

(5.19)

where T = 2πr1
E1

, ri = r1
Ai
Di

for i > 1 (with r0 = 0) and r1 is equal to the lowest
common multiple of the values of Di. In this space we define the states

|tm〉 = 1√
p+ 1

p∑
i=0

e−iE
(C)
i tm |E(C)

i 〉 (5.20)

with p+ 1 = dC , tm = t0 +mT/(s+ 1), m = 0, 1, 2, ..., s and s+ 1 ≥ rp. The number
of states |tm〉 is therefore greater than the number of energy states in HC and the
s+ 1 values of tm are uniformly distributed over T . These states are not othogonal
but provide an overcomplete basis in HC with the resolution of the identity

p+ 1
s+ 1

s∑
m=0
|tm〉 〈tm| = 1C . (5.21)

In order to obtain a continuous flow of time we can now consider the limit s → ∞
and define

|t〉 =
p∑
i=0

e−iE
(C)
i t |E(C)

i 〉 (5.22)

where t can now take any real value from t0 to t0 + T . In this limit the resolution
of the identity (5.21) becomes

1
T

∫ t0+T

t0
dt |t〉 〈t| = 1C (5.23)

and the states |t〉 provide again an overcomplete basis in HC . As mentioned in
Section 4.3.3 of Chapter 4, if we would consider non-rational ratios of energy levels,
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the resolutions of the identity (5.21) and (5.23) are no longer exact and the time
states |tm〉 and |t〉 do not provide an overcomplete basis in C. However, since
any real number can be approximated with arbitrary precision by a ratio between
two rational numbers, the residual terms in the resolutions of the identity can be
arbitrarily reduced. This allow us to consider any generic bounded Hamiltonian
with discrete spectrum in describing the clock ≡ environment C.

5.2.2 Random Universe and Dynamics

Here we show that a Universe in a (randomly chosen) pure state is compatible with
the emergence of time and a non-trivial dynamical evolution of the system S. The
global state of the Universe is

|Ψ〉 =
∑
j

∑
i

cij |E(C)
i 〉 ⊗ |E

(S)
j 〉 (5.24)

where we take the coefficients cij distribuited as in [48] (and already treated in
Section 5.1.2). With |Ψ〉 = |Φ〉 /|| |Φ〉 || and |Φ〉 = ∑

j

∑
iCij |E

(C)
i 〉⊗ |E

(S)
j 〉, the real

and imaginary parts of the coefficients Cij = cij|| |Φ〉 || are chosen as independent
real Gaussian random variables with mean zero and variance 1/2 for the values of
i, j such that E(C)

i + E
(S)
j ∈ [E,E + δ] and Cij = 0 otherwise. Since δ � ∆E(S)

j =
E

(S)
j+1 − E

(S)
j ∀j and considering that the spectrum of ĤC is much denser than the

spectrum of ĤS, the constraint on the total energy implies that each level of the
system is coupled with several neighbour levels of the clock. The random choice
of the coefficients provides Canonical Typicality [48]: here we show that is also
sufficient to provide the temporal dynamics for the relative state (in Everett sense
[14]) of the subsystem S. The action of the global Hamiltonian Ĥ on the global
state of the Universe |Ψ〉 gives

Ĥ |Ψ〉 =
(
ĤC + ĤS

)∑
j

∑
i∈Ij

cij |E(C)
i 〉 ⊗ |E

(S)
j 〉 =

=
∑
j

∑
i∈Ij

cij
(
E

(C)
i + E

(S)
j

)
|E(C)

i 〉 ⊗ |E
(S)
j 〉 =

= E |Ψ〉+
∑
j

∑
i∈Ij

cij∆ij |E(C)
i 〉 ⊗ |E

(S)
j 〉

(5.25)
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where Ij is the set of the environment levels such that E(C)
i ∈

[
E − E(S)

j , E − E(S)
j + δ

]
and where we have written E

(C)
i + E

(S)
j = E + ∆ij with ∆ij ∈ [0, δ]. The relative

state of the system S at a certain “time” t is defined by

|φ(t)〉S = 〈t|Ψ〉 (5.26)

(notice that (5.26) is still a pure state) and its time evolution can be easily calculated:

i
∂

∂t
|φ(t)〉S = ∂

∂t

dC∑
k

〈Ek| eiEkt |Ψ〉 = −
dC∑
k

〈Ek|EkeiEkt |Ψ〉 =

= −〈t| ĤC |Ψ〉 = ĤS 〈t|Ψ〉 − 〈t| Ĥ |Ψ〉 =

=
(
ĤS − E

)
|φ(t)〉S − 〈t|

∑
j

∑
i∈Ij

cij∆ij |E(C)
i 〉 ⊗ |E

(S)
j 〉

(5.27)

where we have used (5.22), Ĥ = ĤC + ĤS, (5.26) and (5.25). By defining the
operator ∆̂ = ∑

j

∑
i∈Ij ∆ij |E(C)

i 〉 |E
(S)
j 〉 〈E

(C)
i | 〈E

(S)
j | and removing the term related

to E which gives an irrelevant phase factor in the evolution of S, (5.27) becomes
the time non-local Schrödinger-like equation:

i
∂

∂t
|φ(t)〉S = ĤS |φ(t)〉S −

1
T

∫ t0+T

t0
dt′∆̂(t, t′) |φ(t′)〉S (5.28)

where ∆̂(t, t′) = 〈t| ∆̂ |t′〉. The last term in the right-hand side of the equation is an
integral operator acting on S. We already found the same kind of evolution for the
state of S when we addressed the case of interacting clock and system in Chapter 4.

For times t− t0 � 1/δ (and so t− t0 � 1/∆ij for typical ∆ij) (5.28) reduces to
the ordinary Schrödinger equation. Indeed we have:

|φ(t)〉S = 〈t|Ψ〉 = 〈t0| eiĤC(t−t0) |Ψ〉 = e−iĤS(t−t0) 〈t0| eiĤ(t−t0) |Ψ〉 =

= e−iĤS(t−t0) 〈t0|
∑
j

∑
i∈Ij

cije
i(E(C)

i +E(C)
j )(t−t0) |E(C)

i 〉 ⊗ |E
(S)
j 〉 =

= e−iĤS(t−t0) 〈t0|
∑
j

∑
i∈Ij

cije
iE(t−t0)ei∆ij(t−t0) |E(C)

i 〉 ⊗ |E
(S)
j 〉

(5.29)
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where we used (5.26), Ĥ = ĤC + ĤS and E(C)
i +E

(S)
j = E + ∆ij. For t− t0 � 1/δ,

considering ei∆ij(t−t0) ' 1 and removing the irrelevant global phase factor eiE(t−t0),
(5.29) becomes

|φ(t)〉S ' e−iĤS(t−t0) |φ(t0)〉S (5.30)

which provides the Schrödinger evolution for the system S. In Section 5.3 we’ll
briefly discuss the effect of the non-local term in equation (5.28) for times t−t0 ≥ 1/δ.

Equation (5.28) can be explicitly solved: with E
(C)
i + E

(S)
j = ∆ij (the term

related to E has been removed) we obtain (see Appendix 5.A):

|φ(t)〉S =
∑
j

αj(t)e−iE
(S)
j t |E(S)

j 〉 (5.31)

with
αj(t) =

∑
i∈Ij

cije
i∆ijt. (5.32)

Equation (5.31) provides an additional time dependence to the Schrödinger evo-
lution through the coefficients αj(t). In the case t − t0 � 1/δ we have α(t) '∑
i∈Ij cije

i∆ijt0 ≡ αj(t0) and the state (5.31) becomes

|φ(t)〉S '
∑
j

αj(t0)e−iE
(S)
j t |E(S)

j 〉 (5.33)

where we recognize again the Schrödinger evolution for the state of the system S.
We emphasize that (5.28) does not preserve the norm of the state |φ(t)〉S over

time. Indeed, calculating the scalar product 〈φ(t)|φ(t)〉 through (5.31) we obtain

〈φ(t)|φ(t)〉 =
∑
j

|αj(t)|2 =
∑
j

∑
i∈Ij

∑
k∈Ij

cijc
∗
kje

i(∆ij−∆kj)t =

=
∑
j

∑
i∈Ij

∑
k∈Ij
|cij||ckj| cos((∆ij −∆kj)t−∆ϕ(j)

ik )
(5.34)

where cij = |cij|eiϕij , ckj = |ckj|eiϕkj and ∆ϕ(j)
ik = ϕkj − ϕij. However, the cor-

rections remain small when t − t0 � 1/δ (and vanish in the limit δ → 0) being
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〈φ(t)|φ(t)〉 ' ∑
j

∑
i,k∈Ij cijc

∗
kje

i(∆ij−∆kj)t0 = ∑
j |αj(t0)|2 that is different from the

unity but (approximately) constant over time. We notice that a similar problem
arose, for different reasons, in [28] (where the case of interacting clock and system is
treated) and it was handled by introducing a new definition for the inner product.

To summarise, the environment can provide the clock for the dynamical evolu-
tion of the system S. The state of S conditioned to a certain value of the clock
through (5.26) consists of a pure state obeying a non-local dynamical Schrödinger-
like equation (that reduces to the standard Schrödinger equation for t− t0 � 1/δ).
Nevertheless, after tracing out the degrees of freedom of the clock ≡ environment,
we find the system in a state of thermal equilibrium provided by the canonical dis-
tribution. This compatibility is simply explained by the fact that the trace over the
environment degrees of freedom is equivalent to the trace over all times. Indeed we
have (see Appendix 5.B at the end of this Chapter):

ρ̂S = TrC [|Ψ〉 〈Ψ|] = 1
T

∫ t0+T

t0
dt 〈t|Ψ〉 〈Ψ|t〉 ≈ 1

Z
e−βĤS (5.35)

where again β = dS(E)/dE is the inverse temperature with S(E) the clock ≡
environment entropy and Z = Tr

[
e−βĤS

]
as in equation (5.1).

5.2.3 Initial Conditions for S

The merging of Canonical Typicality and PaW imposes a constraint on the
allowed initial conditions of the subsystem S. The initial condition for the solution
state (5.31) is

|φ(t0)〉S =
∑
j

αj(t0)e−iE
(S)
j t0 |E(S)

j 〉 (5.36)

with
αj(t0) =

∑
i∈Ij

cije
i∆ijt0 (5.37)

The reduced density matrix ρ̂S of the subsystem S is

ρ̂S = TrC [|Ψ〉 〈Ψ|] =
∑
j

∑
i∈Ij
|cij|2 |E(S)

j 〉 〈E
(S)
j | (5.38)

where we have again considered that the relevant energy intervals for the clock ≡
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environment coupled with each level E(S)
j of S are pairwise disjoint (which is his is

a consequence of δ � ∆E(S)
j = E

(S)
j+1 − E

(S)
j ∀j). Canonical Typicality implies

∑
i∈Ij
|cij|2 ≈

1
Z
e−βE

(S)
j (5.39)

which constraints the initial conditions by selecting a set of allowed αj(t0) through
(5.37). It is crucial to note that the condition (5.39) contraints the sum of the
absolute values of the coefficients cij and then leaves a large margin of freedom on
the possible values of αj(t0). In conclusion, Canonical Typicality states that the
reduced density matrix ρ̂S = TrC [|Ψ〉 〈Ψ|] of the overwhelming majority of the pure
wave-functions |Ψ〉 ∈ HR is canonical. This means that the overwhelming majority
of the randomly chosen coefficients cij satisfies the condition (5.39) which, in our
framework, is consistent with a non-trivial dynamical evolution of S.

5.3 A Toy Model

We look now at a simple example assuming that the subsystem S consists of a one-
dimensional harmonic oscillator with Hamiltonian ĤS = P̂ 2

2m + 1
2mω

2X̂2. We assume
that the dynamics is confined among the two lowest energy levels of the oscillator
and therefore the global state of the Universe (5.24), satisfying the constraint on the
total energy, is

|Ψ〉 =
∑
i∈I0

ci0 |E(C)
i 〉 ⊗ |0(S)〉+

∑
i∈I1

ci1 |E(C)
i 〉 ⊗ |1(S)〉 . (5.40)

With (5.36) and t0 = 0, we look at the (pure) initial state of the subsystem S:
|φ(0)〉S = α0(0) |0(S)〉 + α1(0) |1(S)〉, where we set the initial values α0(0) and α1(0)
according to (5.37). Thanks to (5.31) and (5.32), for the conditioned state of S at
a generic time t, we have

|φ(t)〉S = α0(t)e−iE
(S)
0 t |0(S)〉+ α1(t)e−iE

(S)
1 t |1(S)〉 =

=
∑
i∈I0

ci0e
−i(E(S)

0 −∆i0)t |0(S)〉+
∑
i∈I1

ci1e
−i(E(S)

1 −∆i1)t |1(S)〉 .
(5.41)

82



We recall here that the state (5.41) is not normalized. To restore the normalization
(for t� 1/δ where the norm is approximately preserved) we should divide (5.41) by√
α2

0(0) + α2
1(0). However, for the sake of simplicity, we proceed with the calculation

without considering the normalization of the state.
We look now at the time dependence of the expectation value of the position

operator X̂ =
√

1
2mω (â + â†) where â and â† are the usual lowering and rising

operators. We calculate 〈X̂〉t = 〈φ(t)| X̂ |φ(t)〉 and we obtain (see Appendix 5.C at
the end of this Chapter):

〈X̂〉t =
√

2
mω
|α0(t)||α1(t)| cos(ωt−∆φ(t)) =

=
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos((ω + (∆i0 −∆k1))t−∆ϕ(0,1)
ik )

(5.42)

where we have considered α0(t) = |α0(t)|eiφ0(t), α1(t) = |α1(t)|eiφ1(t), ∆φ(t) = φ1(t)−
φ0(t), ci0 = |ci0|eiϕi0 , ck1 = |ck1|eiϕk1 , ∆ϕ(0,1)

ik = ϕk1 − ϕi0 and E
(S)
1 − E(S)

0 = ω.
For times t� 1/|∆i0 −∆k1|, up to first order of approximation in t(∆i0 −∆k1),

(5.42) reduces to (see Appendix 5.D at the end of this Chapter):

〈X̂〉t '
√

2
mω
|α0(0)||α1(0)| cos(ωt−∆φ(0))+

−
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1|t(∆i0 −∆k1) sin(ωt−∆ϕ(0,1)
ik ) (5.43)

where α0(0) = |α0(0)|eiφ0(0), α1(0) = |α1(0)|eiφ1(0), ∆φ(0) = φ1(0)−φ0(0) and where
we used again (5.37). Equation (5.43) indicates, as expected, that the expectation
value 〈X̂〉t oscillates between ±

√
2
mω
|α0(0)||α1(0)| with frequency ω (apart from

small corrections) and this is not surprising since we know that for t � 1/δ the
system S exhibits a Scrödinger-like evolution.

Conversely (5.42) shows the behaviour of 〈X̂〉t for times t ≥ 1/δ, which results a
little more tricky because of the impossibility, in this case, of neglecting the effects
due to the non-local term in (5.28). We can ask here how long is the period of time
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in which the evolution of S is Scrödinger-like. The answer is very simple: such a
duration strongly depends on the magnitude of δ. Clearly a smaller δ will increase
the time interval in which S exhibits a Scrödinger-like evolution and in the limit
δ → 0, as already metioned, we recover the Scrödinger dynamics for all times.

Instead of exploring what happens at each instant of time through the conditional
state |φ(t)〉S, we can trace over the clock ≡ environment degrees of freedom which
correponds, in our framework, to a time average. Through equations (5.35), (5.38)
and (5.39), for the overwhelming majority of the randomly chosen cij we have:

ρ̂S = 1
T

∫ T

0
dt 〈t|Ψ〉 〈Ψ|t〉 =

∑
i∈I0

|ci0|2 |0(S)〉 〈0(S)|+
∑
i∈I1

|ci1|2 |1(S)〉 〈1(S)| ≈

≈ 1
Z

(
e−βE

(S)
0 |0(S)〉 〈0(S)|+ e−βE

(S)
1 |1(S)〉 〈1(S)|

)
.

(5.44)

This is the canonical mixed density matrix for the subsystem S that, as mentioned,
describes the equilibrium state resulting from tracing over all times.

5.4 Non-Observable Universe as Clock

A condition to merge Canonical Typicality and PaW time is to have an environment
that is negligeably interacting with S. This is certainly not the case in our everyday
life where decoherence due to the surrounding environment is often non-negligeable.
So we return here to the point addressed in Section 4.6 of Chapter 4. Considering
indeed our closed quantum global system as the whole Universe where S is the ob-
servable universe, a possible choice of a good clock is the non-observable Universe.
In this respect, it is intriguing to notice that the recent observations on the cosmic
microwave background [93] toghether with the inflationary paradigm indicate that
at the beginning of cosmic inflation the Universe was in a pure state with highly-
correlated quantum fluctuations [94]. Furthermore, it has been suggested that the
assumption that the observable and the non-observable Universe might be entangled
provides an argument in support of inflation [25], [95]. It is therefore somehow nat-
ural to speculate that the non-observable Universe acts as a clock for the observable
Universe. Indeed in this framework the two requirements for a “good clock” are sat-
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isfied: the clock and the system S are non-interacting (or weakly interacting) and,
in addition, the dimension of the clock is presumably larger than the dimension of
S (i.e. the the non-observable Universe is bigger than the observable Universe). A
very simple estimate supports the consistency of the scenario. The spacing between
the energy levels in the clock space is:

δE
(C)
i = E

(C)
i+1 + E

(C)
i = 2π}

T
(ri+1 − ri) (5.45)

where ri+1 − ri is an integer. Notice that δE(C)
min = 2π}/T is the minimum energy

step value, so that all other energy values can be considered as integer multiples of
this minimum step. The δE(C)

min is inversely proportional to the value of T , that is
the time taken by the clock to return to its initial state. So, considering the global
system as the whole Universe, we can relate T to the current age of the Universe TU
by assuming

T ≥ TU ∼ 13.8× 109y ' 4.35× 1017s (5.46)

and t0 = 0 the instant of the Big Bang. This leads to

δE
(C)
min = 2π}

T
≤ 2π}

TU
' 1.5× 10−51J. (5.47)

This upper limit for δE(C)
min is very small compared to other energies on subatomic

scales and fits into our framework of constructing the spectrum of the Hamiltonian
ĤC with integer multiples of a minimum energy step. Equation (5.47) constitutes
however an upper bound for the value of δE(C)

min that can be further reduced. Indeed,
considering a cosmological model for which T � TU (i.e. the entire life of the
Universe is assumed much greater than the current age), we have δE(C)

min � 2π}
TU

.
As a last consideration on this point we note that the fact of considering the non-

observable Universe as clock for the observable Universe implies that from inside the
system S we have no no access to the clock. This is not in contradiction with the
PaW mechanism where indeed the clock and the system S are not interacting, but
are entangled. It is thanks to entanglement that clock values t enter in the evolution
of system S which is therefore able to perceive the passage of time. On this issue
we have already made our considerations in Section 2.5 of Chapter 2.
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5.5 Conclusions

In this Chapter we have merged Canonical Typicality and the PaW quantum time
following [23]. We considered a quantum Universe made by a small system S and
a large environment which serves as a clock for S. Thanks to Canonical Typicality
we know that for almost all pure states in which the whole Universe can be, after
tracing over the environment the system S is in a state of equilibrium described by
the canonical distribution. In the same scenario we find a Schrödinger-like evolution
corrected by a non-local term for the relative state of S with respect to the clock ≡
environment. Canonical typicality and dynamics can coexist because in our protocol
the action of tracing out the environment is equivalent to tracing over all times: the
average over the environment coincides with a temporal average.
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Appendices

5.A Proof of Equation (5.31)

Here we show that the state

|φ(t)〉S =
∑
j

∑
i∈Ij

cije
−i(E(S)

j −∆ij)t |E(S)
j 〉 (5.48)

is a solution for the equation

i
∂

∂t
|φ(t)〉S = ĤS |φ(t)〉S − 〈t| ∆̂ |Ψ〉 (5.49)

(where ∆̂ = ∑
j

∑
i∈Ij ∆ij |E(C)

i 〉 |E
(S)
j 〉 〈E

(C)
i | 〈E

(S)
j |) and for equation (5.28). In the

first case we substitute (5.48) in (5.49) thus obtaining

i

−i∑
j

∑
i∈Ij

cijE
(S)
j e−i(E

(S)
j −∆ij)t |E(S)

j 〉+ i
∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉

 =

= ĤS |φ(t)〉S − 〈t|
∑
j

∑
i∈Ij

cij∆ij |E(C)
i 〉 ⊗ |E

(S)
j 〉 (5.50)

⇒ ĤS |φ(t)〉S −
∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉 =

= ĤS |φ(t)〉S − 〈t|
∑
j

∑
i∈Ij

cij∆ij |E(C)
i 〉 ⊗ |E

(S)
j 〉 . (5.51)

So we have:

∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉 = 〈t|

∑
j

∑
i∈Ij

cij∆ij |E(C)
i 〉 ⊗ |E

(S)
j 〉 (5.52)

that is an identity, considering that in the right-hand side of the equation (5.52)
〈t|E(C)

i 〉 = eiE
(C)
i t and the global constraint on total energy gives E(C)

i = −E(S)
j +∆ij

(remember that we have removed the term related to the total energy E).
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To verify that the (5.48) is a solution for (5.28) we have first to see how ∆̂(t, t′)
acts on |φ(t′)〉S. We have:

∆̂(t, t′) |φ(t′)〉S =
∑
j

∑
k∈Ij

∑
i∈Ij

eiE
(C)
k

t∆kje
−iE(C)

k
t′cije

iE
(C)
i t′ |E(S)

j 〉 . (5.53)

So, by substituting the state (5.48) in equation (5.28) and using (5.53), we obtain:

∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉 =

= 1
T

∫ T

0
dt′
∑
j

∑
k∈Ij

∑
i∈Ij

eiE
(C)
k

t∆kje
−iE(C)

k
t′cije

iE
(C)
i t′ |E(S)

j 〉 (5.54)

⇒
∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉 =

∑
j

∑
i∈Ij

cij∆ije
−i(E(S)

j −∆ij)t |E(S)
j 〉 (5.55)

where in the last step we used again the constraint on the energy E(C)
i = −E(S)

j +∆ij

and (see Appendix 4.D in Chapter 4 for the proof):
∫ t0+T
t0

dt′ei(E
(C)
i −E(C)

k
)t′ = Tδi,k.

5.B Proof of Equation (5.35)

Here we prove equation (5.35), namely we show that, although the states |t〉 are not
orthogonal, we have

ρ̂S = TrC [|Ψ〉 〈Ψ|] = 1
T

∫ t0+T

t0
dt 〈t|Ψ〉 〈Ψ|t〉 . (5.56)

Then, thanks to Canonical Typicality, we know that ρ̂S ≈ 1
Z
e−βĤS where β =

dS(E)/dE is the inverse temperature (with S(E) the entropy of C) and Z =
Tr

[
e−βĤS

]
[48]. We start calculating the partial trace of the global state TrC [|Ψ〉 〈Ψ|]

through the energy basis in the subspace C:

ρ̂S = TrC [|Ψ〉 〈Ψ|] =
∑
n

〈E(C)
n |Ψ〉 〈Ψ|E(C)

n 〉 =

=
∑
n

∑
j

∑
i∈Ij

∑
l

∑
k∈Il

cijc
∗
kl 〈E(C)

n |E
(C)
i 〉 〈E

(C)
k |E(C)

n 〉 |E
(S)
j 〉 〈E

(S)
l |

(5.57)
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where Ij is the set of the environment levels such that E(C)
i ∈

[
E − E(S)

j , E − E(S)
j + δ

]
.

Now, being δ � ∆E(S)
j ∀j, then the energy intervals for the clock ≡ environment

coupled with each level E(S)
j of S are pairwise disjoint. So equation (5.57) becomes

ρ̂S = TrC [|Ψ〉 〈Ψ|] =
∑
j

∑
i∈Ij
|cij|2 |E(S)

j 〉 〈E
(S)
j | . (5.58)

Going instead to calculate the right-hand side of equation (5.56) we have

1
T

∫ t0+T

t0
dt 〈t|Ψ〉 〈Ψ|t〉 = 1

T

∫ t0+T

t0
dt
∑
j

∑
i∈Ij

∑
l

∑
k∈Il

cijc
∗
kl 〈t|E

(C)
i 〉 〈E

(C)
k |t〉 |E

(S)
j 〉 〈E

(S)
l | =

=
∑
j

∑
i∈Ij

∑
l

∑
k∈Il

cijc
∗
kl

1
T

∫ t0+T

t0
dte−it(E

(C)
i −E(C)

k
) |E(S)

j 〉 〈E
(S)
l |

(5.59)

and, considering
∫ t0+T
t0

dte−it(E
(C)
i −E(C)

k
) = Tδi,k (see Appendix 4.D in Chapter 4), we

obtain

1
T

∫ t0+T

t0
dt 〈t|Ψ〉 〈Ψ|t〉 =

∑
j

∑
i∈Ij
|cij|2 |E(S)

j 〉 〈E
(S)
j | (5.60)

where we used again the fact that the relevant energy intervals for the clock ≡
environment coupled with each level E(S)

j of S are pairwise disjoint. Equation (5.60)
that is the same of (5.58), so

1
T

∫ t0+T

t0
dt 〈t|Ψ〉 〈Ψ|t〉 = TrC [|Ψ〉 〈Ψ|] = ρ̂S. (5.61)

5.C Proof of Equation (5.42)

We calculate here the expectation value 〈X̂〉t = 〈φ(t)| X̂ |φ(t)〉, where X̂ =
√

1
2mω (â+

â†), considering the relative state |φ(t)〉S written as

|φ(t)〉S =
∑
i∈I0

ci0e
−i(E(S)

0 −∆i0)t |0(S)〉+
∑
i∈I1

ci1e
−i(E(S)

1 −∆i1)t |1(S)〉 . (5.62)
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We have:

〈X̂〉t =
∑
i∈I0

c∗i0e
i(E(S)

0 −∆i0)t 〈0(S)|+
∑
i∈I1

c∗i1e
i(E(S)

1 −∆i1)t 〈1(S)|

×
×
√

1
2mω (â+ â†)

∑
i∈I0

ci0e
−i(E(S)

0 −∆i0)t |0(S)〉+
∑
i∈I1

ci1e
−i(E(S)

1 −∆i1)t |1(S)〉

 (5.63)

⇒ 〈X̂〉t =
√

1
2mω

∑
i∈I0

c∗i0e
i(E(S)

0 −∆i0)t 〈0(S)|+
∑
i∈I1

c∗i1e
i(E(S)

1 −∆i1)t 〈1(S)|

×
×

∑
i∈I1

ci1e
−i(E(S)

1 −∆i1)t |0(S)〉+
∑
i∈I0

ci0e
−i(E(S)

0 −∆i0)t |1(S)〉+
√

2
∑
i∈I1

ci1e
−i(E(S)

1 −∆i1)t |2(S)〉

 .
(5.64)

From equation (5.64) we have:

〈X̂〉t =
√

1
2mω

∑
i∈I0

∑
k∈I1

c∗i0ck1e
i(E(S)

0 −E(S)
1 −∆i0+∆k1)t+

+
√

1
2mω

∑
i∈I0

∑
k∈I1

ci0c
∗
k1e
−i(E(S)

0 −E(S)
1 −∆i0+∆k1)t. (5.65)

Now, writing ci0 = |ci0|eiϕi0 , ck1 = |ck1|eiϕk1 , ∆ϕ(0,1)
ik = ϕk1 − ϕi0 and considering

that E(S)
1 − E(S)

0 = ω, we obtain:

〈X̂〉t =
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos((ω + (∆i0 −∆k1))t−∆ϕ(0,1)
ik ) (5.66)

which is what we had to prove, since equation (5.66) is the same of the second part
of equation (5.42).

If we want instead to consider the expectation value 〈X̂〉t expressed in terms
of the αj(t), through the definition (5.32) (that is αj(t) = ∑

i∈Ij cije
i∆ijt), we can
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rewrite equation (5.65) as

〈X̂〉t =
√

1
2mω

(
α∗0(t)α1(t)ei(E

(S)
0 −E(S)

1 )t + α0(t)α∗1(t)e−i(E
(S)
0 −E(S)

1 )t
)
. (5.67)

Writing α0(t) = |α0(t)|eiφ0(t), α1(t) = |α1(t)|eiφ1(t), ∆φ(t) = φ1(t) − φ0(t) and con-
sidering again E

(S)
1 − E(S)

0 = ω, (5.67) becomes:

〈X̂〉t =
√

2
mω
|α0(t)||α1(t)| cos(ωt−∆φ(t)). (5.68)

Equation (5.68) is the same of the first part of equation (5.42) and shows the ex-
pectation value 〈X̂〉t expressed in terms of the time-dependent coefficients αj(t).

5.D Proof of Equation (5.43)

We prove here that equation (5.42) reduces to (5.43) in the case of t� 1/|∆i0−∆k1|.
We start considering the second part of equation (5.42), that is:

〈X̂〉t =
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos(ωt+ (∆i0 −∆k1)t−∆ϕ(0,1)
ik ). (5.69)

This can be rewritten as

〈X̂〉t =
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos(ωt−∆ϕ(0,1)
ik ) cos((∆i0 −∆k1)t)

+

−
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| sin(ωt−∆ϕ(0,1)
ik ) sin((∆i0 −∆k1)t)

 (5.70)

We impose now the condition t � 1/|∆i0 − ∆k1|, so we can consider the Taylor
expansions of cos((∆i0 −∆k1)t) and sin((∆i0 −∆k1)t) as

cos((∆i0 −∆k1)t) = 1− 1
2(∆i0 −∆k1)2t2 + o((∆i0 −∆k1)2t2)

sin((∆i0 −∆k1)t) = (∆i0 −∆k1)t− 1
6(∆i0 −∆k1)3t3 + o((∆i0 −∆k1)3t3).

(5.71)
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Thus we obtain:

〈X̂〉t =
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos(ωt−∆ϕ(0,1)
ik )+

−
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1|t(∆i0 −∆k1) sin(ωt−∆ϕ(0,1)
ik )+

−
√

1
2mω

∑
i∈I0

∑
k∈I1

|ci0||ck1|t2(∆i0 −∆k1)2 cos(ωt−∆ϕ(0,1)
ik )+

+ 1
3

√
1

2mω
∑
i∈I0

∑
k∈I1

|ci0||ck1|t3(∆i0 −∆k1)3 sin(ωt−∆ϕ(0,1)
ik ) + ... .

(5.72)

With α0(0) = |α0(0)|eiφ0(0), α1(0) = |α1(0)|eiφ1(0), ∆φ(0) = φ1(0) − φ0(0) and
αj(0) = ∑

i∈Ij cij, we have

∑
i∈I0

∑
k∈I1

|ci0||ck1| cos(ωt−∆ϕ(0,1)
ik ) = |α0(0)||α1(0)| cos(ωt−∆φ(0)). (5.73)

So, considering up to the first order of approximation in t(∆i0−∆k1), we have finally
for the expectation value 〈X̂〉t:

〈X̂〉t '
√

2
mω
|α0(0)||α1(0)| cos(ωt−∆φ(0))+

−
√

2
mω

∑
i∈I0

∑
k∈I1

|ci0||ck1|t(∆i0 −∆k1) sin(ωt−∆ϕ(0,1)
ik ) (5.74)

that is what we needed to show being (5.74) the same of equation (5.43).
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Chapter 6

A model of Quantum Spacetime

In this Chapter we introduce the spatial degree of freedom into our discussion fol-
lowing [92]. The Page and Wootters (PaW) framework [11, 12] can be read as an
internalization of the time reference frame, with the clock being an appropriately
chosen physical system and time is considered as “what is shown on a quantum
clock”. We explore here the possibility to extend this protocol in order to internal-
izing, together, the temporal and the spatial reference frames. In this approach also
space becomes an emerging property of entangled subsystems and the concept of
position is recovered relative to “what is shown on a quantum rod”.

As mentioned in the Introduction, quantum reference frames for the spatial de-
gree of freedom have been extensively studied in quantum information and quantum
foundations (see for example [54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67,
68, 69, 70, 71, 72, 73, 74]). In the quantum gravity literature, it has been suggested
that quantum reference frames are needed to formulate a quantum theory of gravity
[9, 76, 77, 78]. In [79] (see also [80, 81, 82, 83, 84, 85, 86, 87]) has also been intro-
duced a formalism for describing transformations to change the description between
different quantum reference frames in various contexts. Just as the PaW mechanism
has been extensively studied in order to describe the temporal degree of freedom,
all these works have dealt only with internalization of the spatial reference frame
leaving time as an external parameter in the theory. Only recently, in [88], has been
introduced a fully relational formulation of a 1 + 1 dimensional spacetime for the
case of N relativistic quantum particles in a weak gravitational field.
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In this Chapter we first focus on space and we divide our global quantum system
(the “Universe”) in two entangled subsystems, R and S, where R is the quatum rod
that acts as a spatial reference frame for S. A generalization of the PaW mecha-
nism for the spatial degree of freedom has already been addressed in [89, 90, 91]
(see also [80, 81]). Here we give our own version adopting and generalizing the ap-
proach outlined in Chapter 3 [45, 47], which we have already encountered several
times throughout this work. We consider indeed discrete spectra for the momen-
tum operators and we take the spatial degree of freedom described by generalized
Pegg’s POVMs. This choice allow us to recover continuous values for the spatial
degrees of freedom even if the momenta have discrete spectra (the generalization
to the case of a continuous spectrum is also disussed). We therefore assume the
Universe satisfying a constraint on total momentum P̂tot |Ψ〉 = 0. Even if the global
position is completely undetermined, a well-defined relative position emerges from
the entanglement between the two subsystems R and S. Finally we introduce an
additional subsystem C acting as a clock and we consider the Universe satisfying a
double constraint: both on total momentum and total energy, that is P̂tot |Ψ〉 = 0
and Ĥtot |Ψ〉 = 0. We show that this framework can be implemented consistently
and we thus provide a model of non-relativistic quantum spacetime emerging from
entanglement. In order to facilitate the reading and simplify the notation, we pro-
ceed as follows: in Sections 6.2, 6.3 and 6.4 we consider a single spatial degree of
freedom for the subsystems R and S. In Section 6.5 we generalize the results to the
case of 3 + 1 dimensional spacetime and we discuss some examples.

6.1 Relative-Position Localization through Entan-
glement

Let’s start considering a thought experiment proposed by A. V. Rau, J. A. Dunning-
ham and K. Burnett (RDB) in [53]. Their work shows how entanglement could be
crucial in the localization process. Following [53], we consider two non-interacting
particles with equal mass in a momentum product state, that is

|Ψi〉 = |p1〉 |p2〉 (6.1)
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where |Ψi〉 is the global state of the two particles and |p1〉, |p2〉 are the states of the
individual particles in the basis of the momentum eigenstate. We immediately note
that this system has relative and absolute positions which are totally unknown. So,
the authors imagine to have a photon scattering on this system, and the result will
be that the state of the two particles has now become a linear combination of the
results of the photon hitting each particle. We will therefore have:

|Ψi〉 = |p1〉 |p2〉 −→ |Ψf〉 (6.2)

and

|Ψf〉 = α |p1 + ∆p〉 |p2〉+ β |p1〉 |p2 + ∆p〉 (6.3)

where α, β is the probability amplitudes and ∆p is the moment transferred to the
system by scattering with the photon. What has changed fundamentally is that the
two particles are now entangled. The state |Ψf〉 of the two particles has still a well-
defined momentum for its center of mass (CM), and it is |ψCM〉 = |p1 + p2 + ∆p〉.
Therefore the momentum of the CM is shifted but still well-defined. For this reason,
no particle in the system will have a definite absolute position.

We look now at the relative coordinates. Let’s take for simplicity |α| = |β|
and write the state of the relative momentum (after the common phase has been
removed). We have

|prel〉 = 1√
2

[
|pi + ∆p

2 〉+ eiφ |pi −
∆p
2 〉

]
. (6.4)

where
pi = p1 − p2

2 (6.5)

which is the relative momentum before scattering. As RDB observe: «The relative
phase between the two possible events it is related to any observed interference
between the alternative path of the photon at the detector and will turn out to be
critical to the emerging relative position of the two particles». What happens is that
scattering broadens the relative-momentum wavefunction and reduces uncertainty
in the space of the relative position. In this way, through multiple scattering, the
particles become more and more entangled and their relative positions increasingly
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better localized. As pointed out by the authors, this type of framework suggests a
prominent role for entanglement in the localization process.

In our case this thought experiment is useful as an introduction, since to apply
the PaW mechanism to space we will need a constraint on the global momentum.
As previously mentioned, indeed, we will have to set the global momentum of the
Universe equal to zero, and we will have to look at the emergence of relative position
thanks to the entanglement between two subsystems within the Universe. When
finally we will introduce a third subsystem that keeps track of time, we will see
that there will be an evolution in time of the subsystems, and the relative position
between the particles will also vary with the passage of time.

6.2 Emergent Space from Entanglement

6.2.1 General Framework

We divide the total Hilbert space (the “Universe”) in two subsystems R and S

where R acts as quantum reference frame for S. We consider the two subsystems
non-interacting and entangled with global Hamiltonian

Ĥ = ĤR + ĤS (6.6)

where ĤR and ĤS act on R and S respectively. We consider the momenta of R and S
having a discrete, bounded, non-degenerate spectra and introduce the spatial degrees
of freedom as POVMs. The case of momenta with continuous, unbounded spectrum
will be discussed in Section 6.3.5. We begin by first considering the subspace R,
then we will extend the framework to S.

In introducing the POVMs of space we follow a generalization of the framework
of Chapter 3, namely we assume the momentum operator P̂R of R with point-
like spectrum, equally-spaced eigenvalues and non-degenerate eigenstates. It can
be illustrated by taking dR momentum states |pk〉 and pk momentum levels with
k = 0, 1, 2, ..., dR − 1 such that (we set } = 1):

pk = p
(R)
0 + 2π

LR
k. (6.7)
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In this space we can define the states

|xj〉R = 1√
dR

dR−1∑
k=0

e−ipkxj |pk〉R (6.8)

and the values xj = x0 + j LR
DR

with j = 0, 1, 2, ..., z = DR−1 and with the constraint
z + 1 = DR ≥ dR. If we take DR = dR the states (6.8) are orthogonal (with
the DR = dR values of xj uniformly distributed over LR) and the spatial degree of
freedom is described by the Hermitian operator X̂R = ∑dR−1

j=0 xj |xj〉 〈xj| complement
of P̂R. If instead we take DR > dR, the number of the states |xj〉R is greater than the
number of momenta states inR (with theDR values of xj again uniformly distributed
over LR). These states still satisfy the key property |xj〉R = e−iP̂R(xj−x0) |x0〉R and
it can furthermore be used for writing the resolution of the identity:

1R = dR
DR

DR−1∑
j=0
|xj〉 〈xj| . (6.9)

Thanks to (6.9) the spatial degree of freedom is represented by a POVM, being
dRD

−1
R |xj〉 〈xj| the DR non-orthogonal elements. In order to obtain a continuous

representation of the coordinate x (maintaining a discrete momentum spectrum),
we can now consider the limit z −→∞, defining

|x〉R =
dR−1∑
k=0

e−ipkx |pk〉R (6.10)

where x can now take any real value from x0 to x0 + LR. In this limiting case the
resolution of the identity (6.9) becomes

1R = 1
LR

∫ x0+LR

x0
dx |x〉 〈x| . (6.11)

The states |xj〉 and |x〉 are not orthogonal, but we will see in the following that this
will not constitute a problem in our derivation of emerging spacetime.

As mentioned, also the subspace S can be equipped with the POVMs of space
considering P̂S with discrete, bounded spectrum and applying the same formalsim
adopted in the subspace R. So we assume that also in S all the momentum eigen-
values can be written as multiples of a minimum step, that is pk = p

(S)
0 + 2π

LS
k with
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k = 0, 1, 2, ..., dS − 1. We thus define the states |yl〉S = 1√
dS

∑dS−1
k=0 e−ipkyl |pk〉S and

the g+1 = DS values yl = y0+l LS
DS

or, in the limiting case (g −→∞) in which y take
any real value from y0 to y0 + LS, we consider the states |y〉S = ∑dS−1

k=0 e−ipky |pk〉S.
Also in this case, when taking DS = dS we can define the operator ŶS = ∑

l yl |yl〉 〈yl|
(complement of P̂S) which is an Hermitian operator.

6.2.2 Emergent Relative Distance

In order to obtain the emergence of space from entanglement we consider now the
following constraint on the total momentum:

P̂ |Ψ〉 = (P̂R + P̂S) |Ψ〉 = 0 (6.12)

where P̂R and P̂S act on R and S respectively. Assuming dR � dS the global state
|Ψ〉 satisfying (6.12) can be writen as

|Ψ〉 =
dS−1∑
k=0

ck |p = −pk〉R ⊗ |pk〉S . (6.13)

We can now expand |Ψ〉 in the {|xj〉} basis on R through (6.9), thus obtaining

|Ψ〉 = dR
DR

DR−1∑
j=0
|xj〉 〈xj|Ψ〉 =

=
√
dR
DR

DR−1∑
j=0
|xj〉R ⊗

dS−1∑
k=0

cke
−ipkxj |pk〉S =

=
√
dR
DR

DR−1∑
j=0
|xj〉R ⊗ |φ(xj)〉S

(6.14)

where in last step we have defined |φ(xj)〉S = ∑dS−1
k=0 cke

−ipkxj |pk〉S. This state can
be obtained from the global state |Ψ〉 through the relative state definition (in Everett
sense [14]) of the subsystem S with respect to R [22]:

|φ(xj)〉S = 〈xj|Ψ〉
1/
√
dR
. (6.15)

98



Now using the fact that |xj〉R = e−iP̂R(xj−x0) |x0〉R and considering equations (6.12)
and (6.15), we obtain

|φ(xj)〉S =
√
dR 〈xj|Ψ〉 =

√
dR 〈x0| eiP̂R(xj−x0) |Ψ〉 =

=
√
dR 〈x0| ei(P̂−P̂S)(xj−x0) |Ψ〉 = e−iP̂S(xj−x0) |φ(x0)〉S

(6.16)

that is, we have that the operator P̂S is the generator of spatial traslations in the
coordinate xj. In this framework it is evident that the translation moves the system
with respect to the coordinate of the reference frame R and therefore “external”to
S. As in our previous discussion regarding the emergence of time in Chapters 4
and 5, we notice that having non-orthogonal position states does not constitute a
problem in our framework. Indeed, even if the |xj〉R are partially indistinguishable,
the state of the system S conditioned on a given xj does not dependes on xi 6= xj

(as we can clearly see in equations (6.14) and (6.16)) and so interference phenomena
are not present even if the coordinates in R are not orthogonal.

These results can easily extended in the limiting case z, g −→∞. Indeed in this
case the global state satisfying the constraint (6.12) can be written:

|Ψ〉 = 1
LR

∫ x0+LR

x0
dx |x〉 〈x|Ψ〉 =

= 1
LR

∫ x0+LR

x0
dx |x〉R ⊗

dS−1∑
k=0

cke
−ipkx |pk〉S =

= 1
LR

∫ x0+LR

x0
dx |x〉R ⊗ |φ(x)〉S

(6.17)

and, for the relative state |φ(x)〉S = 〈x|Ψ〉, can be easily obtained

P̂S |φ(x)〉S = 〈x| P̂S |Ψ〉 = 〈x| (P̂ − P̂R) |Ψ〉 = −〈x| P̂R |Ψ〉 =

= −
dR−1∑
k=0
〈pk| pkeipkx |Ψ〉 = i

∂

∂x
〈x|Ψ〉 = i

∂

∂x
|φ(x)〉S

(6.18)

showing again that the momentum P̂S is the generator of translations in the coor-
dinates x, but written through the differential expression1 P̂S |φ(x)〉S = i ∂

∂x
|φ(x)〉S.

1We notice here that we can write this differential equation for the state |φ(x)〉S since the
coordinate x enters into the state of the system S through entanglement.
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In this framework the absolute position of R+ S is totally indeterminate. How-
ever, considering discrete values for the coordinates in R and S, we can look for the
conditional probability of obtaining yl on S conditioned of having xj on R, where
yl = y0+l LS

DS
, xj = x0+j LR

DR
. We have (see Appendix 6.A at the end of this Chapter)

P (yl on S | xj on R) = dS
DS

|〈yl|φ(xj)〉|2 = 1
DS

∣∣∣∣∣∣
dS−1∑
k=0

cke
ipk(yl−xj)

∣∣∣∣∣∣
2

(6.19)

that is a well-defined probability distribution, where ∑DS−1
l=0 P (yl onS |xj onR) = 1.

Working instead in the limit z, g −→∞, the probability for a value of y in the small
range between y and y + dy is given by P (y on S | x on R)dy, where the probability
density P (y on S | x on R) is (the proof is given in Appendix 6.B):

P (y on S | x on R) = 1
LS
|〈y|φ(x)〉|2 = 1

LS

∣∣∣∣∣∣
dS−1∑
k=0

cke
ipk(y−x)

∣∣∣∣∣∣
2

(6.20)

that is again a well-defined probability density distribution depending on the dis-
tance between S and R. Indeed, also in this case, if we consider the integral over all
possible values of y we obtain
∫ y0+LS

y0
dyP (y on S | x on R) = 1

LS

∫ y0+LS

y0
dy
∑
k

∑
n

ckc
∗
ne
i(pk−pn)(y−x) = 1 (6.21)

where we have used (see Appendix 6.C at the end of this Chapter):

∫ y0+LS

y0
dyeiy(pk−pn) = LSδpk,pn . (6.22)

Equations (6.19) and (6.20) display an essential feature of the complementarity
between positions and momenta. Indeed, if the system S is in an eigenstate of
the momentum, in the right-hand side of (6.19) and (6.20) there is only one term of
modulus unity and we have P (ylonS |xj onR) = 1/DS and P (yonS |xonR) = 1/LS.
So, in this case, the probability P (yl on S | xj on R) and the probability density
P (y onS |xonR) are constant across the whole interval [y0, y0 + LS] indicating that,
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when the momentum of the system S can be determined exactly, thus the position
with respect to the reference frame R is completely random.

We have so considered a “positionless”Universe, satisfying the constraint (6.12)
on the total momentum (where the absolute position is totally indeterminate) and
we found the well-defined conditional probability P (yl onS |xj onR) (for the case of
discrete coordinates) and the probability density P (y on S | x onR) (for the limiting
case z, g −→ ∞ where x and y have continuous values) depending on the relative
distance between the two entangled subsystems R and S.

6.2.3 On the Position-Momentum Uncertainty Relation

In this paragraph we want to focus on the quantity δx, namely the minimum interval
in the x values of R over which the state of the system |φ(x)〉S varies significantly.
We will show that, if the momentum spread in the expansion (6.13) is ∆p, than
δx ≥ }/∆p (re-introducing } 6= 1). This means that will be impossible to distinguish
states of the system S conditioned to x values on R which are close to each other
less than ' }/∆p, in accordance with position-momentum uncertainty relation.

For the sake of simplicity we consider here DR = DS = dR = dS = d and
LR = LS = L. We assume also discrete values for the space, so we have

|xj〉R = 1√
d

∑
k

e−ipkxj |pk〉R (6.23)

and
|yl〉S = 1√

d

∑
k

e−ipkyl |pk〉S (6.24)

with xj = x0 + j L
d

and yl = y0 + lL
d
. As already mentioned, in this particular

case we can define the operators X̂R = ∑d−1
j=0 xj |xj〉 〈xj| and ŶS = ∑d−1

l=0 yl |yl〉 〈yl|
(complement of P̂R and P̂S respectively) which are Hermitian operators.

The crucial point for our argument here is to understand that in this framework,
since the reference frame R and the system S are entangled in the global state
|Ψ〉, the ∆p related to the spread of the coefficients in the expansion (6.13), that
is |Ψ〉 = ∑dS−1

k=0 ck |p = −pk〉R ⊗ |pk〉S, does not refer exclusively to R, but to R

and S together. For this reason what we will find is that a limited spread in the
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expansion in the momentum eigenbasis will reduce the distinguishability of states
of S conditioned on proximal values of R. So, starting from equation

|φ(xj)〉S = 〈xj|Ψ〉
1/
√
d

=
d−1∑
k=0

cke
−i}−1pkxj |pk〉S , (6.25)

we can calculate in the space S:

〈φ(xi)|φ(xj)〉 =
d−1∑
k=0
|ck|2 e−i}

−1pk(xj−xi). (6.26)

Equations (6.26) indicates that, if |ck|2 has a spread ' ∆p, than the scalar product
f(xj −xi) = 〈φ(xi)|φ(xj)〉 will have a spread of the order ' }/∆p. This means that
the state |φ(xj)〉S of the subsystem S varies significantly for intervals

δx ≥ }/∆p (6.27)

where ∆p is indeed the uncertainty in momentum related to the spread of the
coefficients ck. This means that it is impossible to distinguish states of the system
S conditioned to x values on R which are closer than ' }/∆p to each other, in
accordance with the position-momentum uncertainty relation.

Expression (6.26) for f(xj − xi) holds also in the case of non-orthogonal space
states where the spatial degrees of freedom are described by POVMs. So we notice
here that the function f(xj−xi), and consequently the scale on which the system S

varies significantly, is not related to the overlap of the states in R. Namely the fact
of using coordinates states that are not orthogonal does not have an effect on the
derivation of the function f(xj−xi). As in the case of Section 4.4 in Chapter 4, this
is because, calculating the conditioned state of S to a certain value xj on R through
(6.25), we find no contributions from different positions xi 6= xj, and so interference
phenomena are not present even if the position states are not orthogonal. Rather
f(xj−xi) is related to the spread of the coefficients appearing in the global state |Ψ〉
and this fact shows us a condition for a good functioning of our framework: a large
spread in the coefficients within the global state in the expansion (6.13) is needed
in order to distinguish states of S projected to closer values of R [40].
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6.3 Spacetime from Entanglement

6.3.1 Introducing the C Subspace

In order to introduce the temporal degree of freedom we have to consider an addi-
tional Hilbert space and assign it to time. We so assume that the Universe is divided
into three subsystems, namely we work in H = HC ⊗ HR ⊗ HS, where HC is the
time Hilbert space. The three subsystems are non-interacting but still entangled
and the global Hamiltonian reads:

Ĥ = ĤC + ĤR + ĤS (6.28)

where ĤC , ĤR and ĤS act on C, R and S respectively. To be as general as possi-
ble, we consider the clock Hamiltonian ĤC with bounded, discrete spectrum with
unequally-spaced energy levels and we introduce also the time observable described
by a Pegg’s POVM. Let us repeat again such a framework.

We start assuming ĤC with point-like spectrum, non-degenerate eigenstates and
having rational energy ratios. The framewowrk can be illustrated by taking p+ 1 =
dC energy states |Ei〉C and Ei energy levels with i = 0, 1, 2, ..., dC − 1 such that
Ei−E0
E1−E0

= Ai
Bi

, where Ai and Bi are integers with no common factors. Doing this we
obtain (we set again } = 1):

Ei = E0 + ri
2π
T

(6.29)

where T = 2πr1
E1

, ri = r1
Ai
Bi

for i > 1 (with r0 = 0) and r1 equal to the lowest common
multiple of the values of Bi. In this space we define the states

|tm〉C = 1√
dC

dC−1∑
i=0

e−iEitm |Ei〉C (6.30)

where tm = t0 +m T
DC

with m = 0, 1, 2, ..., s = DC−1 and s+1 ≥ rp
2. The number of

|tm〉C states is therefore greater than the number of energy states in HC and the DC

values of tm are uniformly distributed over T . These states satisfy the key property
|tm〉C = e−iĤC(tm−t0) |t0〉C and furthermore can be used for writing the resolution of

2As we have already seen throughout our work, by assuming the energy spectrum with equally-
spaced eigenvalues and taking DC = dC , the time states (6.30) are orthogonal and the temporal
degree of freedom is described by the Hermitian operator T̂C =

∑
m tm |tm〉 〈tm|.
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the identity in the C subspace:

1C = dC
DC

DC−1∑
m=0
|tm〉 〈tm| . (6.31)

Thanks to property (6.31) also time is represented by a POVM, being dCD−1
C |tm〉 〈tm|

the DC non-orthogonal elements. As we did for space, in order to obtain a continu-
ous flow of time, we can now consider the limit s −→∞, defining

|t〉C =
dC−1∑
i=0

e−iEit |Ei〉C (6.32)

where t can now take any real value from t0 to t0 + T . In this limiting case the
resolution of the identity (6.31) becomes

1C = 1
T

∫ t0+T

t0
dt |t〉 〈t| . (6.33)

We emphasize here again that this framework allows us to use a generic Hamiltonian
as a clock Hamiltonian. Indeed, in the case of non-rational ratios of energy levels,
the residual terms in the resolutions of the identity (6.31) and (6.33) and consequent
small corrections can be arbitrarily reduced.

6.3.2 Emergent 1 + 1 Dimensional Spacetime

We want now to obtain a model of spacetime emerging from entanglement. So we
consider the global state |Ψ〉 ∈ HC ⊗HR ⊗HS simultaneously satisfying

Ĥ |Ψ〉 = (ĤC + ĤR + ĤS) |Ψ〉 = 0 (6.34)

and
P̂ |Ψ〉 = (P̂R + P̂S) |Ψ〉 = 0 (6.35)

where we have assumed P̂C = 0. The mechanism works also with P̂C 6= 0 but, in
this case, there could be limitations in the allowed momenta to ensure that (6.34)
and (6.35) are simultaneously satisfied (see Appendix 6.D). The framework with
P̂C = 0 can be implemented for example by assuming the subspace C describing the
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internal degree of freedom of the subsystem R.
If we want to look at the explicit form of the state |Ψ〉 we need to know the

relation between the momenta and the energy of R and S. Nevertheless, assuming
again dC , dR � dS, we can write in general:

|Ψ〉 =
dS−1∑
k=0

ck |E = −εk〉C ⊗ |p = −pk〉R ⊗ |pk〉S (6.36)

where
εk = E(R)(−pk) + E(S)(pk)

is the energy function related to the momenta of R and S3. If, for example, we
consider R and S as free particles (with mass M and m respectively) we have
ĤR = P̂ 2

R

2M and ĤS = P̂ 2
S

2m , which implies εk = p2
k

2M + p2
k

2m .
Starting from the state |Ψ〉 satisfying (6.34) and (6.35), we can now expand it

on the basis {|tm〉C} in C thanks to (6.31), thus obtaining

|Ψ〉 = dC
DC

DC−1∑
m=0
|tm〉 〈tm|Ψ〉 =

√
dC
DC

DC−1∑
m=0
|tm〉C ⊗ |φ(tm)〉R,S (6.37)

where |φ(tm)〉R,S =
√
dC 〈tm|Ψ〉 is state of the composite system R + S at time tm,

namely it is the relative state (in Everett sense [14]) of R+S conditioned on having
the value tm on C. For such a state, through (6.34) and the relative state definition,
it is easy to find the time evolution with respect to the clock C:

|φ(tm)〉R,S =
√
dC 〈tm|Ψ〉 =

√
dC 〈t0| eiĤC(tm−t0) |Ψ〉 =

=
√
dC 〈t0| e−i(ĤR+ĤS−Ĥ)(tm−t0) |Ψ〉 = e−i(ĤR+ĤS)(tm−t0) |φ(t0)〉R,S

(6.38)

where |φ(t0)〉R,S =
√
dC 〈t0|Ψ〉 is the state of R + S conditioned on t0 that is the

3For simplicity we consider here that the energy function depends only on the momenta and not
on the coordinates. Clearly the model works also considering the presence of external potentials
in R and S (equations (6.38), (6.40) and (6.42) that we will find in the following would be indeed
still valid) but, in this case, the state |Ψ〉 can not be written in the simple form (6.36) and we can
not explicitly calculate the conditional probabilities (6.45) and (6.47). For this reason we prefer
to simplify the model, as we believe this choice helps to capture the essence of the mechanism. In
Section 6.3.5 we consider however the case where external potentials are present in R and S.
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value of the clock taken as initial time. Equation (6.38) shows, as expected, the
simultaneous evolution of R and S over time. Having indeed considered a quantum
spatial reference frame, it was reasonable to expect that it also evolves in time
together with the subsystem S. We can consider then the limiting case s −→ ∞
where t takes all the real values between t0 and t0 + T . The global state reads:

|Ψ〉 = 1
T

∫ t0+T

t0
dt |t〉 〈t|Ψ〉 = 1

T

∫ t0+T

t0
dt |t〉C ⊗ |φ(t)〉R,S (6.39)

and defining the relative state of R + S as |φ(t)〉R,S = 〈t|Ψ〉 we obtain [22]:

i
∂

∂t
|φ(t)〉R,S =

(
ĤR + ĤS

)
|φ(t)〉R,S (6.40)

that is the Schrödinger evolution for the state of R + S with respect to the clock
time t, written in the usual differential form.

We can therefore expand the state |Ψ〉 in the coordinates
{
|xj〉R

}
in R, thus

obtaining:

|Ψ〉 = dR
DR

DR−1∑
j=0
|xj〉 〈xj|Ψ〉 =

√
dR
DR

DR−1∑
j=0
|xj〉R ⊗ |ϕ(xj)〉C,S (6.41)

where |ϕ(xj)〉C,S =
√
dR 〈xj|Ψ〉 is the relative state of C+S conditioned to the value

xj on the reference frame R. All the results found in the previous Section apply to
the state |ϕ(xj)〉C,S. Indeed we have also in this case

|ϕ(xj)〉C,S = e−iP̂S(xj−x0) |ϕ(x0)〉C,S (6.42)

where the momentum of the clock C does not appear since we have chosen P̂C = 0.
Also here we consider the limit z −→∞, where again x can take all the real values
between x0 and x0 + LR. In this case the global state can be written

|Ψ〉 = 1
LR

∫ x0+LR

x0
dx |x〉 〈x|Ψ〉 = 1

LR

∫ x0+LR

x0
dx |x〉R ⊗ |ϕ(x)〉C,S (6.43)

and defining the relative state of C+S as |ϕ(x)〉C,S = 〈x|Ψ〉 we obtain P̂S |ϕ(x)〉C,S =
i ∂
∂x
|ϕ(x)〉C,S. Through this latter equation and (6.42) we can see again that P̂S is the
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generator of translations in the coordinate values x for the relative state |ϕ(x)〉C,S.
Finally we can expand the state |Ψ〉 simultaneously on the coordinates

{
|xj〉R

}
in R and on the time basis {|tm〉C} in C. We have for the global state:

|Ψ〉 =
 dC
DC

DC−1∑
m=0
|tm〉 〈tm| ⊗

dR
DR

DR−1∑
j=0
|xj〉 〈xj|

 |Ψ〉 =

=
√
dC
DC

√
dR
DR

DC−1∑
m=0

DR−1∑
j=0
|tm〉C ⊗ |xj〉R ⊗ |ψ(tm, xj)〉S

(6.44)

where |ψ(tm, xj)〉S =
√
dC
√
dR(〈tm| ⊗ 〈xj|) |Ψ〉 is the relative state of the system S

at time tm conditioned on the value xj for the reference frame R. With the state
|ψ(tm, xj)〉S we have not yet defined the position of the system S. This state indeed
gives us the value of the time that enters as a parameter thanks to the entanglement
with the subspace C and indicates the position of the reference frame R. What we
can now search is the conditional probability of having a certain position yl in S at
time tm and knowing that the reference frame is in xj, that is (see Appendix 6.E at
the end of this Chapter):

P (ylonS |xjonR, tmonC) = dS
DS

| 〈yl|ψ(tm, xj)〉 |2 = 1
DS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεktmeipk(yl−xj)

∣∣∣∣∣∣
2

(6.45)

where, we recall, εk is the energy function related to the momenta pk of R and S and
where it is easy to verify that ∑DS−1

l=0 P (yl on S | xj onR, tm onC) = 1 given each xj
and tm. Clearly we can extend these results also to the limiting cases z, g, s −→∞.
Indeed we can write the global state |Ψ〉 as

|Ψ〉 =
(

1
T

∫ t0+T

t0
dt |t〉 〈t| ⊗ 1

LR

∫ x0+LR

x0
dx |x〉 〈x|

)
|Ψ〉 =

= 1
T

1
LR

∫ t0+T

t0
dt
∫ x0+LR

x0
dx |t〉C ⊗ |x〉R ⊗ |ψ(t, x)〉S

(6.46)
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where again |ψ(t, x)〉S = (〈t| ⊗ 〈x|) |Ψ〉 is the relative state of the system S at time
t conditioned on the value x for the reference frame R. The conditional probability
density of having a certain position y in S at time t and knowing that the reference
frame is in x is (see Appendix 6.F at the end of this Chapter):

P (y on S | x on R, t on C) = 1
LS
|〈y|ψ(t, x)〉|2 = 1

LS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεkteipk(y−x)

∣∣∣∣∣∣
2

. (6.47)

We notice that also the probability density (6.47) is well-defined for each time (indeed
it is easy to verify that

∫ y0+LS
y0

dyP (y on S | x on R, t on C) = 1 for all x and t) and
it depends on time t as well as on the distance y − x between S and R.

So, through entanglement, we have found for the subsystem S a conditional
probability density that give us informations about the evolution of S in time and
space, where for time we consider the clock time and for space we consider the
relative distance between S and the quantum reference frame R. All these results
are obtained within a globally static and “positionless”Universe.

To conclude this paragraph we notice that a good spatial reference frame is
a reference that moves only slightly in time. If a good spatial reference frame is
considered, one can look at the evolution of S by itself. We show this point with an
example: assuming R and S as free particles (with mass M and m respectively), we
could take M � m thus obtaining P̂ 2

R

2M �
P̂ 2
S

2m . Starting from the state (6.46) we can
consider the relative state |ψ(t, x)〉S = (〈t| ⊗ 〈x|) |Ψ〉 and investigate its evolution.
If the mass M is sufficiently large, we have:

i
∂

∂t
|ψ(t, x)〉S ' ĤS |ψ(t, x)〉S . (6.48)

Equation (6.48) shows that if M is sufficiently large, the evolution of S alone can
be recovered with respect to time t and with respect to a spatial reference frame
that does not evolve (or that move negligibly in time). Furthermore, equation (6.48)
together with the property P̂S |ψ(t, x)〉S = i ∂

∂x
|ψ(t, x)〉S lead to:

i
∂

∂t
|ψ(t, x)〉S ' −

1
2m

∂2

∂x2 |ψ(t, x)〉S (6.49)
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which clearly describes the dynamics of the particle in S with respect to the coor-
dinates of the 1 + 1 dimensional quantum reference frame. We emphasize here that,
in this case, we can write the equation (6.49) for the state |ψ(t, x)〉S because the
values of time and space of the subspaces C and R enter as parameters in S thanks
to the entanglement present in the global state |Ψ〉. We will return to this point
later, in Section 6.5, when we also discuss the example of relativistic particles.

6.3.3 A simple Example

We consider here a simple example assuming R and S as free particles with mass
M and m respectively and dR = dS = 3. We start assuming DR = DS = dR = dS,
LR = LS = L and discrete values of space and time. We have therefore: p(R)

k =
p

(S)
k = p0 + 2π

L
k, with p0 = −2π

L
(that implies p1 = 0, p2 = 2π

L
), x(R)

j = x0 + j L3 =
0, L3 ,

2L
3 and y(S)

l = y0 + lL3 = 0, L3 ,
2L
3 . The global state satisfying the constraints on

total energy and total momentum can be written as:

|Ψ〉 = c0 |E2,0〉C |p2〉R |p0〉S + c1 |E1,1〉C |p1〉R |p1〉S + c2 |E0,2〉C |p0〉R |p2〉S (6.50)

where Ek,n = −( p2
k

2M + p2
n

2m) and where we assume, for simplicity, the coefficients ci to
be real. Furthermore we have E2,0 = E0,2 = ε = (2π

L
)2( 1

2M + 1
2m) and E1,1 = 0. We

can now expand the global state |Ψ〉 simultaneously on the coordinates
{
|xj〉R

}
in

R and on the time basis {|tm〉C} in C, and then we search the state |ψ(tm, xj)〉S =
√
dC
√

3(〈tm| ⊗ 〈xj|) |Ψ〉, thus obtaining:

|ψ(tm, xj)〉S =
√

3
[
c0e
−iεtm 〈xj|p2〉 |p0〉S + c1 〈xj|p1〉 |p1〉S + c2e

−iεtm 〈xj|p0〉 |p2〉S
]

=

= c0e
−iεtmei

2π
L
xj |−2π

L
〉
S

+ c1 |0〉S + c2e
−iεtme−i

2π
L
xj |2π

L
〉
S
.

(6.51)

We can now calculate the conditional probability of obtaining yl on S conditioned
on having xj on R and tm on C. Considering dS = DS = 3, we have:

P (yl on S | xj on R, tm on C) = |〈yl|ψ(tm, xj)〉|2 =

= 1
3
∣∣∣c0e

−iεtme−i
2π
L

(yl−xj) + c1 + c2e
−iεtmei

2π
L

(yl−xj)
∣∣∣2 . (6.52)
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Proceeding with the calculations from equation (6.52) and remembering we have
real coefficients, we obtain

P (yl on S | xj on R, tm on C) = 1
3 + 2

3c0c1 cos(εtm + 2π
L

(yl − xj))+

+ 2
3c1c2 cos(εtm −

2π
L

(yl − xj)) + 2
3c0c2

(
1− 2 sin2(2π

L
(yl − xj))

)
(6.53)

that is the expression of how the probability of having a certain relative distance
between the particles S and R given xj for the reference frame R at time tm.

If we consider the limiting cases s, z −→ ∞ (mantaining the assumption LR =
LS = L), we obtain for the probability density:

P (y on S | x on R, t on C) = 1
L

+ 2
L
c0c1 cos(εt+ 2π

L
(y − x))+

+ 2
L
c1c2 cos(εt− 2π

L
(y − x)) + 2

L
c0c2

(
1− 2 sin2(2π

L
(y − x))

)
. (6.54)

6.3.4 On the Quantum Speed Limit Time

We reiterate here the considerations made in Section 4.4 of Chapter 4, seeing how
they apply to the present case of emerging spacetime.Namely we look at the time
scale over which the conditioned state |φ(t)〉R,S evolve into an othogonal configu-
ration, thus becoming fully distinguishable. For the sake of simplicity we consider
again the case of dR = DR, dS = DS that leads to discrete values of space and
orthogonal states. For the temporal degree of freedom we consider the limiting case
s −→ ∞. The conditioned state of R + S can be obtained from (6.36), calculating
|φ(t)〉R,S = 〈t|Ψ〉. We have (} 6= 1):

|φ(t)〉R,S =
dS−1∑
k=0

cke
−i}−1εkt |p = −pk〉R ⊗ |pk〉S (6.55)

where εk = E(R)(−pk) + E(S)(pk) is the energy function related to the momenta pk
of R and S. Starting from equation (6.55) we can calculate in the space R + S:

〈φ(t0)|φ(t)〉 =
dS−1∑
k=0
|ck|2e−i}

−1εk(t−t0). (6.56)
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Looking at equation (6.56), we can now consider the quantum speed limit time δt
which gives us the minimum time needed for R + S to evolve to an orthogonal
configuration. We have [99, 100]:

δt ≥ max

(
π}

2ER,S
,
π}

2∆E

)
(6.57)

where ER,S = 〈φ(t0)| ĤR + ĤS |φ(t0)〉 and ∆E is the spread in energy related to the
coefficients ck through

∆E =
√
〈φ(t0)| (ĤR + ĤS − ER,S)2 |φ(t0)〉. (6.58)

We can see here how, again, the function f(t − t0) = 〈φ(t0)|φ(t)〉, and conse-
quently the time scale on which R + S varies significantly, is not related to the
overlap of the states of the clock. This can be seen considering that in f(t − t0)
do not enter time values different from t, t0 and f(t − t0) takes the form expressed
in [99]. So the fact that our time states are not orthogonal does not have a conse-
quence on the speed at which the state |φ(t)〉R,S evolves with respect to t. Rather
f(t− t0) is related to the spread of the coefficients ck appearing in the state (6.55).
These considerations, together with equation (6.57), indicate the key point in this
framework: a large spread in the coefficients ck within state |φ(t)〉R,S, and so in the
global state |Ψ〉 = ∑dS−1

k=0 ck |E = −εk〉C ⊗|p = −pk〉R⊗|pk〉S, is needed to make the
time evolution of the subsystem R + S faster [40].

6.3.5 Introducing External Potentials in R and S

We illustrate here the case in which external potentials are present within R and
S by considering these two subspaces consisting of two harmonic oscillators. We
use this example also to extend our framework assuming momentum operators with
continuous spectra. So far we have indeed always used momentum operators in
R and S with discrete spectra, but the entire discussion can be easily generalized
to the case of continuous values for momenta and coordinates, with orthogonal
position states. Such a framework allows us to more easily address the problem of
considering the presence of external potentials in R and S. What we need is indeed
to have Hermitian operators X̂ (within R) and Ŷ (within S) in order to describe the

111



potentials of the harmonic oscillators. In the subspace C we assume the framework
described so far working in the limiting case s −→∞.

We therefore start considering the Hamiltonians of R and S written as:

ĤR = P̂ 2
R

2M + VR(X̂) = P̂
(2)
R

2M + 1
2MωRX̂

2

ĤS = P̂ 2
S

2m + VS(Ŷ ) = P̂
(2)
S

2m + 1
2mωSŶ

2.

(6.59)

In this framework, the global state |Ψ〉 satisfying the constraint on total momentum(
P̂R + P̂S

)
|Ψ〉 = 0 is:

|Ψ〉 =
dC−1∑
n=0

∫
dp cnψ(p) |En〉C ⊗ |−p〉R ⊗ |p〉S (6.60)

where ∑dC−1
n=0 |cn|2 =

∫
dp|ψ(p)|2 = 1. The state (6.60) can be rewritten in the energy

eigenbasis for R and S as

|Ψ〉 =
dC−1∑
n=0

∑
k

∑
l

∫
dp cnψ(p)β(−p, Ek)β(p, El) |En〉C ⊗ |Ek〉R ⊗ |El〉S (6.61)

where β(a, b) = 〈b|a〉. Through the state (6.61) we can now impose the constraint
on total energy Ĥ |Ψ〉 =

(
ĤC + ĤR + ĤS

)
|Ψ〉 = 0 where the Hamiltonians of R

and S can be rewritten (} = 1): ĤR = ωR
(
â†RâR + 1

2

)
and ĤS = ωS

(
â†S âS + 1

2

)
,

being â†R, â†S, âR and âS the usual rising and lowering operators for the subsystems
R and S. For the global state |Ψ〉 we thus find:

|Ψ〉 =
∑
k

∑
l

∫
dp c̃klψ(p)β(−p, Ek)β(p, El) |E = −εkl〉C ⊗ |Ek〉R ⊗ |El〉S (6.62)

with

εkl = ωR

(
k + 1

2

)
+ ωS

(
l + 1

2

)
. (6.63)
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The state (6.62) provides the explicit form of the global state of our quantum Uni-
verse simultaneously satisfying both the constraints: on total energy and total mo-
mentum. We can then expand again the subspaces R and S back on the momentum
eigenbasis and rewriting (6.62) as

|Ψ〉 =
∫
dp′

∑
k

∑
l

∫
dp c̃klψ(p)β(−p, Ek)β(p, El)

× β∗(−p′, Ek)β∗(p′, El) |E = −εkl〉C ⊗ |−p
′〉R ⊗ |p

′〉S . (6.64)

Through the states (6.62) and (6.64) we can find again all the results shown in
Section 6.3.2. For the relative state |φ(t)〉R,S = 〈t|Ψ〉 we have:

i
∂

∂t
|φ(t)〉R,S =

(
ĤR + ĤS

)
|φ(t)〉R,S =

=
 P̂ (2)

R

2M + 1
2MωRX̂

2 + P̂
(2)
S

2m + 1
2mωSŶ

2

 |φ(t)〉R,S .
(6.65)

which provides the Schrödinger evolution for the subsystem R+S. In the same way,
for the relative state |ϕ(x)〉C,S =

√
2π 〈x|Ψ〉 we have: |ϕ(x+ a)〉C,S = e−iaP̂S |ϕ(x)〉C,S

which shows how the operator P̂S is the generator of translations in the values of the
reference frame R for the relative state of the subsystem C + S. Finally we expand
the state |Ψ〉 simultaneously on the coordinates in R and on the time basis in C

thus finding:

|Ψ〉 = 1
T
√

2π

∫
dt
∫
dx |t〉C ⊗ |x〉R ⊗ |ψ(t, x)〉S (6.66)

where the integral on dt is evaluated from t0 and t0 + T and where now the relative
state |ψ(t, x)〉S =

√
2π (〈t| ⊗ 〈x|) |Ψ〉 reads

|ψ(t, x)〉S =
∫
dp′

∑
k

∑
l

∫
dp c̃klψ(p)β(−p, Ek)β(p, El)

× β∗(−p′, Ek)β∗(p′, El)e−iεklte−ixp
′ |p′〉S . (6.67)
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Through the state (6.67) we can search also in this case the probability density
P (y on S | x on R, t on C) = |〈y|ψ(t, x)〉|2 obtaining:

P (y on S | x on R, t on C) = 1
2π |

∫
dp′

∑
k

∑
l

∫
dp c̃klψ(p)β(−p, Ek)β(p, El)

× β∗(−p′, Ek)β∗(p′, El)e−iεklteip
′(y−x)|2 (6.68)

which still depends on time t and on the relative distance y − x between S and R.

6.4 Multiple Time Measurements

In this Section we show how Kuchar objection [20] to the PaW theory can be over-
come in our framework of emerging spacetime. We recall here that Kuchar em-
phasized that the PaW mechanism is not able to provide the correct propagators
when considering multiple measurements. Indeed measurements of the system at
two times will give the wrong statistics because the first measurement “collapses”the
time state and freezes the rest of the Universe (namely R and S in our framework).
The two possible ways out of this problem we have addressed in Section 2.4 of
Chapter 2 are the GPPT proposal in [21] (see also [17]) and the GLM theory in [19].

We will now explore how these proposals can be applied to our framework of
emerging spacetime. For the sake of simplicity we consider again a simple case:
we start from the framework described in Sections 6.2.1 and 6.3.1, we work with
discrete values of space and time and we choose dC = DC , dR = DR, dS = DS.
This latter assumption implies that we are considering an equally-spaced spectrum
for ĤC and we emphasize that this choice leads to orthogonal states of time and
position, namely

〈tm|tm′〉 = δm,m′ on C

〈xi|xj〉 = δi,j on R

〈yl|yk〉 = δl,k on S

(6.69)

In the case of GPPT theory, this simplified framework can then be readily generalized
to the case of unequally-spaced levels for ĤC and to the limiting cases z, g, s −→∞,
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where time and position are represented by POVMs. Conversely, for the GLM
proposal the assumption of orthogonal time states in C and orthogonal position
states in R and S will be necessary.

6.4.1 The GPPT proposal

As pointed out in [17] one of the main ingredients of the GPPT theroy is the aver-
aging over the abstract coordinate time (the “external time”) in order to eliminate
any external time dependence in the observables. With the perspective of calculat-
ing the probabilities for multiple time measurements, we look in this Section at the
probability P (yl on S, xj on R | tm on C) of having yl on S and xj on R conditioned
to having tm on C. This probability essentially is not different from the probabili-
ties we have calculated so far (apart from a numerical factor). We will see indeed
that it will depend on the relative distance between R and S in the same way as
we found in the previous Section. What clearly is different is the interpretation of
this probability, where the value of the reference frame R is not given and can vary.
Following GPPT this probability is given by [21]:

P (yl on S, xj on R | tm on C) =
∫
dθ Tr

[
Π̂tm,xj ,yl(θ)ρ̂

]
∫
dθ Tr

[
Π̂tm(θ)ρ̂

] =

= 1
dR

1
dS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεktmeipk(yl−xj)

∣∣∣∣∣∣
2 (6.70)

where ρ̂ = |Ψ〉 〈Ψ| = ∑
k

∑
k′ ckc

∗
k′ |E = −εk〉 〈E = −εk′ | ⊗ |p = −pk〉 〈p = −pk′| ⊗

|pk〉 〈pk′| is the global state of the Universe, θ is the external time, Π̂tm(θ) =
Û †(θ)Π̂tmÛ(θ) (with Û(θ) = e−iĤθ) is the projector relative to the result tm for
a clock measurement at external time θ and Π̂tm,xj ,yl(θ) = Û †(θ)Π̂tm,xj ,ylÛ(θ) is the
projector relative to the result yl for a measurement on S, xj for a measurement on
R and tm for a measurement on C at external time θ (we are working here in the
Heisenberg picture with respect to the external time θ). Equation (6.70) now takes
the place of equations (6.45) and (6.47) and, as expected, depends on time tm and
on the distance yl − xj between the two subsystems S and R.
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Equation (6.70) can be generalized to the case of multiple time measurements.
For two measurements at times tm and tm′ (with tm′ > tm) we have:

P (yl′ on S, xj′ on R | tm′ on C, yl, xj, tm) =

=
∫
dθ
∫
dθ′ Tr

[
Π̂tm′ ,xj′ ,yl′

(θ)Π̂tm,xj ,yl(θ′)ρ̂Π̂tm,xj ,yl(θ′)
]

∫
dθ
∫
dθ′ Tr

[
Π̂tm′

(θ)Π̂tm,xj ,yl(θ′)ρ̂Π̂tm,xj ,yl(θ′)
] (6.71)

which provides the conditional probability of obtaining yl′ and xj′ on S and R at
clock time tm′ , given that a “previous”joint measurement of S, R and C returns yl,
xj and tm. Proceeding with the calculations from the equation (6.71) we obtain:

P (yl′ on S, xj′ on R | tm′ on C, yl, xj, tm) = 1
d2
R

1
d2
S

∣∣∣∣∣∣
dS−1∑
k=0

e−iεk(tm′−tm)eipk(∆f−∆i)

∣∣∣∣∣∣
2

(6.72)

where we have written ∆i = yl−xj and ∆f = yl′−xj′ respectively the initial distance
and the final distance (namely the distance at the first measurement at time tm and
the distance at the second measurement at time tm′) between the particle S and R.
This equation provides the the correct propagator: the same result can be indeed
obtained calculating

∣∣∣〈xj′ | 〈yl′ | e−i(ĤR+ĤS)(tm′−tm) |xj〉 |yl〉
∣∣∣2 . (6.73)

Furthermore, we can easily see that probability (6.72) depends, as expected, on the
initial and the final relative distances between S and R.

As previously mentioned, these results can be readily generalized to the case of
unequally-spaced levels for ĤC and to the limiting cases z, s −→∞. Indeed, in our
framework, the fact of using POVMs in describing time and space does not constitute
a problem in the application of the GPPT theory because when we calculate the
probability P (yl′ onS, xj′ onR | tm′ onC, yl, xj, tm) through the (6.71) we do not find
terms related to the overlap between the states and therefore interference phenomena
are not present even if the states are not orthogonal [23].
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6.4.2 GLM’s Multiple Measurements

We focus now on the GLM proposal applying it directly to our case of emergent
spacetime. In this paragraph we consider the global state of the Universe written as
in (6.37), that in our particular case of orthogonal states of time and space (dC = DC ,
dR = DR, dS = DS) becomes

|Ψ〉 = 1√
dC

dC−1∑
m=0
|tm〉C ⊗ ÛR,S(tm − t0) |φ(t0)〉R,S (6.74)

where |φ(t0)〉R,S is the state of R+S conditioned on t0 that is the value of the clock
taken as initial time and where, thanks to the (6.38), we have defined the unitary
operator ÛR,S(tm − t0) = e−i(ĤR+ĤS)(tm−t0).

Again we start considering to perform a single measurement within R + S at
time tm′ . We divide the spaces R and S into two subsystems respectively: HR =
HQR ⊗HMR

and HS = HQS ⊗HMS
where QR, QS are the systems to be measured

(the observed) and MR, MS are the ancillary memory systems (the observers). In
this framework GLM use von Neumann’s prescription for measurements [98], where a
measurement apparatus essentially consists in an (ideally instantaneous) interaction
between the observed and the observers. The interaction correlates QR with MR and
QS with MS along the eigenbasis {|xj, yl〉} of the observables X̂ = ∑

j xj |xj〉 〈xj|
and Ŷ = ∑

l yl |yl〉 〈yl| to be measured, that is

|φ(tm)〉QR,QS ⊗ |r, r〉MR,MS
→

dR−1∑
j=0

dS−1∑
l=0

(〈xj, yl|φ(tm)〉) |xj, yl〉QR,QS ⊗ |xj, yl〉MR,MS

(6.75)
where |r, r〉MR,MS

is the stete of the memories before the interaction and 〈xj, yl|φ(tm)〉
is the probabiliy amplitude of obtaining xj and yl when measuring the observables
X̂ and Ŷ . In this framework the Hamiltonian of R + S can be written as

ĤR(tm) + ĤS(tm) = ĤQR + ĤQS + δm,m′
(
ĥQR,MR

+ ĥQS ,MS

)
(6.76)

where ĥQi,Mi
are responsible for the mapping equation (6.75). So we can write the
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global state (6.74) including the measurement thus obtaining [19, 18]

|Ψ〉 = 1√
dC

∑
m<m′

|tm〉C ⊗ ÛR,S(tm − t0) |φ(t0)〉QR,QS ⊗ |r, r〉MR,MS
+

+ 1√
dC

∑
m≥m′

|tm〉C⊗
dR−1∑
j=0

dS−1∑
l=0

(〈xj, yl|φ(tm)〉) ÛQR,QS(tm−tm′) |xj, yl〉QR,QS⊗|xj, yl〉MR,MS

(6.77)

where the first summation describes the evolution of R+S prior to the measurement,
when the memories are in the state |r, r〉MR,MS

, whereas the second summation
describes the evolution after the measurement, when the memories are correlated
with the subsystems QR and QS. Now the probability that, at a given time tm′ , the
values xj′ and yl′ will be registered by the memories MR and MS respectively can
be expressed as [19]:

P (xj′ , yl′ | tm′) = || (C 〈tm
′ | ⊗MR

〈xj′| ⊗MS
〈yl′ |) |Ψ〉 ||2

1/dC
(6.78)

where we use the norm of a vector as || |v〉 ||2 = 〈v|v〉. Equation (6.78) returns the
correct result

P (xj′ , yl′ | tm′) = |〈xj′ , yl′ |φ(tm′)〉|2 = 1
dR

1
dS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεktm′eipk(yl′−xj′ )

∣∣∣∣∣∣
2

. (6.79)

The GLM formalism allows us easily to calculate also the probability P (yl′ |xj′ , tm′)
simply by dividing equation (6.78) by 1/dR. In this case we obtain: P (yl′ |xj′ , tm′) =
1
dS

∣∣∣∑dS−1
k=0 cke

−iεktm′eipk(yl′−xj′ )
∣∣∣2 in accordance with our previous results.

It is now possible to extend equations (6.76), (6.77) and (6.78) in order to per-
form multiple measurements. The framework allows an arbitrary number of mea-
surements but we consider here only the simple case of a double measurement at
times tm′ and tm′′ (with tm′′ > tm′). What we have to do is simply consider a larger
set of memories M (1)

R , M (1)
S , M (2)

R and M (2)
S (where M (1)

R , M (1)
S refer to the first mea-

surement and M
(2)
R , M (2)

S refer to the second measurement) which couple with QR
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and QS through the time-dependent Hamiltonian

ĤR(tm) + ĤS(tm) = ĤQR + ĤQS+

+ δm,m′
(
ĥ
QR,M

(1)
R

+ ĥ
QS ,M

(1)
S

)
+ δm,m′′

(
ĥ
QR,M

(2)
R

+ ĥ
QS ,M

(2)
S

)
. (6.80)

The global state (6.74) including the double measurement can then be written [19]:

|Ψ〉 = 1√
dC

∑
m<m′

|tm〉C⊗ÛR,S(tm−t0) |φ(t0)〉QR,QS⊗|r, r〉M(1)
R ,M

(1)
S

⊗|r, r〉
M

(2)
R ,M

(2)
S

+

+ 1√
dC

∑
m′≤m<m′′

|tm〉C ⊗
dR−1∑
j=0

dS−1∑
l=0

(〈xj, yl|φ(tm)〉)

× ÛQR,QS(tm − tm′) |xj, yl〉QR,QS ⊗ |xj, yl〉M(1)
R ,M

(1)
S

⊗ |r, r〉
M

(2)
R ,M

(2)
S

+

+ 1√
dC

∑
m≥m′′

|tm〉C⊗
dR−1∑
i=0

dS−1∑
k=0

dR−1∑
j=0

dS−1∑
l=0

(
〈xi, yk| ÛQR,QS(tm′′ − tm′) |xj, yl〉

)
(〈xj, yl|φ(tm)〉)

× ÛQR,QS(tm − tm′′) |xi, yk〉QR,QS ⊗ |xj, yl〉M(1)
R ,M

(1)
S

⊗ |xi, yk〉M(2)
R ,M

(2)
S

. (6.81)

Through the state (6.81) we search now the probability of obtaining xj′′ and yl′′ on
R and S at time tm′′ , given that a “previous”measurement at time tm′ returns xj′
and yl′ . This can be formally expressed as follows [19]

P ((xj′′ , yl′′ | tm′′) | (xj′ , yl′ | tm′)) = P (xj′′ , yl′′ , xj′ , yl′ | tm′′)
P (xj′ , yl′ | tm′)

=

=
||(C〈tm′′ | ⊗M(1)

R

〈xj′ | ⊗M(1)
S

〈yl′| ⊗M(2)
R

〈xj′′| ⊗M(2)
S

〈yl′′|) |Ψ〉 ||2

||(C〈tm′ | ⊗M(1)
R

〈xj′ | ⊗M(1)
S

〈yl′|) |Ψ〉 ||2
(6.82)

which returns the correct result for a two-times measurement:

P ((xj′′ , yl′′ | tm′′) | (xj′ , yl′ | tm′)) =
∣∣∣〈xj′′ , yl′′ | ÛQR,QS(tm′′ − tm′) |xj′ , yl′〉

∣∣∣2 =

= 1
d2
R

1
d2
S

∣∣∣∣∣∣
dS−1∑
k=0

e−iεk(tm′′−tm′ )eipk(∆f−∆i)

∣∣∣∣∣∣
2 (6.83)

where ∆i = yl′ − xj′ and ∆f = yl′′ − xj′′ are again the distances between R and
S at times tm′ and tm′′ respectively. The result (6.83) follows from the fact that
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P (xj′′ , yl′′ , xj′ , yl′ | tm′′) =
∣∣∣(〈xj′′ , yl′′| ÛQR,QS(tm′′ − tm′) |xj′ , yl′〉

)
(〈xj′ , yl′ |φ(tm′)〉)

∣∣∣2
obtained from the third summation in (6.81) and P (xj′ , yl′ | tm′) = |〈xj′ , yl′|φ(tm′)〉|2

obtained from the second summation in (6.81). It is finally easy to verify that the
probability P ((yl′′ | xj′′ , tm′′) | (yl′ | xj′ , tm′)) is obtained dividing (6.83) by 1/d2

R. So
we find: P ((yl′′ | xj′′ , tm′′) | (yl′ | xj′ , tm′)) = 1

d2
S

∣∣∣∑dS−1
k=0 e−iεk(tm′′−tm′ )eipk(∆f−∆i)

∣∣∣2.
As we mentioned previously the GLM proposal can not be generalized, in our

framework, to the case of non-orthogonal states of time and space and consequently
in applying the GLM theory we are forced to assume DR = dR, DS = dS and
equally-spaced energy levels in ĤC .

6.5 Generalization to 3+1 Dimensional Spacetime

We generalize here the results of Section 6.3.2 to the case of 3 + 1 dimensional
spacetime, meaning that we have now three degrees of freedom within the subspaces
R and S. The constraint on total energy reads again:

Ĥ |Ψ〉 = (ĤC + ĤR + ĤS) |Ψ〉 = 0. (6.84)

The Hamiltonians ĤR and ĤS in (6.84) depend respectively on the operators P̂ (1)
R ,

P̂
(2)
R , P̂ (3)

R and P̂
(1)
S , P̂ (2)

S , P̂ (3)
S where 1, 2, 3 are the three degrees of freedom identi-

fying three orthogonal directions in space4. The constraint on the total momentum
reads now ~P |Ψ〉 = (~PR + ~PS) |Ψ〉 = 0, which we rewrite as

(P̂ (1)
R + P̂

(1)
S ) |Ψ〉 = 0

(P̂ (2)
R + P̂

(2)
S ) |Ψ〉 = 0

(P̂ (3)
R + P̂

(3)
S ) |Ψ〉 = 0

(6.85)

where, also in this case, for simplicity we have chosen ~PC = 0 (with P̂
(1)
C = P̂

(2)
C =

P̂
(3)
C = 0). So, assuming dC , d(1)

R , d
(2)
R , d

(3)
R � d

(1)
S , d

(2)
S , d

(3)
S and simplifying the nota-

tion as much as possible, the global state |Ψ〉 satisfying the constraints (6.84) and
4Also in this case, for simplicity, we assume that no external potentials are present in R and S.

The case of 3+1 dimensional spacetime with the presence of external potentials in R and S is a
straightforward generalization of the argument we addressed in Section 6.3.5 of this Chapter.
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(6.85) can be written as

|Ψ〉 =
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijk |−εijk〉C ⊗ |−p
(1)
i ,−p(2)

j ,−p(3)
k 〉R ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S (6.86)

where d(1)
R , d

(2)
R , d

(3)
R and d

(1)
S , d

(2)
S , d

(3)
S are the dimensions of the subspaces of R and

S (associated with the three spatial directions 1,2,3) and εijk is the energy func-
tion related with the momenta of R and S. In the next two paragraphs we will
study separately the case of discrete values for space and time and then the case of
continuous values for space and time.

6.5.1 Discrete Values for Space and Time

Starting from the state |Ψ〉 satisfying (6.84) and (6.85), we can now expand it on
the basis {|ta〉C} in C thanks to (6.31), thus obtaining

|Ψ〉 = dC
DC

DC−1∑
a=0
|ta〉 〈ta|Ψ〉 =

√
dC
DC

DC−1∑
a=0
|ta〉C ⊗ |φ(ta)〉R,S (6.87)

where the relative state |φ(ta)〉R,S =
√
dC 〈ta|Ψ〉 takes now the form

|φ(ta)〉R,S =
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijke
−itaεijk |−p(1)

i ,−p(2)
j ,−p(3)

k 〉R ⊗ |p
(1)
i , p

(2)
j , p

(3)
k 〉S .

(6.88)
For this relative state we again easily find the Schrödiger evolution with respect to
the clock values, namely

|φ(ta)〉R,S = e−i(ĤR+ĤS)(ta−t0) |φ(t0)〉R,S (6.89)

where |φ(t0)〉R,S =
√
dC 〈t0|Ψ〉 is the state of R + S conditioned on t0 that is the

value of the clock taken as initial time. All the consideration made in Section 6.3.2
are clearly still valid in this case and we do not repeat them.
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We emphasize here that in each subspace of R, related to the three degrees of
freedom, we apply the formalism described in Section 6.2. This means considering
the states |x(J)

n 〉 = 1/
√
d

(J)
R

∑d
(J)
R −1
k=0 e−ip

(J)
k
x

(J)
n |p(J)

k 〉 and the values x(J)
n = x

(J)
0 +

nL
(J)
R /D

(J)
R with n = 0, 1, 2, ..., z = D

(J)
R − 1 for J = 1, 2, 3. The same clearly

holds for the subspaces within the system S that we equip with the states |y(J)
q 〉 =

1/
√
d

(J)
S

∑d
(J)
S −1
k=0 e−ip

(J)
k
y

(J)
q |p(J)

k 〉 and with the values y(J)
q = y

(J)
0 + qL

(J)
S /D

(J)
S with

q = 0, 1, 2, ..., z = D
(J)
S − 1 (for semplicity we choose D(J)

R = D
(J)
S = z + 1 ∀J). We

can now expand the state |Ψ〉 in the coordinates
{
|x(1)
l , x(2)

m , x(3)
n 〉R

}
in R:

|Ψ〉 = d
(1)
R

D
(1)
R

d
(2)
R

D
(2)
R

d
(3)
R

D
(3)
R

D
(1)
R −1∑
l=0

D
(2)
R −1∑
m=0

D
(3)
R −1∑
n=0

|x(1)
l , x(2)

m , x(3)
n 〉 〈x

(1)
l , x(2)

m , x(3)
n |Ψ〉 =

=

√
d

(1)
R

D
(1)
R

√
d

(2)
R

D
(2)
R

√
d

(3)
R

D
(3)
R

D
(1)
R −1∑
l=0

D
(2)
R −1∑
m=0

D
(3)
R −1∑
n=0

|x(1)
l , x(2)

m , x(3)
n 〉R ⊗ |ϕ(x(1)

l , x(2)
m , x(3)

n )〉C,S

(6.90)

where |ϕ(x(1)
l , x(2)

m , x(3)
n )〉C,S =

√
d

(1)
R d

(2)
R d

(3)
R 〈x

(1)
l , x(2)

m , x(3)
n |Ψ〉 is the relative state of

C + S conditioned to the value (x(1)
l , x(2)

m , x(3)
n ) of the reference frame R. For this

relative state we find:

|ϕ(x(1)
l , x(2)

m , x(3)
n )〉C,S =

√
d

(1)
R d

(2)
R d

(3)
R 〈x

(1)
l , x(2)

m , x(3)
n |Ψ〉 =

=
√
d

(1)
R d

(2)
R d

(3)
R 〈x

(1)
l , x(2)

m , x(3)
n | eiP̂

(1)
R (x(1)

l
−x(1)

0 )eiP̂
(2)
R (x(2)

m −x
(2)
0 )eiP̂

(3)
R (x(3)

n −x
(3)
0 ) |Ψ〉 =

= e−iP̂
(1)
S (x(1)

l
−x(1)

0 )e−iP̂
(2)
S (x(2)

m −x
(2)
0 )e−iP̂

(3)
S (x(3)

n −x
(3)
0 ) |ϕ(x(1)

0 , x
(2)
0 , x

(3)
0 )〉C,S (6.91)

where we used the relative state definition and the constraint (6.85). Equation (6.91)
can be rewritten in a more compact form as

|ϕ( ~x0 + ~a)〉C,S = e−i~a·
~PS |ϕ( ~x0)〉C,S (6.92)

where ~PS = (P̂ (1)
S , P̂

(2)
S , P̂

(3)
S ), ~x0 = (x(1)

0 , x
(2)
0 , x

(3)
0 ) is the initial position of the

reference frame and the translation vector is ~a = (x(1)
l − x

(1)
0 , x(2)

m − x
(2)
0 , x(3)

n − x
(3)
0 ).
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Finally we can expand the state |Ψ〉 simultaneously on time {|ta〉C} and on the
coordinates

{
|x(1)
l , x(2)

m , x(3)
n 〉R

}
, thus obtaining:

|Ψ〉 =
 dC
DC

∑
a

|ta〉 〈ta| ⊗
d

(1)
R

D
(1)
R

d
(2)
R

D
(2)
R

d
(3)
R

D
(3)
R

∑
l,m,n

|x(1)
l , x(2)

m , x(3)
n 〉 〈x

(1)
l , x(2)

m , x(3)
n |

 |Ψ〉 =

=
√
dC
DC

√
d

(1)
R

D
(1)
R

√
d

(2)
R

D
(2)
R

√
d

(3)
R

D
(3)
R

∑
a

∑
l,m,n

|ta〉C ⊗ |x
(1)
l , x(2)

m , x(3)
n 〉R ⊗ |ψ(ta, x(1)

l , x(2)
m , x(3)

n )〉S

(6.93)

where the summation on time runs from 0 to DC−1, the summations on l,m, n run
from 0 to D(1)

R −1, D(2)
R −1, D(3)

R −1 respectively and where |ψ(ta, x(1)
l , x(2)

m , x(3)
n )〉S =

√
dC

√
d

(1)
R d

(2)
R d

(3)
R (〈ta| ⊗ 〈x(1)

l , x(2)
m , x(3)

n |) |Ψ〉 is the relative state of the system S at
time ta and conditioned on the value (x(1)

l , x(2)
m , x(3)

n ) for the spatial reference frame
R. Through this state, extending the formalism of Section 6.3.2, we can search the
conditional probability:

P (y(1)
p , y(2)

q , y(3)
r | x

(1)
l , x(2)

m , x(3)
n , ta) =

= d
(1)
S

D
(1)
S

d
(2)
S

D
(2)
S

d
(3)
S

D
(3)
S

∣∣∣〈y(1)
p , y(2)

q , y(3)
r |ψ(ta, x(1)

l , x(2)
m , x(3)

n )〉
∣∣∣2 =

= 1
D

(1)
S

1
D

(2)
S

1
D

(3)
S

∣∣∣∣∣∣
∑
i,j,k

cijke
−itaεijkeip

(1)
i (y(1)

p −x
(1)
l

)eip
(2)
j (y(2)

q −x
(2)
m )eip

(3)
k

(y(3)
r −x

(3)
n )

∣∣∣∣∣∣
2

(6.94)

where the summations on i, j, k run from 0 to d
(1)
S − 1, d(2)

S − 1 and d
(3)
S − 1 re-

spectively. Equation (6.94) provides the probability of having a certain position
(y(1)
p , y(2)

q , y(3)
r ) on S at time ta and knowing that the spatial reference frame R is

in (x(1)
l , x(2)

m , x(3)
n ). This conditional probability is well-defined (indeed it is easy to

verify that we have ∑D
(1)
S −1

p=0
∑D

(2)
S −1

q=0
∑D

(3)
S −1

r=0 P (y(1)
p , y(2)

q , y(3)
r | x

(1)
l , x(2)

m , x(3)
n , ta) = 1)

and, as expected depends on the relative distance between R and S.

6.5.2 Continuous Values for Space and Time

We consider now the case of continuous values for space and time. We therefore
assume s −→ ∞ for the space C and z −→ ∞ within the subspaces of R and
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S. This implies that we have the states |x(J)〉 = ∑d
(J)
R −1
k=0 e−ip

(J)
k
x(J) |p(J)

k 〉 with x(J) ∈[
x

(J)
0 , x

(J)
0 + L

(J)
R

]
within R and the states |y(J)〉 = ∑d

(J)
S −1
k=0 e−ip

(J)
k
y(J) |p(J)

k 〉 with y(J) ∈[
y

(J)
0 , y

(J)
0 + L

(J)
S

]
within S for J = 1, 2, 3. Starting from (6.86) we can write:

|Ψ〉 = 1
T

∫ t0+T

t0
dt |t〉 〈t|Ψ〉 = 1

T

∫ t0+T

t0
dt |t〉C ⊗ |φ(t)〉R,S (6.95)

where the relative state |φ(t)〉R,S = 〈t|Ψ〉 takes now the form

|φ(t)〉R,S =
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijke
−itεijk |−p(1)

i ,−p(2)
j ,−p(3)

k 〉R ⊗ |p
(1)
i , p

(2)
j , p

(3)
k 〉S .

(6.96)
As in the 1 + 1 dimensional case, using (6.84) and (6.96), for this state we find:

i
∂

∂t
|φ(t)〉R,S = (ĤR + ĤS) |φ(t)〉R,S (6.97)

which provides the Scrhödinger evolution of R+ S with respect to the clock time t.
We can now expand the global state |Ψ〉 in the coordinate basis

{
|x(1), x(2), x(3)〉R

}
in R, that is

|Ψ〉 = 1
L

(1)
R

1
L

(2)
R

1
L

(3)
R

∫
dx(1)

∫
dx(2)

∫
dx(3) |x(1), x(2), x(3)〉 〈x(1), x(2), x(3)|Ψ〉 =

= 1
L

(1)
R

1
L

(2)
R

1
L

(3)
R

∫
dx(1)

∫
dx(2)

∫
dx(3) |x(1), x(2), x(3)〉R ⊗ |ϕ(x(1), x(2), x(3))〉C,S

(6.98)

where each integral on dx(J) is evaluated from x
(J)
0 to x(J)

0 +L
(J)
R and where the state

|ϕ(x(1), x(2), x(3))〉C,S takes the form:

|ϕ(x(1), x(2), x(3))〉C,S =
∑
i,j,k

cijke
−ip(1)

i x(1)
e−ip

(2)
j x(2)

e−ip
(3)
k
x(3) |−εijk〉C ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S

(6.99)
where the summations on i, j, k run from 0 to d(1)

S − 1, d(2)
S − 1 and d

(3)
S − 1 respec-

tively. Using the definition (6.99) and the constraint (6.85), for the relative state
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|ϕ(x(1), x(2), x(3))〉C,S = 〈x(1), x(2), x(3)|Ψ〉 we can now obtain:

i

(
∂

∂x(1) + ∂

∂x(2) + ∂

∂x(3)

)
|ϕ(x(1), x(2), x(3))〉C,S =

=
∑
i,j,k

cijkp
(1)
i eip

(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |−εijk〉C ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S +

+
∑
i,j,k

cijkp
(2)
j eip

(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |−εijk〉C ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S +

+
∑
i,j,k

cijkp
(3)
k eip

(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |−εijk〉C ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S =

=
(
P̂

(1)
S + P̂

(2)
S + P̂

(3)
S

)
|ϕ(x(1), x(2), x(3))〉C,S (6.100)

which shows ~PS = (P̂ (1)
S , P̂

(2)
S , P̂

(3)
S ) to be the generator of translations for the states

of C+S acting on the coordinates of the spatial reference frame ~x = (x(1), x(2), x(3)).
Expanding the state |Ψ〉 simultaneously on the coordinates basis

{
|x(1), x(2), x(3)〉R

}
and on the time basis {|t〉C} we find:

|Ψ〉 = A
(∫

dt |t〉 〈t| ⊗
∫
dx(1)

∫
dx(2)

∫
dx(3) |x(1), x(2), x(3)〉 〈x(1), x(2), x(3)|

)
|Ψ〉 =

= A
∫
dt
∫
dx(1)

∫
dx(2)

∫
dx(3) |t〉C ⊗ |x

(1), x(2), x(3)〉R ⊗ |ψ(t, x(1), x(2), x(3))〉S
(6.101)

where A = 1
T

1
L

(1)
R

1
L

(2)
R

1
L

(3)
R

. In equation (6.101) the integral on time is evaluated from

t0 to t0 + T and each integral on dx(J) is evaluated from x
(J)
0 to x

(J)
0 + L

(J)
R . The

state |ψ(t, x(1), x(2), x(3))〉S = (〈t| ⊗ 〈x(1), x(2), x(3)|) |Ψ〉 takes now the form

|ψ(t, x(1), x(2), x(3))〉S =
∑
i,j,k

cijke
−itεijke−ip

(1)
i x(1)

e−ip
(2)
j x(2)

e−ip
(3)
k
x(3) |p(1)

i , p
(2)
j , p

(3)
k 〉S
(6.102)

where the summations on i, j, k run again from 0 to d(1)
S − 1, d(2)

S − 1 and d
(3)
S − 1

respectively. Through this state we can calculate the conditional probability density
of having the position (y(1), y(2), y(3)) on S at time t and knowing that the spatial
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reference frame R is in (x(1), x(2), x(3)). We have:

P (y(1), y(2), y(3) | x(1), x(2), x(3), t) =

= 1
L

(1)
S

1
L

(2)
S

1
L

(3)
S

∣∣∣〈y(1), y(2), y(3)|ψ(t, x(1), x(2), x(3))〉
∣∣∣2 =

= 1
L

(1)
S

1
L

(2)
S

1
L

(3)
S

∣∣∣∣∣∣
∑
i,j,k

cijke
−itεijkeip

(1)
i (y(1)−x(1))eip

(2)
j (y(2)−x(2))eip

(3)
k

(y(3)−x(3))

∣∣∣∣∣∣
2

. (6.103)

As in the previous cases, this probability density is well-defined (indeed we have∫
dy(1) ∫ dy(2) ∫ dy(3)P (y(1), y(2), y(3) | x(1), x(2), x(3), t) = 1 with each integral on dy(J)

evaluated from y
(J)
0 to y(J)

0 +L(J)
S ) and it depends on time and on the relative distance

between R and S in a 3-dimensional continuous space.

6.5.3 Free Particles (with M � m) in 3 + 1 Spacetime

We give here a simple example of an emerging 3 + 1 dimensional spacetime using
continuous values of space and time, by starting from the framework described in
Section 6.5.2. In doing so we adopt a slightly different formalism, which allows us
to emphasize how space and time are treated here on equal footing.

We consider two systems that we call R and S. The system R acts as spacetime
reference frame for S and it is composed of a free particle of mass M together with
an additional degree of freedom (with zero momentum) that acts as a clock. We
choose also S as free particle of mass m and we assume M � m (as mentioned in
Section 6.3.2 this choice implies that we will be able to neglect the kinetic energy
term of R with respect to the kinetic energy of S, namely R is a good reference
frame and moves very slightly in time). The global Hamiltonian can be written:

Ĥ = Ĥ
(0)
R + Ĥ

(1)
R + Ĥ

(2)
R + Ĥ

(3)
R + ĤS (6.104)

where Ĥ(0)
R is the Hamiltonian of the temporal reference frame (which takes the place

of what was ĤC in the previous discussion), Ĥ(1)
R , Ĥ(2)

R , Ĥ(3)
R are the Hamiltonians

depending on the momenta of the reference frame in the three spatial directions
through Ĥ

(1)
R =

(
P̂

(1)
R

)2
/2M , Ĥ(2)

R =
(
P̂

(2)
R

)2
/2M , Ĥ(3)

R =
(
P̂

(3)
R

)2
/2M and ĤS =

Ĥ
(1)
S + Ĥ

(2)
S + Ĥ

(3)
S is the Hamiltonian of S depending on the momenta P̂ (1)

S , P̂ (2)
S ,
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P̂
(3)
S through Ĥ

(1)
S =

(
P̂

(1)
S

)2
/2m, Ĥ(2)

S =
(
P̂

(2)
S

)2
/2m, Ĥ(3)

S =
(
P̂

(3)
S

)2
/2m. With

the intent of treating space and time on equal footing, within the time subspace
we rewrite the time states as |x(0)〉 = ∑d

(0)
R
−1

k=0 e−ix
(0)p

(0)
k |p(0)

k 〉 and the time values
as x(0) ∈

[
x

(0)
0 , x

(0)
0 + L

(0)
R

]
, where d(0)

R is the dimension of the time subspace, p(0)
k

are the eigenvalues of Ĥ(0)
R and where L(0)

R takes now the place of what was T in
the previous discussion. Furthermore we redefine the position states as |x(J)〉 =∑d

(J)
R
−1

k=0 eix
(J)p

(J)
k |p(J)

k 〉 in R and |y(J)〉 = ∑d
(J)
S −1
k=0 eiy

(J)p
(J)
k |p(J)

k 〉 in S for J = 1, 2, 3.
The constraints (6.84) and (6.85) read now:

Ĥ |Ψ〉 =
(
Ĥ

(0)
R + Ĥ

(1)
R + Ĥ

(2)
R + Ĥ

(3)
R + ĤS

)
|Ψ〉 = 0 (6.105)

and

~P |Ψ〉 =
(
~PR + ~PS

)
|Ψ〉 = 0 (6.106)

with (P̂ (1)
R + P̂

(1)
S ) |Ψ〉 = (P̂ (2)

R + P̂
(2)
S ) |Ψ〉 = (P̂ (3)

R + P̂
(3)
S ) |Ψ〉 = 0. Assuming again

d
(0)
R , d

(1)
R , d

(2)
R , d

(3)
R � d

(1)
S , d

(2)
S , d

(3)
S , the global state |Ψ〉 simultaneously satisfying

(6.105) and (6.106) can be written as

|Ψ〉 =
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijk |p(0) = −εijk,−p(1)
i ,−p(2)

j ,−p(3)
k 〉R ⊗ |p

(1)
i , p

(2)
j , p

(3)
k 〉S
(6.107)

where p(0) is the value for the energy of the time reference and the energy function εijk
is: εijk =

(
1

2M + 1
2m

) ((
p

(1)
i

)2
+
(
p

(2)
j

)2
+
(
p

(3)
k

)2
)
' 1

2m

((
p

(1)
i

)2
+
(
p

(2)
j

)2
+
(
p

(3)
k

)2
)

.

We can now expand the global state |Ψ〉 in the basis
{
|x(0), x(1), x(2), x(3)〉R

}
in

the space R, thus obtaining:

|Ψ〉 = A
∫
dx(0)

∫
dx(1)

∫
dx(2)

∫
dx(3) |x(0), x(1), x(2), x(3)〉 〈x(0), x(1), x(2), x(3)|Ψ〉 =

= A
∫
dx(0)

∫
dx(1)

∫
dx(2)

∫
dx(3) |x(0), x(1), x(2), x(3)〉R ⊗ |ψ(x(0), x(1), x(2), x(3))〉S

(6.108)
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where A = 1
L

(0)
R

1
L

(1)
R

1
L

(2)
R

1
L

(3)
R

and the integrals on dx(J) are evaluated from x
(J)
0 to x(J)

0 +

L
(J)
R for J = 0, 1, 2, 3. The state |ψ(x(0), x(1), x(2), x(3))〉S = 〈x(0), x(1), x(2), x(3)|Ψ〉 is

the relative state of the system S conditioned on the value (x(0), x(1), x(2), x(3)) for
the spacetime reference frame R and it takes the form:

|ψ(x(0), x(1), x(2), x(3))〉S '
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijke
−i 1

2m

(
(p(1)
i )2+(p(2)

j )2+(p(3)
k

)2
)
x(0)

× eip
(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |p(1)

i , p
(2)
j , p

(3)
k 〉S . (6.109)

For the relative state (6.109), through (6.105) and (6.106), we easily find:

i
∂

∂x(0) |ψ(x(0), x(1), x(2), x(3))〉S ' ĤS |ψ(x(0), x(1), x(2), x(3))〉S (6.110)

and

−i ∂

∂x(J) |ψ(x(0), x(1), x(2), x(3))〉S = P̂
(J)
S |ψ(x(0), x(1), x(2), x(3))〉S (6.111)

for J = 1, 2, 3. Equations (6.109), (6.110) and (6.111) lead to (~x = (x(1), x(2), x(3))):

i
∂

∂x(0) |ψ(x(0), ~x)〉S ' −
1

2m

(
∂2

(∂x(1))2 + ∂2

(∂x(2))2 + ∂2

(∂x(3))2

)
|ψ(x(0), ~x)〉S (6.112)

which describes the dynamics of the particle in S with respect to the coordinates
of the 3 + 1 dimensional quantum reference frame. We emphasize here that the
formalism adopted allows us to write the equation (6.112) for |ψ(x(0), x(1), x(2), x(3))〉S
because the values of time and space of the subspace R enter as parameters in S

thanks to the entanglement present in the global state |Ψ〉.

6.5.4 System S as a Relativistic Particle

The formalism adopted in the previous paragraph is particularly well suited in de-
scribing the behavior of a relativistic particle. Considering indeed the system S to
be a relativistic particle with no internal degree of freedom (namely with spin 0),

128



we have for the energy function (c = 1):

εijk ' ±
√

(p(1)
i )2 + (p(2)

j )2 + (p(3)
k )2 +m2 (6.113)

which can be obtained from the energy constraint5

((
Ĥ

(0)
R

)2
−
∣∣∣~PS∣∣∣2 −m2

)
|Ψ〉 ' 0 (6.114)

where ~PS =
(
P̂

(1)
S , P̂

(2)
S , P̂

(3)
S

)
and the kinetic energy term of R has been neglected.

The relative state (6.109) of the system S conditioned on the value (x(0), x(1), x(2), x(3))
of the spacetime reference frame R reads now:

|ψ±(x(0), x(1), x(2), x(3))〉S '
d

(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cijke
∓ix(0)

√
(p(1)
i )2+(p(2)

j )2+(p(3)
k

)2+m2

× eip
(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |p(1)

i , p
(2)
j , p

(3)
k 〉S (6.115)

where we have considered together both the results for the energy function (6.113).
For the relative state (6.115) we find:

∂2

∂(x(0))2 |ψ±(x(0), x(1), x(2), x(3))〉S '

' −
((
P̂

(1)
S

)2
+
(
P̂

(2)
S

)2
+
(
P̂

(3)
S

)2
+m2

)
|ψ±(x(0), x(1), x(2), x(3))〉S (6.116)

and

∂2

∂(x(J))2 |ψ±(x(0), x(1), x(2), x(3))〉S = −
(
P̂

(J)
S

)2
|ψ±(x(0), x(1), x(2), x(3))〉S (6.117)

with J = 1, 2, 3. Through equations (6.116) and (6.117) we easily obtain:

(
∂2

∂(x(0))2 −
∂2

∂(x(1))2 −
∂2

∂(x(2))2 −
∂2

∂(x(3))2 +m2
)
|ψ±(x(0), ~x)〉S ' 0 (6.118)

5The constraint (6.114) derives from assuming the Hamiltonian of S as ĤS =
√
|~PS |2 +m2.
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which describes the dynamics of the particle in S with respect to the coordinates of
the 3 + 1 dimensional quantum reference frame. Equation (6.118) has the form of
the Klein-Gordon equation but differs from it being the derivatives applied to the
state |ψ±(x(0), x(1), x(2), x(3))〉S and not to the wave function. Also in this case, this
is possible since the time and space values of R enter as parameters in the state of
S through the entanglement present in the global state |Ψ〉.

A similar result can be obtained considering the system S as a relativistic particle
with spin 1/2. In this case the global state of the Universe can be written:

|Ψ〉 =
3∑

σ=0

d
(0)
R
−1∑

n=0

d
(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cnijk |p(0)
n ,−p(1)

i ,−p(2)
j ,−p(3)

k 〉R ⊗ |p
(1)
i , p

(2)
j , p

(3)
k , σ〉

S

(6.119)
where we have introduced the spin degree of freedom within the subspace S in
accordance to [35, 102] and where the value of p(0)

n is constrained through

(
Ĥ

(0)
R + ~α · ~PS + βm

)
|Ψ〉 ' 0. (6.120)

In equation (6.120) we have written for the system S the free Dirac Hamiltonian as
ĤS = ~α · ~PS + βm [35] and we have again neglected the kinetic energy term of R.
The state |ψ(x(0), x(1), x(2), x(3))〉S = 〈x(0), x(1), x(2), x(3)|Ψ〉 reads now:

|ψ(x(0), x(1), x(2), x(3))〉S =
3∑

σ=0

d
(0)
R
−1∑

n=0

d
(1)
S −1∑
i=0

d
(2)
S −1∑
j=0

d
(3)
S −1∑
k=0

cnijke
−ip(0)

n x(0)

× eip
(1)
i x(1)

eip
(2)
j x(2)

eip
(3)
k
x(3) |p(1)

i , p
(2)
j , p

(3)
k , σ〉

S
. (6.121)

For the relative state (6.121) still holds

i
∂

∂x(0) |ψ(x(0), x(1), x(2), x(3))〉S ' ĤS |ψ(x(0), x(1), x(2), x(3))〉S (6.122)

and

−i ∂

∂x(J) |ψ(x(0), x(1), x(2), x(3))〉S = P̂
(J)
S |ψ(x(0), x(1), x(2), x(3))〉S . (6.123)
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So, starting from equations (6.122) and (6.123), writing ~α = (α(1), α(2), α(3)) and
remembering that ĤS = ~α · ~PS + βm, we obtain:

i
∂

∂x(0) |ψ(x(0), ~x)〉S '
(
−iα(1) ∂

∂x(1) − iα
(2) ∂

∂x(2) − iα
(3) ∂

∂x(3) + βm

)
|ψ(x(0), ~x)〉S

(6.124)

which has the form of the Dirac equation and again describes the dynamics of the
particle in S with respect to the coordinates of the 3 + 1 dimensional quantum
reference frame. All the considerations made for equation (6.118) still apply in this
case. Namely (6.124) differs from the Dirac equation being the derivatives applied
to the state |ψ±(x(0), x(1), x(2), x(3))〉S and not to the wave function. Also in this
case, this is possible since the time and space values of R enter as parameters in the
state of S through the entanglement present in the global state |Ψ〉.

Clearly, in order to give a complete relativistic generalization of the model, in
addition to this discussion, we need to consider relativistic reference frames and
a protocol that allows to change the point of view between different observers in
different reference frames (so that dilation of times and contraction of lengths can
be derived), but this is beyond the scope of the present work.

6.6 Conclusions

The PaW mechanism was originally introduced in order to describe the emergence of
time from entanglement. In this Chapter (following [92]) we first extended the PaW
mechanism at the spatial degree of freedom and then we provide a description of a
model of non-relativistic quantum spacetime. In doing this we started focusing on
space and we showed that, in a closed quantum system satisfying a global constraint
on total momentum (and therefore with the absolute position totally indeterminate),
a well-defined relative position emerge between the subsystems S and R, where
the latter is taken as quantum spatial reference frame. In the spaces R and S,
generalizing the approach outlined in Chapter 3 [45], we considered non-degenerate,
discrete spectra for the momentum operators and we introduce POVMs in describing
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the spatial degrees of freedom. In this way we recovered continuous values of space
in S and R also for a discrete momentum spectra (the case of momentum with
continuous spectrum was then also treated in Section 6.3.5). Finally we introduced
in the Universe an additional subsystem C acting as a clock and we considered
the Universe satisfying a double constraint: both on total momentum and total
energy. We showed how this framework can be implemented without contradiction
in the simple case of one spatial degree of freedom (considering also the case of
multiple time measurements) and in the “more physical”case of three spatial degrees
of freedom thus providing a 3 + 1 dimensional quantum spacetime emerging from
entanglement within a closed quantum system.
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Appendices

6.A Proof of Equation (6.19)

We start considering the global state written as

|Ψ〉 =
√
dR
DR

DR−1∑
j=0
|xj〉R ⊗ |φ(xj)〉S (6.125)

where |φ(xj)〉S = ∑dS−1
k=0 cke

−ipkxj |pk〉S. We can now calculate the conditional prob-
ability as follows

P (yl on S | xj on R) = dS
DS

〈Ψ|xj〉 〈xj| ⊗ |yl〉 〈yl|Ψ〉
〈Ψ|xj〉 〈xj|Ψ〉

=

= dS
DS

dR
D2
R

∑
n

∑
m 〈xn|xj〉 〈xj|xm〉 〈φ(xn)|yl〉 〈yl|φ(xm)〉

dR
D2
R

∑
n′
∑
m′ 〈xn′|xj〉 〈xj|xm′〉 〈φ(xn′)|φ(xm′)〉

=

= dS
DS

∑
n

∑
m 〈xn|xj〉 〈xj|xm〉

∑
k

∑
a c
∗
kcae

ipkxne−ipaxm 〈pk|yl〉 〈yl|pa〉∑
n′
∑
m′ 〈xn′ |xj〉 〈xj|xm′〉

∑
b

∑
k′ c
∗
bck′e

ipbxn′e−ipk′xm′ 〈pb|pk′〉
=

= 1
DS

∑
n

∑
m

∑
i

∑
g e
−pi(xj−xn)eipg(xj−xm)∑

k

∑
a c
∗
kcae

ipkxne−ipaxme−iylpkeiylpa∑
n′
∑
m′
∑
i′
∑
g′ e
−pi′ (xj−xn′ )eipg′ (xj−xm′ )

∑
k′ |ck′ |2eipk′ (xn′−xm′ )

(6.126)

We use now the fact that (see Appendix 6.C for the proof):

DR−1∑
j=0

e−ixj(pk−pn) = DRδpk,pn (6.127)

and so we obtain

P (yl on S | xj on R) = 1
DS

∑
k

∑
a c
∗
kcae

i(pa−pk)(yl−xj)∑
k′ |ck′|2

=

= dS
DS

|〈yl|φ(xj)〉|2 = 1
DS

∣∣∣∣∣∣
dS−1∑
k=0

cke
ipk(yl−xj)

∣∣∣∣∣∣
2 (6.128)

where we have considered that ∑k′ |ck′ |2 = 1.
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6.B Proof of Equation (6.20)

We start considering the global state written as

|Ψ〉 = 1
LR

∫ x0+LR

x0
dx |x〉R ⊗ |φ(x)〉S (6.129)

where |φ(x)〉S = ∑dS−1
k=0 cke

−ipkx |pk〉S. We can now calculate the conditional proba-
bility density as follows (all the integrals are evaluated between x0 and x0 + LR):

P (y on S | x on R) = 1
LS

〈Ψ|x〉 〈x| ⊗ |y〉 〈y|Ψ〉
〈Ψ|x〉 〈x|Ψ〉 =

= 1
LS

1
L2
R

∫
dx′

∫
dx
′′ 〈x′|x〉 〈x|x′′〉 〈φ(x′)|y〉 〈y|φ(x′′)〉

1
L2
R

∫
dx′

∫
dx′′ 〈x′|x〉 〈x|x′′〉 〈φ(x′)|φ(x′′)〉 =

= 1
LS

∫
dx′

∫
dx
′′∑

m

∑
l e
−ipm(x−x′)eipl(x−x

′′ )∑
k

∑
n c
∗
kcne

ipkx
′
e−ipnx

′′
〈pk|y〉 〈y|pn〉∫

dx′
∫
dx′′

∑
m′
∑
l′ e
−ipm′ (x−x′)eipl′ (x−x

′′ )∑
k′
∑
n′ c
∗
k′cn′e

ipk′x
′e−ipn′x

′′ 〈pk′ |pn′〉
=

= 1
LS

∫
dx′

∫
dx
′′∑

m

∑
l e
−ipm(x−x′)eipl(x−x

′′ )∑
k

∑
n c
∗
kcne

ipkx
′
e−ipnx

′′
e−ipkyeipny∫

dx′
∫
dx′′

∑
m′
∑
l′ e
−ipm′ (x−x′)eipl′ (x−x

′′ )∑
k′ |ck′|2eipk′ (x

′−x′′ )
.

(6.130)

We use now the fact that (see Appendix 6.C for the proof):
∫ x0+LR
x0

dx′e−ix
′(pk−pn) =

LRδpk,pn , thus we obtain:

P (y on S | x on R) = 1
LS

∑
k

∑
n c
∗
kcne

i(pn−pk)(y−x)∑
k′ |ck′ |2

=

= 1
LS
|〈y|φ(x)〉|2 = 1

LS

∣∣∣∣∣∣
dS−1∑
k=0

cke
ipk(y−x)

∣∣∣∣∣∣
2 (6.131)

where again we have considered that ∑k′ |ck′|2 = 1.
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6.C Proof of Equations (6.22) and (6.127)

We first approach the case with discrete space values (namely we first demonstrate
equation (6.127)). We start considering the global state |Ψ〉 written as

|Ψ〉 =
dS−1∑
k=0

ck |p = −pk〉R ⊗ |pk〉S (6.132)

and we apply in sequence the resolutions of the identity

1R = dR
DR

DR−1∑
j=0
|xj〉 〈xj| and 1R =

dR−1∑
n=0
|pn〉 〈pn| . (6.133)

We obtain

|Ψ〉 = dR
DR

DR−1∑
j=0
|xj〉 〈xj|Ψ〉 =

=
√
dR
DR

DR−1∑
j=0
|xj〉R ⊗

dS−1∑
k=0

cke
−ipkxj |pk〉S =

=
dR−1∑
n=0
|pn〉 〈pn|

√
dR
DR

DR−1∑
j=0
|xj〉R ⊗

dS−1∑
k=0

cke
−ipkxj |pk〉S =

=
dR−1∑
n=0

dS−1∑
k=0

ck
1
DR

DR−1∑
j=0

e−ixj(pn+pk) |pn〉R ⊗ |pk〉S

(6.134)

from which we have
DR−1∑
j=0

e−ixj(pk+pn) = DRδpn,−pk . (6.135)

Let us now consider the limiting case z −→ ∞, i.e. we assume the continuous
representation of the coordinate x which can now take any real value from x0 to
x0 + LR. We start again from the global state written as (6.132) and we apply in
sequence the resolutions of the identity

1R = 1
LR

∫ x0+LR

x0
dx |x〉 〈x| and 1R =

dR−1∑
n=0
|pn〉 〈pn| . (6.136)
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We have:

|Ψ〉 = 1
LR

∫ x0+LR

x0
dx |x〉 〈x|Ψ〉 =

= 1
LR

∫ x0+LR

x0
dx |x〉R ⊗

dS−1∑
k=0

cke
−ipkx |pk〉S =

=
dR−1∑
n=0
|pn〉 〈pn|

1
LR

∫ x0+LR

x0
dx |x〉R ⊗

dS−1∑
k=0

cke
−ipkx |pk〉S =

=
dR−1∑
n=0

dS−1∑
k=0

ck
1
LR

∫ x0+LR

x0
dxe−ix(pn+pk) |pn〉R ⊗ |pk〉S

(6.137)

from which we can easily see that
∫ x0+LR
x0

dxe−ix(pn+pk) = LRδpn,−pk .

6.D Emergent Spacetime with P̂C 6= 0

We discuss here our model of 1 + 1 dimensional spacetime in the case of P̂C 6= 0.
The contraints for the global state |Ψ〉 ∈ HC ⊗HR ⊗HS are now:

Ĥ |Ψ〉 = (ĤC + ĤR + ĤS) |Ψ〉 = 0 (6.138)

and
P̂ |Ψ〉 = (P̂C + P̂R + P̂S) |Ψ〉 = 0. (6.139)

As we mentioned in the main text, in this case, there could be limitations in the
allowed momenta to ensure that (6.138) and (6.139) are together satisfied and the
global state |Ψ〉 can not be written here in the simple form (6.36). The limitations
could arise from the fact that energies and momenta of C, R and S simultane-
ously have to sum to zero and the difficulty of the problem depends on the type of
dispersion relations in the three subspaces. However, assuming |Ψ〉 satisfying the
constraints, the discussion follows as in the case of P̂C = 0. Namely, we expand also
here the global state on the basis {|tm〉C} in C thus obtaining

|Ψ〉 = dC
DC

DC−1∑
m=0
|tm〉 〈tm|Ψ〉 =

√
dC
DC

DC−1∑
m=0
|tm〉C ⊗ |φ(tm)〉R,S (6.140)
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where |φ(tm)〉R,S =
√
dC 〈tm|Ψ〉 is state of the composite system R + S at time tm.

For such a state, through (6.138) and the relative state definition, it is easy to find
again the time evolution with respect to the clock C:

|φ(tm)〉R,S = e−i(ĤR+ĤS)(tm−t0) |φ(t0)〉R,S (6.141)

where |φ(t0)〉R,S =
√
dC 〈t0|Ψ〉 is the state of R + S conditioned on t0 that is the

value of the clock taken as initial time. Equation (6.141) shows, as expected, the
simultaneous evolution of R and S over time. In the limiting case s −→∞ where t
takes all the real values between t0 and t0 +T the global state can again be written

|Ψ〉 = 1
T

∫ t0+T

t0
dt |t〉 〈t|Ψ〉 = 1

T

∫ t0+T

t0
dt |t〉C ⊗ |φ(t)〉R,S (6.142)

and defining the relative state of R + S as |φ(t)〉R,S = 〈t|Ψ〉 we obtain:

i
∂

∂t
|φ(t)〉R,S =

(
ĤR + ĤS

)
|φ(t)〉R,S (6.143)

that is the Schrödinger evolution for R+S with respect to the clock time t, written
in the usual differential form.

We can therefore expand the state |Ψ〉 in the coordinates
{
|xj〉R

}
in R, thus

obtaining:

|Ψ〉 = dR
DR

DR−1∑
j=0
|xj〉 〈xj|Ψ〉 =

√
dR
DR

DR−1∑
j=0
|xj〉R ⊗ |ϕ(xj)〉C,S (6.144)

where |ϕ(xj)〉C,S =
√
dR 〈xj|Ψ〉 is the relative state of C+S conditioned to the value

xj on the reference frame R. For the state |ϕ(xj)〉C,S we find now:

|ϕ(xj)〉C,S =
√
dR 〈xj|Ψ〉 =

√
dR 〈x0| eiP̂R(xj−x0) |Ψ〉 =

=
√
dR 〈x0| ei(P̂−P̂C−P̂S)(xj−x0) |Ψ〉 = e−i(P̂C+P̂S)(xj−x0) |φ(x0)〉C,S

(6.145)

where the momentum of the clock C appear in the equation since we have P̂C 6= 0.
Also here we consider the limit z −→∞, where again x can take all the real values
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between x0 and x0 + LR. In this case the global state can be written

|Ψ〉 = 1
LR

∫ x0+LR

x0
dx |x〉 〈x|Ψ〉 = 1

LR

∫ x0+LR

x0
dx |x〉R ⊗ |ϕ(x)〉C,S (6.146)

and, defining the relative state of C + S as |ϕ(x)〉C,S = 〈x|Ψ〉, we obtain

(
P̂C + P̂S

)
|ϕ(x)〉C,S = 〈x|

(
P̂C + P̂S

)
|Ψ〉 = 〈x|

(
P̂ − P̂R

)
|Ψ〉

= −
dR−1∑

k=0
pke

ipkx 〈pk|

 |Ψ〉 = i
∂

∂x
|ϕ(x)〉C,S .

(6.147)

Through this latter equation and (6.145) we can see again that now the generator
of translations in the values x for the state |ϕ(x)〉C,S is the operator P̂C + P̂S.

Finally we can expand the state |Ψ〉 simultaneously on the coordinates
{
|xj〉R

}
in R and on the time basis {|tm〉C} in C. We have for the global state: |Ψ〉 =
√
dC
DC

√
dR
DR

∑DC−1
m=0

∑DR−1
j=0 |tm〉C⊗|xj〉R⊗|ψ(tm, xj)〉S where |ψ(tm, xj)〉S (obtained from

|ψ(tm, xj)〉S =
√
dC
√
dR(〈tm|⊗〈xj|) |Ψ〉) is the relative state of the system S at time

tm conditioned on the value xj for the reference frame R. Also here we can search the
conditional probability of having a certain position yl in S at time tm and knowing
that the reference frame is in xj, that is:

P (yl on S | xj on R, tm on C) = dS
DS

| 〈yl|ψ(tm, xj)〉 |2 (6.148)

that will depend on time tm and on the values xj and yl of R and S respectively.
Clearly we can extend these results also to the limiting cases z, g, s −→∞. Indeed we
can write the global state |Ψ〉 as |Ψ〉 = 1

T
1
LR

∫ t0+T
t0

dt
∫ x0+LR
x0

dx |t〉C⊗|x〉R⊗|ψ(t, x)〉S
where again |ψ(t, x)〉S = (〈t| ⊗ 〈x|) |Ψ〉 is the relative state of the system S at time
t conditioned on the value x for the reference frame R. The conditional probability
density of having a certain position y in S at time t and knowing that the reference
frame is in x is:

P (y on S | x on R, t on C) = 1
LS
|〈y|ψ(t, x)〉|2 . (6.149)

Also this probability density will depend on time t and on the values of x and y.
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We can not explicitly calculate the probabilities (6.148) and (6.149) here since we
can not write the state |Ψ〉 explicitly in the form (6.36).

In summary we assume as a “good clock”a system with P̂C = 0, a framework
that can be easily implemented using an internal degree of freedom in describing
the clock. If we want to use P̂C 6= 0 we have to find a state |Ψ〉 that satisfies (6.138)
and (6.139), undergoing the limitations that this choice imposes and the discussion
then follows as shown in this Appendix. A different (less elegant) framework might
be to take (P̂R + P̂S) |Ψ〉 = 0 as a constraint for the theory even in the case of a
clock with non-zero momentum, but we believe that this choice (even if functional)
does not have a good physical justification. In this latter case indeed the Universe
would not be in an eigenstate of the global momentum and thus the symmetry with
respect to the temporal degree of freedom would be lost.

6.E Proof of Equation (6.45)

We start here considering the global state |Ψ〉 written as in equation 6.36, that is
|Ψ〉 = ∑dS−1

k=0 ck |E = −εk〉C ⊗ |p = −pk〉R ⊗ |pk〉S where εk = E(R)(−pk) + E(S)(pk)
is the energy function related to the momenta pk of R and S. Now we write the
conditional probability as:

P (yl on S | xj on R, tm on C) = dS
DS

〈Ψ|tm〉 〈tm| ⊗ |xj〉 〈xj| ⊗ |yl〉 〈yl|Ψ〉
〈Ψ|tm〉 〈tm| ⊗ |xj〉 〈xj|Ψ〉

=

= dS
DS

∑
k

∑
n ckc

∗
n 〈E = −εn|tm〉 〈tm|E = −εk〉 〈p = −pn|xj〉 〈xj|p = −pk〉 〈pn|yl〉 〈yl|pk〉∑

k′
∑
n′ ck′c

∗
n′ 〈E = −εn′ |tm〉 〈tm|E = −εk′〉 〈p = −pn′|xj〉 〈xj|p = −pk′〉 〈pn′ |pk′〉

=

= 1
DS

∑
k

∑
n ckc

∗
ne
−itm(εk−εn)ei(pk−pn)(yl−xj)∑

k′ |ck′ |2
= 1
DS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεktmeipk(yl−xj)

∣∣∣∣∣∣
2

(6.150)

where, in the last step, we have considered ∑dS−1
k′=0 |ck′ |2 = 1. From equation (6.150)

and considering |ψ(tm, xj)〉S = ∑dS−1
k=0 cke

−iεktme−ipkxj |pk〉, we can also see that the
probability P (yl on S | xj on R, tm on C) can be written as dS

DS
| 〈yl|ψ(tm, xj)〉 |2.
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6.F Proof of Equation (6.47)

We start also here considering the global state written as in (6.36), that is

|Ψ〉 =
dS−1∑
k=0

ck |E = −εk〉C ⊗ |p = −pk〉R ⊗ |pk〉S (6.151)

where εk = E(R)(−pk) + E(S)(pk) is the energy function related to the momenta pk
of R and S. Now we write the probability density as:

P (y on S | x on R, t on C) = 1
LS

〈Ψ|t〉 〈t| ⊗ |x〉 〈x| ⊗ |y〉 〈y|Ψ〉
〈Ψ|t〉 〈t| ⊗ |x〉 〈x|Ψ〉 =

= 1
LS

∑
k

∑
n ckc

∗
n 〈E = −εn|t〉 〈t|E = −εk〉 〈p = −pn|x〉 〈x|p = −pk〉 〈pn|y〉 〈y|pk〉∑

m

∑
l cmc

∗
l 〈E = −εl|t〉 〈t|E = −εm〉 〈p = −pl|x〉 〈x|p = −pm〉 〈pl|pm〉

=

= 1
LS

∑
k

∑
n ckc

∗
ne
−it(εk−εn)ei(pk−pn)(y−x)∑
m |cm|2

= 1
LS

∣∣∣∣∣∣
dS−1∑
k=0

cke
−iεkteipk(y−x)

∣∣∣∣∣∣
2

(6.152)

where, in the last step, we have considered again ∑dS−1
m=0 |cm|2 = 1. Also in this case,

from equation (6.152) and considering |ψ(t, x)〉S = ∑dS−1
k=0 cke

−iεke−ipk |pk〉, we can
see that P (y on S | x on R, t on C) = 1

LS
|〈y|ψ(t, x)〉|2.

6.G On the Emergence of Spatial Rotations

We consider here a short digression regarding the emergence of spatial rotations
within our quantum Universe. We start from the formalism introduced in Section
6.3.5 and we work with a generalization of such a framework to the case of 3 + 1
dimensional spacetime. We therefore assume continuous spectra for the momenta
and continuous values for the coordinates in R and S with orthogonal position states.
We need indeed Hermitian ~X, ~PR and ~Y , ~PS (within R and S) with continuous
spectra in order to obtain well-defined angular momentum operators ~LR and ~LS.

We consider therefore the global state of the Universe |Ψ〉 satisfying the con-
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straints on total energy and total momentum, namely we assume:

Ĥ |Ψ〉 = (ĤC + ĤR + ĤS) |Ψ〉 = 0. (6.153)

and
~P |Ψ〉 = (~PR + ~PS) |Ψ〉 = 0 (6.154)

with (P̂ (1)
R + P̂

(1)
S ) |Ψ〉 = (P̂ (2)

R + P̂
(2)
S ) |Ψ〉 = (P̂ (3)

R + P̂
(3)
S ) |Ψ〉 = 0. Also here we have

chosen ~PC = 0 (with P̂
(1)
C = P̂

(2)
C = P̂

(3)
C = 0). For the state |Ψ〉 we now add an

additional constraint: ~L |Ψ〉 =
(
~LR + ~LS

)
|Ψ〉 = 0, that we rewrite as

(L̂(1)
R + L̂

(1)
S ) |Ψ〉 = 0

(L̂(2)
R + L̂

(2)
S ) |Ψ〉 = 0

(L̂(3)
R + L̂

(3)
S ) |Ψ〉 = 0

(6.155)

where ~LR = (L̂(1)
R , L̂

(2)
R , L̂

(3)
R ) and ~LS = (L̂(1)

S , L̂
(2)
S , L̂

(3)
S ) are the angular momentum

operators for the systems R and S. Our choice of having P̂
(1)
C = P̂

(2)
C = P̂

(3)
C = 0

leads to ~LC = 0 (with L̂
(1)
C = L̂

(2)
C = L̂

(3)
C = 0) that does not enter in (6.155).

Having found (if it exists!) the global state |Ψ〉 that simultaneously satisfies the
constraints (6.155) on the angular momentum and both on total energy and total
momentum, we can expand it into the coordinate basis in R, thus obtaining

|Ψ〉 =
∫
dx(1)

∫
dx(2)

∫
dx(3) |x(1), x(2), x(3)〉 〈x(1), x(2), x(3)|Ψ〉 =

= 1
(2π) 3

2

∫
dx(1)

∫
dx(2)

∫
dx(3) |x(1), x(2), x(3)〉R ⊗ |ϕ(x(1), x(2), x(3))〉C,S . (6.156)

which differs from the (6.98) for the fact that now the position states are orthogonal.
So, for the relative state |ϕ(x(1)

f , x
(2)
f , x

(3)
f )〉

C,S
= (2π) 3

2 〈x(1)
f , x

(2)
f , x

(3)
f |Ψ〉, we have:

|ϕ(x(1)
f , x

(2)
f , x

(3)
f )〉

C,S
= (2π) 3

2 〈x(1)
0 , x

(2)
0 , x

(3)
0 | ei

~θ·~LR |Ψ〉 =

= (2π) 3
2 〈x(1)

0 , x
(2)
0 , x

(3)
0 | ei(θ

(1)L̂
(1)
R +θ(2)L̂

(2)
R +θ(3)L̂

(3)
R ) |Ψ〉 =

= e−i(θ
(1)L̂

(1)
S +θ(2)L̂

(2)
S +θ(3)L̂

(3)
S )(2π) 3

2 〈x(1)
0 , x

(2)
0 , x

(3)
0 |Ψ〉 =

= e−i
~θ·~LS |ϕ(x(1)

0 , x
(2)
0 , x

(3)
0 )〉C,S

(6.157)
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that can be rewritten in the more compact form

|ϕ(~xf )〉C,S = e−i
~θ·~LS |ϕ(~x0)〉C,S (6.158)

where |ϕ(~x0)〉C,S is the initial state and |ϕ(~xf )〉C,S the final state for a given angular
vector ~θ = (θ(1), θ(2), θ(3)). In analogy to the case of the spatial translations, equation
(6.158) shows how the operator ~LS is responsible for rotations of the relative state
|ϕ(~x)〉C,S in S with respect to the coordinates of the reference frame R.

If therefore exists a global state |Ψ〉 simultaneously satisfying the three con-
straints (6.84), (6.85) and (6.155), for the case of continuous spectra of momenta
and coordinates in R and S (with Hermitian position and momentum operators),
this framework is able to describe the emergence of time and space, with translations
and rotations, all arising from entanglement in a constrained quantum Universe.
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Chapter 7

Quantum Clocks in a
Gravitational Field

Time is the physical quantity that is measured by a clock. On the other hand, we
can think a clock as a physical system that evolves over time. In this Chapter we
will examine and compare the time evolution of two identical quantum clocks A
and B where the second is placed within a gravitational field at distance x from
the center of a large, spherical mass M . In studying the behavior of the clocks, we
will adopt the Page and Wootters (PaW) theory [11, 12], namely we will look at
the evolution of the clcoks A and B with respect to an additional clock C taken
as external time reference. As “model”of clock we use the one introduced by Pegg
in [45], described in Chapter 3 and used several times throughout this work. We
have seen that such a clock can have discrete time values or continuous time values
whether it is described, respectively, by an Hermitian operator or by a POVM.

For this reason, we will divide our discussion into two parts. In Section III we will
consider the clocks A and B described by Pegg’s Hermitian operators complement
of Hamiltonians with bounded, discrete spectra and equally-spaced energy levels.
The clocks in this case have discrete time values. In Section IV we will assume the
clocks A and B with continuous values, namely described by Pegg’s POVMs. In
both cases we will show that, as time (read by a far-away observer) goes on, the
state of the clock B will maintain the form of the non-perturbed state of A but will
suffer a delay in the phase proportional to

(
1− GM

xc2

)
. We will show that, in our
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framework, this delay in the phase translates into a delay “in ticking”for clock B

(with respect to A) proportional to the same factor. This time dilation has the same
form of the first order expansion of the gravitational time dilation as obtained from
the Schwarzschild metric, where we have indeed dτ =

(
1− 2GM

rc2

) 1
2 dt '

(
1− GM

rc2

)
dt,

with dτ the infinitesimal proper time measured by the clock in the gravitational field,
dt the time measured by a far-away, non-perturbed observer and r the Schwarzschild
radial coordinate. Furthermore, we will look at the behavior of specific quantities
(as conditional probabilities and main values of the observables) and we will show
how these quantities result affected by the action of the gravitational field.

In our discussion we never consider relativistic corrections to the gravitational
energy, but we only consider the interaction between the clock and the Newtonian
gravitational field. Nevertheless, in calculating such interaction we promote the mass
of the clock B to an operator using the mass–energy equivalence: m→ m+ ĤB/c

2,
assuming the static mass negligibly small compared with the dynamical one and
focusing only on the effects due to the internal degrees of freedom [101].

7.1 General Framework

As previously mentioned, we work adopting the PaW theory and so we assume the
Universe divided into two subsystems C and S where the first acts as time reference
for the second. The global Hamiltonian reads Ĥ = ĤC + ĤS and the global state of
the Universe |Ψ〉 ∈ HC ⊗HS satisfies the constraint:

Ĥ |Ψ〉 =
(
ĤC + ĤS

)
|Ψ〉 = 0. (7.1)

We do not give here a summary of PaW theory, rather we focus on the C subspace.
Within C we still adopt the framework of paragraph 4.3.2 in Chapter 4, since

we want an Hamiltonian in C with a generic spectrum1 and we want time to flow
continuously within the subspace S. We repeat such a framework for the last time.
We assume ĤC with point-like spectrum, non-degenerate eigenstates and having

1Having a Hamiltonian with generic spectrum in the C subspace allows us to be able to choose
any Hamiltonian for S being sure that every energy state of S is connected with an energy state
of C satisfying (7.1). In this way no state of S will be excluded from the dynamics.
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rational energy ratios. Namely, we take dC energy states |Ei〉C and Ei energy levels
with i = 0, 1, 2, ..., dC − 1 such that Ei−E0

E1−E0
= Ai

Bi
, where Ai and Bi are integers with

no common factors. Doing this we obtain (} = 1):

Ei = E0 + ri
2π
TC

(7.2)

where TC = 2πr1
E1

, ri = r1
Ai
Bi

for i > 1 (with r0 = 0) and r1 equal to the lowest
common multiple of the values of Bi. In this space we define the states

|t〉C =
dC−1∑
i=0

e−iEit |Ei〉C (7.3)

where t can take any real value from t0 to t0 +TC . These states satisfy the key prop-
erty |t〉C = e−iĤC(t−t0) |t0〉C and furthermore can be used for writing the resolution
of the identity in the C subspace:

1C = 1
TC

∫ t0+TC

t0
dt |t〉 〈t| . (7.4)

As we have seen several times, thanks to property (7.4) the clock in C is represented
by a Pegg’s POVM generated by the infinitesimal operators 1

TC
|t〉 〈t| dt.

This framework for the subspace C allow us to consider any generic Hamiltonian
as Hamiltonian for the C subspace. We recall here that, in the case of non-rational
ratios of energy levels, (7.4) is not exact but, since any real number can be ap-
proximated with arbitrary precision by a ratio between two rational numbers, the
residual terms and consequent small corrections can be arbitrarily reduced. Conse-
quently we can use the PaW mechanism with any Hamiltonian ĤS being sure that
no energy state of S is excluded from the dynamics, simply assuming dC � dS and a
sufficiently large TC . Furthermore, considering continuous time values for the clock
in C, allow us to recover a continuous flow of time in the subsystem S.

In the following of the Chapter we will consider also the system S consisting of
two Pegg’s clocks and we will examine their time evolution with respect to the clock
in the subspace C. The two clocks in S will be identical with the only difference
being that one of them will be placed within a gravitational field. In this way we
can study simultaneously the two clocks finding the differences in their behavior.
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7.2 Discrete values for the Clocks in S

We assume here the subsystem S consisting of two Pegg’s clocks with discrete time
values and we study their evolution with respect to the clock in the C subspace.
Initially we consider two free clock, A and B, we define Age operators τ̂ and θ̂ com-
plement of ĤA and ĤB and we show, as expected, that their mean values evolve
completely in synchrony over time. After that we place clock B within a gravita-
tional potential, at distance x from a large mass M , while leaving A non-perturbed.
Now operator θ̂ is complement of an Hamiltonian Ĥ ′B modified by the gravitational
field and we show how the evolution over time differs from the preceding case.

7.2.1 Evolution of Free Clocks

As mentioned, we consider here the system S consisting of two identical Pegg’s
clocks A and B. The global space reads now H = HC ⊗ HS = HC ⊗ HA ⊗ HB

where we assume dA = dB = d and dC � d. The clocks A and B are governed
by Hamiltonians with bounded, discrete spectra and equally-spaced energy levels.
Being the clocks A and B identical, we have:

ĤA = ĤB =
d−1∑
k=0

2π
T
k |k〉 〈k| (7.5)

where

2π
T
k = E

(A)
k = E

(B)
k (7.6)

are the equally-spaced energy eigenvalues. We simultaneously introduce the oper-
ators τ̂ = ∑d−1

m=0 τm |τm〉 〈τm| and θ̂ = ∑d−1
l=0 θl |θl〉 〈θl| complement of ĤA and ĤB

respectively, where

|τm〉A = 1√
d

d−1∑
k=0

e−i
2π
T
kτm |k〉A (7.7)

and
|θl〉B = 1√

d

d−1∑
k=0

e−i
2π
T
kθl |k〉B (7.8)
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,

Figure 7.1: The subsystem S consists of two identical Pegg’s clocks (A and B) with
discrete time values and we study their evolution with respect to the clock in C.

with τm = mT
d

and θl = lT
d

(m, l = 0, 1, 2, ..., d− 1). The states (7.7) and (7.8) can
therefore also be written as

|τm〉A = 1√
d

d−1∑
k=0

e−i
2π
d
km |k〉A (7.9)

and
|θl〉B = 1√

d

d−1∑
k=0

e−i
2π
d
kl |k〉B . (7.10)

The meaning of T is clear: it is the time taken by the clocks to return to their initial
state. It is indeed easy to verify that |τm + T 〉A = |τm〉A and |θl + T 〉B = |θl〉B. The
global Hamiltonian of our quantum Universe reads now:

Ĥ = ĤC + ĤA + ĤB (7.11)

and, assuming the clocks A and B in a product state in S, the global state |Ψ〉
satisfying the constraint (7.1) can be written:

|Ψ〉 = 1
TC

∫ TC

0
dt |t〉C ⊗ |ψ(t)〉S = 1

TC

∫ TC

0
dt |t〉C ⊗ |ϕ(t)〉A ⊗ |φ(t)〉B (7.12)

where |ψ(t)〉S = 〈t|Ψ〉 = |ϕ(t)〉A ⊗ |φ(t)〉B is the relative state of S = A + B

(in Everett sense [14]) at time t, namely the product state of the clocks A and B

conditioned on having t in the subsystem C.
Through the state |ψ(t)〉S we can investigate the time evolution of the clocks A
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and B. For the initial state of the clocks we choose the state

|ψ(0)〉S = |ϕ(0)〉A ⊗ |φ(0)〉B = 1√
d

d−1∑
k=0
|k〉A ⊗

1√
d

d−1∑
n=0
|n〉B (7.13)

namely we consider the clocks A and B at time t = 0 to be in the time states
|τ0 = 0〉A and |θ0 = 0〉B. This implies that the state of S at generic time t reads:

|ψ(t)〉S = |ϕ(t)〉A ⊗ |φ(t)〉B = 1√
d

d−1∑
k=0

e−i
2π
T
kt |k〉A ⊗

1√
d

d−1∑
n=0

e−i
2π
T
nt |n〉B (7.14)

indicating the clocks evolving, as expected, with the usual Schrödinger evolution.
As times t goes on, the clocks “click”all the time states |τm〉A and |θl〉B until they
reaches t = T , thus completing one cycle and returning to their initial state. It is
indeed easy to see that also the state |ψ(t)〉S holds a cyclical repetition with period
T (namely |ψ(t+ T )〉S = |ψ(t)〉S). So the clocks start their evolution in the state
(7.13) and they will return to such a state for t = nT with n ∈ N.

We assume now that the clock in the C subspace reads time t = τm and we
work with the state of the system S: |ψ(t = τm)〉S = 〈t = τm|Ψ〉 = |ϕ(t = τm)〉A ⊗
|φ(t = τm)〉B. We consider two quantities, namely the conditional probability P (θl|τm)
of obtaining θl on B conditioned to having found τm on A, and the mean value of
〈θ〉(τm). We have for the probability P (θl|τm):

P (θl|τm) = 〈ψ(t = τm)|τm〉 〈τm| ⊗ |θl〉 〈θl|ψ(t = τm)〉
〈ψ(t = τm)|τm〉 〈τm|ψ(t = τm)〉 (7.15)

which leads to the result

P (θl|τm) = 1
d2

d−1∑
n=0

d−1∑
k=0

e−i(θl−τm) 2π
T

(n−k). (7.16)

This probability is well defined, indeed it easy to verify that ∑d−1
l=0 P (θl|τm) = 1 for

each given τm. Furthermore, through probability (7.16), we can calculate the mean
value 〈θ〉(τm) as follows:

〈θ〉(τm) =
d−1∑
l=0

θlP (θl|τm) = T

d3

d−1∑
n=0

d−1∑
k=0

f(n− k)eiτm 2π
T

(n−k) (7.17)
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where
f(n− k) =

∑
l

le−i
2πl
d

(n−k). (7.18)

In this particular case in which the two clock are identical and both non-perturbed
we easily find

P (θm|τm) = 1 (7.19)

and
〈θ〉(τm) = τm = θm (7.20)

indicating, as in equation (7.14), the two clocks A and B running together over time.

7.2.2 Introducing the Gravitational Field

We consider now the case in which the clock B is placed within a gravitational
potential. In doing this we assume B at a distance x from a large mass M , while
A is placed, non-perturbed, at an infinite distance from M (see Fig. (7.2)). In the
interaction between B and the gravitational potential we consider the Newtonian
potential φ(x) = −GM

x
, where G is the universal gravitational constant and the

coordinate x is treated as a number. In calculating such interaction we promote the
mass of the clock to operator using the mass–energy equivalence: m→ m+ ĤB/c

2

and we assume that the static mass is negligibly small compared with the dynamical
one. We have again ĤA = ĤB = ∑d−1

k=0
2π
T
k |k〉 〈k|, and so the global Hamiltonian

now reads:

Ĥ = ĤC + ĤA + ĤB + ĤB

c2 φ(x) = ĤC + ĤA + Ĥ ′B (7.21)

with Ĥ ′B = ĤB(1 + φ(x)
c2 ) = ĤB(1− GM

xc2 ). The Hamiltonian Ĥ ′B can be written:

Ĥ ′B =
d−1∑
k=0

2π
T ′
k |k〉 〈k| (7.22)

where we have defined
T ′ = T

1− GM
xc2

. (7.23)
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Figure 7.2: The system S still consists of two identical Pegg’s clocks A and B, but
now B is placed within a gravitational potential at distance x from the center of a
spherical mass M , while A is non-perturbed at an infinite distance from M .

In the subspace S we introduce again the operators τ̂ and θ̂ where the first is
complement of ĤA and the second is now complement of Ĥ ′B. The time states of
the clock B read here:

|θl〉B = 1√
d

d−1∑
k=0

e−i
2π
T ′ kθl |k〉B (7.24)

with
θl = l

T ′

d
= l

T

d(1− GM
xc2 )

. (7.25)

We notice that the presence of the gravitational field does not change the time states.
Indeed, through (7.25), we can rewrite (7.24) as |θl〉B = 1√

d

∑d−1
k=0 e

−i 2π
d
kl |k〉B which

is the same of (7.10). The global state satisfying (7.1) can again be written as in
(7.12) and at time t = 0 we consider again |ψ(0)〉S = |τ0 = 0〉A ⊗ |θ0 = 0〉B.

We can now look at the state |ψ(t)〉S investigating the time evolution of the
clocks A and B. At generic time t we have:

|ψ(t)〉S = |ϕ(t)〉A ⊗ |φ(t)〉B = 1√
d

d−1∑
k=0

e−i
2π
T
kt |k〉A ⊗

1√
d

d−1∑
n=0

e−i
2π
T
nt(1−GM

xc2 ) |n〉B .

(7.26)
Equation (7.26) indicates again the Schrödinger evolution for the clock A and B,
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but we notice a delay in the phase of the clock B proportional to
(
1− GM

xc2

)
. The

clock B is in this case delayed with respect to A. Indeed, as times t goes on, the
clocks A and B click again all the time states |τm〉A and |θl〉B but, during the time
in which the clock A reaches state |τm〉A, clock B does not reach the state |θm〉B:
while A clicks the m− th state, the clock B has clicked a number of states

m′ = m
(

1− GM

xc2

)
(7.27)

(with m′ ∈ R) implying m′ ∼ m − k when m ∼ k xc2

GM
(k ∈ N). Namely, when

m reaches approximately k xc2

GM
(the dimension d, as the value T , can be taken

arbitrarily large), the clock B is delayed in clicking with a difference of k eigenvalues.
Furthermore, in the period of time in which the clock A completes n cycles, the clock
B completes a number of cycles equal to n′ = n(1− GM

xc2 ) (with n′ ∈ R).
We assume now again that the clock in the C subspace reads time t = τm and we

work with the state of the system S: |ψ(t = τm)〉S = 〈t = τm|Ψ〉 = |ϕ(t = τm)〉A ⊗
|φ(t = τm)〉B. We look at the quantities (7.16) and (7.17) in this new case where B
is placed within the gravitatinal field. We have:

P (θl|τm) = 1
d2

d−1∑
n=0

d−1∑
k=0

e−i(θl−τm) 2π
T ′ (n−k) (7.28)

and

〈θ〉(τm) =
d−1∑
l=0

θlP (θl|τm) = T ′

d3

d−1∑
n=0

d−1∑
k=0

f(n− k)eiτm 2π
T ′ (n−k) (7.29)

where f(n−k) is again f(n−k) = ∑d−1
l=0 le

−i 2πl
d

(n−k) and, we recall, T ′ = T/(1− GM
xc2 ).

Through (7.28) and (7.29) we can again see the effect of the gravitational field in
the clock B with respect to clock A. Let us consider two simple examples: we will
look at clocks A and B in the case d = 2 and d = 3.

In the case d = 2 we have:

P (θl|τm) = 1
2

[
1 + cos(π(l −m(1− GM

xc2 )))
]

(7.30)

that leads to P (θm|τm) = 1
2 [1 + cos(πmGM

xc2 )]. So, assuming cos(z) ' 1− z2

2 , we find:
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P (θm|τm) ' 1− m2π2

4

(
GM

xc2

)2
. (7.31)

Going instead to calculate 〈θ〉(τm) we have:

〈θ〉(τm) = T ′

4

[
1− cos(mπ(1− GM

xc2 ))
]

⇒ 〈θ〉(τ0) = 0 = θ0

⇒ 〈θ〉(τ1) ' T ′

2

[
1− π2

4

(
GM

xc2

)2]
= θ1

[
1− π2

4

(
GM

xc2

)2]
.

(7.32)

We can notice that, during the period of time in which the main value of A moved
from τ0 = 0 to τ1, the mean value 〈θ〉 of the clock B moved to θ1

[
1− π2

4

(
GM
xc2

)2
]
,

that is it doesn’t reach clicking the first eigenvalue θ1. So, also considering the main
values we find the clock B delayed in ticking with respect to the clock A by a factor
that depends on the intensity of the gravitational field.

The same conclusion can be reached considering slightly more complex clocks,
i.e. with d=3. In this case we obtain:

P (θl|τm) = 1
9

[
3 + 4 cos(2π

3 (l −m(1− GM

xc2 ))) + 2 cos(4π
3 (l −m(1− GM

xc2 )))
]

(7.33)
that for l = m becomes

P (θm|τm) = 1
9[3 + 4 cos(2π

3 m
GM

xc2 ) + 2 cos(4π
3 m

GM

xc2 )]. (7.34)

So, considering again the second order of approximation cos(z) ' 1− z2

2 , we have:

P (θm|τm) ' 1− 8π2m2

27

(
GM

xc2

)2
. (7.35)

In the same way we obtain for the mean value 〈θ〉(τm):

〈θ〉(τm) = T ′

27[9− 6 cos(2πm
3 (1− GM

xc2 ))− 2
√

3 sin(2πm
3 (1− GM

xc2 ))+

− 3 cos(4πm
3 (1− GM

xc2 )) +
√

3 sin(4πm
3 (1− GM

xc2 ))]. (7.36)
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Equation (7.36) implies that:

⇒ 〈θ〉(τ0) = 0 = θ0

⇒ 〈θ〉(τ1) ' T ′

3

[
1− 10

√
3

27

(2π
3
GM

xc2

)3]
= θ1

[
1− 10

√
3

27

(2π
3
GM

xc2

)3]

⇒ 〈θ〉(τ2) ' 2T ′
3

[
1− 5

36

(4π
3
GM

xc2

)2]
= θ2

[
1− 5

36

(4π
3
GM

xc2

)2]
.

(7.37)

Again we can easily see how, with the passage of time and so with respect to the
τm values, the mean value 〈θ〉(τm) increases its delay in ticking by a factor which
depends on the intensity of the gravitational field.

7.3 Continuous values for the Clocks in S

We consider here the system S consisting the clocks A and B represented by Pegg’s
POVM with continuous time values. As in the previous Section, we first study the
time evolution of free clocks and then we will consider the behavior of A and B

when B is placed within a gravitational field.

7.3.1 Evolution of Free Clocks

The system S consists here of two identical free Pegg’s clocks A and B. The global
Hilbert space reads H = HC ⊗HS = HC ⊗HA⊗HB where we assume dA = dB = d

and dC � d. The clocks A and B are governed again by Hamiltonians with bounded,
discrete spectra and equally-spaced energy levels, namely

ĤA = ĤB =
d−1∑
k=0

2π
T
k |k〉 〈k| (7.38)

where 2π
T
k = E

(A)
k = E

(B)
k are the equally-spaced energy eigenvalues. In this para-

graph we don not consider the Hermitian operators τ̂ and θ̂ complement of ĤA and
ĤB. Rather we introduce the time states:

|τ〉A =
d−1∑
k=0

e−i
2π
T
kτ |k〉A (7.39)
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,

Figure 7.3: The subsystem S consists of two identical Pegg’s clocks (A and B) with
continuous time values and we study their evolution with respect to the clock in C.

and
|θ〉B =

d−1∑
k=0

e−i
2π
T
kθ |k〉B (7.40)

where the time values τ and θ can take any real value from 0 to T . The meaning of
T is the same of previous Section: it is the time taken by the clocks to return to their
initial state. It is indeed easy to verify that also in this case we have |τ + T 〉A = |τ〉A
and |θ + T 〉B = |θ〉B. The global Hamiltonian of our quantum Universe reads:

Ĥ = ĤC + ĤA + ĤB (7.41)

and, assuming the clocks A and B in a product state in S, the global state |Ψ〉
satisfying the constraint (7.1) can again be written:

|Ψ〉 = 1
TC

∫ TC

0
dt |t〉C ⊗ |ψ(t)〉S = 1

TC

∫ TC

0
dt |t〉C ⊗ |ϕ(t)〉A ⊗ |φ(t)〉B (7.42)

where |ψ(t)〉S = 〈t|Ψ〉 = |ϕ(t)〉A ⊗ |φ(t)〉B is the relative state of S = A + B

conditioned on having t in the subsystem C.
Through the state |ψ(t)〉S we investigate again the time evolution of the clocks

A and B. For the initial state of the clocks we choose the state

|ψ(0)〉S = |ϕ(0)〉A ⊗ |φ(0)〉B = 1√
d

d−1∑
k=0
|k〉A ⊗

1√
d

d−1∑
n=0
|n〉B (7.43)

namely we consider the clocks A and B at time t = 0 to be in the time states
|τ = 0〉A and |θ = 0〉B (apart from a normalization constant). This implies that the
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state of S at generic time t reads:

|ψ(t)〉S = |ϕ(t)〉A ⊗ |φ(t)〉B = 1√
d

d−1∑
k=0

e−i
2π
T
kt |k〉A ⊗

1√
d

d−1∑
n=0

e−i
2π
T
nt |n〉B (7.44)

indicating the clocks evolving together with the usual Schrödinger evolution. Also
in this case we can see that, as times t goes on, the clocks click all the time states
|τ〉A and |θ〉B until they reaches t = T , thus completing one cycle and returning to
their initial state. So the clocks start their evolution in the state (7.43) and will
return to such a state for t = nT with n ∈ N.

As we did in previous Section, we assume now that the clock in the C subspace
reads time t = τ and we work with the state of S: |ψ(t = τ)〉S = 〈t = τ |Ψ〉 =
|ϕ(t = τ)〉A ⊗ |φ(t = τ)〉B. We search the conditional probability density P (θ|τ) of
obtaining θ on B conditioned to having found τ on A, and the mean value of 〈θ〉(τ).
We have for the probability P (θ|τ):

P (θ|τ) = 1
T

〈ψ(t = τ)|τ〉 〈τ | ⊗ |θ〉 〈θ|ψ(t = τ)〉
〈ψ(t = τ)|τ〉 〈τ |ψ(t = τ)〉 (7.45)

which leads to the result

P (θ|τ) = 1
Td

d−1∑
n=0

d−1∑
k=0

e−i(θ−τ) 2π
T

(n−k). (7.46)

This probability density is well defined (indeed we have
∫ T

0 dθ P (θ|τ) = 1 for each
given τ) and it has a maximum for θ = τ where it take the value P (θ = τ |τ) = d/T .
To beter understand the behavior of P (θ|τ) we can consider the simple case of d = 2,
thus obtaining:

P (θ|τ) = 1
T

[
1 + cos(2π

T
(θ − τ))

]
(7.47)

indicating that the probability density P (θ|τ) oscillates around the value 1/T reach-
ing a maximum when θ = τ , as previously mentioned.

Through the probability density (7.46), we can calculate the mean value 〈θ〉(τ)
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obtaining (the proof is given in Appendix 7.A ath the end of this Chapter):

〈θ〉(τ) =
∫ T

0
dθ θP (θ|τ) = T

2 + iT

2πd
∑
n6=k

ei
2π
T
τ(n−k)

n− k
. (7.48)

In the simple case of d = 2, equation (7.48) becomes:

〈θ〉(τ) = T

2

[
1− 1

π
sin(2π

T
τ)
]

= T

2

[
1− 1

π
sin(ωτ)

]
(7.49)

indicating the main value 〈θ〉(τ) oscillating around T/2 with a frequency ω = 2π
T

.

7.3.2 Introducing the Gravitational Field

We place here the clock B within the gravitational potential assuming again B at a
distance x from a large mass M . the clock A is placed, non-perturbed, at an infinite
distance from M (see Fig. (7.4)). As in we did in Section 7.2.2, we consider the clock
B interacting with the gravitational field via the Newtonian potential φ(x) = −GM

x

and promoting the mass of the clock to operator using the mass–energy equivalence.
We have again ĤA = ĤB = ∑d−1

k=0
2π
T
k |k〉 〈k|, and so the global Hamiltonian reads:

Ĥ = ĤC + ĤA + ĤB + ĤB

c2 φ(x) = ĤC + ĤA + Ĥ ′B (7.50)

with Ĥ ′B = ĤB(1 + φ(x)
c2 ) = ĤB(1 − GM

xc2 ). The Hamiltonian Ĥ ′B can again be
written:

Ĥ ′B =
d−1∑
k=0

2π
T ′
k |k〉 〈k| (7.51)

where T ′ = T/(1− GM
xc2 ). The states |τ〉A of clock A maintain the form (7.39) while

the time states of the clock B read now:

|θ〉B =
d−1∑
k=0

e−i
2π
T ′ kθ |k〉B (7.52)

where the values θ can take any real value from 0 to T ′. We can notice that, in
contrast to the case of discrete time values, here the presence of the gravitational
field change the time states of B, being (7.52) different from (7.40). The global state
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Figure 7.4: The system S still consists of two identical Pegg’s clocks A and B, but
now B is placed within a gravitational potential at distance x from the center of a
spherical mass M . The clocks A and B have now continuous time values.

satisfying the constraint (7.1) can again be written as in (7.42) and for the initial
state of the clocks we choose the state (7.43), namely we consider again A and B

starting in |τ = 0〉A ⊗ |θ = 0〉B (apart from a normalization constant).
We can now look at the state |ψ(t)〉S investigating the time evolution of the

clocks A and B. At generic time t we have:

|ψ(t)〉S = |ϕ(t)〉A ⊗ |φ(t)〉B = 1√
d

d−1∑
k=0

e−i
2π
T
kt |k〉A ⊗

1√
d

d−1∑
n=0

e−i
2π
T
nt(1−GM

xc2 ) |n〉B .

(7.53)
As we have already seen in paragraph 7.2.2, equation (7.53) indicate the Schrödinger
evolution for the clock A and B, with B suffering a delay in the phase proportional
to
(
1− GM

xc2

)
. This case differs from the case of clocks with discrete time values.

Here indeed we have τ ∈ [0, T ] and θ ∈ [0, T ′] that can take any real values in
their respective intervals. Nevertheless, at a given time t, when the clock A clicks a
fraction f of T , the clock B is clicking a fraction f ′ of T ′ with f ′ = f(1− GM

xc2 ) < f .
In this sense we can still say that clock B is delayed with respect to A. Furthermore,
during the time in which the clock A has completed n cycles, again the clock B has
completed a number of cycles equal to n′ = n(1− GM

xc2 ).
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Considering now again the clock in the C to be in t = τ , we work with the state
|ψ(t = τ)〉S = 〈t = τ |Ψ〉 = |ϕ(t = τ)〉A ⊗ |φ(t = τ)〉B and look at the quantities
(7.46) and (7.48) in this new case where B is placed within the gravitatinal field.
For the probability density P (θ|τ) we have:

P (θ|τ) = 1
T ′d

d−1∑
n=0

d−1∑
k=0

e−i(θ−τ) 2π
T ′ (n−k) (7.54)

which has a maximum for θ = τ , where now takes the value d/T ′. As already seen,
when the clock A clicks a fraction f of T , the clock B in θ = τ is clicking a fraction
f ′ of T ′ with f ′ = f(1− GM

xc2 ) < f . If we search the probability P (θ = fT ′|τ = fT )
of both clocks clicking the same fraction f of their respective cycles, we obtain

P (θ = fT ′|τ = fT ) = 1
T ′d

d−1∑
n=0

d−1∑
k=0

e−i2πf
GM
xc2 (n−k) (7.55)

which in the case of d = 2 becomes: P (θ = fT ′|τ = fT ) = 1
T ′

[
1 + cos(2πf GM

xc2 )
]
.

Approximating cos(z) ' 1− z2

2 , we have:

P (θ = fT ′|τ = fT ) ' 2
T ′

[
1− π2f 2

(
GM

xc2

)2]
(7.56)

which depends on the fraction f and on the intensity of the gravitational potential.
Through the probability density P (θ|τ) we can now calculate the mean value

〈θ〉(τ) =
∫ T ′

0 dθ θP (θ|τ), thus obtaining

〈θ〉(τ) = T ′

2 + iT ′

2πd
∑
n6=k

ei
2π
T ′ τ(n−k)

n− k
(7.57)

which in the case of d = 2 becomes:

〈θ〉(τ) = T ′

2

[
1− 1

π
sin(2π

T
τ(1− GM

xc2 ))
]

= T ′

2

[
1− 1

π
sin(ω′τ)

]
(7.58)

with ω′ = 2π
T

(1 − GM
xc2 ). By comparing (7.58) with (7.49), we can notice that the

oscillation of the mean value 〈θ〉(τ) has a lower frequency with respect to what we

158



found in the previous paragraph. Namely we have:

ω′ = ω(1− GM

xc2 ). (7.59)

The function 〈θ〉(τ) is therefore “stretched”by the action of the gravitational field.

7.3.3 A Different Approach for Continuous Time Values

We consider here the case of continuous time values for the clocks A and B adopting
a slightly different formalism. We start from the case in which the gravitational field
is not present and we rewrite the states (7.39) and (7.40) as:

|τf〉A =
d−1∑
k=0

e−i
2π
T
kτf |k〉A (7.60)

and
|θg〉B =

d−1∑
k=0

e−i
2π
T
kθg |k〉B (7.61)

where we choose τf = fT and θg = gT with f, g ∈ [0, 1]. The time states can
therefore be rewritten:

|τf〉A =
d−1∑
k=0

e−i2πkf |k〉A (7.62)

and
|θg〉B =

d−1∑
k=0

e−i2πkg |k〉B . (7.63)

We can then look at how the probability density (7.46) and mean value (7.48),
discussed in Section 7.3.1, change with this new formalism. For the probability
density we have:

P (θg|τf ) = 1
Td

d−1∑
n=0

d−1∑
k=0

e−i(θg−τf ) 2π
T

(n−k) = 1
Td

d−1∑
n=0

d−1∑
k=0

e−i2π(g−f)(n−k) (7.64)

which, for d = 2, becomes

P (θg|τf ) = 1
T

[1 + cos(2π(g − f))] . (7.65)
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From equations (7.64) and (7.65) we can immediately see that the probability has a
maximum for g = f where it assumes the value P (θg=f |τf ) = d/T . Still considering
the case d = 2, we can look at the mean value 〈θ〉(τf ) thus obtaining:

〈θ〉(τf ) = T

2

[
1− 1

π
sin(2πf)

]
(7.66)

which shows 〈θ〉(τf ) oscillating as a function of the value f .
In contrast to what happens in Section 7.3.2, when clock B is placed within the

gravitational field the time state |θg〉B does not change its form. Indeed we have:

|θ̃g〉B =
d−1∑
k=0

e−i
2π
T ′ kθ̃g |k〉B =

d−1∑
k=0

e−i2πkg |k〉B = |θg〉B (7.67)

where we considered θ̃g = gT ′ with g ∈ [0, 1]. Considering therefore the evolution
of clocks A and B together (B placed within the gravitational field), we can rewrite
the equation (7.53) assuming clock C to be in t = τf = fT and we get:

|ψ(t = τf )〉S = |ϕ(t = τf )〉A ⊗ |φ(t = τf )〉B =

= 1√
d

d−1∑
k=0

e−i2πkf |k〉A ⊗
1√
d

d−1∑
n=0

e−i2πnf(1−GM
xc2 ) |n〉B .

(7.68)

Equation (7.68) shows more clearly that, when the clock A reaches the state |τf〉A,
B has not reached the state |θ̃g=f〉B but rather B is in the state |θ̃g=f ′〉B with
f ′ = f(1− GM

xc2 ) < f . In other words, we can say that while clock A is clicking the
fraction f of its cycle, clock B is clicking the fraction f ′ = f(1− GM

xc2 ) of its own.
We can now look at what happens to the probability density (7.64) when B is

placed within the gravitational field. We have:

P (θ̃g|τf ) = 1
T ′d

d−1∑
n=0

d−1∑
k=0

e−i(θ̃g−τf ) 2π
T ′ (n−k) = 1

T ′d

d−1∑
n=0

d−1∑
k=0

e−i2π(g−f(1−GM
xc2 ))(n−k) (7.69)

from which we immediately notice that the maximum is obtained for g = f(1− GM
xc2 ),

where the probability takes the value d/T ′. Looking also here for the probability
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that clocks A and B click the same fraction of their respective cycles, we easily find:

P (θ̃g=f |τf ) = 1
T ′d

d−1∑
n=0

d−1∑
k=0

e−i2πf
GM
xc2 (n−k) (7.70)

which is the same of equation (7.55). From (7.70), for d = 2, again follows P (θ̃g=f |τf ) =
1
T ′

[
1 + cos(2πf GM

xc2 )
]

and, approximating cos(z) ' 1− z2

2 , we have:

P (θ̃g=f |τf ) '
2
T ′

[
1− π2f 2

(
GM

xc2

)2]
(7.71)

which depends on the fraction f and on the intensity of the gravitational field. Still
working with d = 2, we have for the main value 〈θ̃〉(τf ):

〈θ̃〉(τf ) = T ′

2

[
1− 1

π
sin(2πf(1− GM

xc2 ))
]

(7.72)

which differs from (7.66) because of the presence of the term (1− GM
xc2 ) multiplying f

within the sine function. This the result is the same as the one obtained in Section
7.3.2, namely, we find 〈θ̃〉(τf ) stretched by the action of the gravitational field.

7.4 Conclusions

In this Chapter we explored the effects gravity on quantum clocks. In doing this we
considered two identical Pegg’s clocks A and B, where B is placed in a gravitational
field (at distance x from a large mass M), and we look at their evolution with respect
to the clock C taken as time reference via the PaW mechanism. We performed our
investigation in the case of clocks with discrete time values and in the case of clocks
with continuous time values. In both cases we noticed that, as time t goes on in
the subspace C, the state of the clock B maintains the form of the state of the
non-perturbed clock A but suffers a delay in the phase proportional to

(
1− GM

xc2

)
.

In Section 7.2, when A and B have discrete time values, the delay in the phase
of clock B indicates that it is delayed in clicking with respect to A. Indeed, as times
t goes on, in the product state of A and B, the clocks click all the time states |τm〉A
and |θl〉B but, during the time in which the clock A reaches state |τm〉A, clock B
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does not reach the state |θm〉B: while A clicks the m − th state, the clock B has
clicked a number of states equal to

m′ = m(1− GM

xc2 ). (7.73)

Furthermore, in this case of clocks with discrete time values, we defined the Her-
mitian operators τ̂ and θ̂ describing A and B respectively and we focused on their
mean values. As expected, we found the mean value of θ̂ delayed with respect to
the main value of τ̂ by a factor which depends on the intensity of the gravitational
field. In Section 7.3 we considered the case of continuous time values for A and B

and we found the clock B delayed with respect to A in the following sense: at a
given time, while A is clicking a fraction f of its cycle, B is clicking a fraction

f ′ = f(1− GM

xc2 ) (7.74)

of its own. Also here we then looked at the behavior of specific quantities (as the
conditional probability density P (θ|τ) and the mean value 〈θ〉(τ)) and we showed
how these quantities are modified when B is placed within the gravitational field.

In conclusion, we showed that the evolution over time of Pegg’s clocks is in-
fluenced by the interaction with a Newtonian gravitational field. This is a purely
quantum result, with the only exception of having promoted the mass of the clock
B to an operator through the mass-energy equivalence (that is clearly a relativis-
tic ingredient). As pointed out in the Introduction of this Chapter, our framework
provides a time dilation effect for the clock B approximately of the same magnitude
as the time dilation obtained through the theory of General Relativity. Equations
(7.73) and (7.74) have indeed the same form of the first order expansion of the
gravitational time dilation as derived from the Schwarzschild metric. Clearly, this
agreement in the results holds in cases where the source mass of the gravitational
field and the distance at which clock B is placed allow the Taylor expansion of the
Schwarzschild time dilation, i.e. if clock B lies at the surface of a planet or a star
(in the approximation of considering planets and stars as non-rotating, spherical
objects). It is different the case of clock B placed close to the event horizon of a
black hole: here our results deviate from the relativistic solution.
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Appendices

7.A Proof of equation (7.48)

We show here that, given the probability density distribution

P (θ|τ) = 1
Td

d−1∑
n=0

d−1∑
k=0

e−i(θ−τ) 2π
T

(n−k), (7.75)

we obtain for the main value 〈θ〉(τ):

〈θ〉(τ) =
∫ T

0
dθ θP (θ|τ) = T

2 + iT

2πd
∑
n6=k

eiτ
2π
T

(n−k)

n− k
. (7.76)

We start considering:

〈θ〉(τ) =
∫ T

0
dθ θ

1
Td

d−1∑
n=0

d−1∑
k=0

e−i(θ−τ) 2π
T

(n−k) =

= 1
Td

d−1∑
n=0

d−1∑
k=0

eiτ
2π
T

(n−k)
∫ T

0
dθ θe−iθ

2π
T

(n−k)
(7.77)

and we divide the summation into two parts, thus obtaining

〈θ〉(τ) = 1
Td

∑
n=k

∫ T

0
dθ θ + 1

Td

∑
n6=k

eiτ
2π
T

(n−k)
∫ T

0
dθ θe−iθ

2π
T

(n−k). (7.78)

The integral in the second term on the right-hand side of (7.78) is

∫ T

0
dθ θe−iθ

2π
T

(n−k) =
e−iθ

2π
T

(n−k)
(
1 + i2π

T
(n− k)θ

)
(

2π
T

)2
(n− k)2

∣∣∣∣∣∣∣
T

0

(7.79)

and, through (7.79), we easily obtain:

〈θ〉(τ) = 1
d

∑
n=k

T

2 + iT

2πd
∑
n 6=k

eiτ
2π
T

(n−k)

n− k
= T

2 + iT

2πd
∑
n6=k

eiτ
2π
T

(n−k)

n− k
(7.80)

which is what we needed to prove, being (7.80) the same of equation (7.76).
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Chapter 8

Conclusions

In this work we have examined, revisited and generalized the Page and Wootters
(PaW) theory which was originally introduced in order to describe the emergence
of time from quantum correlations [11, 12]. Observables in quantum theory are
represented by Hermitian operators with the exception of time [3, 8] (and of a few
more observables, including phases [103]). In Quantum Mechanics, as in Newtonian
physics, time is an absolute “external” real valued parameter that flows continuously,
independently from the material world. A change of perspective from this abstract
Newtonian concept was introduced first in the theory of Relativity. Here time is an
“internal” degree of freedom of the theory itself, operationally defined by “what it
is shown on a clock”, with the clock being a wisely chosen physical system [104]. In
the PaW theory this operational approach is somewhat recovered also for quantum
theory. Indeed, motivated by “the problem of time” in canonical quantization of
gravity [9, 10] and considering a quantum Universe in a stationary global state
satisfying the Wheeler-DeWitt equation Ĥ |Ψ〉 = 0, PaW show that dynamics can
be considered as an emergent property of entangled subsystems, with the clock
provided by a quantum spin rotating under the action of an applied magnetic field.

In Chapter 2 we provided a brief overview of PaW theory, starting from the
original work of Page and Wootters. We showed how the initial criticisms of the
theory were overcome, we briefly illustrated the first experimental implementation
of the mechanism and we focused on the work of GLM [19] who first introduced
a clock observabe conjugated to the clock Hamiltonian by considering the clock
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space isomorphic to the Hilber space of a particle on a line. With the intention of
generalizing as much as possible the set of physical systems that can be used as clock
observable, in Chapter 3 we presented the work of D. T. Pegg in which he explores
the possibility of the existence of a quantity that can be regarded as the complement
of the Hamiltonian also for a generic quantum system with discrete energy levels
and no restrictions [45]. We have seen that such a quantity (“Age”) exists and it
is described by a POVM in the general case and by an Hermitian operator when
considering an Hamiltonian with equally-spaced energy levels.

We incorporated Pegg’s formalism in the PaW theory in Chaprter 4 [22]. In
this way we showed that it is possible to extend the PaW framework in order to
consider any Hamiltonian with a discrete, bounded spectrum as clock and we have
demonstrated that even if the time states are not fully distinguishable, the rest of
the Universe still evolves with respect to the clock time according to the Schrödinger
equation. Furthermore, we have recovered a continuous flow of time still maintaining
a discrete, bounded clock Hamiltonian and we have considered also how the case of
interacting clock and system [28] applies in our framework. Furthermore we showed
how, considering the particular case of equally-spaced energy values for the clock
Hamiltonian, the operator Age (overcoming the Pauli objection) can be considered
as a proper time operator for the rest of the Universe.

In Chapter 5 we merged Canonical Typicality and the PaW quantum time.
Considering indeed our closed quantum Universe as consisting by a small subsys-
tem weakly interacting with a large environment, we know that for almost all the
pure states in which the whole Universe can be, by tracing over the environment,
the small subsystem is found in a state of equilibrium described by the canonical
distribution [48, 49]. At the same time, through the PaW mechanism, we have a
Schrödinger-like evolution (even if corrected by a non-local term) for the relative
state of the small subsystem with respect to environment which serves as a clock.
These two approaches seem contradictory but can coexist considering that, in this
mixed framework the action of tracing out the environment is equivalent to tracing
over all times. So the novelty of considering the environment as clock is exactly
this: the trace over the environment coincides with a temporal average. Still, by
calculating the conditioned state of the small subsystem and thus looking at a single
time, we find a pure state evolving with a time non-local Schrödinger-like equation
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[23]. We emphasize here that the crucial point, for this mixed framework to be im-
plemented, is clearly to recognize the environment as a clock. For this reason what
was shown in Chapter 4 (namely, the possibility of using every generic bounded
Hamiltonian with discrete spectrum as clock Hamiltonian) is essential.

In Chapter 6, we intoduced the spatial degree of freedom in the discussion and
we provided a description of a model of non-relativistic quantum spacetime. We
started giving our own version of the PaW mechanism for space adopting and gen-
eralizing Pegg’s time approach [45]. We showed that, in a closed quantum system
satisfying a global constraint on total momentum (and therefore with the absolute
position totally indeterminate), a well-defined relative position emerges between en-
tangled subsystems, where one of the two subsystems is taken as quantum spatial
reference frame. In doing this we considered non-degenerate, discrete spectra for the
momentum operators and we introduce POVMs in describing the spatial degrees of
freedom. In this way we recovered continuous space values still assuming discrete
momentum spectra (the case of momentum with continuous spectrum was then also
treated). Then we introduced in the Universe an additional subsystem acting as a
clock and we considered the Universe satisfying a double constraint: both on total
momentum and total energy. We showed how this framework can be implemented
without contradiction in the simple case of one spatial degree of freedom (consid-
ering also the case of multiple time measurements) and in the “more physical”case
of three spatial degrees of freedom thus providing a 3 + 1 dimensional quantum
spacetime emerging from entanglement [92]. The dynamics of relativistic particles
with respect to a non-relativistic, quantum reference frame is also considered.

Finally, in Chapter 7, we investigated the behavior of Pegg’s clocks when interact-
ing with a Newtonian gravitational potential produced by a non-rotating, spherical
mass, still adopting the PaW framework. As a purely quantum phenomenon, we
found that the clock placed within the gravitational field remains delayed in “tick-
ing”, with respect to a far-away clock (namely non-perturbed), and we showed that
this time dilation effect has the same form of the gravitational time dilation as ob-
tained from the Schwarzschild metric. In doing this we considered the case of Pegg’s
clock with discrete time values and Pegg’s clocks with continuous time values.

We now want to focus on the importance of carrying out further research within
this framework. A first direction to explore certainly concerns the possibility to
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provide a consistent description of quantum spacetime through entanglement in the
case of relativistic reference frames. Clearly, in order to give a complete relativistic
generalization of our model, in addition to our discussion of Chapter 6, we need to
consider relativistic reference frames and a protocol that allows to change the point
of view between different observers in different reference frames, so that dilation of
times and contraction of lengths can be derived (a first example considering time
dilation alone is given in [29]). Moreover, as mentioned several times, in the quantum
gravity literature, it has been suggested that quantum reference frames are needed
to formulate a quantum theory of gravity [9, 76, 77, 78] and we hope that our work
may turn out to be a small step in this direction. We note here that also in other
fields of physical research (i.e. String Theory and Black Holes physics) several and
significant articles suggest that entanglement may be at the basis of the emergence
of spacetime (see for example [105] and related works).

Thus, from our perspective, a fascinating scenario is emerging: the possibility
that time, space (with a resulting quantum theory of gravity), and many of the
thermodynamic laws can all have a common origin, that is related to the most
intriguing mystery of quantum reality. A deep understanding is not well established
yet, but we believe that the first step in this direction has been taken.
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S. Mayato, Í. L. Egusquiza (eds), Time in Quantum Mechanics, Lecture Notes
in Physics 734, edited by Springer, Berlin, Heidelberg.

[9] B. S. DeWitt, Quantum Theory of Gravity. I. The Canonical Theory, Phys.
Rev. 160, 1113 (1967).

[10] C. J. Isham, Canonical Quantum Gravity and the Problem of Time, edited by
L. A. Ibort, M. A. Rodŕıguez, 157 (1993).
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