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Abstract 
The problem of atmospheric air pollution, caused by the Internal Combustion 

Engines (ICEs), has never been greater than today. As a result of increasingly 

rigorous regulations, car manufacturers are continually compelled to discover 

appropriate technical solutions to meet this issue, without sacrificing engine 

performance requirements. Specifically, the new CO2 emission limit for 2026, with a 

target of 80 g/km of CO2 along the WLTC, has never pushed automobile 

manufacturers so hard to find creative and clean solutions to increase the fuel 

economy of vehicle fleets. However, the solution to this dilemma is still a matter of 

contention. To drive engine development and reduce the time-to-market, the 

employment of numerical analysis is mandatory. This requires a continuous 

improvement of the simulation models toward real predictive analyses able to reduce 

the experimental R&D efforts. 

In this framework, 1D numerical codes are fundamental tools for system design, 

energy management optimization, and calibration. The simulation efforts carried out 

to assess the previous objectives is mainly affected in a 0D/1D modelling 

environment, where the whole engine system is schematized through a network of 1D 

pipes and 0D cylinders, the latter described in term of in-house developed quasi-

dimensional models of the in-cylinder phenomena. 

The present research activity is focused on the improvement of the phenomenological 

turbulence model, originally conceived to describe turbulence evolution in tumble-

promoting engines. The turbulence model is developed with reference to a SI heavy-

duty CNG engine derived from a diesel engine. In this architecture, due to the flat 

cylinder head, turbulence is also generated by swirl and squish flow motions, in 

addition to tumble motion. The presented turbulence model is validated against 3D 

CFD results, demonstrating to properly predict turbulence and swirl/tumble evolution 

under two different operating conditions, without the need for any case-dependent 

tuning. 

The developed turbulence model is coupled to a phenomenological combustion 

model based on the fractal geometry theory applied to the flame front surface, where 

the turbulence is assumed to support flame propagation through an enhancement of 

the flame front area with respect to the laminar counterpart. 

The above phenomenological model is applied for two engines: a Spark Ignition (SI) 

diesel-derived heavy-duty engine and an ultra-lean active pre-chamber engine. 

Using a unique engine-dependent set of tuning constants, the validity of the global 

simulation models for both engines is evaluated by comparisons with 3D or 

experimental data, using a unique engine-dependent set of tuning constants. 
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In order to determine the optimal values of each control variable in the whole 

operating plane, a Rule-Based (RB) calibration technique has been adopted in both 

models. 

The content of this doctoral thesis is divided into three macro areas. 

The first part concerns an overview of internal combustion engine with a focus on the 

turbulent combustion theory for SI and active pre-chamber ultra-lean engines. 

In the second part, an extensive exposure of the developed advanced turbulence and 

combustion models is presented. 

In the last part, the assessment of the advanced turbulence model for a SI heavy-duty 

and ultra-lean pre-chamber engines is carried out. The extensive available database 

permitted to confirm the above-mentioned models’ reliability. 

Calibration of these models towards the fully-virtual vehicle design, which represents 

one of the next steps in this extensive research activity, is required to support engine 

development and meet the restrictive emission regulations. 
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1 Introduction 

1.1 Background 
In the recent years, the climate change and global warming are considered the most 

challenging problems that our societies need to face. The economic boom caused by 

industrial development has resulted in an unprecedented and accelerated worldwide 

change, which has had a substantial effect on air pollution and attendant health 

hazards [1]. The solution to these challenging issues requires a series of coordinated 

actions, including an increase in the proportion of renewable energy sources, a 

reduction in the use of carbon-based fuels, improvements in energy conversion 

efficiency, and structural changes to the economy, all of which are driven and 

supported by the introduction of stringent legislation. 

The Paris Agreement has established a legally binding global mechanism for CO2 

reduction commitments. It was adopted by 196 Parties at the XXI Conference of the 

Parties of the United Nations Framework Convention on Climate Change, on 

December 2015 [2]. This agreement requires all countries to set emissions reduction 

commitments. It establishes a long-term objective of keeping the rise in global 

average temperature well below 2 °C over pre-industrial levels. However, according 

to experts, the promises are insufficient to avert a 1.5 °C increase in the world 

average temperature. 

From 1990 to 2020, Figure 1.1a depicts the trend of Greenhouse Gas (GHG) 

emissions by sector. The initiatives made by the European Union (EU) throughout 

those years were already able to determine a constant decrease in CO2-equivalent 

emissions, allowing the EU to surpass its 2020 reduction target of 20% and achieve a 

21.7% reduction in GHG emissions in 2017. In 2020 it is about 34% below 1990 

levels; compared to 2019, CO2 emissions decreased by 9.9%, due to mainly the 

penetration of renewables and improvements in the energy efficiency [3]. Also, the 

Covid-19 pandemic and the associated recession contributed to the decrease 

measured in 2020. The lockdown measures implemented by the majority of European 

nations to decrease COVID-19 transmission in the spring of 2020 resulted in 

considerable reductions in air pollution emissions, mainly from road travel, aviation, 

and international shipping [4]. Greenhouse gas emissions from only transport sector 

account for 21.8% of the total GHG emissions in 2020, where about 95% is due to 

road transportation (Figure 1.1b). Since the transportation sector accounts for a huge 

part of global emissions, second only to energy supply and industry (40%), the only 

way to reach the EU's 2030 goal of a 40% reduction in greenhouse gas emissions the 

priority is to replace first of all fossil fuels and then to further improve all the 

technologies associated with this sector, especially those related to road transport. 
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To control GHG emissions in the road sector, emission standards on CO2 were 

introduced in 2014 [5, 6], which set a CO2 emissions standard at 95 g/km for 

passenger cars and 147 g/km for vans as of 2020. In the 2017, the European 

Commission presented a legislative proposal [7] on CO2 limits for new cars and light 

commercial vehicles, that would have to be 15% lower in 2025 and 30% lower in 

2030, compared to their respective limits in 2021. Regarding heavy-duty vehicles, a 

proposal regulation presented in 2018 [8], sets the first-ever CO2 emission 

performance standards for new heavy-duty vehicles in the EU and incentivises low- 

and zero-emission vehicles. A “low-emission heavy-duty vehicle” is defined as a 

vehicle with a specific CO2 emissions of less than 350 g/km. November 10, 2022 the 

EU Commission presented a proposal (Euro 7) to reduce air pollution from new 

motor vehicles sold in the EU to meet the European Green Deal’s zero-pollution 

ambition, in which also minimum performance requirements for battery durability is 

set [9].  

 

 
 

 
Figure 1.1 - GHG emissions by aggregated sector, Mt of equivalent CO2 and percentage of GHG from the only transport sector (year 
2020) [3] 
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Figure 1.2 - CO2 and pollutant emissions limits roadmap for light- and heavy-duty engines [10] 

GHG emissions divided, on the year 2020, according to the type of vehicle are 

displayed in Figure 1.3. Passenger cars weigh about 59%, while light- and heavy-duty 

almost 40% together. It is, therefore, clear that research must definitely aim to 

develop innovative technologies and energy management systems also for these 

categories of vehicles. 

In 2013, the U.S. Environmental Protection Agency determined that certain 

Volkswagen cars equipped with diesel engines emitted more than forty times the 

amount of NOx claimed during laboratory testing. The company acknowledged that 

almost half a million vehicles were loaded with unauthorized ECU software designed 

to detect the regulatory approval test. This pollution crisis exploded across Europe 

and around the world, affecting 11 million vehicles and other automakers, including 

BMW, Porsche, and Audi, which were investigated [11]. This scandal affected the 

whole automobile industry, from Diesel to gasoline-based fuel propulsion systems, 

and led to the belief that Internal Combustion Engines (ICE) will be phased out 

within a few years owing to their inability to comply with severe EU regulations [12]. 

Regarding passenger cars and vans, already in 2030, more than 40% of new 

registrations are projected to be of zero tailpipe emission (battery electric or fuel cell 

H2). The bulk of the surviving cars with internal combustion engines will be hybrids 

and plug-in hybrids. Regarding heavy-duty engines (trucks and buses), battery 

electric vehicles and fuel cells ones will gradually replace Diesel conventional 

technologies and they are almost split in the future. Heavy-duty engines fuelled with 

Compressed Natural Gas (CNG) will retain their importance over time. According to 

forecasts, the percentage of vehicles that will use this technology in 2050 is similar to 

that it could be found today [13]. 
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Figure 1.3 – Percentage of GHG emission from road transportation of the vehicle fleet (year 2020) [3] 

To meet the requirements of future legislation, rather than a pure-electric future, an 

eclectic scenario comprised of technologies most suited to the context in which they 

are deployed should be anticipated in the next years. This implies that ICE-based 

vehicles, HEVs, PHEVs, BEVs, and even Fuel Cell-based vehicles will coexist on the 

market for an extended period, requiring automakers to overcome the limitations 

associated with each technology. 

The performance of natural gas fuel in the heavy-duty sector is often evaluated 

against diesel fuel, which is the primary source of energy used by this transportation 

sector. 

Different Natural Gas engine technologies could represent different solutions in 

heavy duty transportation. Each one could have a different impact on emissions 

reduction and engine efficiency. 

The Table 1.1 below sums up the different engine technologies in heavy-duty 

transportation [14]. Heavy vehicles need great power and make long journeys, for 

these reasons the methane engine is particularly suitable. 

Natural gas represents an effective alternative to the other fossil fuels thanks to the 

reduced pollutant and carbon dioxide emissions and considering that HC emissions 

exhibit a reduced photochemical reactivity and greenhouse effect with respect to 

conventional petroleum-based fuels. It is anyhow worth recalling that the above-

mentioned positive effect could be impaired if the system fugitive emissions were to 

be considered. Moreover, the natural gas high anti-knock characteristic allows for 

increasing the compression ratio, thus boosting the engine efficiency. Still, CNG 

features lower burning speed and reduced volumetric efficiency with respect to liquid 

fuels [15]. 
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Engine technology is pretty much the same as an Otto cycle engine with Spark 

Ignition, so there is no need for an overly complicated aftertreatment system for the 

emissions. TWC is still good for this type of engine, especially for those that work on 

the stoichiometric and allows to fall within the standards provided by the regulations. 

CNG Spark Ignition heavy-duty combustion systems commonly derive from diesel 

Compression Ignition (CI) engines in terms of cylinder head and combustion 

chamber geometry [16]. 

Engine technology Current applications Pros Cons 

Legacy Natural Gas-Lean 

Burn Spark Ignited 

Was used only in refuse 

trucks and transit buses 

Low PM emissions No NOX advantage compared 

to diesels, durability issues 

related to oil consumption 

Stoichiometric Spark Ignited 

Natural Gas Engines 

Refuse truck, transit bus, 

school bus, class- 8 Tractor 

(short delivery, port drayage) 

Low PM emissions, low NOX 

during in-use operation, 

simple aftertreatment 

configuration to meet optional 

near-zero NOX standard 

Lower range of operation 

compared to diesels, negative 

feedback from drivers related 

to performance 

High-Pressure Direct 

Injection (HPDI) Dual Fuel 

(Compression Ignition) 

Class- 8 Tractor (Inter-city 

goods movement) 

Diesel like performance and 

range, lower NOX compared 

to diesels 

Higher cost of engine 

compared to diesels, engine 

component durability, older 

models were associated with 

LNG fuel tank venting 

Diesel Engines Refuse truck, transit bus, 

school bus, class- 8 Tractor 

(delivery, port drayage, long-

haul, vocational applications) 

High torque capability for 

heavy-payload applications, 

no fuelling infrastructure 

required by fleets, 

comparatively lower 

maintenance cost 

High in-use NOX emissions at 

low-load operating 

conditions, expensive 

aftertreatment configuration 

to meet optional near-zero 

NOX standards 

Table 1.1 - Summary of Engine Technology for heavy-duty vehicles fleet, Applications, Pros and Cons of each platform [14] 

The use of biofuels or zero-carbon fuels, such as hydrogen, as well as the total 

adoption of electric vehicles (which would be completely CO2 neutral only if strictly 

connected to the production of energy from renewable sources and to the 

management of end-of-life batteries) appear to be long-term solutions for heavy 

commercial vehicles that, on their own, would not be sufficient to meet the 

predetermined emission reduction goals. In terms of their ability to reduce 

greenhouse gas emissions, gaseous fuels have substantial benefits over fossil-derived 

fuels [17]. In 2019, the global output of natural gas reached a record high of 4088 

Bcm (billion cubic meters), a 3.3% increase over 2018. Since the 2007-2008 financial 

crisis, natural gas output has increased at an annual compounded growth rate of 2.7%. 

At the level of the OECD (Organization for Economic Cooperation and 

Development), total natural gas output increased by 6.1%, surpassing the 1500 Bcm 

mark for the first time [19]. 

Due to these factors, as well as its wide availability in nature at competitive prices 

[20], the use of natural gas (NG) has become increasingly popular over the years, 

both in the energy production sector and as an alternative to traditional fuels for 

internal combustion engines in the automotive industry. 
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Figure 1.4 - World Natural Gas production by region, 1973-2020 [19] 

The primary component of natural gas is methane, which has the greatest 

hydrogen/carbon ratio of all fuels and permits a lower CO2 engine-out concentration 

(a decrease of more than 20% [21] and, thus, a smaller effect in terms of GHGs). If it 

is also noted that the development of this category of engines would entail the use of 

renewable methane, such as biogas, the positive impacts can be strongly enhanced. 

An additional factor to consider is the reduced PM emissions compared to 

conventional diesel engines [22]. At high compression ratio, a low flame speed and a 

lower temperature combustion allow the engine to emit less NOx, and during lean air-

fuel ratio (AFR) phases, the engine emits less CO than a conventional-fuel engine. 

However, the engine-out emissions of unburned methane are significantly higher, 

which is a disadvantage due to its high Global Warming Potential (GWP) and the 

difficulty in converting it due to the strong stability of the methane molecule, which 

has a tetrahedral structure with four equivalent C-H bonds and a strong connection 

between carbon and hydrogen [23]. 

1.2 Objective of the thesis 
In this scenario, it is essential to matching the environmental targets keeping the costs 

of engine development affordable. Modelling of internal combustion engines is a 

multidisciplinary activity that is continuously growing and is more and more present 

during the development phase of an engine, mostly today when the time to 

production is reduced. For this reason, the creation of a digital twin of the real engine 

has acquired growing relevance, thanks to its lower financial burden, together with 

the need of an improved predictive capability. Among the other numerical 

approaches, the 1D models represent a proper compromise between reliability and 
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computational effort, especially if the engine behaviour has to be investigated over a 

number of operating conditions. 

In the development process of an ICE, before the actual prototyping, a variety of 

computer simulation tools are used to estimate their performance with varying 

degrees of precision. Depending on the desired level of detail, these simulation tools 

may be based on three-dimensional (3D), one-dimensional (1D), or zero-dimensional 

(0D) models. 

In view of the aforementioned concerns, the purpose of this research is to numerically 

analyse, using a hierarchical simulation-level method, heavy-duty spark-ignition 

engines with a focus on turbulence and combustion predictive sub-models. An ad hoc 

turbulence model, for HD engines, is developed and further validated during this PhD 

activity. To this aim two heavy-duty engines have been analysed, properly evaluating 

turbulence evolution and combustion process. 

The first one is a stoichiometric SI heavy-duty engine fuelled with CNG, for 

commercial vehicle application. Two aspects make this engine an interesting case 

study: swirl-assisted in-cylinder flow motion, influencing the turbulence production, 

and the combustion of the gaseous fuel, slower than usual fossil-derived fuel. 

The second one is an innovative single-cylinder heavy-duty engine fuelled with 

CNG, equipped with an active pre-chamber ignition system, which guarantees an 

ultra-lean operative (relative air/fuel ratio almost equal to 2), all over the engine 

operating plane. Pre-chamber ignition systems have gained a surge of interest in 

decreasing the fuel consumption and pollutant emissions [24], this is why research 

focuses heavily on this technology. 

Turbulence is one of the most important aspects in Spark Ignition (SI) engines as it 

can significantly affect burn rates, heat transfer rates, combustion stability and thus 

performance. Turbulence originates from a large-scale motion that occurs during the 

induction process, which mainly consists of tumble motion in modern SI engines with 

a pentroof cylinder head. Despite its significance, most of the 0D turbulence models 

rely on calibration factors when calculating the evolution of tumble motion and its 

conversion into turbulence. 

It is commonly recognized that tumble motion contributes to the improvement of 

flame front velocity in SI engines. When the piston is near TDC, the tumble motion is 

destroyed and converted in an increase in the Turbulent Kinetic Energy (TKE). 

To preserve robustness and durability over the entire life cycle, most of CNG SI 

Heavy-Duty engines are derived from diesel engines, and properly converted to 

operate with stoichiometric combustion. The combustion chamber is commonly 

located in the piston crown and a flat cylinder head is used [16]. In the case of a flat 
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cylinder head with a bowl piston, tumble and swirl are both fundamental to the 

development of the turbulent motion field and the squish plays an important role, 

especially near the TDC, see Figure 1.5. By fragmenting these flows into small-scale 

turbulent eddies, swirl, tumble, and squish flows increase the intensity of turbulence 

during late compression. This accelerates the rate of combustion and enhances the 

speed of turbulent flames [18]. 

 

Figure 1.5 - Swirl, tumble and squish flows [17] 

In this context, available turbulence models do not sufficiently describe all the 

ordered and unordered in-cylinder flow motion of a SI heavy-duty engine. Based on 

this context analysis, the research activity carried out within the PhD program is 

placed in an industrial context that foresees the use of ever faster and more reliable 

tools for the prediction of engine performances of the whole operating map, with the 

objective of developing the entire layout of future powertrains. 

The focus of the research program aims at the turbulence model tailored for a SI 

diesel-derived heavy-duty engine fuelled with CNG, with a universal reliability for 

all SI engines. In addition, a fractal combustion model is coupled, with the turbulence 

one, in order to predict engine performances for all operating conditions. 

 

Figure 1.6 - Main modelling steps of the research activity 
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For the studied engines, the technique and key modelling processes depicted in 

Figure 1.6 were followed. Following a one-dimensional description of the flow inside 

the intake and exhaust pipes, the geometry of the tested engine is schematized in a 

commercial modelling framework. In order to recreate in-cylinder processes like as 

turbulence, combustion and heat transfer, phenomenological 0D submodels are 

utilized. Subsequently, in an effort to replicate the experimental calibration technique 

at the test bench, a rule-based calibration approach was also developed with the goal 

of identifying the ideal control parameter settings for the whole engine map. Then, 

after the engine maps were created, they could be included into a vehicle simulation 

to quantify the CO2 emissions over a WHTC. 

The thesis is divided as follows. Firstly, a brief introduction of the internal 

combustion engine will be provided, including the pertinent physical processes 

occurring within it: turbulence, combustion, and knock. The physical sub-models 

created to represent engine phenomena will be illustrated, with a focus on turbulence 

and combustion models. Then, simulation results analysing the tuning, validation, 

and numerical engine calibration techniques will be described. The main targets of 

the PhD program were totally fulfilled, regarding the application and improvement of 

turbulence and combustion models embedded for CNG heavy-duty engines. The 

models’ improvement has been carried out by using a dedicated commercial 

software, GT-Suite by Gamma Technologies. Finally, pre-chamber engine 

technology, aiming to improve the heavy-duty ICE thermal efficiency, is presented 

and the simulation development and results will be reported and discussed. 
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2 Overview of SI Internal Combustion Engine 
An internal combustion engine has the aim to produce mechanical power from the 

chemical energy contained in the fuel, which is burned or oxidized inside the engine 

itself. Nowadays, SI and Compression Ignition (CI) engines are widely used in the 

transport and power generation sectors due to their simplicity, ruggedness and high 

power/weight ratio. Since this thesis is focused on SI engine for automotive 

application, only this kind of system will be briefly recalled in this chapter. In 

particular, the SI ICEs for heavy commercial applications are characterized by a four-

stroke working cycle in which each cylinder requires four strokes of its piston, two 

revolutions of the crankshaft, to realize the thermodynamic cycle [1]. 

Currently most of the OEM’s are manufacturing GDI engines due to its advantages 

over PFI engines. The limitation of the SI engine is that a higher compression ratio 

cannot be achieved due to knocking tendency, but this problem, in SI engine fuelled 

with CNG, is not so intense as conventional gasoline engine because of methane high 

Octane Number [2]. 

The four stroke cycle in an SI engine can be seen in Figure 2.1, where the piston and 

valve movement during the intake (a), compression (b), expansion (c=, exhaust (d) 

stroke are shown [1]. 

a. Intake stroke: during the intake stroke, the air and fuel are inducted into the 

engine through the open intake valves as the piston moves towards its lower 

position, bottom dead center (BDC). 

b. Compression stroke: in the compression stroke both intake and exhaust valves 

are closed and the charge is compressed as the piston moves towards its upper 

position, top dead center (TDC). 

c. Expansion stroke: close to TDC the air/fuel mixture is ignited, differently 

depending on the combustion principle. The combustion process usually occurs 

in the last part of the compression stroke and continues some time into the 

expansion stroke. During the expansion stroke the gases, burned or unburned, 

are expanded and work is produced. 

d. Exhaust stroke: during the exhaust stroke, the exhaust valves are open and the 

piston pushes the burned gases out from the cylinder. The four stroke described 

are repeated continuously as long as the engine is running. 
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Figure 2.1 - The four stroke principle for a SI engine [1] 

Each phase contributes significantly to the total power and efficiency of the cycle. 

During the intake phase, the necessary quantity of air/fuel mixture must be fed into 

the cylinder in order to achieve the specified load level with the correct mixture 

quality for combustion. The geometry of the intake pipes, the throttle valve, and the 

turbocharging system govern the air flow, while the fuel can be injected in either a 

Port Fuel Injection (PFI) or a Direct Injection fashion (DI). In the former, gasoline is 

injected into the intake port via a low-pressure system, whereas in the later, fuel is 

provided directly into the cylinder at a greater pressure. Injection at a high pressure is 

essential to achieve fuel penetration, diffusion, and vaporization. DI systems offer for 

improved fuel economy, with the danger of higher Particle Matter (PM) in the event 

of fuel wall impingement compared to PFI systems [3]. 

The intake ports must also ensure appropriate gas flow within the cylinder, since this 

affects the combustion process, heat transmission, and air/fuel mixture. By varying 

the direction of the intake ports, the geometry of the valves, and the form of the 

combustion chamber, three distinct gas movements may be generated: the tumble, the 

swirl, and the squish. This motion is produced into combustion chambers to boost the 

combustion rate and/or to guarantee proper charge mixing. As soon as the electric 

discharge across the spark plug occurs, a set amount of time before TDC, combustion 

commences. The flame kernel develops in a laminar way then turbulence makes 

flame front grow which spreads across the combustion chamber, and dies upon 

contact with the walls [1]. The length of the combustion process within a cylinder is 

normally between 40 and 60 CAD. As soon as the expansion phase concludes, the 

exhaust phase begins, allowing for the cylinder scavenging process and the admission 

of the following cycle's fresh charge. 
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2.1 Turbulent combustion 
The flame propagation is one of the main factors which influences the combustion in 

the Spark Ignition engines. In PFI SI engines, the fuel and air are mixed inside the 

port and the combustion process can be imagined in two stages, growth and 

development of the flame and flame propagation throughout the cylinder. 

The flame propagation inside the cylinder is affected by the following parameters. 

• Fuel-air ratio – the velocity of the flame depends on the quality of the charge. 

If the mixture is lean or rich, the velocity of flame reduces compared to the 

stoichiometric mixture. 

• Compression ratio – the combustion process is accelerated more with the 

increase in compression ratio because of an increase in the temperature. 

• Intake air temperature and pressure – an increase in the intake temperature and 

pressure increase the flame speed 

• Turbulence – the turbulent motion of the mixture helps in better mixing fuel 

and air. 

• Engine speed – the turbulent flame speed increases almost linearly with the 

engine speed, due to the increasing of in-cylinder turbulence motion. 

The flame is formed by the electric discharge in the spark plug, whereas the flow 

field is generated during the intake process and adjusted during the compression 

stroke. Using digital imaging, the 2D flame development of an optically accessible 

single-cylinder PFI engine is shown in Figure 2.2 [4]. Various selected crank angles 

are presented in order to characterize the primary phases of the combustion process. 

After the spark ignition, which occurs at 3 CAD BTDC, the first flame with a roughly 

round shape is seen at 2 CAD ATDC. Early flame development describes this phase 

in which the flame propagates primarily under laminar conditions. 

Then, about 6 CAD ATDC, the turbulent flow interaction creates wrinkles and 

corrugates the flame front, resulting in an uneven flame form. This increases the rate 

of combustion, initiating the turbulent flame propagation phase. When the flame 

approaches the cylinder walls, between 15 and 16 ATDC, combustion ceases and the 

flame termination phase begins.  
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Figure 2.2 - UV-visible digital images of the flame propagation in gasoline SI engine [4], SA=3 CAD 

The laminar flame speed, the turbulent field within the cylinder, and the SA setting 

all play crucial roles in the combustion process. This value depends on engine design, 

operating conditions, air/fuel ratio, etc. Typically, for a common SI engine, SA is 

adjusted so that 50% of the mixture is burned at 7-8 CAD ATDC (50% Mass Fraction 

Burned, MFB50) [1]. 

A flame kernel is generated between the spark plug electrodes following the ignition 

event. As indicated earlier, a smooth quasi-laminar flame of low thickness δL emerges 

initially, exhibiting laminar flame speed (SL). It is the velocity of unburned gases 

entering a flat flame front in laminar flow regimes. In general, SL is measured 

experimentally in a spherical sealed container by propagating a laminar flame radially 

outward from the center of the container at a regulated pressure and temperature [5]. 

Literature has several correlations derived from the collected data, the majority of 

which are based on the so-called power law formula [6, 7]: 

𝑆𝐿(𝜙, 𝑇𝑢, 𝑝) = 𝑆𝐿0 (
𝑇𝑢
𝑇0
)
𝛼

(
𝑝

𝑝0
)
𝛽

 

(2.1) 

where SL0 is the flame velocity measured at a reference state, T0, p0, with a variable 

equivalence ratio ϕ. α and β mixture strength-dependent exponents which consider 

the pressure and temperature dependency. 

The turbulence phenomenon is a 3D unsteady, rotational and highly diffusive flow, 

characterized by the presence of disordered eddies, ranging over a wide length scale 
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interval. The largest eddies are limited in size by the system boundaries, whereas the 

smallest ones are restricted by the molecular diffusion. The interaction among the 

eddies of various scales is responsible of a transfer of energy sequentially from the 

larger eddies gradually to the smaller ones, through a process known as the turbulent 

energy cascade. Due to the irregularity of a turbulent flow, this phenomenon is often 

characterized through statistical methods [1]. 

For an ICE in particular, an ensemble-averaging technique is utilized, in which the 

principal quantities are assessed at a fixed crank-angle θ over a large number of 

successive engine cycles. In this method, however, the turbulent quantities comprise 

cyclic fluctuations as well. The most often studied components are the mean velocity 

components (𝑢̅, 𝑣̅, 𝑤̅) and turbulent velocity components (u′, v′, w′), which are 

connected by the following expressions: 

𝑢(𝜃) = 𝑢̅(𝜃) + 𝑢′(𝜃);  𝑣(𝜃) = 𝑣̅(𝜃) + 𝑣′(𝜃);  𝑤(𝜃) = 𝑤̅(𝜃) + 𝑤′(𝜃) 

(2.2) 

Typically, the rough premise of a homogeneous and isotropic turbulent flow is 

presented to define the turbulent field inside the cylinder with relative ease. In this 

instance, two primary length scales can be distinguished, each coupled with a distinct 

time scale: 

1. Integral length scale (Lt): reflects the greatest scale structure of the flow field, 

which is characterized by low frequency and significant fluctuations. It is 

defined as the integral of the autocorrelation coefficient of the variable velocity 

at two adjacent places in the flow in proportion to their separation. 

2. Kolmogorov length scale (Lk): the lowest scale of turbulent motion, turbulent 

kinetic energy dissipates into heat. 

Various combustion regimes are determined by the interaction of the flame and 

the turbulent flow environment. Each regime is connected with a distinct 

development and form of the flame. The comparison of previously determined 

characteristic lengths/velocities and timings is one of the most used methods for 

classifying the flame/turbulence interaction (Table 2.1). 

Table 2.1 - Characteristic speed, length and time scales of the turbulent combustion 

Scale Speed Length Time 

Chemical SL δL 𝜏𝐿 = 𝛿𝐿 𝑆𝐿⁄  

Kolmogorov uk Lk 𝜏𝑘 = 𝐿𝑘 𝑢𝑘⁄  

Integral u’ Lt 𝜏𝑡 = 𝐿𝑡 𝑢′⁄  
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The Borghi diagram (Figure 2.3) may be used to show this comparison and 

identify all of the potential combustion regimes that might occur in a turbulent 

flame with premixed fuel [8]. 

 

Figure 2.3 - Borghi diagram and list of turbulent premixed combustion regimes. 

To do this, three dimensionless numbers must be introduced: 

1. Turbulent Reynolds number (Re): explains the ratio of inertial to viscous 

forces. It primarily specifies the flow of motion inside the system. A 

turbulent flow has a Re number that is greater than the unit. 

𝑅𝑒 =
𝑢′𝐿𝑡
𝜈
;  →  

𝑢′

𝑆𝐿
= 𝑅𝑒 (

𝐿𝑡
𝛿𝐿
)
−1

 

(2.3) 

2. Damköhler number (Da): relationship between turbulent and chemical time 

scales. With Da less than 1, turbulence is far quicker than chemistry, and 

combustion is governed mostly by chemical kinetics processes. In contrast, 

combustion, with a Da greater than the unit, is characterized by a highly 

rapid combustion reaction in relation to the turbulent phenomena. 

𝐷𝑎 =
𝜏𝑡
𝜏𝐿
= (

𝐿𝑡
𝑢′
) (

𝛿𝐿
𝑆𝐿
) ;  →  

𝑢′

𝑆𝐿
= 𝐷𝑎−1

𝐿𝑡
𝛿𝐿

⁄  

(2.4) 

3. Karlovitz number (Ka): is the ratio of the chemical time scale to the 

Kolmogorov time scale. If Ka is less than 1, the flame thickness is less than 

the Kolmogorov scale; hence, chemical reactions within the flame front are 

not influenced by turbulent fields. When Ka gets greater than the unit, 

turbulent eddies enter the flame's reactive zone. 
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𝐾𝑎 =
𝜏𝐿
𝜏𝑘
= (

𝐿𝑡
𝛿𝐿
)
−
1
2

(
𝑢′

𝑆𝐿
)

3
2

= (
𝛿𝐿
𝐿𝑘
)
2

;   →  
𝑢′

𝑆𝐿
= 𝐾𝑎2 3⁄ (

𝐿𝑡
𝛿𝐿
)
2 3⁄

⁄  

(2.5) 

The aforementioned values are shown logarithmically in the Borghi diagram, where 

Re=1, Da=1, and Ka=1 indicate the limits of five distinct combustion regimes. These 

are depicted visually in Figure 2.3left and enumerated together with their 

corresponding flame morphology in Figure 2.3right. In wrinkled flamelets, the 

turbulence intensity is less than the laminar flame speed; hence, the turbulence lacks 

sufficient energy to corrugate the flame front. In addition, because Ka is less than the 

unit, chemical kinetics are insensitive to the presence of turbulence. The tiniest eddies 

cannot enter the flame front because they are larger than the thickness of the flame. 

As soon as the turbulence intensity surpasses the laminar velocity, the combustion 

regime enters the zone of corrugated flamelets. Here, the turbulence corrugates the 

flame front and may also form burned gas pockets within the zone of new gases. The 

Ka is still less than one, hence the turbulence has no effect on the flame structure. In 

the zone of Distributed reactions, Ka becomes more than 1, and the tiniest eddies 

penetrate the pre-heat zone of the flame, but not the reaction zone, since the thickness 

of the reaction zone is still greater than the largest eddies. The turbulent convection 

within the flame front enhances both heat transmission and mass transfer. Only when 

Da reaches a value lower than the unit, well-stirred reaction zone, the chemical 

kinetics govern the combustion. Indeed, the turbulence is so severe that it creates a 

perfect mixing of the reactants and combustion products, preventing the formation of 

a flame front. The last regime is the broken reaction zone (Ka >> 100), which is not 

visible on the Borghi diagram. In this regime, turbulent eddies reach the reaction 

zone, and hence there is no flame. Experimentation revealed that ICE operates 

primarily in the zone depicted by the red circle in Figure 2.3, where the chemical 

reaction may be readily represented by the laminar flame characteristics. This is one 

of the most prevalent ideas around which the bulk of combustion models are founded. 

2.2 Knock phenomena 
The knock phenomenon is one of the most dangerous forms of anomalous 

combustion that can occur in a SI ICE. It is a very complex phenomena, however, a 

simply description is repeated in the following. 

Autoignition of the end-gas is noticed as a noise that is conveyed through the engine 

construction. It causes a quick heat release, which stimulates the propagation of 

pressure waves throughout the combustion chamber. This undesired occurrence must 

be prevented for several reasons. Initially, thermal losses rise because pressure 

fluctuations encourage heat transfer, hence limiting available work. Secondly, the 
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pressure wave reflections might destroy the lubrication coating around the cylinder, 

causing the engine to seize. 

Lastly, when the severity of the knock is relatively high, irreparable damage might be 

caused to the cylinder, as seen in Figure 2.4. 

In fact, excessive knock transfers heat to the combustion walls, causing the cylinder 

head and piston to overheat. The increased cylinder temperature increases the 

frequency of the knock, resulting in a progressively heavier phenomenon. Without 

correct control, this might quickly result in engine failure. 

 

Figure 2.4 - Damaged piston examples from heavy engine knock [9]. 

The pressure waves induced by the presence of the knock generate a not uniform 

pressure distribution, consequently different pressure values can be recorded if the 

transducer is moved within the cylinder. In the literature, many approaches for the 

measurement and characterisation of the knock intensity are being offered [10]. 

Analysis of in-cylinder pressure signals using a pressure transducer flush-mounted in 

the combustion chamber is the method most commonly used. The acquired pressure 

trace is subsequently processed using a band-pass filter in the frequency range of 4-

20 kHz. The low cut-off is utilized to filter out the normal combustion noise (low 

frequencies), while the high cut-off is necessary to eliminate the signal disruption 

caused by sensor resonances. 

In order to measure the magnitude of the phenomena, it is necessary to develop a 

knock index: Integral of Modulus of Pressure Oscillations (IMPO) and Maximum 

Amplitude of Pressure Oscillations (MAPO) are the most prevalently employed ones 

[11]. In general, both are checked for each cycle within a defined crank angle 

window, which is normally 40-60 CAD from the spark occurrence. The indices are 

then averaged across a number of successive cycles (at least 100). MAPO and IMPO 

are monitored to prevent knocking by adjusting the timing of the spark. Indeed, 

retarding the time of the spark reduces the knock intensity, whereas an advanced 

spark increases the likelihood of knocking. Consequently, the SA is determined by 
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the engine speed at which the MAPO/IMPO index meets a predetermined goal 

threshold. It is important to note that aberrant combustion is the factor that restricts 

the compression ratio of SI ICE the most. 

 

Figure 2.5 - Knocking effect at different spark timings [1] 

Figure 2.5 shows the knocking effect against different spark timing. In the long run, 

knock effects are not desirable as it ruins the piston and reduces the engine life. 

2.3 Cycle to Cycle variation 
By adjusting the engine's control variables, such as Spark Advance (SA), valve 

timing, throttle position, and air-to-fuel ratio, it is possible to manage the combustion 

process and maintain the needed load for a certain engine architecture. As is well 

known, even when the control variables stay constant, two successive cycles are 

never identical. In fact, fluctuations in local flow motion in the turbulence levels 

inside the cylinder, in the mixture homogeneity and composition, particularly near the 

spark plug, lead to a phenomenon known as Cycle to Cycle Variation (CCV). 

This behaviour should likewise be restricted in ICE. Indeed, the CCV is primarily 

responsible for changes in the rate of heat release, and therefore in the amount of 

useful work performed by a single combustion event, altering the stability of the 

braking torque, which has a direct effect on the vehicle's drivability. In contrast to the 

knock, the CCV cannot be totally eliminated but can only be restricted owing to its 

inherent nature. It has been established experimentally that the early phase of flame 

production is the most crucial combustion phase for the CCV. A combustion that 

begins slowly, such as when there is an excess of air or a significant proportion of 

residual gas, is more likely to exhibit cycle fluctuations. 

In general, the intensity of the CCV is determined by the acquisition and post-

processing of 300 to 500 consecutive pressure traces, analyzing the Coefficient of 

Variation (CoV) of a parameter associated with in-cylinder pressure, the combustion 

process, or engine performance. CoVs related with the Indicated Mean Effective 

Pressure (IMEP) and the in-cylinder peak pressure are the most widely used. The 

former is typically used to define the engine's drivability, and its value should be less 
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than 2 to 3 percent. While the latter has a more direct effect on the onset of knock, its 

CoV is often greater than that of the IMEP. 

Due to the CoV phenomenon, given a fixed operating state, a train of pressure cycles 

will be observable, of which the average, fastest, and slowest cycles are often taken 

into account for engine control. Typically, the ideal spark time is determined by 

referencing the average cycle. Concerning close-to-knock circumstances, the severe 

cycles must be watched with particular care, since they restrict engine function. In 

fact, the quickest cycles restrict the compression ratio and determine the fuel octane 

required due to the likelihood of knocking being the highest. On the contrary, the 

slowest cycles impose the lean operating limit since they have the largest probability 

of incomplete combustion. 

2.4 Ultra-lean combustion 
Moreover, in recent years, automakers have shifted toward new SI engine topologies 

with unusual combustion principles in an effort to get major improvements 

throughout the engine plane. In fact, with the advent of the CO2 emission restrictions 

in vehicle homologation, it is required to design a high-efficiency engine under the 

majority of its working circumstances. The most effective strategies for SI engine are 

to operate with lean mixture and high compression ratio. Indeed, engines intended for 

lean combustion can utilize greater compression ratios, resulting in superior 

performance, efficient fuel consumption, and lower engine-out hydrocarbon 

emissions than standard gasoline engines. 

In place of classic stoichiometric engines, natural gas engines adopting lean burn 

combustion technology have been adopted, which has two good advantages: first, 

extra air in the mixture lowers the temperature of the combustion process, hence 

reducing the generation of NOx compared to typical stoichiometric engines. The 

combustion process is more efficient and more energy is produced from the same 

amount of fuel when there is an excess of oxygen [12]. However, SI-ICEs based on 

flame propagation can only operate with a slight amount of extra air, limiting the true 

value of this combustion paradigm. In fact, lean mixtures decrease the laminar flame 

speed, resulting in unacceptable cyclic variability, misfire, and massive HC-CO 

production [1, 13]. 

Different strategies have been explored in the present literature in an effort to extend 

these limits. One of these is the Homogeneous Charge Compression Ignition (HCCI) 

[14], that is a form of combustion in which fuel and air are good premixed and 

compressed to the point of auto-ignition, combining characteristics of conventional 

gasoline and diesel engines. This kind of technology demonstrated problematic 

ignition timing control, restricted power output and poor cold-start performances. 
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Spark-Assisted Compression Ignition (SACI) is a modified version of HCCI [15]. 

SACI is a combustion strategy that employs a spark plug to ignite a deflagration 

flame that creates enough ignition energy to cause autoignition in the remaining 

charge. 

Another solution that permits to easily implement an ultra-lean combustion is the pre-

chamber (PC) ignition system, where a modest volume containing the spark-plug is 

linked to the Main-Chamber (MC) by means of small orifices. Such system is already 

in use in low-speed large-bore gas engine, but non yet in road applications. 

The primary challenges that must be addressed by all of these engine architectures 

relate to the accurate control of the combustion development and emission formation. 

In this PhD thesis, more attention will be spent for the PC mechanism and more 

details will be presented in the next section. 

2.4.1 Pre-chamber engine 
In the 1910s, the pre-chamber combustion system was reported for the first time on a 

Ricardo Dolphin engine that utilized a passive auxiliary intake valve to manage the 

flow of fuel-rich mixture into the pre-chamber cavity [16]. In certain configurations, 

an extra fuel injector was proposed to provide fuel to the pre-chamber, and the Honda 

compound vortex-controlled combustion system might be the most effective example 

[17, 18, 19]. By eliminating the supplementary pre-chamber fuelling, a number of 

alternative engine ideas were offered, including torch cell engines developed by 

Toyota [20], Ford [21], and Volkswagen [22]. These early research projects were 

mostly on large-volume pre-chamber combustion devices. The increased thickness of 

the pre-chamber wall increases heat transfer losses and hydrocarbon (HC) emissions. 

The jet ignition is a subset of the pre-chamber combustion system, which Nikolai 

Semenov created in the late 1950s and Lev Ivanovich Gussak refined [23, 24]. The 

pre-chamber capacity in this design is just 2–3% of the clearing volume, and the 

single throat linking the pre-chamber to the main chamber is replaced with a nozzle 

with many orifices. 

The combustion initiated by the TJI technology differs significantly from the standard 

SI combustion. The mixture in the pre-chamber is ignited with a spark plug, and the 

pressure increase caused by the flame propagation propels the hot products and active 

radicals into the main chamber via the jet orifices. The turbulent jets' high turbulence 

intensity and various ignition spots encourage combustion in the main chamber. 

Thus, the TJI is an excellent method for speeding combustion, enhancing combustion 

stability, and increasing the SI engine's lean combustion limit. 

Emissions created in the cylinder depend heavily on the production of air-fuel mixes, 

ignition, and combustion processes. Increased hydrocarbons (HC), carbon monoxide 
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(CO), and particulate matter (PM) are a result of the short period for fuel evaporation 

and mixing in direct-injected gasoline engines. In a real-world application of TJI, the 

pre-chamber configuration, the extra fuel injection, the lambda level, and the engine 

loads also play significant roles in determining raw emissions. However, the lean-

burn TJI system's extra air and lower combustion temperatures ensure low NOx 

emissions, while HC an CO are strongly affected by the combustion calibration of the 

lean mixture. 

The Table 2.2 compares the SI and CI systems with the TJI system based on their 

combustion characteristics. According to the comparison characteristics, the TJI 

engine is more fuel efficient and emits less pollutants than the standard SI engine. 

With an additional fuel injection system, the TJI engine can equal the performance of 

the CI engine. 

Table 2.2 - Comparison of different combustion concepts in internal combustion engines [25-28] 

 SI CI HCCI TJI 

Ignition Spark ignition, 

single point 

Auto ignition, single 

point 

Auto ignition, multi-

points 

Spark Ignition, 

multi-points 

Fuel Injection Gasoline like fuels, 

port or direct 

injection 

Diesel like fuels, 

direct injection 

Flexible fuels, port 

or early direct 

injection 

Flexible fuels in the 

pre-chamber if 

applicable 

Air-fuel ratio ~1 1.2-2-2 2-8, depending on 

the fuel 

Stoichiometric or 

lean 

Flame Turbulent flame 

propagation 

Diffusion flame 

propagation 

Homogeneous 

oxidation 

Turbulent flame 

propagation 

Major emissions HC, CO and NOX NOX and PM HC and CO Subject to design 

Fuel economy Good  Better Best Better  

The pre-chamber ignition systems are categorized into two types (Figure 2.6): passive 

and active pre-chamber. During the compression stroke, the passive pre-chamber is 

filled with homogenous fuel-air combinations from the main chamber. To precisely 

manage the equivalence ratio of the stratified mixture, the active pre-chamber system 

is coupled with an auxiliary fuel-metering device. Thus, the passive and active pre-

chamber systems are also known as the homogeneous and stratified pre-chamber 

systems, respectively. 

Similar to a traditional SI engine, a spark plug ignites the mixture in the pre-chamber, 

followed by conventional premixed flame propagation. Since the flame dynamics in 

the main chamber differ from those of a standard SI engine, the timing of the spark 

must be modified to compensate the difference. 
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Figure 2.6 - Configurations of passive (left) and active (right) pre-chamber ignition systems [25Figure 2.6] 

Following the pre-chamber combustion, the pressure differential caused by the pre-

chamber combustion forces the flame and partly oxidized species into the main 

chamber. According to changes in temperature and the mass percentage of the 

intermediate reaction products, the jet ejection from the pre-chamber into the main 

chamber may generally be separated into three phases. Due to the spatial arrangement 

of the spark electrodes, the unburned mixture exits the pre-chamber during the initial 

cold jet phase. In the second phase, the intermediate reaction products are ejected 

from the pre-chamber and ignite the mixture in the main chamber. The third phase is 

distinguished by a markedly lowered temperature of the ejected mixture and low 

mass fractions of the intermediate reaction products. This signifies that the dense 

portion of the mixture in the pre-chamber will ultimately be expelled.  

In addition, pressure traces and high-speed images, obtained with an experimental 

campaign by using an optical-access engine, may provide further information 

regarding the jet ejection process. In Figure 2.7 is shown that the first visible jets 

appear 9 Crank Angle Degrees (CAD) before the top dead center (TDC). Further 

examination of the optical pictures reveals that reactive and bright jets develop in the 

main chamber but soon dissipate as a result of a sharp reduction in pressure and 

temperature in the main chamber and the entrainment of new charge. High-

temperature turbulent jets carrying chemically reactive radicals (O, H, and OH) ignite 

the mixture in the main chamber by chemical, thermal and turbulent processes, which 

dominate the main chamber's whole combustion process. A high jet velocity results 

in a greater distance of penetration, and more air-fuel mixture might be pushed into 

the main chamber, also known as the turbulence effect. The pre-chamber ignition 

system with numerous ignition sources might increase the ignition energy by more 

than two orders of magnitude compared to the ordinary spark plug [30]. 
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Figure 2.7 - Pressure traces (left) and visualizations (right) during jet ejection processes on an optical engine [29] 

Further examination of the combustion process in the main chamber reveals that it 

begins in many spots within the hot jets. After the whole entrained matter within the 

hot jets has swiftly burnt, the flame reaches the jet borders and then advances as a 

well-established flame front outside the jets. Consequently, the turbulence effect is 

primarily responsible for the flame propagation within the main chamber.  
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3 Methodologies for Internal Combustion Engine Modelling 
The development of a new engine is a very complex process and the experimental 

activity has to comply with the all the phenomena discussed in the previous chapters, 

resulting in increasing cost and duration of engine development. As a result, 

numerical analysis are crucial owing to its cheaper costs, which contributes to the 

reduction of engine development time [1]. The modelling of ICE is a 

multidisciplinary subject involving several areas, and it may be categorized into four 

primary groups based on the approximation level employed, as shown in Table 3.1. 

Table 3.1 - Classification of the numerical approaches. 

Model type Typical application 

0D Combustion 

1D Gas Exchange 

Quasi-dimensional Combustion 

3D Flow field, Combustion 

 

Zero-dimensional (0D) methods solve the mass and energy conservation equations on 

the premise that thermodynamic parameters are a function of time alone. Any spatial 

dependence is therefore disregarded, and it is believed that the working fluid is at 

rest. This method's capacity to mimic in-cylinder operations in less computing time is 

its primary benefit. The typical disadvantage is the absence of pressure wave 

propagation in the pipes, which severely limits the ability to forecast volumetric 

efficiency. 

Due to the fact that they calculate the unsteady flow equations in the exterior pipes in 

the mean flow direction, 1D models are able to circumvent the aforementioned 

limitation. In this method, all thermo-fluid-dynamic properties are deemed uniform 

along each pipe segment. To effectively forecast the overall engine behavior, 1D 

models are typically paired with a precise 0D description of in-cylinder processes 

(quasi-dimensional phenomenological submodels). Due to the favorable balance 

between precision and processing time, they are increasingly utilized to analyze 

worldwide engine performance and, more recently, to enable engine optimization and 

calibration [2]. 

On the basis of the integration of the Navier Stokes equations, 3D techniques provide 

extensive fluid-dynamic data for the complicated 3D domains. Due to their 

significant computing effort, these models are utilized to simulate the unsteady mean 

and turbulent flow motion inside a small area of the engine, often the intake air-box, 

after-treatment devices, and cylinder, under a limited set of operating circumstances. 

In the present research, the selected technique is based on a 1D description of the 

flow within the intake and exhaust pipes, whereas phenomenological 0D sub-models 
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are employed to simulate in-cylinder processes. However, 3D techniques will also be 

used, with a particular emphasis on their function in assisting the creation and 

validation of a 0D turbulence sub-model. 

3.1 0D approaches 
As stated before, with a 0D method, all variables are unambiguously time-dependent 

and uniform over the whole control region. As a result, just the mass and energy 

conservation equations, Eq. (3.1), (3.2) must be solved, as shown below: 

𝑑𝑚

𝑑𝑡
= 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 + 𝑚̇𝑖𝑛𝑗 

(3.1) 

𝑑(𝑚𝑒)

𝑑𝑡
= −𝑝

𝑑𝑉

𝑑𝑡
−
𝑑𝑄𝑤
𝑑𝑡

+ 𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + 𝑚̇𝑖𝑛𝑗ℎ𝑓
0 

(3.2) 

The first two components of equation (3.1) represent the incoming and outgoing mass 

flow rates through the valves, while the last term relates to the fuel injection flow 

rate. In equation (3.2), the first term represents the mechanical power transferred by 

the fluid to the piston, the second term represents the heat transfer rate through the 

walls of the combustion chamber, and the last three terms represent the enthalpy 

fluxes associated with the mass exchanges through the control surface. Typically, eq. 

(3.2) is rewritten as a function of the temperature variation eq. (3.3), taking into 

account the dependence of the internal energy on temperature and composition. This 

formulation expresses the energy released by the combustion process as a function of 

the variation in the burnt gas percentage, from reactants to products, 
𝑑𝑥𝑏

𝑑𝑡
. 

𝑑𝑇

𝑑𝑡
=

1

𝑚𝑐𝑣
(−𝑝

𝑑𝑉

𝑑𝑡
−
𝑑𝑄𝑤
𝑑𝑡

+ 𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇𝑜𝑢𝑡ℎ𝑜𝑢𝑡 + 𝑚̇𝑖𝑛𝑗ℎ𝑓
0 − 𝑒

𝑑𝑚

𝑑𝑡
−
𝜕𝑒

𝜕𝑥𝑏

𝑑𝑥𝑏
𝑑𝑡
) 

(3.3) 

Several sub-models are employed to solve these equations in order to account for the 

lack of velocity field data. Numerous correlations exist in the current literature for the 

gas-cylinder wall heat transfer, which are mostly based on the in-cylinder 

thermodynamic state and engine speed. 

For ICE modelling, the Woschni [3], Hohenberg [4], and Annand [5] correlations are 

extensively used. This thesis employs a Hohenberg-like correlation, which will be 

discussed in the next section. The instantaneous flow through the valves is 

determined using the isentropic flux equation in subsonic, eq. (3.4), or sonic, eq. 

(3.5), circumstances. 
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𝑑𝑚

𝑑𝑡
= 𝑐𝑑𝐴𝑟𝑒𝑓𝑝1√

2𝑘

𝑘 − 1

1

𝑅𝑇1
[(
𝑝2
𝑝1
)

2
𝑘
 − (

𝑝2
𝑝1
)

𝑘+1
𝑘
] 

(3.4) 

𝑑𝑚

𝑑𝑡
= 𝑐𝑑𝐴𝑟𝑒𝑓𝑝1√

𝑘

𝑅𝑇1
[(

2

𝑘 + 1
)

𝑘+1
𝑘−1

] 

(3.5) 

p1 and T1 represent the pressure and temperature of the upstream flow, whereas p2 is 

the downstream pressure. k is the ratio of heat capacity, and Aref is the reference area. 

The discharge coefficient, cd, is the ratio of the actual flow to the isentropic flow, and 

it is determined empirically under steady-state circumstances. In general, this value is 

determined by the geometry, lift, and flow direction (direct / reverse) of the valve. 

The burning rate (dxb/dt) may be directly imposed, or it may be predicted using 

predictive combustion models. Typically, the former strategy is utilized during the 

first phase of model development. If available, the “experimental” burning rate can 

be imposed by extracting it from the experimental pressure traces using so-called 

reverse analysis to solve equations (3.1) and (3.3). Otherwise, a Wiebe function 

assuming a pre-set burnt fraction profile as a function of crank angle is utilized [6]. 

As a result of the number of thermodynamic zones into which the control volume is 

subdivided, a zero-dimensional model may be further subclassified into three distinct 

types. Specifically, it is feasible to employ a single, two, or multiple-zone strategy. At 

each time step, the equations (3.1) and (3.3) are solved for each zone's unique 

thermodynamic state involving energy and mass interactions. During the intake and 

exhaust phases, it is acceptable to assume that the cylinder's composition is consistent 

across its whole. As a result, a single zone is utilized. As soon as the spark happens, 

however, the combustion chamber is primarily separated into two zones, the 

unburned and the burnt zones (two-zone approach). 

Multi-zone models are also commonly utilized when it is necessary to estimate 

pollutant emissions such as NOx, since the presence of a temperature gradient in the 

unburned zone has a significant impact on the accuracy of their prediction. 
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Figure 3.1 - Single zone combustion scheme (a) and two-zones combustion scheme (b) 

Since many years, several combustion models for SI engines have been suggested, 

attempting to physically analyse the burning rate under the assumption that 

turbulence enhances combustion [7, 8, 9]. The transition from laminar to turbulent 

flame and the process that induces the turbulence-related increase in burn rate are the 

fundamental distinctions between these two types. Other techniques, such as the one 

presented in [10], where the combustion chamber is characterized as a stochastic 

reactor and the combustion is modelled using probability density functions, are also 

utilized. Certainly, the eddy burn-up technique and the fractal model are the most 

extensively utilized combustion models. The former explains the flame entrainment 

and subsequent combustion of the unburned mixture, and was shown to be consistent 

with the experimental burnt mass fraction trends [11, 12]. Using the notions of fractal 

geometry, the latter paper attempts to explicitly explain the improvement of flame 

front surface [13, 14]. Several comparisons of both techniques are available in the 

literature, leading to the conclusion that, with the exception of tuning efforts, both 

models are capable of accurately simulating the combustion within standard SI 

engines [7, 15]. Due to a more solid physical background, the fractal technique was 

chosen for this dissertation, proving that it can be applied, if appropriately developed, 

to both conventional SI and pre-chamber engines. 

3.2 1D approaches 
The partial differential equation system in (3.6) gives the conservative version of the 

flow equations (continuity, energy, and momentum) assuming an inviscid, adiabatic 

1D flow schematization in a variable area pipe. Each thermodynamic attribute and the 

flow velocity, u, are merely a function of location, x, and time, t, in this model: 



35 
 

{
 
 

 
 

𝜕𝜌

𝜕𝑡
+
𝜕𝜌𝑢

𝜕𝑥
+ 𝜌𝑢 (

1

Ω

𝑑Ω

𝑑𝑥
) =

𝜕𝜌

𝜕𝑡
+
𝜕𝜌𝑢

𝜕𝑥
+ 𝜌𝑢𝛼𝐴 = 0

𝜕(𝜌𝐸)

𝜕𝑡
+
𝜕(𝜌𝑢𝐻)

𝜕𝑥
+ 𝜌𝑢𝐻 (

1

Ω

𝑑Ω

𝑑𝑥
) =

𝜕(𝜌𝐸)

𝜕𝑡
+
𝜕(𝜌𝑢𝐻)

𝜕𝑥
+ 𝜌𝑢𝐻𝛼𝐴 = 0

𝜕(𝜌𝑢)

𝜕𝑡
+
𝜕(𝜌𝑢2 + 𝑝)

𝜕𝑥
+ 𝜌𝑢2 (

1

Ω

𝑑Ω

𝑑𝑥
) =

𝜕(𝜌𝑢)

𝜕𝑡
+
𝜕(𝜌𝑢2 + 𝑝)

𝜕𝑥
+ 𝜌𝑢2𝛼𝐴 = 0

 

(3.6) 

The aforementioned equations can also be stated in a more compact vector form 

(3.7), where U represents the vector of conservative variables, F represents the flow 

vector and S represents the source term vector. 

𝜕𝑈

𝜕𝑡
+
𝜕𝐹(𝑈)

𝜕𝑥
= 𝑆   𝑈 = {

𝜌
𝜌𝑢
𝜌𝐸
} ;    𝐹 = {

𝜌𝑢

𝜌𝑢2 + 𝑝
𝜌𝑢𝐻

}    𝑆 = − {

𝜌𝑢𝛼𝐴
𝜌𝑢2𝛼𝐴
𝜌𝑢𝐻𝛼𝐴

} 

(3.7) 

To accurately represent the flow within the intake and exhaust pipes of an ICE, 

additional variables must be taken into account, including gas-wall friction, heat 

exchange, and the scalar transport of injected fuel and residuals species. The system 

then acquires the shape shown in (3.8), where the final two rows correspond, 

respectively, to the propagation of residual gases and vapour fuel percentage. 

𝑈 =

{
 
 

 
 
𝜌
𝜌𝑢
𝜌𝐸
𝜌𝑥𝑟
𝜌𝑥𝑓}
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{
 
 

 
 

𝜌𝑢
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𝜌𝑢𝐻
𝜌𝑢𝑥𝑟
𝜌𝑢𝑥𝑓 }

 
 

 
 

;    𝑆 = −

{
  
 

  
 

𝜌𝑢𝛼𝐴

𝜌𝑢2 (𝛼𝐴 +
2𝑓𝑎
𝐷

𝑢

|𝑢|
)

(𝜌𝑢𝐻𝛼𝐴 −
4𝑞

𝐷
)

𝜌𝑢𝑥𝑟𝛼𝐴
𝜌𝑢𝑥𝑓𝛼𝐴 }

  
 

  
 

 

(3.8) 

where fa is the friction coefficient determined using the Poiseuille or Blasius formula 

as a function of the pipe velocity. 

xr and xf represent, as stated, the residual gas fraction and vapor fuel fraction, 

respectively, and are calculated according to the equation (3.9). 

𝑥𝑟 =
𝑚𝑟

𝑚
;   𝑥𝑓 =

𝑚𝑓
𝑚

 

(3.9) 

q denotes the heat flow through the pipe walls, which is given by the following 

equation: 
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𝑞 =
1

2
𝜌|𝑢|𝑓𝑎𝑐𝑝(𝑇𝑤𝑎𝑙𝑙 − 𝑇) 

(3.10) 

3.3 3D approaches 
Based on the resolution of the mass, momentum, and energy equations as a function 

of time along the three spatial coordinates, 3D models solve the Navier-Stokes 

equations. These equations constitute a nonlinear system of partial differential 

equations that are suitably schematized on a computational grid and solved in the 

control volume. Due to the system's complexity, it is generally addressed using 

Computational Fluid Dynamics (CFD) software via three alternative methods: 

1. Direct Numerical Simulation (DNS): direct discretization of the Navier-Stokes 

equations. However, the computational cost is significant in terms of both time 

and storage. In fact, for an accurate solution, the computing grid must be so 

tiny that it can capture all temporal and spatial turbulence scales, even the 

tiniest (Kolmogorov scale). These are principally used for engine simulations 

only for CFD numerical analysis. 

2. Reynolds Averaged Navier-Stokes (RANS) equations: decomposition of the 

turbulent field into its time-averaged and fluctuating quantities. The RANS 

equations are obtained by averaging the original flow equations across time. 

Therefore, RANS represent the time-averaged behavior, or phase-averaged 

flow realizations in the case of quasi-periodic flows such as those in internal 

combustion engines. The time-averaging adds additional terms, known as 

"Reynolds stresses," whose solution requires the construction of suitable 

turbulence submodels in order to solve the problem. 

3. Large Eddy Simulation (LES): the larger eddies, which are substantially 

impacted by the domain's shape, are solved directly. To save computing time, 

only the smallest scales are accurately modelled. Today are also used for in-

cylinder combustion description. 

It is important to note that the high degree of accuracy achieved by 0D-1D models, 

such as the one utilized in this PhD Thesis, is a result of the integration of all the 

previously discussed methodologies. In the modern automobile industry, it is normal 

practice to utilise both 0D-1D and 3D simulations to aid in the engine development 

phase. Indeed, this strategy permits overcoming limitations and combining the 

benefits of each discipline. On the one hand, 3D models allow for realistic studies of 

the engine's fluid-dynamic behaviour, but the research is limited to a small number of 

scenarios due to the high processing costs. In general, the purpose of 3D research is to 

get knowledge that cannot be easily obtained by experimental campaigns, hence 

facilitating a better understanding of physical processes. On the other hand, 0D/1D 

models may explore the whole engine system in less time and with great precision. 



37 
 

However, if the in-cylinder process formulation is poor, the findings cannot be 

deemed practical. 

As an illustration, the next section describes briefly how 0D/1D/3D techniques were 

merged during this study endeavour. Four steps were taken in particular to describe 

the engine with the conventional spark plug system: 

1. From the engine's geometric characteristics, a 0D/1D model was constructed. 

At various engine speeds, preliminary 1D simulations of motored processes 

were done. 

2. As a boundary condition for the 3D in-cylinder motored studies focusing on 

the characterisation of the in-cylinder flow motion, the time-varying pressure 

and temperature calculated in 1D were enforced. Throughout the whole engine 

cycle, the mean and turbulent flow fields were extracted in detail. 

3. The data from step 2 were used to calibrate the 0D turbulence model, which 

was required for the combustion model closure, which will be detailed in 

further depth in the following section. 

4. After the turbulence model was calibrated, the 1D engine model was run under 

firing circumstances. The combustion model was primarily tuned against 

experimental data in an effort to match in-cylinder pressure cycles. 

When a new engine, far from the current state of the art, is being studied, it may be 

necessary to design new in-cylinder models or, if feasible, to strengthen the ones 

already in use. 

3.4 Turbulent combustion modelling for conventional SI engine 
The turbulent combustion model is the main topic of this PhD thesis. The objective 

was to improve with respect to the state of the art the prediction of the heat release 

rate, the in-cylinder pressure profile and, consequently, the engine performances. The 

investigated phenomenological combustion models are based on a two-zone, burnt 

and unburned, description of the combustion chamber. Both models are based on the 

concept that aerodynamic turbulence increases the burn rate relative to laminar 

propagation. In this section, the theory of two turbulent combustion model will be 

presented. In the next chapter a comparison between the two models will be shown.  

3.4.1 Eddy burn-up combustion model (SITurb) 
In research and industrial contexts, the commercial software GT-Suite is largely 

employed for numerical simulations. This software uses a version of eddy burn-up as 

turbulent combustion model, the so-called SITurb. Despite the fractal model, 

developed by University of Naples, is used during this research activity, a 

comparison between the two models has been considered mandatory. 
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The eddy burn-up model is based on original approach proposed by Keck [16, 17], 

whose conceptual scheme is reported in Figure 3.2. The eddy burn-up combustion 

model forecasts the burn rate for SI engines with homogenous charge. This model of 

combustion is based on a two-zone, entrainment and burn-up concept. This model's 

prediction takes into account the cylinder shape, spark location and timing, airflow, 

and fuel characteristics. These equations determine the mass entrainment rate into the 

flame front and the burn rate: 

𝑑𝑚𝑒

𝑑𝑡
= 𝜌𝑢𝐴𝐿(𝑈𝑇 + 𝑆𝐿) 

(3.11) 

𝑑𝑚𝑏

𝑑𝑡
=
(𝑚𝑒 −𝑚𝑏)

𝜏
 

(3.12) 

𝜏 = 𝑐𝑡
Λ𝑇
𝑆𝐿

 

(3.13) 

𝑈𝑇 = 𝑐𝑠𝑢
′(1 −

1

1 + 𝑐𝑘 (
𝑟𝑓
𝐿𝑡
)
2) 

(3.14) 

where, 

me = entrained mass of unburned mixture 

t = time 

ρu = unburned gas density 

AL = “smooth” flame front area 

UT = turbulent flame speed 

SL = laminar flame speed 

mb = burned mass 

τ = time constant 

ΛT = Taylor microscale length 

u’ = turbulent intensity 
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rf = flame radius 

Lt = integral length scale of turbulence 

ct = Taylor length multiplier 

cs = turbulent speed multiplier 

ck = flame kernel growth multiplier 

Following the scheme, the combustion phenomena is separated into two major 

mechanisms, the first of which is the entrainment of unburned mixture into the 

turbulent flame brush, whose thickness is proportional to the Taylor length scale λ 

[18] where the entrainment rate is defined by eq. (3.11). In a subsequent phase, 

according to eq. (3.12), the entrained but still unburned mass, (me-mb), is oxidized in 

a characteristic time scale, τ (eq. (3.13)). 

In the different variants of the eddy burn-up model [17, 19, 20], the transition from 

laminar to turbulent combustion is characterized by the introduction of the 

appropriate adjustments. Typically, these modifications are associated with the 

characteristic length and time scales of combustion and turbulence. 

Morel [20] suggested the model in which the transition is governed by the ratio 

between the flame radius, rf, and the integral length scale of turbulence, Lt (eq. 

(3.14)). 

The Eddy burn-up model needs no particular treatment of combustion ending and 

flame-wall interaction. Eq. (3.12) represents an exponential burn rate decline, which 

reproduces automatically the normal burn fraction tail. Consequently, a more direct 

regulation of burn rate deceleration during wall-combustion is impossible. 

Actually, experiments suggest a corrugated flame front, with occasionally unburned 

gas pockets that burn inwards. Consequently, rather than offering a physical 

description of the combustion process, equations (3.11)-(3.14) should be seen as a 

mathematical model of the S-shaped burn fraction profile. 

 

Figure 3.2 - Eddy burn-up combustion scheme 
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3.4.2 Fractal combustion Model 
Several decades ago, the first form of the fractal combustion model was proposed 

[21]. This strategy is directly based on the combustion regime of a standard SI 

engine, which belongs to the zone of wrinkled-corrugated flamelets (Figure 2.3). As 

previously mentioned, the interaction between the turbulence and the flame front 

results in an increase in the combustion rate due to the flame front's increased surface, 

AT. This geometrical increase is explained by the model using fractal geometry ideas. 

Multiple experimental investigations demonstrated that a wrinkled flame front 

exhibits fractal activity, resulting in the self-similarity of its fundamental structure 

[13, 22, 23, 24]. This makes possible to link the turbulent flame front extend to the 

laminar flame front one based on the characteristic speed, time, and length scales of 

turbulence [21, 25]. 

According to this concept, the burn rate may be expressed as a function of the 

wrinkling factor, which is the ratio of the turbulent to the laminar flame area AT/AL: 

(
𝑑𝑚𝑏

𝑑𝑡
)
𝑓𝑟𝑎𝑐𝑡𝑎𝑙

= 𝜌𝑢𝐴𝑇𝑆𝐿 = 𝜌𝑢𝐴𝐿𝑆𝐿 (
𝐴𝑇
𝐴𝐿
) = 𝜌𝑢𝐴𝐿𝑆𝐿 (

𝐿𝑚𝑎𝑥
𝐿𝑚𝑖𝑛

)
𝐷3−2

 

(3.15) 

This wrinkling ratio is calculated based on the fractal dimension D3, the maximum 

and minimum wrinkling scales Lmax and Lmin, and the classical expression given in 

[9]. D3 is considered to be dependent on turbulence intensity, u′, and laminar flame 

speed, SL, as stated in [24], according to the following equation: 

𝐷3 =
2.35𝑢′ + 2.00𝑆𝐿

𝑢′ + 𝑆𝐿
 

(3.16) 

In addition, the wrinkling scales can be viewed as the macro and micro vortices of the 

turbulent flow field. Lmax is proportional to a macroscopic dimension of the flame 

front, considered to be proportional to the flame radius rf, via the tuning constant cwrk 

(wrinkling multiplier). 

𝐿𝑚𝑎𝑥 = 𝑐𝑤𝑟𝑘𝑟𝑓 

(3.17) 

Lmin is typically associated to the size of the smallest turbulent eddy [21], as measured 

by the Kolmogorov length scale, Lk. 

𝐿𝑚𝑖𝑛 = 𝐿𝑘 

(3.18) 
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The aforementioned concept, depicted schematically in Figure 3.3, is applicable to a 

fully formed and freely growing turbulent flame. Concerning early flame formation 

and combustion completion, the model must be modified appropriately. 

 

Figure 3.3 - Schematic of the fractal combustion model 

As previously stated, the start of combustion is characterized by laminar propagation 

as opposed to turbulent propagation, in which the flame front is not completely 

corrugated. The transition from laminar to turbulent combustion is then characterized 

by an increase in fractal dimension D3, according to equations (3.19) and (3.20) 

𝐷3 =
𝐷3,𝑚𝑎𝑥𝑢

′ + 𝐷3,𝑚𝑖𝑛𝑆𝐿
𝑢′ + 𝑆𝐿

 

(3.19) 

𝐷3,𝑚𝑖𝑛 = 2.00 ;   𝐷3,𝑚𝑖𝑛 = 2.00(1 − 𝑤𝑡𝑟𝑎𝑛𝑠) + 2.35𝑤𝑡𝑟𝑎𝑛𝑠 

(3.20) 

The wrinkling development is governed by the variable wtrans in eq. (3.21), which is a 

function of a characteristic time scale, ttrans, and a model tuning constant, ctrans 

(transition multiplier). The characteristic time scale is determined using the kinetic 

energy of turbulence, k, and its dissipation rate, ε. 

𝑤𝑡𝑟𝑎𝑛𝑠 = ∫
𝑑𝑡

𝑐𝑡𝑟𝑎𝑛𝑠𝑡𝑡𝑟𝑎𝑛𝑠
 ;    𝑡𝑡𝑟𝑎𝑛𝑠 =

𝑘

𝜀
 

(3.21) 

In contrast, when the flame front interacts with the walls of the combustion chamber, 

another change to the burning rate is introduced. Although a precise description of 

flame-wall interaction is much beyond the capabilities of a quasi-dimensional model, 

it can be claimed that flame front wrinkling no longer happens near the walls and that 

the burning rate decreases. 
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Therefore, the total burning rate is stated as a weighted average of a completely 

fractal burning rate and a laminar wall combustion, according to the equations (3.22) 

and (3.23). 

(
𝑑𝑚𝑏

𝑑𝑡
) = (1 − 𝑤𝑤𝑎𝑙𝑙) (

𝑑𝑚𝑏

𝑑𝑡
)
𝑓𝑟𝑎𝑐𝑡𝑎𝑙

+𝑤𝑤𝑎𝑙𝑙 (
𝑑𝑚𝑏

𝑑𝑡
)
𝑤𝑎𝑙𝑙

 

(3.22) 

(
𝑑𝑚𝑏

𝑑𝑡
)
𝑤𝑎𝑙𝑙

= 𝜌𝑢𝐴𝐿𝑆𝐿 

(3.23) 

wwall characterizes the transition from turbulent to wall combustion by the ratio of the 

area wetted by the flame front on the piston, head, and cylinder, Aw, to the total area 

of the flame front, Atot. This ratio is multiplied by the mass fraction of burnt gas, xb, 

multiplied by an exponent multiplied by the tuning constant, xwc (wall combustion 

multiplier). 

𝑤𝑤𝑎𝑙𝑙 =
𝐴𝑤
𝐴𝑡𝑜𝑡

𝑥𝑏
10𝑥𝑤𝑐 

(3.24) 

Under the conventional assumption of a smooth spherically shaped surface centered 

on the sparkplug, the AL estimation is performed using a tabular method in order to 

save calculation time. The off-line automated approach computes the intersections 

between an "ideal" smoothed spherical flame front and the piston/head/cylinder 

surfaces. At each time step, the look-up table is read and the laminar flame area is 

calculated based on the current piston position and the burnt gas volume. 

The laminar flame speed can be calculated by a numerical correlation. An 

examination of published publications demonstrates that different writers have in the 

past proposed a variety of laminar flame speed compositions for gasoline. These may 

be classified into two primary categories: experimentally-based, such as [26] and 

[27], and reaction kinetics-based, described in [28, 29]. On the one hand, the most 

significant drawback of the previous technique is the limited measuring range of 

relative air/fuel ratio and low pressure owing to technological concerns [28, 30]. As a 

result, these correlations may result in erroneous predictions when used beyond the 

measurement range, like for the typical high pressures and temperatures of SI engine 

operations. The kinetic-based technique, on the other hand, permits the investigation 

of a broader variety of boundary conditions using kinetic calculations; nevertheless, 

the reliability of these models is highly dependent on the specified kinetic scheme 

and surrogate fuel formulation. During this research activity, an experimentally-

derived correlation, for a blend of methane, ethane and propane, is used [31, 32]. This 
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formulation was the most suitable choice to better reproduce the laminar flame speed 

that occurs in engines fuelled with CNG. 

Since a specifically correlation referred to CNG blend is not available in the 

literature, the experimentally based correlation holding for a variable composition 

blend of methane, ethane and propane was considered the most reasonable approach. 

The correlation is based on the so-called “power law” formula: 

𝑆𝐿(𝜙, 𝑇𝑢, 𝑝) = 𝑆𝐿0 (
𝑇𝑢
𝑇0
)
𝛼

(
𝑝

𝑝0
)
𝛽

 

(3.25) 

where SL0 is the flame velocity measured at a reference state, T0, p0, with a variable 

equivalence ratio ϕ. α and β are mixture strength-dependent exponents, considered to 

be second-order polynomial functions of ϕ, whose expression are: 

𝛼 = 𝛼0 + 𝛼1𝜙 + 𝛼2𝜙
2 

(3.26) 

𝛽 = 𝛽0 + 𝛽1𝜙 + 𝛽2𝜙
2 

(3.27) 

where the values of each parameter are listed in Table 3.2 

The Dirrenberger correlation [32], eq. (3.28), is used for the estimation of SL0 and the 

related parameters are defined according to [31] and reported in Table 3.2. χ1 and χ2 

are the volume concentrations of ethane and propane, respectively. 

𝑆𝐿0(𝜙, 𝜒1, 𝜒2) = (1 + 𝜐1𝜒1
𝜏1)(1 + 𝜐2𝜒2

𝜏2)𝑊𝜙𝜂(1−𝜒1)
𝑓1(1−𝜒2)

𝑓2
𝑒−𝜉(𝜙−𝜎−Ω1𝜒1−Ω2𝜒2)

2
 

(3.28) 

Table 3.2 - Coefficients of the laminar flame speed correlation 

T0=298 K, p0=1.01 bar 

Trange= [298-500 K]; 

prange= [1-25 atm]; 

ϕrange=[0.6-2.1] 

W 38.85 α2 5.75 

η -0.20 β0 -1.47 

ξ 6.45 β1 2.00 

σ 1.08 β2 -0.90 

α0 7.98 e1 2.06 

α1 -12.15 e2 0.77 
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Also the impact of the residual gas (Residual Exhaust Gas – XEGR) is modelled, by 

using a correction term (eq. (3.29)), which multiplies the laminar flame speed given 

by eq. (3.25). This formulation [33] overcomes the flame speed zeroing which results 

from the widely adopted correction proposed in [34], at high XEGR. 

𝐸𝐺𝑅𝑓𝑎𝑐𝑡𝑜𝑟 = (1 − 𝑒1𝑋𝐸𝐺𝑅
𝑒2 ) 

(3.29) 

where the correction coefficients e1 and e2 are listed in Table 3.2. 

3.4.3 K-k-T-S Turbulence model 
For the fractal combustion model completion, the method necessitates a number of 

factors associated with the turbulent field created within the combustion chamber, 

like u’, Lk, Lt and ε. 

The main topic of this research activity was to develop a turbulence model that 

properly suits with a heavy-duty SI engine. The in-cylinder turbulence is generated 

due to three main ordered flow motions, tumble, squish and swirl. Each of these 

contributes to the developing of the turbulence phenomenon. Regarding a diesel-

derived SI heavy-duty engine, the swirl motion is predominant during the intake and 

compression phases and, for this reason, a proper model has been developed. 

A phenomenological procedure, derived from the 3D RNG 𝑘−𝜀 turbulence 

formulation, synthesised using a 0D framework, leading to the scheme described 

below [35]: 

𝑑𝑚𝐾

𝑑𝑡
= (𝑚̇𝐾)𝑖𝑛𝑐 − (𝑚̇𝐾)𝑜𝑢𝑡 +𝑚𝐾

𝜌̇

𝜌
− 𝑃 − 𝑃𝑇 − 𝑃𝑆 + 𝐾̇𝑖𝑛𝑗 

(3.30) 

𝑑𝑚𝑘

𝑑𝑡
= (𝑚̇𝑘)𝑖𝑛𝑐 − (𝑚̇𝑘)𝑜𝑢𝑡 +

2

3

𝜌̇

𝜌
(−𝑚𝑣𝑡

𝜌̇

𝜌
+ 𝑚𝑘) + 𝑃 + 𝑃𝑇 + 𝑃𝑆 −𝑚𝜀 

(3.31) 

𝑑𝑚𝑇

𝑑𝑡
= (𝑚̇𝑇)𝑖𝑛𝑐 − (𝑚̇𝑇)𝑜𝑢𝑡 − 𝑓𝑑𝑇

𝑚𝑇

𝑡𝑇
 

(3.32) 

𝑑𝑚𝑆

𝑑𝑡
= (𝑚̇𝑆)𝑖𝑛𝑐 − (𝑚̇𝑆)𝑜𝑢𝑡 − 𝑓𝑑𝑆

𝑚𝑆

𝑡𝑆
 

(3.33) 

The equations shown above govern the evolution of the following flow quantities: 
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1. Mean kinetic energy 𝐾 = (1 2⁄ )𝑈2, where U is the mean velocity inside the 

cylinder. 

2. Turbulent kinetic energy 𝑘 = (3 2⁄ )𝑢′2, where u’ is the intensity of the 

turbulent field inside the cylinder, assumed to be homogeneous and isotropic. 

3. Specific angular momentum of the tumble motion 𝑇 = 𝑈𝑇𝑟𝑇, where UT is the 

tumble vortex velocity and rT is the tumble radius. The kinetic energy KT 

related to tumble momentum is 𝑈𝑇
2 2⁄ . Tumble speed is commonly expressed in 

a non-dimensional form as tumble number 𝑁𝑇 = 𝑈𝑇 (𝜔𝑒𝑛𝑔𝑟𝑇)⁄ , where ωeng is 

the engine angular speed. 

4. Specific angular momentum of the swirl motion 𝑆 = 𝑈𝑆𝑟𝑆, where US is the 

swirl vortex velocity and rS is the swirl radius. The kinetic energy KS related to 

swirl momentum is 𝑈𝑆
2 2⁄ . As well as tumble number, swirl number is defined 

as: 𝑁𝑆 = 𝑈𝑆 (𝜔𝑒𝑛𝑔𝑟𝑆)⁄ . 

The term m is the in-cylinder mass, while 𝐾̇𝑖𝑛𝑗 is the kinetic energy associated with 

possible direct fuel injection. 

3.4.3.1 Convective flows 

The first and the second term in the above equations describe incoming and 

outcoming convective flows through the valves. The following equations are used: 

(𝑚̇𝐾)𝑖𝑛𝑐 =
1

2
[𝑚̇𝑖𝑛𝑓(𝑐𝐾𝑖𝑛0𝑣𝐾𝑖𝑛𝑓)

2
+ 𝑚̇𝑒𝑥𝑓𝑣𝐾𝑒𝑥𝑓

2 + 𝑚̇𝑒𝑥𝑏𝑣𝐾𝑒𝑥𝑏
2 ] 

(3.34) 

(𝑚̇𝐾)𝑜𝑢𝑡 = 𝐾(𝑚̇𝑖𝑛𝑏 + 𝑚̇𝑒𝑥𝑓) 

(3.35) 

(𝑚̇𝑘)𝑖𝑛𝑐 = 0 

(3.36) 

(𝑚̇𝑘)𝑜𝑢𝑡 = 𝑘(𝑚̇𝑖𝑛𝑏 + 𝑚̇𝑒𝑥𝑓) 

(3.37) 

(𝑚̇𝑇)𝑖𝑛𝑐 = 𝑟𝑇(𝑚̇𝑖𝑛𝑓𝑐𝑇𝑖𝑛0𝑣𝑇𝑖𝑛𝑓 − 𝑚̇𝑒𝑥𝑓𝑣𝑇𝑒𝑥𝑓 − 𝑚̇𝑒𝑥𝑏𝑣𝑇𝑒𝑥𝑏) 

(3.38) 

(𝑚𝑇̇ )𝑜𝑢𝑡 = 𝑇(𝑚̇𝑖𝑛𝑏 + 𝑚̇𝑒𝑥𝑓) 

(3.39) 

(𝑚𝑆̇ )𝑖𝑛𝑐 = 𝑟𝑆(𝑚̇𝑖𝑛𝑓𝑐𝑆𝑖𝑛𝑣𝑆𝑖𝑛𝑓 − 𝑚̇𝑒𝑥𝑓𝑐𝑆𝑒𝑥𝑣𝑆𝑒𝑥𝑓 − 𝑚̇𝑒𝑥𝑏𝑣𝑆𝑒𝑥𝑏) 

(3.40) 
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(𝑚𝑆̇ )𝑜𝑢𝑡 = 𝑆(𝑚̇𝑖𝑛𝑏 + 𝑚̇𝑒𝑥𝑓) 

(3.41) 

 

Figure 3.4 - Schematic of valve flows 

In the Equations above 𝑚̇𝑖𝑛 and 𝑚̇𝑒𝑥 indicate the mass flow passing through the 

intake and exhaust valves, respectively. The subscripts f and b indicate the directions 

of the flow through the valves, that can be forward or backward (Figure 3.4). 

Instantaneous mass flows are calculated through a simple nozzle-like model, 

accounting for the pressure difference across the valve and the effective flow area, 

related to the instantaneous flow coefficient and valve lift. 

In equations (3.34), (3.38) and (3.40), the velocities vK, vT and vS include the flow 

losses through the valves. More precisely, they comprise the discharge, the tumble, 

and the swirl coefficients, respectively. These coefficients are automatically specified 

as a function of the valve lift. Even if the model does not explicitly describe the 

actual shape of intake runners, the influence of intake port design on ordered and 

unordered motions is considered in the above coefficients. The possibility to tune the 

discharge, tumble, and swirl momentum is offered by the global multipliers cKin0, 

cTin0, cSin, and cSex. The last two terms of equations (3.38) and (3.40) give a subtractive 

contribution to the tumble and swirl intensities, assuming that the exhaust flow, both 

in forward and backward direction, produces a reverse tumble and swirl, opposite to 

the ones produced by intake flows. 

3.4.3.2 Decay functions 

In the equations (3.32) and (3.33), the terms 𝑓𝑑𝑇
𝑚𝑇

𝑡𝑇
 and 𝑓𝑑𝑆

𝑚𝑆

𝑡𝑆
 express the decay of 

the two main ordered motions due to the shear stresses with the combustion chamber 

walls. A decay function fd is used for the tumble and another one for the swirl, 

considering a characteristic time scale tT for the tumble and tS for the swirl. 

𝑓𝑑𝑇 = 𝑐𝑓𝑑0,𝑇 + 𝑐𝑓𝑑𝑚,𝑇 [max (
𝐵

𝐻
, 1) − 1] 

(3.42) 
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𝑡𝑇 =
𝑟𝑇
𝑢′

 

(3.43) 

𝑓𝑑𝑆 = 𝑐𝑓𝑑0,𝑆 + 𝑐𝑓𝑑𝑚,𝑆 |
𝑈𝑠𝑞
𝑈𝑆
| 

(3.44) 

𝑡𝑆 =
𝑟𝑆
𝑢′

 

(3.45) 

Both decay functions for tumble and swirl are dependent on a fixed term and a time-

varying term. The former is active during the whole engine cycle and expresses the 

dissipation of ordered flow structures caused by internal viscous forces, while the 

latter takes into account the dissipation effects caused by the piston rising (Figure 3.5 

andFigure 3.6). Specifically, the second term of tumble decay indicates its collapse 

caused by the piston rising, and it is inversely proportional to the piston position, H, 

normalized by the cylinder bore, B (Figure 3.5). This component is supposed to be 

proportional to the ratio of the squish velocity, Usq, to the swirl velocity, US. To adjust 

the two contributions to tumble and swirl decays, equations (3.42) and (3.44) present 

two parameters, cfd0,x and cfdm,x. Equations (3.43) and (3.45) show that the 

characteristic time scales, tT, and tS, of tumble and swirl are assumed to inversely 

depend on the turbulence intensity and directly on the related radii. The radii of 

tumble and swirl are calculated based on geometrical data of the cylinder and piston 

according to equations (3.46) and (3.47). 

 
Figure 3.5 - Qualitative sketch of the tumble vortex 

 
Figure 3.6 - Qualitative sketch of the swirl vortex 

𝑟𝑇,𝑆 = 𝑐𝑟0𝑇,𝑆 + 𝑐𝑟𝑚𝑇,𝑆
1

4
√𝐵𝜗

2 + (𝐻 + 𝑠𝑏𝑜𝑤𝑙)
2 

(3.46) 
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𝐵𝜗 =
(𝑉𝑐𝑦𝑙 − 𝑉𝑏𝑜𝑤𝑙) ∙ 𝐵 + 𝑉𝑏𝑜𝑤𝑙 ∙ 𝑑𝑏𝑜𝑤𝑙

𝑉𝑐𝑦𝑙
 

(3.47) 

In equation (3.46), Bθ and (H+sbowl) are instantaneous representative dimensions 

along radial and axial directions around which ordered motions arise, whereas cr0T 

and crmT (or cr0S and crmS) are two parameters that allow the tumble (or swirl) radius to 

be adjusted. dbowl and sbowl are the diameter and the height of the piston bowl, 

respectively (Figure 3.7). Bθ is a time-variant parameter (eq. (3.47)), it is equal to the 

bore B if the piston is at BDC, while it is equal to the bowl diameter if, ideally, there 

is no space between the top of the piston and the cylinder head. In the equation 

(3.47), Vcyl is the instantaneous cylinder volume, and Vbowl is the piston bowl volume. 

The mean velocity of the squish motion inside the cylinder, Usq, is quantified by 

equation (3.48) [36]. This velocity depends in turn on its axial, Ua, and radial, Ur, 

components that are related to main geometric characteristics of the cylinder and 

piston bowl and on the cylinder volume variation rate. 

𝑈𝑠𝑞 =
1

3
(𝑈𝑟 (1 +

𝑑𝑏𝑜𝑤𝑙
𝐵

) + 𝑈𝑎 (
𝑑𝑏𝑜𝑤𝑙
𝐵

)
2

) 

(3.48) 

𝑈𝑟 =
𝑑𝑉𝑐𝑦𝑙
𝑑𝑡

∙
𝑉𝑏𝑜𝑤𝑙

𝑉 ∙ (𝑉𝑐𝑦𝑙 − 𝑉𝑏𝑜𝑤𝑙)
∙
𝐵2 − 𝑑𝑏𝑜𝑤𝑙

2

4𝑑𝑏𝑜𝑤𝑙
 

(3.49) 

𝑈𝑎 =
𝑑𝑉𝑐𝑦𝑙
𝑑𝑡

∙
𝑠𝑏𝑜𝑤𝑙
𝑉

 

(3.50) 

 

Figure 3.7 - Qualitative sketch of the main geometrical data of cylinder and piston 



49 
 

3.4.3.3 Production term 

The energy cascade mechanism is modelled by the terms P, PS and PT in equations 

(3.30) and (3.31). Those terms are subtractive for the kinetic energy K associated to 

the mean flow, while they are additional terms for the turbulent kinetic energy k. 

 

Figure 3.8 - Kinetic energies associated to mean, tumble, swirl and turbulent flows 

Since most of the flow structures generated during the intake phase are unordered, the 

mean flow kinetic energy is significantly greater than the tumble and swirl-associated 

kinetic energies. In the engine design under study, the tumble motion is weak while 

the swirl motion is prominent. Due to the conservation of angular momentum, the 

swirl vortex velocity increases as the piston rises, and the swirl radius decreases as a 

result of the flow motion entering the piston bowl. Due to the high swirl vortex 

velocity, shear stresses and internal viscous forces increase the turbulence kinetic 

energy close to the TDC (Figure 3.8). 

The turbulent production due to unordered flows is computed by the difference 

between the overall mean flow kinetic energy K and the ones associated to the two 

ordered flow motions, KT and KS. 

𝑃 = 𝑐𝑃𝐾𝑘𝑚
𝐾 − 𝐾𝑇 − 𝐾𝑆

𝑡𝑇𝑆
 

(3.51) 

In the equation above cPKk is a tuning constant to modulate the energy transfer from 

the mean flow to the turbulent one, tTS is a characteristic time scale determined by a 

weighted average, equation (3.52), depending on tumble and swirl intensities, 

equation (3.53). 

𝑡𝑇𝑆 = 𝑤𝑡𝑇 + (1 − 𝑤)𝑡𝑆 

(3.52) 
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𝑤 =
|𝑈𝑇|

√𝑈𝑇
2 + 𝑈𝑆

2
 

(3.53) 

Ordered motions also contribute to turbulence production depending on their 

dissipation rates, modelled by the last terms in equations (3.32) and (3.33). The 

productions of turbulent kinetic energy related to tumble and swirl decays are 

evaluated by differentiating tumble- and swirl-related kinetic energy definitions, as 

reported below: 

𝑃𝑋 =
𝑈𝑋
𝑟𝑋
(𝑓𝑑𝑋

𝑚𝑋

𝑡𝑋
) 

(3.54) 

where X indicates either swirl or tumble. 

3.4.3.4 Dissipation term 

In the equation (3.31), the dissipation rate ε is determined through the equation 

(3.55). 

𝐿𝑡 = 𝑐𝜇
3 4⁄ 𝑘3 2⁄

𝜀
 

(3.55) 

where cμ is a constant and Lt is the turbulence integral length scale. As demonstrated 

in prior research [37], this value varies marginally depending on the engine 

operations (speed, load, valve strategy, etc.), but largely depends on the engine type 

and combustion chamber shape. For this reason, it is imposed a sequence of S-shaped 

functions to describe the evolution of Lt during the engine cycle. The parameters of 

these functions are chosen to accommodate the Lt trend accord to results of 3D 

simulations. 

3.4.3.5 Sensitivity analysis of the turbulence tuning constants 

The turbulence model includes ten tuning constants, namely: 

• cKin0, acting on mean flow production during the intake stroke; 

• cTin0, acting on tumble production during the intake stroke; 

• cfd0,T, defining the offset of the decay function for the tumble because of the 

viscous forces; 

• cfdm,T, adjusting the intensity of the tumble collapse near the TDC; 

• cPKk, adjusting the turbulence production from mean flow; 

• cSin, acting on swirl production during the intake stroke (inlet); 

• cSex, acting on swirl production during exhaust stroke (outlet); 
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• cfd0,S, defining the offset of the decay function for the swirl because of the 

viscous forces; 

• cfdm,S, adjusting the intensity of the swirl/squish interaction before the TDC; 

To evaluate the effect of the tuning constants on the turbulence submodel, a 

sensitivity analysis is presented below. 

 

Figure 3.9 - cKin0 effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 

 

Figure 3.10 - cfd0,T effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 

 

Figure 3.11 - cfdm,T effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 

The Figure 3.9-3.15 depict the effect of each tuning constant, by varying those from a 

reference value of ±30%. The impact on the mean flow, tumble and swirl velocities is 

highlighted on the left figures, while the turbulence intensity variations are plotted on 

the right ones. 

Figure 3.9 shows that cKin0 significantly modifies the mean flow and the turbulence 

peaks in the middle of the intake stroke, which however turns in a reduced alteration 

of the turbulence speed-up, close to the TDC. 

Figure 3.10 highlights that an increased (reduced) decay function offset, cfd0,T, 

promotes (lowers) the decay of both mean flow and tumble velocities, turning in a 
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less (more) intense turbulence production close to the TDC. The role of cfdm,T  is 

shown in Figure 3.11. This underlines that this parameter controls the crank angle of 

the tumble collapse, with minor impact on the turbulence peaks. In Figure 3.12, the 

effect of cPKk is illustrated: this constant does not affect the tumble and swirl levels, 

while it modifies the turbulence trend during the compression stroke. It can be noted 

that a higher cPKk determines a lower turbulence during the compression, due to a 

lower U, although similar u′ peaks are reached before TDC. 

 

Figure 3.12 - cPKk effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 

 

Figure 3.13 - cSin effect on mean flow, tumble and swirl velocites (a) and turbulence intensity (b) 

 

Figure 3.14 - cfd0,S effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 

 

Figure 3.15 - cfdm,S effect on mean flow, tumble and swirl velocities (a) and turbulence intensity (b) 
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Figure 3.13 shows the impact of cSin on mean flow and swirl velocities. As expected, 

it promotes (lowers) the increasing (reducing) of swirl during the intake stroke, 

determining a higher (lower) initial velocity value. The generation of turbulence is 

given by the amount of kinetic energy in disordered form (K - KT - KS). Hence, 

despite of higher U and US, the production of u' in compression is not intense, then 

recovers to the TDC for the production term directly related to the swirl speed-up. 

In the Figure 3.14 and Figure 3.15, the parameters that regulate the swirl decay 

function are presented. The figures highlight that the effects on mean flow and swirl 

velocity are qualitatively the same as the ones of tumble decay function. cfd0,S adjusts 

the swirl decay function offset, so it promotes (lowers) the decay of mean flow and 

swirl velocities during all cycle. cfdm,S controls the swirl decay around the TDC, 

adjusting its peak value. 

Under the so far discussed sensitivity analysis, a tuning procedure can be advised. 

The primary step is matching the ordered flow of tumble and swirl with the 3D-

derived results, adjusting firstly cTin0 and cSin. Secondly, cKin0 is identified to 

reproduce the 3D mean flow velocity peak during intake. The tumble collapse (the 

swirl peak) can be further handled by cfd0,T and cfdm,T (cfd0,S and cfdm,S). The cPKk 

multiplier is fine-tuned to adjust the mean flow and turbulence trends, without a 

significant impact on the tumble and swirl levels and turbulence speed-up before 

TDC. 

3.4.4 K-k-ε Turbulence model. 
A brief description of this model is presented, due to the subsequent comparison with 

the turbulence model developed during this research activity. This approach is 

embedded in the commercial software GT-SUITE and it is extensively described in 

[38]. It is developed for SI tumble-assisted engine, so this is the result of significant 

effort directed towards developing zero-dimensional flow models that account for its 

effects. 

This model takes into account the energy cascade mechanism and dissipation rate 

description together, combined via three differential equations: one for the mean 

kinetic energy K, one for the turbulent kinetic energy k and one for the turbulent 

dissipation rate ε. 

𝑑(𝑚𝐾)

𝑑𝑡
= 𝐶𝑖𝑛(1 − 𝛼𝑖𝑛)𝐸𝑖𝑛 + 𝐾𝑚̇𝑜𝑢𝑡 − 𝑃𝑘  

(3.56) 

𝑑(𝑚𝑘)

𝑑𝑡
= 𝐶𝑖𝑛𝛼𝑖𝑛𝐸𝑖𝑛 + 𝑘𝑚̇𝑜𝑢𝑡 + 𝑃𝑘 + 𝐶𝑡𝑢𝑚𝑏𝑇 −𝑚𝜀 

(3.57) 
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𝑑(𝑚𝜀)

𝑑𝑡
= 𝐶𝑖𝑛𝐸𝑖𝑛

√𝑘

𝐿𝑔
+ 𝜀𝑚̇𝑜𝑢𝑡 + 𝑃𝜀 + 𝐶𝑡𝑢𝑚𝑏𝑇

√𝑘

𝐿𝑔
− 1.92

𝑚𝜀2

𝑘
 

(3.58) 

The above equations contain the same quantities as shown in the section 3.4.3: K is 

the mean kinetic energy, k is the turbulent kinetic energy and ε is the turbulent 

dissipation rate. 

𝐸𝑖𝑛 = (1 − 𝐶𝑇)
1

2
𝑚̇𝑖𝑛𝑣𝑖𝑛

2
 

(3.59) 

Ein is the energy associated to the inlet flow, so the first term of each equation 

describes the production related to the flow entering the cylinder. 𝑚̇𝑖𝑛 and 𝑣𝑖𝑛
2  are the 

mass flow rate and isentropic velocity of the flow entering the cylinder, respectively. 

CT is the tumble coefficient associated with the valves, measured on bench and 

provided as input in the 0D model. 

Lg is representative of a geometric length scale, defined as follow: 

𝐿𝑔 = 𝐶𝑙𝑒𝑛 ×min (𝑠, 0.5𝐵) 

(3.60) 

where B is the cylinder bore and s the instantaneous piston stroke. 

The terms Pk and Pε model the production of turbulent kinetic energy and dissipation 

rate, respectively. These parameters are computed as follows: 

𝑃𝑘 = 𝐶𝛽𝑣𝑇
2𝑚𝐾

𝐿𝑔
2
−
2

3
𝑚𝑘 (

𝜌̇

𝜌
) −

2

3
𝑚𝑣𝑇 (

𝜌̇

𝜌
)
2

 

(3.61) 

𝑃𝜀 =
𝜀

𝑘
[5.76𝐶𝛽𝑣𝑇

𝑚𝐾

𝐿𝑔
2
− 2𝑚𝑘 (

𝜌̇

𝜌
) −

2.64

3
𝑚𝑣𝑇 (

𝜌̇

𝜌
)
2

] 

(3.62) 

where vT is the turbulent viscosity and ρ is the density of the charge inside the 

cylinder. 

This model, as well as the K-k family approaches, use tuning constants to predict the 

in-cylinder flow motion. The model involved four tuning constants and permits a no 

case-dependent calibration, responding well to different operating conditions and 

matching results from 3D-CFD with reasonable accuracy. 



55 
 

The model parameter Cin=0.18C1 takes into account the actual flow velocities through 

the valve and C1 is t the tuning constant that considers the magnitude of the inflow 

source term. Cβ=0.38C2 is a model parameter which considers the magnitude of the 

production source terms and C2 is its tuning constant. The model parameter 

Clen=0.18C3 modulates the value of the length scale, where C3 is the associated tuning 

constant. The terms with the quantity T represent the generation of turbulence caused 

by the decay of the tumble macro-vortex during the compression stroke, whereas 

Ctumb is a tuning constant that governs the intensity of this process. 

This 0D turbulence model can be calibrated to match 3D-CFD outcomes by using 

four tuning constants: 

• C1 – controls the levels of mean and turbulent kinetic energies during inflow 

into the cylinder 

• C2, C3 – control the production of turbulence from the mean flow 

• Ctumb – controls the contribution of tumble decay to turbulence production 

3.5 Turbulent combustion modelling for Pre-chamber SI engine 
Despite the various experimental studies available in the literature on a pre-chamber 

SI engine [39-45], numerical analyses are essential for improving and comprehending 

the underlying physics of this innovative architecture for on-road heavy-duty engines. 

In fact, technological and economic factors severely restrict experimental campaigns 

for this type of engine. Consequently, experimental investigations on mixture 

preparation and combustion development within a pre-chamber with such a small 

capacity can be difficult even with optical engines. In addition, the examination of the 

effects of various design elements, such as the placement of the injector, the position 

of the spark plug, and the number, length, and diameter of the holes, needs substantial 

time and costs. Under this perspective, a 3D-CFD model may give precise insights 

into the pre-chamber mixing and combustion processes, hence aiding in the 

appropriate comprehension and optimization of a jet ignition process. Several studies 

were conducted towards this goal, with some focusing on design optimization and 

others on the investigation of various operating situations. Shah [46] examined the 

influence of the pre-chamber volume and the hole diameter on jet propagation in the 

main chamber and concluded that the ideal design must be chosen by balancing two 

opposing effects. Indeed, in a smallest pre-chamber the pressure built up across the 

chambers causes a short burst of pre-chamber ejection instead of a long-lasting jet 

which promotes turbulent mixing in the main chamber. Whereas the largest pre-

chamber causes sufficient pressure build-up but may not exhaust completely before 

main chamber ignites, hence contributing to loss in overall combustion efficiency 

[46]. Moreover, for a given pre-chamber volume, a smaller nozzle diameter will 

result in a greater flow restriction over the chamber, resulting in a high combustion 

enhancement, yet quenching phenomena may occur. In contrast, a larger nozzle 
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diameter creates short-lived bursts of pre-chamber ejection, which does not provide 

enough turbulence to support lean combustion. Analysed in [47] are the effects of 

hole orientation and pre-chamber volume on the turbulence field. 

Due to the formation of tumble motion inside the pre-chamber, the results indicate a 

greater TKE-level at the spark plug for the larger pre-chamber. This is not the case 

for the smaller chamber. However, the requisite high turbulence level near the spark 

plug can only be obtained with a hole orientation that also creates a swirling motion. 

The impact of important design and engine parameters on the fluid mechanics and 

thermodynamic properties of active and passive pre-chambers was investigated in a 

more comprehensive research [48] using 3D-CFD modelling and experimental 

activity. 

The detailed results and several others found in the literature demonstrate that the 

optimal chamber layout is dependent on the behaviour of a variety of pre-chamber 

factors in the correct combination. Therefore, a highly specialized understanding of 

the engine under investigation is required, since it will not be feasible to achieve all 

the suggested benefits merely by adding a pre-chamber to the combustion system. 

The interplay between combustion, chemical kinetics, and turbulence happening in a 

pre-chamber engine may be best described using 3D analysis due to the complexity 

of all the processes described. However, due to the high computing time, the full 

engine working plane is hardly to explore. In contrast, this may be accomplished 

either by time-consuming experimentation or through a numerical engine calibration 

based on 0D/1D techniques, but with a loss of accuracy. 

To achieve the objective, the building of the 0D/1D model had to be capable of 

sensing the primary physical phenomena governing the combustion process in a pre-

chamber engine, which was a formidable undertaking. Clearly, the effort associated 

with model creation began with a review of the existing literature. 

To do this, a number of models offered in the literature were evaluated for their 

capacity to physically represent the many events occurring in a pre-chamber. In [49], 

turbulence (K-k-ε) and heat transport models for a passive pre-chamber are 

developed. In terms of pressure traces and turbulence variables, the model is able to 

faithfully recreate 3D reference data. Due to the lack of linkage with a combustion 

model, the scope of this study was restricted to the investigation of the compression 

stroke. In [50], heat transmission was assessed using a PC-engine-adapted 

correlation. To represent the combustion processes in both chambers, a Wiebe 

function was imposed with the sacrifice of the model's predictability. 

Other methodologies explain the combustion process in an active PC in a more 

phenomenological approach [51]. The early phase of MC combustion is governed, 

according to a prevalent theory, by a conical hot jet from the PC. As an example, a 
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model dependence based on the second Karlovitz number calculated at the PC hole 

output was introduced in [52]. Until the Karlovitz number is greater than one, it is 

considered that the hot jet turbulent flow created by the PC controls the combustion. 

Consequently, the flame propagation is considered self-sustaining, comparable to a 

conventional engine, due to the in-MC turbulence amplification. In [53], the 

combustion growth was estimated using an extra entrainment effect in which the 

fresh charge is entrained into the burning jet. Due to jet penetration, an increase in the 

flame front area was also postulated in [54]. Assumed to be a function of a typical jet 

length, the transition from a drop-shaped flame to a hemisphere. 

Although all these methodologies provide a fairly complete description of the events 

happening in a pre-chamber engine, the range of validation is sometimes restricted to 

a small number of operating situations, particularly with regard to air/fuel quality. As 

a result, the dependability of these techniques is insufficient for simulating the entire 

engine under varying loads, speeds and mixture qualities. 

3.5.1 Fractal Model description 
The combustion model is an improved version of the fractal method developed at the 

University of Naples in the last years [14], that is described in the previous section. It 

has been rearranged to handle the combustion occurring in both MC and PC. In a 

conventional SI engine, the combustion speed is enhanced by the turbulence, which 

in turn is mainly produced during the intake and compression strokes. 

In a PC engine, as reported in [55], the combustion in the MC is additionally 

promoted and supported by the turbulent jets ejecting from the PC, especially during 

the early combustion stage. To consider this phenomenology, the burn rate expression 

is computed as the sum of two terms, see eq. (3.63): 

(
𝑑𝑚𝑏
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)
𝑜𝑣𝑒𝑟𝑎𝑙𝑙

= (
𝑑𝑚𝑏

𝑑𝑡
)
𝑓𝑟𝑎𝑐𝑡𝑎𝑙

+ (
𝑑𝑚𝑏

𝑑𝑡
)
𝑗𝑒𝑡

 

(3.63) 

The first term describes the burning rate occurring in a conventional engine, where a 

corrugated thin flame front, with surface AT, locally propagates at laminar speed, SL: 

(
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𝑑𝑡
)
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)
𝐷3−2

 

(3.64) 

The freshly written parameters were provided in the previous section, thus the second 

term of the equation (3.63) will receive more focus. 

The burning rate contribution due to the turbulent jets is computed under the 

hypothesis that the jets entrain fresh charge (air and fuel) and that the entrained mass 



58 
 

progressively burns and releases heat. The heat release rate is assumed to be 

proportional to the difference between the current entrained mass (mentr) and its 

burned portion (mb,entr), and inversely proportional to a characteristic timescale τ, see 

eq. (3.66). Following the well-known eddy burn-up approach [17], this last is 

calculated as the ratio between the Taylor length scale, ΛT, and the laminar flame 

speed, SL. The current total entrained mass, mentr, is computed by the integration of its 

time derivative, eq. (3.67), which, in turn, is estimated by the semiempirical 

correlation proposed in [52]. The aforesaid entrained mass rate depends on the mass 

flow rate coming out of the PC, 𝑚̇𝑗𝑒𝑡, on a tuning constant, cjet, and on the density 

ratio between PC and MC. Similarly, the burned entrained mass, mb,entr, is computed 

by the integration of eq. (3.65). 

(
𝑑𝑚𝑏
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)
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(3.67) 

The combustion start in the PC is univocally defined by the spark timing, given as a 

simulation input. On the contrary, the combustion onset in the MC is predicted 

according to the current flame radius in the PC. As soon as it exceeds a critical value, 

named rcrit, the MC combustion is activated. This parameter, directly correlated to the 

PC height, can be considered as an additional tuning constant, adjusting the 

combustion start in the MC. 

The AL in the MC is evaluated at each simulation time step as a function of the 

burned gas volume and of the piston position under the hypothesis of multiple 

spherical flame fronts propagating from the jets ejected by the PC. The centers of 

those spheres are supposed to be placed along the turbulent jet axis a predefined 

distance from the PC holes. Under the hypothesis that the flame mainly develops 

when the turbulent jets have almost dissipated their initial kinetic energy [56]. As for 

the pre-chamber, a smooth spherically shaped propagation is considered with a center 

moving at a speed proportional to the jet velocity. Presumed ignition sites are located 

along each turbulent jet, from which the flame propagates spherically. The position of 
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sphere centres, differently from the PC, is assumed fixed during the combustion 

development, assigned as an additional input parameter. 

3.6 Knock and Heat Transfer modelling 
During the calibration phase in the test bed, in order to avoid the occurrence of 

abnormal combustions, the Knock Limited Spark Advance (KLSA) has to be 

identified. If a numerical calibration has to be carried out, a knock model must be 

also coupled to the combustion model.  

Auto-Ignition (AI) processes are best described using sophisticated chemical kinetic 

schemes, which involve hundreds of species and thousands of reactions [57]. The 

primary problem of this method is its high CPU use. Simpler models based on 

empirical formulations of auto-ignition delay [58] can be utilized. The primary 

shortcoming of such a formulation is the restricted ability to use the correlation 

outside of the air/inert/fuel quantities addressed during correlation development. In 

addition, the chemical effects generated by sophisticated knock suppression 

techniques, such as EGR or water injection, are difficult to anticipate. In [59], a 

tabular technique, which relies on the off-line solution of chemical processes in a 

Constant-Pressure (CP) or Constant-Volume (CV) reactor, is shown to provide a 

suitable compromise between accuracy and complexity for the estimate of the AI. 

The table displays the AI time, τAI, as a function of pressure, temperature, equivalence 

ratio and residual content. In the engine model, the knock event happens when the AI 

integral, given by equation (3.68), is greater than unity. 

∫
𝑑𝑡

𝜏𝐴𝐼
 

(3.68) 

In fact, to generate a tiny safety margin, a threshold level that is adjustable below the 

unit threshold is defined. As previously stated, the AI table is derived from the off-

line solution of a kinetic scheme conducted at different pressure, temperature, and 

air-to-fuel ratios for the unburned reactants in a reactor with constant pressure. 

The pre- and main-chamber heat transfer is represented by a Hohenberg-like 

correlation [4]. This correlation calculates the gas-cylinder wall heat transfer as a 

function of the instantaneous volume, pressure, and temperature of the cylinder. The 

average piston speed also considers the engine speed. In the case of the PC, the extent 

of heat transfer is considered to be governed only by the in-PC pressure and 

temperature, while engine rotating speed is ignored. No special method is used to 

evaluate the heat losses in the PC holes. 
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4 Assessment of the advanced turbulent combustion model for a 

heavy-duty SI CNG fuelled engine 
The first phase carried out during the PhD research work was focused on the 

assessment of the turbulence and fractal combustion models on a SI diesel-derived 

heavy-duty engine fuelled with CNG.  

4.1 Engine description 
The main features of the engine under study (Figure 4.1) are reported in Table 4.1. 

This engine is designed to guarantee long-distance when installed on heavy-duty 

trucks (over 16 tons of gross vehicle weight). It is a heavy-duty, turbocharged SI 

engine with a compression ratio of 12:1. The considered engine is retrofitted from a 

Compression Ignition (CI) application, through the installation of ported CNG 

injectors and spark-plugs. The CNG is injected through a Multi Point Injection (MPI) 

system, and it is metered to ensure a close-to-stochiometric air/fuel mixture in the 

combustion chamber. 

The load control is realized by the waste-gated turbocharger at mid/high load, and by 

the throttle valve at low load. An intercooler is located after the compressor to limit 

the inlet temperature of the air. Each cylinder is equipped with a centred spark-plug, 

and two intake and exhaust valves, both with fixed timing (Figure 4.2). 

 
Figure 4.1 - Overview of the 6-cylinder engine under 
exam 

 

 
Figure 4.2 - Layout of the intake and exhaust systems, with 
the piston at the TDC position (numerical domain for the 
3D-CFD simulations) 

 

The experimental campaign is carried out at Istituto di Scienze e Tecnologie per 

l’Energia e la Mobilità Sostenibili (STEMS), analysing the engine at full- and part-

load conditions. The engine is tested at five different speeds from 1100 up to 1900, 

for 5 different load levels. In total, 25 operating points, listed in Table 4.2, are 

investigated, identified by the couple engine speed and load (rpm@BMEP). For each 

condition, overall performance data, such as Brake Specific Fuel Consumption 

(BSFC), fuel rate, and emissions are collected. Additionally, the instantaneous 

pressure cycle is recorded through a pressure transducer, and post-processed to derive 
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the angular positions of representative combustion stages (spark event and 10%, 50% 

as well as 75% of Mass Fraction Burned). 

Table 4.1 - Main features of the selected CNG SI heavy-duty engine 

Turbocharged SI Engine 

Cylinder Arrangement 6l (in-line) vertical 

Displacement, l 12.85 

Compression Ratio 12:1 

Stroke, mm 150 mm 

Bore, mm 135 mm 

Valves per cylinder 4 

Bowl depth ~30 mm 

Bowl radius ~37 mm 

Average squish height ~2.5 mm @ TDC 

Maximum brake power, kW 338 @ 1900 rpm 

Maximum brake torque, Nm 2000 @ 1100 / 1620 rpm 

Injection System MPI 

Valve number 4 

IVO – IVC at 2 mm lift, CAD AFTDC 383-515 

EVO – EVC at 2 mm lift, CAD AFTDC 146-333 

External EGR NO 

Looking at combustion phasing in Table 4.2, expressed by the Crank Angle Degree 

(CAD) at which 50% of the mixture is burned (MFB50), it is evident that the engine 

works at knock-limited conditions for the higher loads. Whereas for BMEP levels 

below 13 bar, the typical optimal MFB50 around 8-10 CAD is detected, which leads 

to the maximum brake torque efficiency. 

Table 4.2 - List of operating points 

Case Operating condition 

rpm @ BMEP [bar] 

SA 

CAD BFTDC 

MFB50 

CAD AFTDC 

1 

1900 

16.6 13.8 17.5 

2 13.3 16.6 14.1 

3 10.0 23.5 7.5 

4 6.6 26.2 6.6 

5 3.3 25.8 9.7 

6 

1620 

19.4 11.3 19.0 

7 15.6 13.4 16.4 

8 11.7 19.1 10.4 

9 7.8 24.3 7.0 

10 3.9 23.8 10.0 

11 
1500 

19.4 10.7 19.2 

12 15.6 13.0 16.1 
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13 11.7 18.7 10.3 

14 7.8 23.0 7.5 

15 3.9 23.8 10.0 

16 

1300 

19.5 9.9 18.4 

17 15.6 12.2 15.2 

18 11.7 17.9 10.3 

19 7.8 20.8 8.9 

20 3.9 22.4 10.1 

21 

1100 

19.5 9.0 17.7 

22 15.6 11.1 15.0 

23 11.7 16.7 9.9 

24 7.8 18.3 9.9 

25 3.9 19.7 11.3 

4.2 Tuning and validation of the turbulence model 
This section presents the predictions of the 0D flow/turbulence model, developed 

during this research activity, at 2 operating conditions and compares them to the 

results obtained via 3D-CFD simulations, widely detailed in [1]. The operating 

conditions considered are at 1200 rpm and 1900 rpm, whose main engine settings are 

listed in Table 3. 

A single-cylinder 1D model of the engine under study is developed within a 

commercial software (GT-Power) based on a 0D/1D modeling environment, where 

the engine is schematized through a network of 1D pipes and 0D volumes. The 0D 

flow/turbulence pattern is implemented as user sub-model using GT-Power tools and 

it ran in motored conditions just to evaluate the cold flow impact on turbulence 

generation, with no combustion influence. 

The 3D-CFD simulations of the gas exchange process were performed by PoliMi 

research group with Lib-ICE software, which is a code based on the OpenFOAM 

technology and extensively used for simulating IC engines for both academical and 

industrial tasks [2, 3, 4]. The tumble and swirl radii, rT and rS, derived from 3D 

analyses are here defined as: 

𝑟𝑇 =
∑ 𝑚𝑖[(𝑥𝑖 − 𝑥𝐺)

2
𝑐𝑦𝑙 + (𝑧𝑖 − 𝑧𝐺)

2]

∑ 𝑚𝑖𝑐𝑦𝑙 √(𝑥𝑖 − 𝑥𝐺)
2 + (𝑧𝑖 − 𝑧𝐺)

2
 

(4.1) 
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𝑟𝑆 =
∑ 𝑚𝑖[(𝑥𝑖 − 𝑥𝐺)

2
𝑐𝑦𝑙 + (𝑦𝑖 − 𝑦𝐺)

2]

∑ 𝑚𝑖𝑐𝑦𝑙 √(𝑥𝑖 − 𝑥𝐺)
2 + (𝑦𝑖 − 𝑦𝐺)

2
 

(4.2) 

where mi is the mass in the ith cell; xi, yi, zi are the Cartesian coordinates of the ith 

cell center; and xG, yG, zG are the Cartesian coordinates of the in-cylinder mass center. 

The tumble and the swirl radii are here defined around the y-axis and z-axis, 

respectively (see Figure 4.2). 

Table 4.3 - The investigated operating conditions 

Operating condition Cruise 

135 mm 

230 mm 

Max power 

4 

-155°  BTDC @ 0.25 mm lift 

Engine speed [rpm] 1200 1900 
Brake torque [Nm] 850 1700 
Brake power [kW] 100 338 
Air-fuel ratio 𝜆 1 1 
EGR [%] 14.5 11.2 

 

Figure 4.3 - Comparison between 3D-CFD and 0D results of tumble (a) and swirl (b) radii and normalized integral length scale (c). 

The flow/turbulence model is tuned manually through a simple trial and error 

procedure to obtain a good match of all quantities of interest with 3D results. These 

last are synthesized in scalar quantities through mass-averaging process within the 

cylinder. Since 3D simulations started at the beginning of the exhaust phase, with null 

initial swirl, and covered a single engine cycle, a full cycle-by-cycle convergence is 
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not reached. All the 0D/3D comparisons presented below cover intake, compression 

and a portion of expansion stroke, when cyclic convergence can be assumed 

adequate. The values of the flow/turbulence model constants after the tuning are 

listed in the Table 4. They are kept fixed for the tested operating conditions, with no 

case-dependent specific tuning. 

As mentioned previously in this K-k-T-S model, some data, more related to 

geometrical characteristics of the engine and combustion chamber, are not calculated, 

but imposed according to predefined patterns. Using equation (3.46), the radii of 

tumble and swirl are determined by modifying the cr0X and crmX parameters to match 

the 3D levels at BDC and TDC, respectively. Similarly, the integral length scale is 

computed by assigning levels at certain angular points (firing TDC, minimum and 

maximum levels during intake and compression strokes). Figure 4.3 demonstrates 

that the 0D patterns properly match the 3D counterparts, particularly during the 

intake and compression strokes, which are the most significant phases for a good 

forecast of combustion. 3D-CFD simulations revealed no notable variations in the 

outcomes of tumble/swirl radius and integral length scale for the two analysed engine 

rotational speeds. Thus, 0D/3D assessment is only presented for the speed of 1900 

rpm. 

Table 4.4 - Values of flow model tuning constants 

Tuning constant Value Tuning constant Value 

cKin0 0.60 cSin 0.08 

cTin0 0.45 cSex 0.02 

cfd0,T 0.55 cfd0,S 0.05 

cfdm,T 1.0 cfdm,S 1.0 

cPKk 3.5 
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Figure 4.4 - Comparison between 3D-CFD and 0D results at 1200 rpm of mean flow velocity (a), tumble number (b), swirl number (c) 
and turbulence intensity (d). 
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Figure 4.5 - Comparison between 3D-CFD and 0D results at 1900 rpm of mean flow velocity (a), tumble number (b), swirl number (c), 
and turbulence intensity (d). 

Figure 4.4 and Figure 4.5 shows that the overall behaviour of the model is quite 

satisfactory in the comparison with 3D outcomes, for both the analysed operating 

conditions. Although the simulations were carried out for the entire engine cycle, 

only between -360 and 90 CAD is shown, because in this angular arc the spark 

ignition starts. The mean flow velocity, the tumble number, the swirl number, and the 

turbulence intensity denote a very good agreement with the related 3D profiles, 

during most of the engine cycle. The mean flow velocity, tumble and swirl, increases 

during the intake phase due to incoming flow through the intake valve. According to 

expectations, those velocities appropriately scale with engine rotational speed, 

passing from 1200 rpm to 1900 rpm. After a partial decay during the ending part of 

the intake phase, mean flow velocity persists and even accelerates near TDC because 

of the swirl motion speeding up. The swirl radius reduces, approaching the TDC, due 
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to the smaller volume available in the combustion chamber, so for the angular 

momentum conservation, the swirl velocity enhances. The squish is not directly 

described by a dedicated equation, but its effects are indirectly taken into account as 

energy lost in the decay of the swirl. 

As emerged from 3D analyses, tumble momentum presents comparable components 

around two principal axes (x-axis and y-axis) perpendicular to the cylinder symmetry 

axis (z-axis). For this reason, those momentum components are combined according 

to: 

𝑇𝑋𝑌 = √𝑇𝑋
2 + 𝑇𝑌

2 

(4.3) 

For sake of consistency, the absolute values of 0D-computed tumble number are 

compared to 3D results in Figure 4.4b and Figure 4.5b. The 0D prediction appears 

quite poor during the intake phase, due to its incapability to reproduce multiple and 

unstructured tumble eddies generated during this phase in the engine under study. 

The model accuracy drastically improves during the compression stroke, where 

tumble collapse towards TDC is quite well captured. 

Looking at Figure 4.4c and Figure 4.5c, the tumble and swirl number profiles are 

overall satisfactorily reproduced during most of the engine cycle, with a higher 

accuracy towards the ending portion of the compression stroke, when the contribution 

of those motions to turbulence generation become more relevant. The turbulent 

intensity is satisfactorily predicted in the 0D pattern over the considered portion of 

the engine cycle. During the intake phase and the early stage of the compression 

stroke, 0D turbulence prediction mainly relies on accuracy in the simulation of mean 

flow velocity. Near to the TDC, the characteristic speed-up of turbulence intensity is 

captured by the model through the cascade mechanisms of kinetic energy from 

unordered and ordered flows to smaller scales. 

4.2.1 Comparison with GT-Suite turbulence model 
In this section a comparison of 0D results between the above-mentioned K-k-T-S 

turbulence model and the commercial code embedded in the GT-Suite v.2016 tool is 

shown, with the purpose to evaluate pros and cons of both turbulence models. 

The K-k-ε model calibration is completed with the purpose to match the peak of in-

cylinder turbulence intensity in the crank angular degrees range in which the 

combustion starts. The calibration strategy is a trial and error one and a no case-

dependent specific tuning is approached. 
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Figure 4.6 - Comparison between 3D-CFD and 0D results at 1200 rpm of mean flow velocity (a), tumble number (b), swirl number (c) 
and turbulence intensity (d) for K-k-T-S and K-k-ε models. 
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Figure 4.7 - Comparison between 3D-CFD and 0D results at 1900 rpm of mean flow velocity (a), tumble number (b), swirl number (c) 
and turbulence intensity (d) for K-k-T-S and K-k-ε models. 

K-k-ε model available in GT-Power v2016 does not permit to tune the tumble and 

swirl evolution inside the cylinder during the compression stroke. In GT-Power 

v2019, a tuning constant was introduced which allows to modulate the tumble decay, 

but this is not the case of swirl motion. K-k-ε model initialize tumble and swirl by the 

steady related coefficients of intake valve/port, obtained by experimental tests or by 

3D steady simulations. In the case of the considered engine, tumble coefficient data 

were not available, while the 0D predicted swirl was too high compared to the one 

evaluated through 3D simulations. Among the pros of this model there is certainly the 

possibility of calibrating it using less tuning constants, see Table 4.5, but the K-k-ε 

model is not able to obtain the same results as the K-k-T-S one, both with regard to 

the ordered and unordered flows. The K-k-T-S model needs to be calibrated by more 

tuning constants, but this obstacle is easily avoided by using a calibration strategy 
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that is presented in section 3.4.3.5. In addition, K-k-T-S turbulence model is able to 

replicate in-cylinder flow motion for all engine type, tumble- and swirl-assisted one, 

just by intervening on the proper tuning constants. 

Table 4.5 - Values of K-k-ε model tuning constants 

Tuning constant Value Tuning constant Value 

C1 3.0 C2 3.0 

C3 0.3 Ctumb 1.0 

4.2.2 Comparison with K-k-T turbulence model 
In this section a comparison of 0D results between the K-k-T model and the K-k-T-S 

one is shown. The K-k-T turbulence model, is a previous step of the turbulence model 

developed during this research activity, presented extensively in [5]. It considered not 

only an equation for the kinetic energy of the mean flow, K, and one of the turbulent 

flow, k, but also an equation for the specific angular momentum of the tumble 

motion, T. In tumble-assisted SI engines, this model is highly recommended, but in 

the engine under exam, where the combustion chamber is in the piston crown and the 

cylinder head has a flat geometry, the flow motion during the intake phase is mainly 

governed by the swirl motion rather than tumble one. Figure 4.8 and Figure 4.9 depict 

the comparisons between the results of the presented K-k-T-S model and the ones of 

the K-k-T variant. The figures show that the novel model is able to obtain a better 

prediction of mean flow kinetic energy around the FTDC. On the opposite, the K-k-T 

model does not perceive the effect of swirl motion in sustaining the mean flow 

velocity when the piston moves around the FTDC. This reflects in an improved 

turbulence estimation by the K-k-T-S model, especially for the higher rotational 

speed. 
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Figure 4.8 - Comparison between 3D-CFD and 0D results at 1200 rpm of mean flow velocity (a), tumble number (b), swirl number (c) 
and turbulence intensity (d) for K-k-T-S and K-k-T models. 
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Figure 4.9 - Comparison between 3D-CFD and 0D results at 1900 rpm of mean flow velocity (a), tumble number (b), swirl number (c) 
and turbulence intensity (d) for K-k-T-S and K-k-T models. 

4.3 Fractal combustion model tuning and validation 
The model of the engine under study is developed within a 0D/1D environment, 

where the engine is schematized through a network of 1D pipes and 0D volumes. The 

turbocharger system is handled by a standard map-based approach, whereas the in-

cylinder phenomena are described by refined, in-house developed, phenomenological 

sub-models for turbulence, combustion, and heat transfer.  

To reproduce in the 1D model the same operating conditions experienced in the 

experimental campaign, some control parameters are imposed as a simulation input. 

More specifically, the fuel is automatically metered to match the measured air/fuel 

ratio, whereas two PIDs are introduced for load control. The former acts on the 

turbocharger wastegate opening, which targets the measured boost level. The latter 
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modifies the throttle valve position, following the measured BMEP level. The 

experimentally-derived MFB50 is imposed in the simulations, iteratively adjusting 

the SA at run-time, until the prescribed MFB50 is matched. 

4.3.1 Laminar flame speed correlation 
As already pointed out, for the estimation of the burn rate, a laminar flame speed 

correlation is required. The laminar flame speed experimental-derived correlation 

presented in section 3.4.2 is utilized, recalled here: 

𝑆𝐿(𝜙, 𝑇𝑢, 𝑝) = 𝑆𝐿0 (
𝑇𝑢
𝑇0
)
𝛼

(
𝑝

𝑝0
)
𝛽

 

(4.4) 

In the experimental activity, the fuel injected in the combustion chamber is a CNG, 

whose average composition is summarized in Table 4.6. The fuel is mainly composed 

by methane (84.78 %) and ethane (8.88%), with a similar percentage of molecular 

nitrogen (1.90 %), propane (1.88%) and carbon dioxide (1.87%). The remaining 0.69 

% is composed of 4 minor species. Depending on the feedstock quality, some small 

variations may however occur. 

Table 4.6 - Composition of CNG used in the experiments. 

Fluid Volume percentage 

Methane 𝐶𝐻4 84.78 % 

Ethane 𝐶2𝐻6 8.88 % 

Nitrogen 𝑁2 1.90 % 

Propane 𝐶3𝐻8 1.88 % 

Carbon Dioxide 𝐶𝑂2 1.87 % 

N-Butane  𝐶4𝐻10 0.50 % 

N-Pentane 𝐶5𝐻12 0.08 % 

Helium 𝐻𝑒 0.07 % 

N-Hexane 𝐶6𝐻14 0.04 % 

In order to better assess the impact of the CNG composition, and particularly of the 

ethane and propane content on SL, a preliminary analysis is carried out. To this aim, 

two different fuels are considered, the former is composed of pure methane (with 

χ1=χ2=0), the latter is a mixture of propane, methane and ethane, with a percentage of 

89%, 9%, 2%, respectively (labelled in the following as CNG surrogate). The 

correlation predicted influence of the equivalence ratio on the laminar flame speed is 
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represented in Figure 4.10 at various temperature and pressures, for pure methane and 

CNG surrogate. The SL differences between pure CH4 and the blend are negligible. 

Minor differences only occur under very-lean or very-rich conditions. In the light of 

the above comparisons and considering that the tested engine works under close-to-

stochiometric conditions, it was assumed to treat the CNG as a pure methane for the 

SL calculation, neglecting the presence of any other species. 

 

Figure 4.10 - Comparison of the predicted laminar flame speed as a function of the equivalence ratio for pure methane and CNG 
surrogate. 

4.3.2 Model tuning 
The combustion model is firstly tuned at full load curve, to minimize the overall 

speed-averaged error between the computed and experimental characteristics 

combustion angles. To this aim, three tuning constants have to be specified, each of 

them acting, as said, on a specific phase of the combustion process, namely the 

transition between an initially laminar to a fully-turbulent combustion, the fully-

developed flame wrinkling, and the combustion tail. Using a trial-and-error 

procedure, a single set of tuning constants is identified, following the steps presented 

in [6], whose tuning constants are defined in section 3.4.2: 

1. MFB10-50 error is minimized by cwrk adjustments; 

2. MFB0-10 error is controlled by ctrans tuning; 

3. MFB50-75 error is minimized by a proper xwc selection. 

In Figure 4.11, the results of the full-load curve tuning procedure are reported in 

terms of characteristic combustion events, namely SA, MFB10, MFB50, and MFB75. 

Since the MFB90 is always hard to measure experimentally due to the inaccuracy to 

catch the end of combustion, MFB75 is considered to adjust the speed of the 

combustion tail. 

Since the MFB50 is imposed in the calculations, the combustion model accuracy can 

be mainly appreciated in terms of experimental/numerical comparison on the SA. 
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A slow initial burning rate, expressed as [MFB10-SA] duration, is evident in the 

results. Being the considered engine retrofitted from a CI application, a low 

turbulence level is established inside the combustion chamber, which lengthens the 

transition from an initially laminar to a fully-turbulent combustion. Since the 

phenomenon is directly considered in the model, a good match of both the SA and the 

MFB10 can be observed. The burning speed during the combustion core, expressed in 

terms of [MFB50-MFB10], is also very well reproduced. 

 

Figure 4.11 - Experimental vs numerical comparison of characteristic combustion angles at full load. 

4.3.3 Model validation 
Once tuned at full load, the combustion model is applied to the analysis of all the 

other operating points listed in Table 4.2, using the same set of previously defined 

tuning constants. Firstly, the model validation is proved in terms of global 

performance, where the Root Mean Squared Error (RMSE) is presented as a global 

indicator of the model accuracy. 

𝑅𝑀𝑆𝐸 = √∑(𝑧𝑓𝑖 − 𝑧𝑜𝑖)
2 𝑁⁄

𝑁

𝑖=1

 

(4.5) 

To show the model sensitivity to the engine load, in Figure 4.12-Figure 4.18, the five 

load levels tested at each speed (see Table 4.2) have been differenced by various 

symbols and colours. 

In Figure 4.12 the measured and computed air flow rates are compared. The RMSE is 

rather low (10.92 kg/h) and all the analysed points are within the error band ± 5%, 

denoting an accurate schematization of the engine geometry, of the turbocharging 

system, and a proper specification of the valve flow coefficients. 



81 
 

The experimental/numerical correlation between the main combustion events is 

reported in Figure 4.13-Figure 4.14, while in Figure 4.15 is shown the burn duration. 

Globally, the model produces with good accuracy the prediction of all these 

quantities. In particular, the SA is well-captured with an RMSE of about 1.15 CAD 

(Figure 4.13). Since the load spans from 20% to 100% of the full load, this result can 

be considered excellent, being the model capable to perceive the progressive advance 

of the spark timing at reducing load. This is obtained thanks to the ability to consider 

the superimposed effects of the simultaneous decrease of in-cylinder turbulence, 

pressure and temperature. The good accuracy in the prediction of combustion phases 

for all load levels is further confirmed by Figure 4.14 in which the 

numerical/experimental correlation of MFB10 is shown. Even for the MFB10 the 

accuracy is very good, in fact, the error never exceeds ±2 CAD for all the prescribed 

loads, with an RMSE of 0.84 CAD. 

The burn duration is again considered between 10% and 75% of the fuel burned. In 

Figure 4.15, the burn duration prediction is good in comparison with the measured 

counterparts, with a RMSE of 0.77 CAD, confirming the robustness of both 

combustion and turbulence models. 

 

Figure 4.12 - Experimental vs numerical airflow rate comparison. 
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Figure 4.13 - Experimental vs numerical spark advance comparison. 

The above combustion results can be considered overall satisfactory, taking into 

account that no case-dependent tuning is applied, and the assessment includes both 

full and part load operating points. The globally appropriate accuracy in the 

combustion process description is confirmed by the numerical/experimental 

comparisons of peak pressure level, depicted in Figure 4.16. The peak pressure level 

is to some extent overestimated / underestimated at high / low-load, but always inside 

a range of ±5%, with an RMSE of 0.74 bar. 

 

Figure 4.14 - Experimental vs numerical MFB10 comparison. 
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Figure 4.15 - Experimental vs numerical Burn Duration 10-75 comparison. 

 

Figure 4.16 - Experimental vs numerical pressure peak comparison. 

 

Figure 4.17 - Experimental vs numerical BSFC comparison. 
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Figure 4.18 - Experimental vs numerical turbine inlet temperature. 

As a further confirmation of the model reliability in terms of wall heat transfer, flow, 

and combustion prediction, the BSFC comparison is reported in Figure 4.17. All the 

operating points are included in the band ± 5%, with an RMSE equal to 2.31 g/kWh. 

The highest errors occur systematically at low loads, where the fuel consumption is 

slightly overestimated. 

In Figure 4.18 the correlation between experimental data and numerical results on 

turbine inlet temperature is shown. The accuracy is good, with an RMSE equal to 

15.9 K. A little overestimation for low load levels is observed, but numerical results 

are always in the range of ±5% of deviation, depicting a good calibration of both in-

cylinder and exhaust pipes wall heat transfer. 

An additional experimental/numerical comparison concerns the NOx emissions, 

reported in Figure 4.19. The extended Zeldovich mechanism, applied without any 

tuning, demonstrates to be reliable enough in sensing both load and speed variations, 

with a RMSE of about 109 ppm. 

 

Figure 4.19 - Experimental vs numerical NOx raw emissions 
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Figure 4.20 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1100rpm@ 19.5 (a), 11.7 (b), 3.9 
(c) BMEP. 

A more impressive check of the simulation reliability is given by the 

experimental/numerical comparisons of the pressure traces and the related burn rates, 

shown in Figure 4.20-Figure 4.22. In particular, nine representative operating points 

from Table 4.2 are selected, at different engine speeds and loads. The black lines 

represent the experimental traces, whereas the red ones correspond to the model 

outcomes. The comparison is done for mean pressure cycles, experimental traces are 

obtained for 200 firing cycles with a percentual error of 1%. 

The agreement between experimental/numerical pressure trends is quite good in 

terms of global shape, timing and peak levels for all the analysed operating points. 

During the compression stroke, a slight underestimation of the pressure traces is 

visible with a higher extent at increasing load. The underestimation of the pressure 

traces could be probably due to the prediction of a slightly faster combustion, with 

delayed beginning, which reflects in lower pressure levels around the TDC. At this 

stage of the research activity, a model of kernel development is not considered, but 

this is expected to improve the model predictivity. Another possible reason for 

pressure mismatch around the TDC could be some inaccuracy in the experimental 

measurement of the boost level, which is targeted in the model by the turbocharger 
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WG control. Regarding the burn rate, the model well follows the experimental 

profiles, detecting the evident slow-down when the load decreases. The demonstrated 

accuracy of the combustion model, as already mentioned, mainly relies on the 

capability to perceive superimposed effects of in-cylinder, turbulence, pressure, 

temperature and residual content. 

For sake of completeness, the 1D simulations are repeated with experimental SA 

imposed and the corresponding results are plotted in Figure 4.20-Figure 4.22 with blue 

lines. In this case, the model tuning is kept unchanged to have a fair comparison with 

results with MFB50 imposed. The figures put into evidence that the model accuracy 

slightly worsens when imposing the SA instead of the MFB50. This modelling lack is 

expected to improve with a better description of the early combustion stage, including 

the flame kernel formation and development. 

 

Figure 4.21 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1500 rpm@ 19.4 (a), 11.7 (b), 
3.9 (c) BMEP. 
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Figure 4.22 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1900 rpm@ 16.6 (a), 10.0 (b), 
3.3 (c) BMEP. 

4.4 Comparison with Eddy burn-up combustion model 
In this section a comparison of the results obtained by the two above-mentioned 

predictive combustion model, the fractal and the eddy burn-up one, is described. The 

aim of this activity is to evaluate the predictive capabilities of both combustion 

models in terms of characteristic combustion events and burn rate profiles. 

The formulation of the considered combustion models and their main differences 

have been discussed in the section 3.4. However, in order to carried out a proper 

assessment, some common aspects are preserved. In particular, they are coupled to 

the same turbulence sub-model, laminar flame speed correlation and laminar flame 

front area evaluation. 

Turbulence parameter required by the combustion models are derived by the same K-

k-T-S turbulence model, due to its better reliability for this type of engine. The 

laminar flame speed is computed by the same numerical correlation, equation (4.4), 

for the same fuel compositions (Table 4.6). 

Combustion start can be specified in a 1D model in two different ways: the measured 

SA is directly assigned, and the MFB50 is numerically estimated, or, alternatively, the 
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experimentally-derived MFB50 can be assigned. In the latter case, the SA is changed 

at each simulation period through a controller, until the computed MFB50 matches the 

experimental value. This option is followed here, in order to ensure a combustion 

development with similar in-cylinder conditions for both combustion models. Model 

accuracy is hence estimated in terms of predicted SA and combustion durations. 

In a first stage, the combustion models have been tuned at full load, see Figure 4.23, 

then the identified optimal constants for both models, reported in Table 4.7, are kept 

fixed for all 25 operating points. 

 

Figure 4.23 - Experimental vs numerical comparison of characteristic combustion angles at full load of both combustion models. 

Table 4.7 - Identified tuning constants for fractal and eddy burn-up combustion models 
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Model validation is then assessed in terms of global performance parameters, such as 

the volumetric efficiency, BSFC, in-cylinder peak pressure, etc. For sake of brevity, 

the validation data are here presented in terms of numerical/experimental BSFC and 
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maximum in-cylinder pressure comparisons, as reported in Figure 4.24 and Figure 

4.25. 

 

Figure 4.24 - Numerical/experimental comparison of BSFC between the two phenomenological combustion models 

 

Figure 4.25 - Numerical/experimental comparison of peak pressure between the two phenomenological combustion models 

Once tuned, the eddy burn-up model almost provides the same results. The eddy 

burn-up model denotes a good agreement with the experimental BSFC data, with a 

percent error within a range of ±2%, as well as the fractal model one. The model 

accuracy can be considered adequate to support the consistency of the analyses 

presented in following. 

Regarding the combustion evolution, the differences between the two models can be 

more clearly evidenced in the next figures. To this aim, the numerical/experimental 

comparisons, in terms of Spark Advance, MFB10-50 and MFB10-75 are proposed in 

Figure 4.26, Figure 4.27 and Figure 4.28. In those figures, the fractal and eddy burn-

up model outcomes are compared with the experimental data. To quantify the 

accuracy levels, the mean squared error on the duration of various combustion phases 

is computed. It can be observed that a satisfactory tuning has been effected on both 

models, with a similar RMSE. 
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Figure 4.26 - Numerical/experimental comparison of spark advance between the two phenomenological combustion models 

 

Figure 4.27 - Numerical/experimental comparison of MFB10-50 between the two phenomenological combustion models 

 

Figure 4.28 - Numerical/experimental comparison of MFB10-75 between the two phenomenological combustion models 

As general remark, it can be underlined that the predictive capability of both 

combustion models is quite similar. 
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A further verification of the good predictive capability of both combustion models is 

made by the comparison between the pressure trends and burn rate resulting from the 

two models in Figure 4.29, Figure 4.30 and Figure 4.31. The plots confirm the good 

capability of both models in describing the combustion process along its whole 

development and completion. 

 

Figure 4.29 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1100rpm@ 19.5 (a), 11.7 (b), 3.9 
(c) BMEP. 
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Figure 4.30 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1500rpm@ 19.5 (a), 11.7 (b), 3.9 
(c) BMEP. 
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Figure 4.31 - Experimental vs numerical comparison of in-cylinder pressure traces and burn rates at 1900rpm@ 19.5 (a), 11.7 (b), 3.9 
(c) BMEP. 

Regarding the tuning effort, the fractal approach is simpler to calibrate since each 

tuning constant exerted a quite isolated effect on a single combustion process phase. 

The eddy burn-up model is less intuitive to calibrate, presenting a more difficult 

tuning effort, as a consequence of the relevant constant coupling. Despite this, the 

results underlined that the main combustion events are satisfactorily predicted by 

both models in comparison with experimental data. 

4.5 Summary of the research activity on SI heavy-duty engine 
The main topic of this research activity was to enhance the predictive capabilities of a 

fractal combustion model, through the coupling with an appropriate turbulence model 

suitable for large bore engines, including swirl motion interacting with the squish 

motion as turbulence production source in addition to tumble collapse. The developed 

models are adopted to simulate the operation of an SI CNG heavy-duty engine 

retrofitted from a CI Diesel engine, where intake port and piston shape are conceived 

to promote swirl motion within the cylinder. 

The K-k-T-S turbulence model is tested for the two different engine operating 

conditions, and validated against 3D-CFD simulation results under motored 
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conditions. Despite the difficulties in describing in a 0D pattern a complex 3D flow 

motion, the model quite well reproduces the mean flow, tumble, swirl and turbulence 

intensity profiles during the phases most relevant for combustion prediction, that are 

intake, compression and expansion phases. A comparison between three turbulence 

model is described, the K-k-ε, K-k-T and the K-k-T-S one. The first two are surely 

indicated for their reduced effort in the calibration strategy but express their best only 

within a class of engines, the tumble-assisted one. In this case, the K-k-T-S turbulence 

model was able to obtain better results than the other two, despite the less 

comfortable calibration strategy. In addition, this model can be fitted for any type of 

engine, light- and heavy-duty. 

The turbulence model is hence embedded in a phenomenological combustion model 

to simulate the engine behaviour under various operating conditions, different in 

terms of rotational speed and load. Once tuned, the fractal model accuracy was 

verified in terms of both global performance, combustion phasing and pressure traces 

against an extensive experimental dataset composed of 25 operating points. The 

results underlined the model capability in predicting air flow rate and BSFC, with a 

reasonable error band of ±2%. Concerning the pressure traces and the burn rates, the 

experimental/numerical agreement is satisfactory in all operating points. This also 

reflects in a good prediction of the main combustion events and durations. It is worth 

to underline that the results were obtained using a unique set of tuning constants for 

all the operating points, demonstrating that the physics behind the model is accurate 

enough to utilize it in a predictive way. 

Another predictive combustion model, the eddy burn-up one, is tested to evaluate its 

predictive capability against the fractal approach. A detailed comparison between the 

two models, both coupled with the same sub-model for turbulence description, has 

been carried out. The proposed assessment of the combustion models underlined that 

their degree of accuracy is comparable. However, the fractal model showed a reduced 

tuning effort than the eddy burn-up one. 
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5 Ultra-lean pre-chamber SI engine model validation 
The second study carried out during this PhD Thesis is focused on the assessment of 

the turbulence and fractal combustion models on an ultra-lean active pre-chamber SI 

heavy-duty engine fuelled with CNG. 

As well as for the conventional SI engine, the aim of this analysis is to give a 

contribution to the improvement of the combustion model applied to an active pre-

chamber ignition system specific for SI Heavy-Duty (HD) gas engines. In this 

perspective, the objective of this activity is a first evaluation of the potential of the 

quasi-dimensional fractal combustion model in a HD gas engine, to be implemented 

in predictive 1D simulation tools. 

5.1 Single cylinder engine description and experimental setup 
The experimental testing was conducted by Lund University research team with a 

Direct Injection (DI) research Single-Cylinder Engine (SCE), converted from a 

Scania D13 6-cylinder engine, at the Combustion Engine Laboratory of Lund 

University. 

The Table 5.1 lists the major SCE specifications. The long stroke of 160 mm, 

combined with the arrangement of the valves with the intake port and the combustion 

chamber shape, allows the SCE to obtain a charge motion level comparable to state-

of-the-art series production turbocharged engines. 

Table 5.1 - Single-cylinder engine specifications. 

Single-cylinder pre-chamber engine 

Displaced volume, cm3 2124 

Stroke, mm 160 

Bore, mm 130 

Connecting Rod, mm 255 

Compression ratio 12.09 

Number of valves 4 

Pre-chamber volume, cm3 4.67 

Pre-chamber orifices 6 

Orifice diameter, mm 1.4 

Ajet orifices/Vpre-chamber, cm-1 0.020 

Vpre-chamber/VTDC, % 2.44 

Exhaust Valve Open 16.4 deg bBDC 
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Intake Valve Close 31 deg aBDC 

 

Figure 5.1 - Schematic diagram of the engine 

In Figure 5.1, the SCE schematic diagram is reported, for which the pre-chamber is 

equipped with 6 CFD optimized holes (Figure 5.2). The pre-chamber system was 

installed in the single active cylinder whereas the remaining cylinders were 

deactivated by drilling holes in the respective pistons. 

 

Figure 5.2 - Schematic of lower part of the pre-chamber 

The pre-chamber engine is fed by CNG and the fuel is supplied to the engine both 

with the inlet port and directly into the pre-chamber. The gas pressure for the pre-

chamber injection is kept 250 mbar higher than intake pressure using a pressure 

regulator. The check valve opened when the pressure difference between the supply 

and the cylinder exceeded 400 mbar. The fuel used in this activity was natural gas, at 

a pressure of 3.6 bar, from the south-west Swedish grid. Natural gas composition 

varies slightly over time depending on the original source. Table 5.2 shows the 

average and standard deviation for the time frame when the tests were carried out. 

Considering the environmental condition, the intake air was supplied by an external 

compressor with a pressure capability up to 11 bar which guaranteed a stable source 

of pressure and a PID-controlled external air heater ensured stable intake air 

temperature with an accuracy of 0.5°C. 
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Table 5.2 - Fuel composition and main properties 

Fluid Volume percentage STD 

Methane CH4 91.04 % 2.98 

Ethane C2H6 5.06 % 1.22 

Propane C3H8 1.80 % 0.98 

i -Butane i -C4H10 0.32 % 0.15 

n-Butane n-C4H10 0.47 % 0.27 

i -Pentane i -C5H12 0.11 % 0.06 

n-Pentane n-C5H12 0.08 % 0.05 

Hexane i -C6H14 0.05 % 0.02 

Nitrogen N2 0.29 % 0.01 

Carbon Dioxide CO2 0.77 % 0.22 

Fuel properties STD 

Methane Number [-] 76.33 8.15 

LHV [MJ/Nm3] 38.89 1.28 

Normal Density [kg/Nm3] 0.8048 0.0336 

Concerning the experimental set-up, the spark timing intervals were varied from -12 

CAD aTDC and exploring the widest possible interval that maintained sufficiently 

stable combustion. The step between different spark timings was 2 CAD, and for 

global λ it was 0.2. At full load, finer λ steps of 0.1 were used. 
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Figure 5.3 - Flow chart illustrating the test procedure 

In Figure 5.3 the test procedure is illustrated by the use of a flow chart. The 

procedure to start the engine is to first motor the engine at the fixed inlet pressure of 

1.2 bar. PFI and pre-chamber fuel are activated simultaneously and subsequently the 

spark. 

Pre-chamber fuel flow is determined by the pressure difference between the fuel line 

and the cylinder. The fuel injection in the intake manifold is controlled by the PFI 

duration. Both PFI and DI fuel injections affect the IMEP to some extent. An iterative 

procedure becomes necessary: if lambda is below the target, intake pressure is 

increased. This affects the IMEP which, if necessary, can be adjusted using the PFI 

duration. 

Other measurements, such as temperatures and fuel flow, were sampled every two 

seconds, for a total of one minute per operating point. Mean values based on these 

recordings were used for post processing. 

The aim of this activity was to validate the model for an active ultra-lean pre-

chamber engine, so the most significant operating points are evaluated. Four 

operating conditions that include different air-fuel ratio at the same load and different 

loads at the same λ were considered reasonably sufficient to assess the robustness of 

the fractal model applied to this engine type. Main specifics of those operating 

conditions are listed in Table 5.3. 
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Table 5.3 - Experimental specifics of the analyzed operating conditions. 

Feature C02 C08 C13 C21 

λ 1.5 1.7 1.9 1.5 

SA [CAD aTDC] -10 -12 -14 -10 

IMEP [bar] 10 10 10 15 

Engine speed [rpm] 1500 1500 1500 1500 

5.2 Engine model validation 
A 1D model of the engine under study is developed within a 0D/1D modelling 

environment, where the engine is schematized through a network of 1D pipes and 0D 

volumes. The in-cylinder phenomena are described by refined, in-house developed, 

phenomenological sub-models for turbulence, combustion and heat transfer. In 

particular, the MC of the engine is schematized as a variable 0D volume, connected 

to the constant volume PC through an orifice. Its diameter is assigned to realize the 

same overall cross-sectional area as the real PC holes. Mass and energy balance 

equations are solved in both volumes, and a filling/emptying method is used to 

estimate the mass exchange between them, based on pressure difference, overall 

cross-sectional area, and discharge coefficient of the orifice. 

The flame speed, SL, is evaluated by a numerically-derived correlation, function of 

the thermodynamic state, equivalence ratio and charge dilution, detailed in [1]. This 

correlation was derived by 1D flame simulations for blends of methane, covering a λ 

range between 0.77 and 1.66. For the scope of this research activity, since the λ levels 

for some operating conditions (C08 and C13 of Table 5.3) exceed the above range 

validity, an exponential law is used to extrapolate the SL values, in a manner similar 

to the method presented in [2]. 

Since cylinder-out emissions are evaluated a brief description of emissions models 

used in this research activity is mandatory. The estimation of NOx is realized through 

a multi-zone approach for the burned gas. The local temperatures are applied to 

evaluate the time evolution of the NOx according to the well-known extended 

Zeldovich mechanism [3]. The approach adopted for NOx prediction does not 

consider neither nitrous oxide or prompt mechanisms, or any interaction of chemistry 

with turbulence. Despite the simplifications above mentioned, the methodology 

proved performing in an adequate manner under both stoichiometric and very lean 

conditions, as shown in [4]. Regarding the unburned hydrocarbons (uHC) simulation, 

the model considers emissions related to both filling/emptying of crevice volumes 

and flame wall quenching, as detailed in [5]. The estimation of uHC emission from 

the crevice regions is realized through a simple filling and emptying model [6], only 

considering as crevice the volume between the cylinder liner and the top land of the 
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piston ring pack. The temperature of the unburned gas trapped in this volume is 

imposed equal to the piston wall one, while the pressure within the crevice is 

supposed equal to the cylinder one. The evaluation of uHC source from flame wall 

quenching is achieved employing a simplified model, where the flame wall extinction 

distance is estimated by the correlation in [7]. During the simulation, the area swept 

by the flame front is determined assuming a spherical propagation of the flame front. 

The current version of the model does not consider the uHC formation from bulk 

flame quenching [8]. The partial oxidation of the uHCs from crevices and flame wall 

quenching is achieved according to the kinetic rate proposed in [9]. 

The phenomenological model was validated through comparisons with both 

experimental and 3D CFD data for the four engine operating points listed in Table 

5.3. 

5.2.1 3D-CFD/0D model comparison 
Since the pre-chamber was not sensed for pressure analysis, also a comparison 

between 3D-CFD and 0D simulation results has been approached. Firstly, the result 

of in-cylinder turbulence intensity is presented, then a comparison between in-

cylinder and pre-chamber pressure trends is shown. 

Before showing 0D results, some details about 3D-CFD calculation procedure are 

mandatory. Those are carried out according to the methodology presented in [10]. 

First, the gas-exchange process is simulated only in the pre-chamber region from 

SOI-to-IVC. The aim is to correctly predict the fuel quantity remaining inside the 

pre-chamber after the direct injection process with minimal computational costs. 

Then, the whole closed-valve domain is considered for the power-cycle simulation. A 

flame area evolution model is used to describe the flame propagation, while a 

deposition model is employed to mimic the ignition. 

Numerical 3D-CFD simulations are carried out by PoliMi research team with the 

RANS approach, and the k-ε model is used for turbulence. Two different meshes are 

adopted. The constant-volume gas exchange of the pre-chamber is performed on a 

mesh composed of 300k cells, with a general Cartesian structure. Here, the grid size 

inside the pre-chamber body is about 0.5 mm, with a spherical refinement around the 

spark-plug (0.25 mm of cell side). A similar grid size (0.25 mm) is also employed 

inside the nozzles, to properly capture the evolution of the flow jets. On the other 

hand, a jet-oriented mesh structure in the main-chamber is used to simulate the 

power-cycle stage. In this case, the number of cells spans from a minimum value of 

390k (TDC) to a maximum of 1.3 mln (IVC), since a dynamic layering technique was 

adopted to accommodate the piston motion. 
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The first stage of the 0D model validation is focused on the turbulence intensity 

prediction in comparison with 3D results. 

 

Figure 5.4 - Comparison of 0-D predicted turbulence intensities in PC and MC under fired conditions. 

In Figure 5.4 a comparison between the turbulence intensity computed by the 0D 

model and the one resulting from the mass-averaged turbulence intensity field in the 

3D-CFD model is shown during compression and half of expansion stroke. The 

agreement is satisfactory for the MC (continuous lines) during the compression phase 

and, in particular, before the firing TDC, where a typical turbulence speed-up due to 

the collapse of tumble motion occurs. The 0D/3D assessment is quite well taken 

during the combustion (between about -12 and 14 CAD) except for the very last 

phase. In 3D results, a tight turbulence peak in the MC is observed just after the TDC, 

due to the turbulence jets ejected by the pre-chamber. This turbulence production 

occurs in a confined space of the combustion chamber (along jet peripheries) and is 

averaged over the entire cylinder in the presented results. A 0D model is not able to 

capture this spatial inhomogeneity of the turbulence field. The 0D model is tuned to 

match the rising phase of the turbulence peak after TDC trend, but this choice also 

determines a slower decay. 

Concerning the pre-chamber results (dashed lines), the turbulence increases during 

the compression stroke, as a consequence of the incoming flow from the main 

volume. The PC turbulence peak around the TDC is in good agreement with the 3D 

simulations. Starting from this stage, another turbulence peak arises which can be 

related to the incoming flow from the main-chamber.  

A 5% error for average values is considered acceptable, while for instant values the 

margin is wider. For the purpose of combustion prediction in PC, it was necessary to 

focus on 0D/3D turbulence comparison in the angular range between -15 and -5 

CAD, where the agreement is good. After TDC, there is a wider 0D/3D difference, 

but the combustion is already finished and hence this does not affect combustion 

model outcomes. 
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Figure 5.5 - Comparison between 3D-CFD and 0D model results of pressure and apparent heat release for all investigated conditions 
(Table 5.3) 

In Figure 5.5 a comparison between 3D-CFD and 0D/1D pressure and apparent heat 

release rate profiles is shown for all test cases of Table 5.3. The black lines represent 

the 3D traces, whereas the red ones correspond to the 0D model outcomes. The 

agreement between 3D/0D pressure trends in main- (continuous line) and pre-

chamber (dashed line) is satisfactory in terms of global shape, timing and peak levels 

for all the analysed operating points. More specifically, the 0D model pressure results 

in the pre-chamber quite well agrees with 3D counterparts, denoting a good 
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calibration of the first part of the combustion, governed by turbulent jets. This is 

relevant also considering that no experimental data is available about the pre-

chamber.  

Looking to the apparent heat release rate in the main-chamber, the 0D model well 

follows the slow initial burning rate of 3D simulations, whereas a systematic faster 

completion is predicted. This misalignment is probably related to the simplified 

schematization of the combustion chamber for the laminar flame area derivation 

adopted in 0D simulations. 

5.2.2 Experimental/0D model comparison 
In this section a comparison between experimental data and 0D simulation results is 

presented. 

The comparison between experimental (black line) and 0D numerical (red line) trends 

of pressure cycle and burn rate in the main-chamber for all operating points of Table 

5.3 is shown in Figure 5.6. In the first three cases (C02, C08 and C13) it is possible to 

note the effects produced by a variation of the main chamber air/fuel ratio at fixed 

engine load. The figures highlight that the measured trends of cylinder pressure and 

burn rate (normalized with the total fuel mass) are well reproduced by 0D 

calculations. For further information on the effects of the different parameters please 

refer to [11]. 

It is worthwhile mentioning that the combustion model parameters related to the pre-

chamber are identified exclusively on the basis of previously discussed 0D/3D 

comparisons, without any experimental verification. Nevertheless, the first stage of 

the main chamber combustion, which is produced by the high-velocity jets of hot 

gases penetrating the chamber, appears to be accurately portrayed. This can be 

observed looking to the first ramp shape of the burn rate, which is rather well 

captured in terms of both amplitude and duration, while the second stage of the 

combustion process is represented by the turbulent flame propagation inside the main 

chamber after the depletion of the pre-chamber jets of burned gases. This is well 

reproduced by the simulations in the cases at λ=1.5. The model perceives the slower 

combustion speeds when the mixture is leaner, even if with an excessive extent. 

During the turbulent combustion model calibration, the strategy was to use one set of 

tuning constants to reproduce all the operating points. For this reason, the above 

combustion results can be considered satisfactory, taking into account that no case-

dependent tuning is applied. The average error on the in-cylinder peak pressure is of 

4%, with a maximum error of 6% for the case C21. 

In the next figures a comparison between experimental and 0D numerical results of 

IMEP, exhaust gas temperature, NOx and HC emissions is shown. 
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Figure 5.6 - Comparison between experimental data and 0D model results of pressure and burn rate for all investigated conditions 
(Table 5.3) 

The globally adequate accuracy in the description of the combustion process and wall 

heat transfer is put into evidence by the numerical/experimental comparisons of 

IMEP, shown in Figure 5.7. IMEP is well predicted for cases at 10 bar IMEP, while it 

is slightly overestimated at 15 bar IMEP, with a RMSE equal to 0.32 bar. 

As a further confirmation of the model reliability in terms of heat transfer, air/fuel 

ratio and combustion predictions, the numerical/experimental comparison of exhaust 

gas temperature is shown in Figure 5.8. As expected, the exhaust gas temperature 
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decreases if the mixture is leaner and increases with the engine load. In all the 

operating points it is well predicted, with a RMSE equal to 13.1 K 

The reliability of the adopted model is further supported by the 

numerical/experimental comparisons of uHC and NOx cylinder-out emissions, 

depicted in Figure 5.9 and Figure 5.10, respectively. HC emissions are sufficiently 

well predicted for almost all the operating conditions, with a global RMSE equal to 

231.3 ppm. The model is able to capture HC production rising for the leanest case 

(C13), due to the increased contribution of the flame wall quenching. It overestimates 

the HC emissions in the case with higher load probably because of the error in the in-

cylinder peak pressure, which leads to an excessive crevice filling of unburned 

mixture. Regarding NOx emissions the accuracy is quite satisfactory for all the 

operating conditions, with a RMSE equal to 86.9 ppm. The model detects the higher 

NOx production when the mixture is less lean and the load is higher. This is mainly 

related to the higher in-cylinder temperatures, which affects the NO kinetics 

according to the Zeldovich mechanism. 

 

Figure 5.7 - Experimental vs numerical comparison of IMEP for all conditions (Table 5.3) 

 

Figure 5.8 - Experimental vs numerical comparison of Exhaust Gas Temperature for all conditions (Table 5.3) 
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Figure 5.9 - Experimental vs numerical comparison of HC emission for all conditions (Table 5.3) 

 

Figure 5.10 - Experimental vs numerical comparison of NOx emission for all conditions (Table 5.3) 

5.3 Summary on research activity on ultra-lean active pre-chamber SI 

heavy-duty engine 
The aim of this research activity was to prove the reliability of the already proven 

fractal combustion model for a new kind of engine technology for on-road engines. 

In this work, a heavy-duty SI engine fuelled with CNG is studied through 1D 

numerical and experimental analyses. Experiments were carried out at the 

Combustion Engine Laboratory of Lund University with a single-cylinder engine 

(SCE), fuelled with CNG. The 1D simulation approach includes phenomenological 

sub-models describing the main in-cylinder processes, such as turbulence, heat 

transfer and combustion. The target is to accurately simulate the combustion process 

in Natural Gas SI engines with active pre-chamber utilizing considerably less CPU 

time and resources. 
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Four different operating conditions were compared at a fixed engine speed to 

evaluate the effects of an air/fuel ratio variation inside the main chamber, as well as 

the impact of load variation. 

In a preliminary stage, the turbulence and combustion models were tuned with 

reference to 3D CFD outcomes, denoting a satisfactory accuracy in predicting 

pressure traces, burn rate and turbulence intensity in both main- and pre-chamber. 

Some criticisms emerged in the simulation of the ending combustion phase, probably 

due to an inaccurate estimation of the laminar flame area evolution during this phase 

or to a misalignment in the adopted laminar flame speed correlations. 

Once tuned, the model accuracy was verified against the experimental data for all the 

considered operating conditions, in terms of both global performance, combustion 

phasing and pressure traces. The results underlined the model capability in predicting 

IMEP, and exhaust gas temperature, with a reasonable error band of ±4%. The NOx 

and uHC emissions are also well detected by the model in most case. Concerning the 

pressure traces and the burn rates, model quite well agrees with the experimental 

counterparts, sensing both air/fuel ratio and load variations. 

It is worth to underline that the results were obtained using a unique set of tuning 

constants for all the operating points, demonstrating that the physics behind the 

model is accurate enough to utilize it in a predictive way. 

The 0D/1D model proposed in this activity demonstrated to be reliable and accurate 

for a fast design of active pre-chamber SI engines, fuelled with Natural Gas, also with 

a limited number of experimental data and geometrical information. 
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6 Conclusion 
In this research activity, two heavy-duty SI engines, both fuelled with CNG, are 

numerically investigated, through a hierarchical simulation-level approach. The first 

is a diesel-derived SI heavy-duty engine, while the second one is an innovative ultra-

lean active pre-chamber heavy-duty engine. 

Since heavy-duty CNG SI combustion system are derived from Diesel configuration, 

some features of the flow-field are retained, as certain swirl level and zero or very 

low tumble. The main topic of the research activity is focused on the developing of 

an advanced turbulence model fitted firstly for the above-mentioned SI heavy-duty 

engine, then suitable for any kind of engine technology. 

The first step was to analyse the in-cylinder fluid dynamic of the SI heavy-duty 

engine under exam, to better recognize all the vector components of the in-cylinder 

flow. It was known that many forms of ordered motion had a part, but just one played 

a crucial function. The swirl motion, in fact, was the main driver of the turbulence 

intensity production due to shear stresses and its interaction with squish flow motion. 

Subsequently, the second step was to create an ad hoc turbulence model for this type 

of engine, which at the same time could be used for any engine technology, both 

tumble- and swirl- assisted. 

The ultimate result is the so-called K-k-T-S turbulence model, which considers not 

only an equation for the kinetic energy of the mean flow, K, one of the turbulent flow, 

k, and one for the specific angular momentum of the tumble motion, T, but also an 

equation for the specific angular momentum of the swirl motion, S. This model is 

suitable for any type of engine, just properly calibrating its tuning constants. 

The K-k-T-S turbulence model is then validated against 3D-CFD simulation results 

under motored conditions. 

The K-k-T-S model is then compared to a code embedded in the commercial software 

GT-Suite, the K-k-ε model, and to the K-k-T, a previous step of the model developed 

during this research activity, which does not consider the swirl motion as possible 

source of turbulence intensity. The comparison reported that K-k-T-S model is the 

most suitable for the engine under exam while the other two models are surely 

indicated for their reduced effort in the calibration strategy but express their best only 

within a class of engines, the tumble-assisted one. In the present case, the K-k-T-S 

turbulence model was able to obtain better results than the other two, despite the less 

comfortable calibration strategy. In addition, this model can be fitted for any type of 

engine. 

Once the turbulence model is tested and validated, the heavy-duty SI engine, it is 

coupled with a quite-standard version of the fractal combustion model, as user 
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procedure, to evaluate global performance, combustion phasing and pressure traces 

against an extensive experimental dataset composed of 25 operating points. 

Regarding the pre-chamber engine architecture, an enhanced version of the fractal 

model is used, considering all the basic phenomena occurring in an engine fitted with 

a PC. 

To this aim, a 1D model of the above described engines was developed according to 

its main features, within a 0D/1D modelling environment. 

Following that, both engine models were tuned and validated based on 3D 

calculations and experimental data, by selecting a single set of tuning constants. The 

SI heavy-duty engine was validated against 25 operating points, predicting with a 

reasonable error band of ±2% the tested engine performance parameters, such as 

combustion phasing, air flow rate or BSFC. Regarding the pressure traces and the 

burn rates, the experimental/numerical agreement is satisfactory in all operating 

points.  

For the pre-chamber engine, the numerical results were verified against 4 operating 

conditions, which cover different loads and air/fuel ratios. The results underlined the 

model capability in predicting IMEP, and exhaust gas temperature, with an allowable 

error band of ±4%. The NOx and uHC emissions are also well detected by the model 

in most case. Concerning the pressure traces and the burn rates, model quite well 

agrees with the experimental counterparts, sensing both air/fuel ratio and load 

variations. 

The results obtained demonstrated that with the enhanced fractal model it is possible 

to reliably predict both the engine architectures, with a unique engine-dependent set 

of tuning constants. These outcomes further strengths the robustness of the fractal 

approach, leading to the conclusion that that the physics behind this model is accurate 

enough to allow its use in a predictive way. 

Despite these excellent results, a slight improvement of the combustion model is 

considered to be obtained with an appropriate modelling of the kernel development, 

ensuring a milder characterization of the first phase of combustion. This is much 

more important for the assessment of gaseous fuel combustion, as it is slower than the 

usual fossil-derived fuels. 


