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Introduction 
 
The Advanced SAR interferometry techniques and their matter of fact 

applications will be addressed in this work. Synthetic Aperture Radar (SAR) 
is a coherent active microwave remote sensing system, able to perform 
accurate distance measurements between the sensor platform and the target 
on the ground. Within the SAR technology an important improvement has 
been gained with the introduction of the interferometric SAR (InSAR) 
technique. It is based, in its basic form, on the exploitation of two different 
SAR images to extract the corresponding phase difference, which is related 
to the topography of the illuminated scene.  

A further improvement has been realized when the differential SAR 
interferometry (D-InSAR) has been introduced. D-InSAR methodology 
provides to simulate the topography phase screen and to isolate the 
contribution due to the deformation of the scene occurred between the two 
flight of the radar sensor.  

The advancing on the D-InSAR technology, with a particular emphasis 
on the phase unwrapping (PhU) problems, will be the key point of this work, 
which is organized as follows: 

• Chapter I - After a brief introduction concerning the basic 
principles of the SAR image formation, the InSAR technologies 
for the estimation of the scene topography will be presented. 
Finally, the Differential InSAR technique and its main 
limitations are analyzed. 

• Chapter II – The topic of this chapter will concern the extension 
of the D-InSAR methodology to analyze the temporal evolution 
of the deformation, which are evaluated by exploiting a whole 
set of multiple differential interferograms. These approaches 
require that complex processing chains are used. In this chapter, 
a complete overview of the involved procedures, emphasizing 
the role played by the different data inversion algorithms will be 
proposed. 

• Chapter III - While the D-InSAR approach has been first applied 
to the analysis of single deformation episodes, now is a growing 
interest on extending this technique to the study of the temporal 
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evolution of the detected displacements via the generation of 
deformation time-series. To do this, the information available 
from each interferometric data pair must be properly related to 
those included in the other acquisitions via the generation, and a 
subsequent combination, of an appropriate sequence of D-
InSAR interferograms. Thus, the profitably information is 
essentially associated to phase terms, only. Moreover, the 
measurable phase are restricted to the [-π,π] interval, that is the 
integral number of phase cycles on each measurement is lost. 
We refer to the procedures recovering the full phase term as 
Phase Unwrapping (PhU). This chapter will be focused on the 
analysis of the PhU algorithms and, to adequately introduce it,  a 
short overview of the basic theory concerning this issue will be 
firstly presented. After that, we will concentrate on the 
presentation of a novel PhU approach, developed within the 
doctoral studies, that represent an extension of the Minimum 
Cost Flow (MCF) algorithm, to the Temporal/Perpendicular 
baseline domain. 

• Chapter IV - This chapter will concern the extension of the 
original multiple interferogram analysis to the case where the 
available SAR data are collected by different sensors. In 
particular, we will refer to the combination of the ERS1/2 SAR 
data with those acquired by the new European satellite 
ENVISAT. 

• Chapter V - This chapter will finally address the application of 
the formerly presented D-InSAR approaches to real cases, 
stressing in particular the role played by the different 
interferometric distribution which can be considered, thus 
concentrating in particular on the application of the Extended 
Minimum Cost Flow (E-MCF) phase unwrapping algorithm (see 
chapter III) to a properly chosen, interferometric data 
distribution. For this purpose, several independent SAR data-set 
will be used and the achieved results will be investigated. A 
discussion concerning the achieved results and the future 
improvement of the presented D-InSAR techniques will be 
finally considered. 



Chapter 1 
 
 
 
 
 

SAR Interferometry 
 
Synthetic Aperture Radar (SAR) is a coherent active microwave remote 

sensing system, whose capability to effectively map the scattering properties 
of the Earth’s surface has been already intensively investigated.  

A SAR sensor, which can be mounted on-board to an aircraft and/or a 
satellite, has a side-looking illumination direction and is able to perform 
accurate distance measurements between the moving platform and the 
surface. Both the acquisition geometry and the physical characteristics of the 
scene contribute to the formation of the received backscattered radar signal 
(echo) which, properly processed, leads to the reconstruction of a complex 
high resolution SAR image. Moreover, being an active imaging sensor, it 
does not need of an external energy source to work and, exploiting of the 
microwave region of the electromagnetic spectrum, can be effectively used 
to detect areas affected by a significant clouds’ cover. As a consequence of 
its flexibility, SAR technology mostly improved during the last years and 
further techniques have been also developed, thus helping the scientific 
community on the interpretation of several geophysical phenomena.  

One of the major applications of the SAR technology is represented by 
the SAR interferometry (InSAR) technique which exploits, in its basic form, 
the phase difference of (at least) two complex-valued SAR images (acquired 
from different orbit positions and at different times) to measure several 
quantities, such as topography, deformation, etc…  

This work will be focused on the study of Advanced InSAR techniques 
and on their matter-of-fact applications. This chapter, in particular, will 
address the key topics of the SAR technology, with a particular emphasis on 
the InSAR applications. 

 
 

1.1 SAR History 
Since the 1950’s when Carl Wiley [1] made his first observations about 

the “Doppler beam-sharpening” phenomenon, SAR designs and related 
applications have grown exponentially.  

In 1974 an alliance between JPL (Jet Propulsion Laboratory) engineers 
with a group of international ocean scientists led the National Oceanic and 
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Atmospheric Administration (NOAA) to determine if an ocean application 
satellite, featuring a space-based SAR, could be achieved. Their efforts were 
directed to the realization of a satellite SAR system, which was launched in 
1978 onboard to SEASAT [2]. 

SEASAT operated successfully from the late June to early October 1978 
and, although explicitly designed to observe the ocean, was the first Earth 
observation satellite to provide SAR data suitable for interferometry. The 
interferometric effectiveness of the SEASAT SAR data for topographic 
mapping was, in fact, demonstrated eight years later by Zebker & Goldstein 
[3] and for detection and mapping of small elevation changes by Gabriel et 
al. [4]. It was followed by the Shuttle Imaging Radar-A (SIR-A) and SIR-B 
[5] flown in 1981 and 1984, respectively. Both radars were variations on the 
SEASAT radar, operating at L-band and HH polarization.  

The 1990’s witnessed a significant expansion of SAR missions with the 
launch of five Earth-oriented SAR satellites, as well as the pioneering 
interplanetary use of the Magellan SAR [6] to map Venus. The NASA 
continued with the Space Shuttle Imaging Radar SAR mission in 1994. The 
novel radar system was named SIR-C [7] and flown, in April and October, 
onboard to Endeavor. The SAR sensor, which operated simultaneously at 
three different frequencies (C-band, L-band and X-band) alternatively 
transmitting and receiving at both horizontal and vertical polarization, was 
developed by JPL, DLR (German Aerospace Center) and ASI (Italian Space 
Agency). Nevertheless, the real breakthrough in SAR interferometry has 
been achieved by the twin European ERS-1/2 (European Remote Sensing 
Satellite) sensors [8], launched in 1991 and 1995, respectively, which, with 
respect to the stability, calibration, etc., represent nowadays the best goal 
achieved with SAR in the interferometry area. Moreover, a TANDEM 
mission, during which the two sensors operated in parallel, with ERS-2 
followed ERS-1 on the same orbit with only one day of delay, was 
accomplished. The generated TANDEM interferograms presented an 
excellent phase quality and, therefore, very precise topographic maps were 
produced.  

Also Japan and Canada gained a SAR system in 1992 (JERS) and in 
1995 (Radarsat), respectively, but asset problems limited the real 
exploitation of these sensors. 

The C- and X-band portions of the SIR-C radar were again flown in 
2002 for the Shuttle Radar Topography Mission (SRTM) [9]. During this 
flight, a second receiving antenna was placed at the end of a 60 m mast, 
extended perpendicular to the main radar antenna. The purpose of the mast 
antenna was to provide a second receiving point in space for each radar 
pulse. The slight variations in phase will be processed into a height 
measurement of the reflecting point on Earth’s land surface. During the 10-
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day flight, the space shuttle imaged the Earth between 60 degrees north and 
south latitude and a high quality, high resolution Digital Elevation Model 
(DEM) could be computed.  

In practice, for more than a decade SAR images from space have been 
available on a reliable routine basis for scientific, public, and commercial 
users, independent of weather and daylight conditions. The most successful 
SAR workhorses have been ERS-1/2, JERS [10], Radarsat-1, and, since 
March 2002, ENVISAT [11]. Although the design of the ERS radars was 
guided by oceanographic questions, soon after the launch, interferometric 
(InSAR) applications took over. Generation of digital elevation models 
(DEMs), measurement of glacier flows, and mapping of earthquakes, 
volcanoes and subsidence are the most prominent fields of interest today. 
The majority of interferometric applications today uses data of ERS-1/2 and 
RADARSAT (both C-band SARs) while the only source of L-band data was 
the late Japanese JERS. Besides, a new generation of SAR satellites is now 
approaching: the German SARLupe and TerraSAR-X, the Canadian 
Radarsat-2, the Italian COSMO-Skymed and the Japanese Advanced Land 
Observing Satellite (ALOS) [12]. They embody a lot of novel features, such 
as higher resolution, polarimetry, splittable antennas, and spot-light imaging 
mode. In this context, a key role could be played in the future, in particular, 
by the ALOS-PALSAR system (launched in January, 24th 2006), which 
should complement existing satellites as well as permitting InSAR over 
vegetated or other rapidly-changing landscapes.  

The more modern systems present a variety of imaging modes, which 
offer the possibility to expand the present-day interferometric data archive, 
by exploiting both high resolution and wide swath ScanSAR [13] modes. 
Clearly, the possibility of the ScanSAR interferometry to generate wide-
swath products in a single shot is highly attractive. 

 
 

1.2 SAR Principles 
A radar self-illuminates an area on the ground by transmitting a series of 

electromagnetic pulses and, after an accurate measure of the time delay 
between the transmitted and the received echoes, is able to figure out the 
distance (called slant range) between the sensor position along its flight 
direction (azimuth) and the illuminated targets on the ground. A radar 
system is well-characterized by its attainable spatial resolution, which 
measures the ability to distinguish two properly-separated objects. More 
precisely, if the objects are sufficiently separated, each will be located in a 
different resolution cell and will be discernible but, if not, the radar return 
will be a complex combination of the reflected energy from the two objects. 



6 Chapter 1      SAR Fundamentals

With regard to the range spatial resolution, we can observe that two 
objects rδ -away can be effectively discriminated if the received pulses (of 
width τ ), are completely separated, only. Since rδ  corresponds to a time 
difference crt δ2=∆  (where c  is the speed of the light), the previous 
condition implies that 

 

 
2
τδ crr SR =∆≥        (1) 

 
wherein SRr∆  is the theoretical slant range resolution, which can be also 

expressed, in a more generalized way, as a function of the corresponding 
pulse bandwidth ( τ1≅∆f ) 

 

Figure 1. 1 The configuration of a side-looking Real Aperture Radar (RAR). 
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f
crSR ∆⋅

≅∆
2

        (2) 

 
Moreover, it is usually preferred to refer to the ground range resolution, 

defined as the minimal distance on the ground that allows recognizing two 
distinct objects, which can be in turn obtained as the projection of the slant 
resolution (2) on the ground (see Figure 1.1) 

 

( )θsin2 ⋅∆⋅
≅∆

f
crGR       (3) 

 
wherein θ  is the radar look angle. To give an example, if the ERS-1/2 

parameters collected in Table 1.1 were considered, a corresponding ground 
range resolution of about 25 m would be retrieved. 

The equation (1) suggests that finer resolutions can be achieved by using 
very short duration pulses only, thus requiring high peak power for a 
prescribed mean power operation. To overcome this problem, modern radar 
systems (including SARs, also) transmit long linear frequency modulated 
pulses (called chirp, see Figure 1.2) 

 

 
Figure 1. 2 Chirp waveform ( 0>>α ). 
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( ) ⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛ +=

τ
απ trectttftp o

2

2
2cos      (4) 

 
where 0f  is the carrier frequency, α  the so-called chirp rate and 
( )τtrect  stands for a rectangular pulse of width τ ; it can be easily shown 

that, for large values of 2ατ , we will have 
 

2 fατ π= ∆           (5) 
 
that, if substituted in equation (2), leads to the following slant range 

resolution expression 
 

ατ
π

22
c

f
crSR ≅
∆⋅

≅∆        (6) 

 
Therefore, the use of pulses with larger durations ( 610 secτ −= ), coupled 

with very large chirp rates ( 14 210 secradα −= ⋅ ), allows achieving slant 
resolutions of some meters (for example, by referring to the ERS case, we 
will have mr 6.9=∆ ). 

In the direction orthogonal to the radar beam (azimuth), optical sensors 
and real aperture radars (RARs) obtain their resolution through the physical 

 
Figure 1. 3 Representation of the synthetic aperture formation: the radar sensor 

synthesizes a larger antenna via an alignment of short aperture ones. 
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dimensions of their aperture. They correspond to the antenna azimuth 
footprint X, related to the antenna beam width aLλ  by means of this 
relation 

 

a
RAR L

rXx λ
==∆         (7) 

 
where La is the (actual) antenna dimension along the azimuth direction. 

To give an idea of the achievable azimuth resolutions, let us apply equation 
(7) to the ERS sensor parameters collected in Table 1.1: the achievable 
azimuth resolution will be of the order of some kilometers that is, obviously, 
not acceptable for most applications. One way to obtain better azimuth 
resolutions is to reduce the operational wavelength and/or to increase the 
antenna dimension. Besides, the wavelength value is constrained by the 
system characteristics and the increase of the antenna dimension is not an 
easy task to be accomplished, unless we implement the synthetic antenna (or 
aperture): “a very large antenna is synthesized by moving along a reference 
path a real one of limited dimension” (see Figure 1.3). The synthesis is 
carried out by coherently combining the back-scattered echoes received and 
recorded along the flight path. The improvement on the achievable azimuth 
resolution can be explained by observing that the extension of the 
synthesized array of antennas is equal to the antenna azimuth footprint X, 
which will correspond, accounting of the round-trip path of the signal, to the 
equivalent antenna beam width 2Xλ , so that the relevant azimuth 
resolution can be expressed as 

 

22
a

SAR
L

X
rx ==∆

λ         (8) 

 
As a result, the azimuth resolution is independent of the target-to-sensor 

distance, and is a function of the (actual) antenna dimension along the 
azimuth direction (that is of the  order of some meters), only. 

 
1.2.1 SAR image formation 

This sub-section will address the key aspects of the SAR imaging 
procedure that leads to generate a complex SAR image of the illuminated 
area. In particular, we will refer to the more generalized “squinted SAR 
acquisition geometry”, depicted in Figure 1.4, characterized by the presence 
of an offset pointing angle φ  (referred to as squint angle) from the radar 
antenna with respect to the direction perpendicular to the flight path. 
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Let us consider a cylindrical reference system with the axis coincident to 
the flight direction and denote with: 

• ( )rx,  the azimuth and (slant) range coordinates of the generic 
illuminated scattering point P, respectively; 

• ( )rx,θ   the soil surface equation in cylindrical coordinates (that is to 
say look angle);  

• R the target-to-antenna distance relevant to the generic antenna 
position. 

Moreover, let us consider a radar system working with a single antenna 
in a synchronized transmit/receive mode and, for sake of simplicity, suppose 
it transmits and receives the same pulse at the same position (stop and go 
approximation).  

First of all, to investigate the radar signal characteristics, let us refer to 
the recorded echo (raw data) corresponding to a generic target of SAR 
coordinates ( )rx, . Accordingly, we think of the SAR system as transmitting, 

 
Figure 1. 4 Squinted SAR reference geometry. A) Three-Dimensional representation, B) 

the perspective view on the equi-range plane containing the flight path and the 
generic target P. 
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at the generic instant τ−nt , a chirp pulse (see equation (4)), which can be 
easily treated by introducing the following complex representation 

 

( ) ( ) ( ) ⎟
⎠

⎞
⎜
⎝

⎛ −
⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −+−=

τ
απ n

nn
tt

rectttttfjts 2
0 2

2exp    (9) 

 
The relevant backscattered and onboard received signal, obtained by 

taking account of the transmitted/received signal time delay, will be hence 
expressed as follows 

 

( )
2

0
2 2exp 2

2

2

received n n

n

R Rs t j f t t t t
c c

Rt t
crect

απ

τ

⎧ ⎫⎡ ⎤⎪ ⎪⎛ ⎞ ⎛ ⎞= − − + − − ⋅⎢ ⎥⎨ ⎬⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭

⎛ ⎞− −⎜ ⎟
⋅ ⎜ ⎟

⎜ ⎟⎜ ⎟
⎝ ⎠

  (10) 

 
and, neglecting the fast-varying ( )0exp 2j f tπ  term (because it is 

cancelled by the heterodyne receiver) and introducing the coordinate 
transformation crttt n '2' =−=  to manage with spatial coordinates, only, 
we will have 
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  (11) 

 
where:  
 
• nstvx ='  represents the azimuth coordinate of the antenna phase 

center; 
• ( ),x rγ  is the reflectivity function of the target P, which is 

proportional to the ratio between the backscattered and the incident 
field;  
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• w2(·) is the antenna illumination function, related to the azimuth 
antenna footprint over the ground, properly squared to account that 
the same antenna operates both in receiving and transmitting mode; 

• X is the antenna azimuth footprint, whose general expression, taking 
account of the squint angle (see Figure 1.4B) is now 

φλ 2cosaLrX = . 
Although a comprehensive description of the overall SAR image 

processing step (usually referred to as focusing procedure) is outside the 
scope of this work, we will present its key aspects, by referring the reader 
back to [14-18] for a more detailed one.  

We firstly observe that the target-to-antenna distance R can be expanded 
around the position ' tanx x r φ= −  

 

Figure 1. 5 A) The SAR amplitude image relevant to the Central Apennines region 
(Abruzzo, Italy). The dotted, highlighted rectangular area (B) refers, in 
particular, to the Piana-del-Fucino region, characterized by the presence of 
several cultivated plots of land. Moreover, the highly reflective targets here 
clearly visible are relevant to a ground station antennas system. Obviously, 
the focused radar returns associated to the antennas, being viewed as point-
wise scatterers, is directly representative of  the impulse response of the SAR 
system. 
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[ ] [ ]
3

2cossin ' tan ' tan
cos 2

rR x x r x x r
r

R r R

φφ φ φ
φ

≅ − − + + − +

= + ∆

   (12) 

 
In this manner, equation (11) will be expressed as follows 
 

( ) ( ) ( )rrrxxgrxrrrxxsreceived ,',',~,',' −−⋅=−− γ     (13) 
 
where: 

• ( ) ( ) 4, , expx r x r j rπγ γ
λ

⎡ ⎤= ⋅ −⎢ ⎥⎣ ⎦
 is the product of the scene reflectivity 

function and the round-trip phase term (representing the core for the 
InSAR applications); 

• ( )
( )2

2
4 2 '

2' ' tan' , ' ,

2

j R j r r R
c r r R x x rg x x r r r e rect w

c X

π α
λ φ

τ
− ∆ + − −∆

⎡ ⎤
⎢ ⎥− − ∆ − +⎡ ⎤− − = ⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥
⎢ ⎥⎣ ⎦

 

is the SAR raw-data impulse response. 
Let us now move toward the SAR raw data collected in the presence of 

an extended scene. In the situation of a continuous distribution of scatterers, 
described by the reflectivity pattern ( )rx,γ , the raw data can be obtained 
from equation (13) by superimposing all the elementary returns from the 
illuminated surface, hence 

 
( ) ( ) ( )∫∫ −−= dxdrrrrxxgrxrxh ,','','~',' γ      (14) 

 
The equation (14) represents the basic functional form of the SAR raw 

signal. It exhibits the relationship between the recorded signal h(·), the 
reflectivity pattern γ(·), and the SAR system impulse response g(·). It clearly 
shows that the SAR imaging problem can be managed via an appropriate 
filter operation, that recovers a high resolution estimation of the reflectivity 
pattern γ(·),  starting from the received signal (i.e., the raw data h(·)).  

Finally, the focusing procedure, concisely described in the Appendix A 
for a simplified case, leads to the following SAR image expression 

 

( ) ( ) ( )

( ) ( )[ ]dxdrxxjxx
x

rr
r

rjrxrx

dopp −⎥⎦
⎤

⎢⎣
⎡ −

∆
⋅

⋅⎥⎦
⎤

⎢⎣
⎡ −

∆
⎟
⎠
⎞

⎜
⎝
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'exp'sinc

'sinc4exp,','ˆ

ξπ

π
λ
πγγ

  (15) 
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where: 
• the sinc(·) function, whose role will be essential to estimate the 

achievable spatial resolution of a SAR system, is the so-defined one: 

( ) sin xsinc x
x

=  and is characterized by a 3dB-main lobe aperture 

equal to ππ ≡=∆ 88.03dBA ; 
• doppξ  is the central angular frequency value, which, properly 

converted in Hz, leads to the  expression of the so-defined doppler 
centroid frequency (see Appendix A); 

• 
2

aL
x∆ =  and 

f
cr
∆

=∆
2

 (as demonstrated in the following) are the 

achievable azimuth and range resolution expressions, respectively.   
 
To verify the assertions concerning the achievable resolutions, we may 

observe that, if we refer to a scene characterized by a single scatterer located 
at the SAR coordinates ( )PP rx , , the scene reflectivity function can be 
expressed as ( ) ( ) ( )PPP rrxxrx −−= '', δδγγ  and, the estimated reflectivity 
value, with respect to the equation (15), will be 

 

( ) ( ) ( ) ( )
4

'ˆ ', ' sinc ' sinc 'P dopp P
j r j x x

P P Px r e r r x x e
r x

π
ξλ π πγ γ

− −⎡ ⎤ ⎡ ⎤= − −⎢ ⎥ ⎢ ⎥∆ ∆⎣ ⎦ ⎣ ⎦
 (16)  

 
The information associated to the single scatterer is now spread around 

its true position over an area corresponding to the 3dB main-lobe aperture of 
each ( )⋅sinc  function. Hence, the spatial resolutions can be estimated via the 
observation that two different targets are, in any case, discernible if their 
spatial separation is smaller than the spatial main lobe aperture of the 
relevant ( )⋅sinc  function, that is 

 

1 2 1 2

1 2 1 2

2

2
a

cr r r r r
r f

L
x x x x x

x

π π

π π

− ≥ → − ≥ ∆ =
∆ ∆

− ≥ → − ≥ ∆ =
∆

      (17) 

 
which are congruent with those obtained in the previous section in 

application of the SAR basic principles, only (see equations (2) and (8) ).   
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Finally, a focused SAR image can be expressed via the equation (4) and 
managed as a complex-valued matrix, and each resolution cell corresponds 
to a pixel on the SAR image.  

Therefore, as suggested by the Nyquist condition, the pixel dimensions 
will be, generally, greater than the theoretical resolutions and they will 
account for the range sampling frequency ( sampf ) and the Pulse Repetition 
Frequency ( PRF ), respectively, that is 

 

2 2
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a s s
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c cr r
f f
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x x
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∆ = ≥ = ∆
∆
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         (18) 

 
where 2azimuth s aB v L∆ =  is the azimuth bandwidth (see Appendix A). For 

example, if we refer to the ERS parameters collected in Table 1.1, we have 
7.91PIXELr m∆ =  (which corresponds to a ground pixel spacing of  about 20 m) 

and 4.22PIXELx m∆ = , respectively.  
We finally stress that each single SAR image can be also effectively 

analyzed via the inspection of the relevant amplitude and phase component, 
respectively. The amplitude is related to the backscattering coefficient of the 
ground, while the phase contains information about the travel distance of the 
emitted signal. 

 

Figure 1. 6 Geometry in the plane orthogonal to the flight direction with a single sensor 
(a) and in the stereometric (b) case. 
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1.3 Determination of the Ground Topography 

In this section, we will focus on the exploitation of the SAR images to 
reconstruct digital elevation model (DEM) of the observed area and, in the 
following, we will introduce the main topics about the Interferometric 
Synthetic Aperture Radar (InSAR) techniques [19].   

As explained in the previous section, a SAR is able to measure, with a 
certain resolution, the azimuth and range coordinates of the illuminated 
targets but, obviously, this is not sufficient to unambiguously locate them, 
thus estimating its height with respect to a reference plane (or, in general, 
with respect to a “reference surface”). Therefore, with regard to the generic 
position of the sensor along its flight path, all targets within the range beam 
located along an equidistance curve will be imaged at the same range 
position (see Figure 1.6a). This problem can be circumvented if, at least, two 
different images of the same area, made from separate, known flight tracks 
are considered. Therefore, the elevation of an object that appears in both 
images can be determined via the stereometry [20]. 

The two SAR images can be either collected by means of a single-pass 
imaging system (characterized by the presence of two distinct antennas: the 
former operating in a receive/transmit mode and the latter in the receive 

Figure 1. 7 Repeat-Pass acquisition geometry used within stereometric/interferometric 
applications. SAR sensor observes the same scene from slightly different orbital 
positions thus leading to the reconstruction of the topography of the scene.   
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mode, only), or with two repeat-passes of a single imaging sensor over the 
same area.    
 
1.3.1 Stereometry 

Let us suppose the first flight track is flown at height H, and the second 
one at a distance b (usually referred to as baseline) from the first one, with 
an elevation angle (the angle between the vector connecting the first sensor 
to the second one and the horizontal direction) equal to α  (see Figure 1.7). 
A method (stereometry) to uniquely locate imaged targets and therefore to 
determine their heights above the reference plane is easily derived. 
Therefore, if the same object can be identified in both images, then its slant 
range distances '1 rR =  and ''2 rrR δ+=  from the first and the second flight 
track can be estimated, respectively. In this manner, the unknown height 
respect to the reference plane z  can be unambiguously determined, in 
application of the cosines’ law, by searching for the solution of the following 
two equations in the ( ), 'z ϑ  unknowns (see Figure 1.7) 

 
( ) ( )αϑδ −−+=+= 'sin'2''' 2222

2 brbrrrR     (19) 
 

'cos' ϑrHz −=        (20) 
    

where 'rδ  is the measured slant range difference between the two sensor 
tracks. 

Unfortunately, this method is very sensitive to errors in the knowledge 
of the range difference. Actually, the two range distances are measured via 
the inspection of the two images but, also neglecting possible orbital 
parameters inaccuracies, the measurement precision is however limited by 
the error involved in the knowledge of the path difference 'rδ , which 
essentially depends on the range system resolutions. Therefore, these errors 
will be magnified, if we refer to the height accuracy.  

To demonstrate the validity of this statement, we use the chain rule for 
the derivative calculations, thus obtaining 
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By differentiating the equation (19), we will also have 
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hence 
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that, properly substituted in equation (21), gives the measure of the 
sensitivity of z  with respect to the accuracy of the 'rδ estimation 
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Obviously, 'rδσ  will vary according to the spatial range resolution of the two 
SAR images so that, if we suppose to be able to discriminate reasonable 
range displacements of 1/16th of the pixel spacing, which is equal to 

( )2 sampc f , we will have mr 5.0' =δσ . In turn, for satellite-borne SAR 
systems, the ratio 'r b  is very large; for example, if we consider the ERS 
parameters (see Table 1.1), for a typical slant range distance of about 800 
Km, °≈ 23'ϑ  and a baseline length of 100 m, the achievable height accuracy 
will be of about 4 Km, which is clearly unacceptable.  

The stereometric accuracy can be improved by increasing the baseline 
value; however, in this case, the backscattered field from a resolution cell 
may have large variations when this is imaged from two very different 
viewing angles, thus having an impact on the identification of the 
corresponding pixels in the two images. This is the reason for which many 
SAR systems use instead an interferometric method to estimate 'rδ . 

 
1.3.2 Interferometry 

Interferometric technique [19] exploits the phase difference of two 
complex SAR images, acquired from different orbit positions and/or at 
different times, to estimate the position on the ground of the illuminated 
targets. In principle, different antenna distributions define different 
interferometer configurations. In particular, the InSAR configurations 
involve two antennas observing the investigated scene: 

• at the same time and from different positions, spaced in the across-
track direction (across-track interferometry); 

• at different times and from the same position (along-track 
interferometry); 
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• at different times and from different positions (repeat-pass across-
track and along-track interferometry). 

In the thesis framework, we will focus, in particular, on the across track 
repeat-pass interferometry, suitable for space-borne applications, with 
emphasis on the ERS interferometric system, whose general configuration in 
the plane orthogonal to the azimuth direction is the same used within the 
stereometric analysis (see Figure 1.7). In this plane, the two SAR antennas 
are separated by a baseline vector b which can be decomposed into either 
parallel/perpendicular ( )⊥bb ,//  components or horizontal/vertical ones 
( )vh bb , , respectively. It is easy to calculate them through the inspection of 
Figure 1.8, thus obtaining   
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    (25) 

 

Figure 1. 8 Interferometric baseline geometry. The baseline vector can be effectively 
decomposed in the perpendicular/parallel components (a) and in the 
horizontal/vertical components (b), respectively.  
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where 'ϑ  is the side-looking angle and α  is the elevation angle. The 
two focused SAR images may be represented (see equation 15) via the 
following expressions (being ( )⋅1γ  and ( )⋅2γ  the two distinctive reflectivity 
function of the illuminated area at the two different acquisition times) 
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For the time, let us assume the ( )⋅sinc  functions could be represented as 

Dirac ones (in other words, we will first refer to the non-realistic case 
characterized by an infinite bandwidth, corresponding to a zero-valued 
spatial resolution). In this way, the measured reflectivity returns associated 
to the two SAR images (regardless to the pixel of SAR coordinates 
( )', 'x r )can be expressed as follows 
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The misalignment of the second image (usually referred to as slave 

image) with respect to the first one (master image), is clearly due to the path 
difference between the two radar signals. For this reason, it is needed to 
properly register the images each other, thus working with the same 
reference geometry 
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From the equations (27) and (28), we generate the complex 
interferogram, so-defined 

 

( ) ( ) ( ) ( ) ( ) ( )1 2
4 ' ', ' ', '*

1 2 1 2ˆ ˆ ˆ ˆ', ' ', ' ', ' ', '
j r j x r j x r

x r x r x r x r e
π δ γ γ
λγ γ γ γ

+ ∠ − ∠
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where the (*) operator denotes the complex conjugate operation, while ( )⋅∠  
refers to the full phase (i.e., the phase value is not restricted to the ] ]ππ ,−  
interval) extraction operation. Assuming that the scattering mechanism on 
the ground has not changed between the two passages of the sensor over the 
illuminated area (this requirement could be directly accomplished if a single-
pass configuration was considered), the measured phase difference (being 

( ) ( )1 2', ' ', 'x r x rγ γ∠ = ∠ ) will depend on the imaging geometry, only 
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whose full phase term is 
 

Figure 1. 9 Repeat-Pass interferometric geometry. The position of the imaged target in 
absence of the topographic pattern has been labeled to as P0. 
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'4 rδ
λ
π

=∆Φ        (31) 

 
By taking account of the acquisition geometry depicted in Figure 1.7 (as 

already done for the stereometric case), in application of the cosine rule (see 
equation 19), we get 
 

( ) ( )2 2' ' ' 2 'sin ' ' sin 'r r b r br r bδ ϑ α ϑ α+ = + − − ≈ − −    (32) 
 
where the parallel ray approximation introduced by Zebker and Goldstein [3] 
has been applied. Hence, the interferometric phase can be written as follows 
 

( ) //
4 4 4' sin 'r b bπ π πδ ϑ α
λ λ λ

∆Φ = ≅ − − =     (33) 

 
This equation effectively solves the problem to locate the single scatterer P 
on the scene, since it allows measuring the look angle relevant to the 
selected point, also.  

At this stage, our problem concerns the estimation of the topographic 
measurement accuracy. To achieve this task, first of all, let us recover the 
relation that connects the interferometric phase and the height profile of the 
scene (with respect to the reference surface 0z = ).  To do this, by referring 
to the geometry depicted in Figure 1.9, we expand the equation (33) around 
the position 0'' ϑϑ =  
 

( ) ( )( )0 0 0
4 sin ' cos ' ' 'bπ ϑ α ϑ α ϑ ϑ
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where 0'ϑ  represents the look angle that we should have in presence of the 
reference surface, only. The height of the target is related to the look angle 
and the height of the sensor via the equation (20), so that 
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and, finally 
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The first term of the equation (36) accounts for the flat-Earth 

contribution and the second one for the topographic profile, respectively. To 
give an example, in Figure 1.10 a tandem interferogram (whose time delay is 
equal to one day) is shown. Since the phase difference can be measured only 
in the interval [−π,π[, it clearly exhibits several fringes, corresponding to the 
2π−phase jumps. The flat-Earth contribution, in particular, is responsible for 
the rapid phase change which increases in the range direction (here clearly 
visible). To clarify the relation that connects the flat-Earth term and the 
range coordinate of the image, let us refer to the more generalized 
configuration of Figure 1.11, wherein the Earth-curvature has been also 
considered. 

The phase difference depends on the parallel component of the baseline 
and its derivative with respect to the range is 
 

Figure 1. 10 The tandem interferogram computed from the ascending ERS data pair 
acquired on August 1, 1995 and  August 2, 1995. The flat-Earth term is 
responsible for the fast-varying fringe pattern along the range direction, 
modulated by the topographic components, itself.  
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We remark that the perpendicular baseline slightly varies with the look angle 
across a typical SAR image. The change in the look angle usually increases 
with range; however, when the local terrain slope exceeds the look angle 
value, an increase in look angle does not produce a corresponding increase in 
range (this is the so-called layover phenomenon).  

First of all, we compute the normal phase gradient due to the local 
curvature of the Earth, by excluding the presence of a height profile, in order 
to show the dependence of the Earth-curvature component with respect to 
the range. If we refer to Figure 1.11(a) we may apply the cosine rule to the 
triangle whose vertices are the sensor position, the target position and the 
Earth center, respectively, thus obtaining 
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where 0 'ϑ  is the look angle corresponding to the case where the Earth-
topography is neglected (indicated to as 'ϑ  in the Figure 1.11a) Hence, we 
derive the following formula, which is obviously the generalization of the 
formula (see equation 20) already obtained by using the Flat-Earth 
approximation 
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Therefore, since the first derivative of the look angle with respect to the 

range coordinate can be re-arranged as follows 
 

( )
( )0

0 0

0
0

cos '' ' 1
' cos ' ' sin ' '

1 'cos '
'sin ' E

r r r

r
r R H

ϑϑ ϑ η
ϑ ϑ

ϑ
ϑ

∂∂ ∂ ∂
= ⋅ = −

∂ ∂ ∂ ∂

⎛ ⎞
= −⎜ ⎟+⎝ ⎠

    (40) 

 
the corresponding phase rate (see equation 37) will be 
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and, if we apply again the flat-Earth approximation (that is equivalent to 

impose that ( )' 1Er R h+ << ), we will have a different expression for the flat-
Earth component (with respect to the expression written in equation (36)), 
which easily shows how it varies with respect to the range coordinate.  

More precisely, if we impose the interferometric phase is equal to zero 
in a given pixel of SAR coordinates ( )00 ',' rx , the flat-Earth term can be 
now re-arranged as follows 
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and, accordingly, the equation (35) can be also expressed as follows 
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wherein, for the topographic term expression, the approximation 0' 'ϑ ϑ≅  

has been used. The derivative operation (41) can be profitably generalized 

Figure 1. 11 Viewing geometry of a radar sensor used to compute the Earth-curvature 
terms in the interferometric fringes both in (a) a simplified case (where the Earth-
topography is neglected) and (b) in the real case.  
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by considering there is also a local topographic slope tΩ , thus retrieving the 
local fringe frequency in the range direction, representing, as explained in 
the following sub-section, a key parameter in interferometry. In particular, 
the generalized expression of the mentioned equation will be obtained as a 
trivial extension of the original one, by exploiting the geometry depicted in 
Figure 1.11b 
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wherein ' 'incϑ ϑ ε= +  is the incidence angle (which differs from the side-
looking one if the Earth-curvature is considered). Obviously, it can be 
properly particularized for the flat-Earth case, as follows 
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being, in this case, ' 'incϑ ϑ= . It is easy to demonstrate that 
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and hence 
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thus finally leading to the following local fringe range frequency expression 
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where Ω  is the mean local slope of the ground. In the following, some 

considerations about the achievable measurement accuracy will be in order.  
For this purpose, we may observe that, according to the equation (43), 

the height resolution is a function of the phase term accuracy 
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Hence, to improve our height accuracy, a solution could be represented 

by the choice of large perpendicular baseline values. Unfortunately, an 
enlargement of the perpendicular baseline increases, as we are going to 
clarify in the following, the noise affecting the interferograms, thus 
magnifying the corresponding phase deviation. For this reason, it is needed a 
compromise that allows us to establish a criterion to search for an optimal 
baseline separation value between the two orbits.  

To give an example of the achievable accuracy, a typical ERS1-2 
configuration, with ' 800r Km= , 100b m= , °= 23'ϑ , °= 45α , cm56.5=λ , 

°=∆Φ 20σ , gives an uncertainty on the height measurement of about 300m . 
Accuracy can be also estimated with respect to the whole set of parameters 
that are present in equation (43) and, for example, to the components of the 
baseline vector. To do this, we observe that, neglecting the flat-Earth term 
and according to the equations (33) and (43), the topography can be also 
expressed as a function of the parallel component of the baseline 

Figure 1. 12 Three-Dimensional representation of a DEM of the Galtuer (Austria) area 
with superimposed a SAR image of the same area. The DEM were generated by 
processing the radar returns collected by a SAR sensor, working at the X-band 
(9.6 GHz) and  mounted on-board to an aircraft system. Its height accuracy is 
approximately equal to 1-2 m (courtesy of the Aerosensing Gmbh).
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so that the height resolution zσ  will depend on the deviation of the 

baseline components uncertainties, via the following two relations 
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As an example, if typical ERS parameters are considered, deviations on 

each single baseline components equal to 0.01m  will correspond to a height 
resolution of approximately 20m  (with respect to the horizontal component 
of the baseline) and 35m  (with respect to the vertical component), 
respectively. Note also that the presence of the 'r  term on the expressions 
(49) leads to a measure, which is highly dependent on the error of the 
baseline. These effects can be strongly limited by choosing interferometric 
configuration with larger baseline but, however, small enough to think 
acceptable the decorrelation effects. The explanation of this effect can be 
done by observing (see Figure 1.6(b)) that, as the baseline increase the angle 
with whose the arcs intersects one other increases accordingly, thus 
diminishing the sensibility to the baseline errors.  

Another frequently used measure of interferometric performance is the 
height ambiguity that represents the amount of height change leading to a 2π 
change in interferometric phase, and which can be easily achieved by 
inserting πσ 2=∆Φ  in the equation (49) 
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Finally, an example of a reconstructed topography scene is shown in 

Figure 1.12. 
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1.3.3 Interferometric Phase Statistics  
In the following, in order to establish which values of the phase standard 

deviation could be considered, we will discuss how the noise on the SAR 
image affects the phase measurements.  

First of all, we address the effects of the thermal noise and, accordingly, 
we add to the SAR image expressions (see equations (26) and (27)) the noise 
components which are supposed to be mutually incoherent 
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To introduce a measure about the phase quality, its is useful to refer to 

the cross-correlation factor, defined as follows 
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wherein the [ ]E ⋅  symbol stands for the expectation operator. Moreover, 

these operations are in practice replaced by spatial averages ones and the 
choice of the optimal averaged boxes is obtained taking account of the 
original asymmetry between the azimuth and ground range image 
resolutions.  

Therefore, there is a ratio of about 1/4th between the two spatial 
resolutions, so that a profitably choice would require an averaged spatial box 
with 20azN =  azimuth lines and 4rgN =  range samples, leading to an 
averaged resolution cell, which is approximately squared with a side of 
about 100m .  

The average procedure, usually referred to as multi-look operation, leads 
to an improvement of the interferometric phase standard deviation, as 
outlined in the following. With regard to the multi-looked phases, we also 
want to stress that, if we want to estimate the phase from N independent 
interferogram samples, the maximum-likelihood estimator (MLE), which 
provides the averaged phase difference for distributed, homogenous targets, 
will be 

 



30 Chapter 1      SAR Fundamentals

( ) ( )

( ) ( ) ⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

=Φ

∑

∑

=

=
− N

j
jj

N

j
jj

lookN

PIPI

PIPI

1
21

1
21

*Re

*Im

arctan     (55) 

 
wherein Pj is the j-th SAR pixel within the averaged box and the 

operators [ ]Im ⋅  and [ ]Re ⋅  stand for the extraction operations of the 
imaginary and the real part of a complex variable, respectively. The basic 
procedure is pictorially outlined in Figure 1.13 where both a single look and 
a az rgN N N= × -multi-looked phase interferogram have been shown. 
Although the evaluation of the statistics of the multi-looked SAR images is 
outside the scope of this work and can be found in [21-23], the statistics 
relevant to the interferometric phase pattern will be presented in the 
following. 

 We may observe that the cross-correlation factor can be decomposed in 
an amplitude and a corresponding phase term, respectively. The amplitude, 
known as coherence, ranges between [0,1] and  accounts for the similarity of 
the two images, while the phase corresponds to the multi-looked 
interferometric phase, directly. A zero coherence stands for a completely 
uncorrelated scene, whereas a coherence close to 1 corresponds to a noise-
free interferogram. In the simplified case of the equation (53) it is 
particularly easy to express the coherence as a function of the signal to noise 
ratio (SNR) [15] 
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Being interested to the estimation of the standard deviation of the 

interferometric phase, we could relate it to the evaluated coherence value. To 
this end, it is needed to start by the knowledge of the interferometric 
probability density function, which can be expressed, for a single-look 
interferogram, as follows 
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where 0ϕ  is the actual (noise-free) phase and k is the coherence value 

(see Figure 1.14(a)). From the observation of its shape, we note that the 
phase distribution is less dispersed when the coherence approaches to 1. It is 
clear that the higher are the coherence, the more concentrated around its 
expectation value is the phase distribution, thus suggesting lower value of 
the standard deviation. The latter can be also analytically expressed (unless 
only for the single-look case) as follows [24] 
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kLi
kk −+−= ππσ φ    (58) 

 
where Li2 is the Euler’s dilogarithm. 

 
Figure 1. 13 A pictorially representation of the N-multilook operation. The presented 

interferograms are relevant to the Napoli (Italy) bay area and have been 
generated from two ERS descending acquisitions (note that they are differential 
interferograms thus the fringes are related to the deformation of the considered 
area).  
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In the case of N-multi looked interferograms, the corresponding pdf will 
be analytically estimated from Montecarlo simulations or calculated by [25-
26] 
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  (59) 

 
where 2F1 is the hypergeometric function. 
The important (and expected) result is that the pdf becomes narrower at 

the increase of the used number of looks. Unfortunately, an exact, analytical 

Figure 1. 14 (a) The pdf of a single look phase interferogram as a function of the spatial 
coherence. (b) The single look phase standard deviation vs. the coherence, which 
varies as the sample number increase. 
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expression for the phase standard deviation, in this case, is not available, 
unless for the Cramer-Rao bound case (whose validation is nevertheless 
limited to the high coherence region)  

 

N
k

Nlook
2

1 2−
=−Φσ        (60) 

 
 An empirical relation between the phase standard deviation and the 

coherence value (for different number of looks) can be however obtained 
numerically as shown in Figure 1.14 [15]. This kind of representation may 
be effectively used to estimate the achievable measurement accuracy; 
indeed, for typical values of coherence of about 0.3 the corresponding 
single-look phase standard deviation will be of about π/2 which, properly 
substituted in the equation (49) and for typical ERS values 100b m= , 

' 800r Km= , cm56.5=λ  and °= 23'ϑ , will correspond to a topographic 
height accuracy of about 22m . 

 
1.3.4 Decorrelation Effects 

At this stage, we can address the origin for the coherence decrease. 
Basically, the cross-correlation factor will depend on the different noise 
sources and can be profitably factorized as the product of the cross-
correlation factors relevant to each single noise source [21], as follows 

Figure 1. 15 (left side) A multilook SAR image of the Napoli (Italy) bay area, (center) A 
spatially correlated  differential interferogram and (right side) a decorrelated one. 
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We will focus on each single factor, thus exploring the SAR parameters 

that are responsible for them.  
First of all, we have to refer to the general expression of a SAR image 

(see equation 26) in order to investigate on the origin of the decorrelation 
sources and, for sake of simplicity, let us now neglect both the effect of the 
different reflectivity functions (responsible for the temporal decorrelation 
effect) and the thermal noise contributions, respectively. Hence, as 
demonstrated in [15], we search for the expression of the cross-correlation 
factor (see Appendix B) that, if no mis-registrations have occurred, can be 
expressed as 
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wherein the t
τ

⎛ ⎞Λ⎜ ⎟
⎝ ⎠

 function stands for a triangle pulse of width τ , which is 

clearly factorizable in two distinct contributions. The former is responsible 
for the spatial decorrelation effect, that is due to the fact that the same 
ground resolution cell is imaged from two slightly different looking 
directions. The change of the incidence angle leads to a shift between the 
range spectra of the two SAR images that is identical to the local fringe 
frequency in range (see equation 47). For this reason, if the perpendicular 
baseline increase, the corresponding spectral shift could be responsible for a 
complete non overlap between the two range spectra, thus leading to the 
complete decorrelation case. Mathematically, it happens  when 
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which perfectly corresponds to the value obtained by imposing that the 

relevant contribution on the expression of the cross-correlation factor (see 
equation (61)) is equal to zero. A solution to avoid this problem, which 
provides to use two distinct SAR systems with a variable slightly different 
carrier frequencies, has been also proposed. These systems are usually 
referred to as ∆k-radars (wherein k stands for the angular frequencies) rather 
than interferometers [27-28]. For the ERS satellites the critical baseline is of 
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about 1200m for a flat terrain, although baselines greater than 600 m are 
very difficult to be used. As an example, in Figure 1.15 a direct comparison 
between an uncorrelated differential interferograms (where the fringes are 
related to the deformation, as explained in the following) and a correlated 
one has been also presented, in order to show the impact of the data pair 
spatial baseline on the subsequent decorrelation phenomena, here clearly 
visible. The latter term accounts for the doppler decorrelation effects. It is 
due to the presence of a difference in the two doppler centroids which is 
equivalent to a resulting azimuth spectral shift between the two SAR images. 
No spectral overlap is present when: 

 

a
dd L

πξξ 4
21 >−        (64) 

 
Finally, the two explored noise sources can be effectively treated in the 

Fourier transform domain, being both responsible for a corresponding 
spectral shift, as pictorially represented in Figure 1.16.  

Finally, we have to analyze the effects of a change in the reflectivity 

 
Figure 1. 16 Representation of the two-dimensional spectra of the two generic SAR 

images involved in the interferometric data-pair.  
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function between the two passages of the sensor over the illuminated area. 
The corresponding decorrelation effect, known to as temporal decorrelation, 
is very difficult to be statistically modeled and is usually associated to 
weather changes that modify the electromagnetic response of the ground. It 
can be also due to the human activities (we refer to rural areas, for example) 
and is strongly dependent on the used wavelength. This dependence is 
particularly important if vegetated areas are considered, where the use of 
lower frequencies are preferred. On the other hand, urban zones preserve 
coherence along time even with very large temporal baselines. Coherence 
maps (see Figure 1.17) are useful to get one estimate of this type of 
decorrelation and are often used to generate thematic mps, for instance, 
vegetation coverage and lava flow characterization in volcanic areas. 

 
 

1.4 Surface Deformation Mapping 
Interferometry can be also effectively used to investigate on the surface 

changes occurring between the two passages of the radar sensor [ 29-30]. 
These techniques allow to estimate the time evolution of an investigated 

zone on the Earth surface by exploiting the phase difference between two 
images relative to observations carried out at different times. This technique 
would require, in principle, that the sensor illuminates the investigated area 
from the same spatial position, but at the two different times. Obviously, this 
simplified condition is highly improbable to be verified but, to clarify the 
basic concepts, let us first refer to it. Therefore, we introduce a deformation 
component on the measured phase difference and firstly suppose that the 

( )sinc ⋅  functions could be substituted with the corresponding Dirac ones. By 
referring to the geometry depicted in Figure 1.18, we will be able to compute 
the phase difference 
 

( ) ( )DLOS
def ddrr αϑ

λ
π

λ
π

λ
π

−=≈−=∆Φ 'sin444
12    (65) 

 
In this way, the equation (65) will allow measuring the displacement 

component that is parallel to the look angle direction (usually referred to as 
Line Of Sight (LOS) displacement). In this ideal configuration, the D-InSAR 
technique gets an unambiguously measurement of the LOS displacement of 
the order of fractions of wavelength: indeed, a differential phase change of 
2π is now associated to a LOS displacement of 2λ . As an example, 
because for coherent differential interferograms the error on the estimate is 
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of a fraction of π and the wavelength is of the order of some centimeters (for 
the ERS-1/2 case 5.6 cm), we will have 
 

24646 _
λπ

π
λσπσ =≈⇒≈

∆Φ LOSddef     (66) 

 
Hence, it is clear that a displacement in line of sight of the order of some 

millimeters can be well appreciated.  
When a no zero perpendicular baseline between the orbits are 

considered, additional topographic fringes occurs. In this case, by referring 
to Figure 1.19,  the phase difference will be 

 
Figure 1. 17 Coherence maps relevant to two distinctive data pairs involving ERS 

images acquired by ascending orbits, where (a) refers to a small baseline  and a 
small temporal separation and (b) refers to a large interval span interferogram 
(that is now temporal decorrelated, in spite of a very small spatial baseline 
separation) . 



38 Chapter 1      SAR Fundamentals

 

( ) ( ) ( )2 1 1 2
4 4 4

flat tpg def

r r r r r rπ π π
λ λ λ

∆Φ = − = − + − =

= ∆Φ + ∆Φ + ∆Φ
    (67) 

 
The topographic phase term is not of interest with regard to the surface 

displacement mapping. For this reason, in order to limit its influence, 
equation (67) would suggest the use of small perpendicular baselines, only. 
The discrimination between the topographic and the displacement phase 
terms, respectively, must be carried out. There are several approaches to 
measure the topographic components, yielding a differential interferogram in 
which the signature of surface deformation can be seen. Such an 
interferogram contains only the fringe patterns caused by deformation and 
possible decorrelation source. A possible solution, usually referred to a 
three-pass method, is to consider a second interferogram, generated with two 
images taken over a time interval during which no significant deformation 

Figure 1. 18 The simplified interferometric geometry where the master and slave 
orbital positions are considered to be identical, thus allowing immediately 
individuating the deformation component. P1 represents the position of the 
given target on the ground viewed prior the deformation has occurred, while P2 
refers to the position of the same target after the deformation episode (the 
magnitude of the deformation has been intentionally exaggerated to better show 
the geometry of the system). 
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had occurred (tandem) from the one of interest. Moreover, let us suppose the 
pairs have the same master image, so that no resampling is necessary.  

Since the two interferograms can be expressed as follows 
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it is trivial to verify that 

 
( ) ( )defo flat flat
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⎡ ⎤ ⎡ ⎤∆Φ = ∆Φ − ∆Φ − ∆Φ − ∆Φ⎣ ⎦ ⎣ ⎦    (69) 

 
where f TPGp b b⊥ ⊥=  and the quantities with the “TPG” pedix are relevant to 
the topography-related interferogram while the remainders are relevant to the 
topography-deformation one. Hence, the differential interferogram depends 
on the baseline of both pairs and, because the baselines change a little 
through the image, the phase may change too. 

Figure 1. 19 The interferometric geometry where the slant range distances responsible 
for the topographic and the deformation signal, respectively are represented. 
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The topographic contribution in the equation (67) can be otherwise 
calculated through an external, conventional DEM (two-pass differential 
interferometry). To do this, the DEM has to be transformed in the azimuth-
range geometry, scaled with respect to the baseline of the interferogram and 
the resulting topographic pattern have to be finally converted from length to 
phase units (see chapter two for a more detailed discussion on this topic).  

Whatever method has been applied, the differential interferogram will 
contain the deformation component only, but inaccuracies on the knowledge 
of the actual topographic pattern and/or of the orbital parameters arrange for 
the interferogram to be affected by residual phase terms that may corrupt the 
deformation measurement accuracy. 
  
1.4.1 Main Limitations of the D-InSAR technique 

This sub-section will address the principal limits of the investigated 
technique. Firstly, we will deal the effects on the deformation measurement 
of inaccuracies on the knowledge of the orbital parameters and of the scene 
topography.  

To discriminate the two effects, singularly, let us refer to the D-InSAR 
geometry depicted in Figure 1.19 and firstly suppose the topographic term 
has been perfectly removed from the original interferograms, but there are 
uncertainties in the knowledge of the actual perpendicular baseline value. 
Equation (42) suggests that the resulting differential interferogram will be 
affected by a residual orbit plane 
 

0'4
' tan 'residual
r r

db
r

πδφ
λ ϑ ⊥

−
=       (70) 

 
where, for sake of simplicity, the local slope of the terrain has been 
considered negligible. Thus 
 

D InSAR def residualφ φ δφ−∆ = ∆ +       (71) 
 
If both orbital inaccuracies and deficiencies on the knowledge of the real 

topography occurs, the D-InSAR interferogram will contains other spurious 
terms. To emphasize their contribution, let us suppose the actual 
perpendicular baseline value is b⊥  and the synthesized one is b b⊥ ⊥+ ∆  and 
there is also a difference between the real height above the reference surface 
( z ) and the corresponding value ( z z+ ∆ ) estimated starting from the 
available DEM. In this manner, the real topographic phase contribution 
(neglecting the previously analyzed flat Earth inaccuracies) will be 
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while the reference one will be 
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so that the residual topographic phase term will be 
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where the higher order term 4 'sin 'b z rπ λ ϑ⊥∆ ∆  has been neglected. By taking 
account of both the previously analyzed effects, a more accurate expression 
of a differential interferogram is 
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Similar considerations could be also made to analyze the 3-pass method 

(see equation 69), thus retrieving 
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Moreover, the deformation term here presented could be corrupted also 

by atmospheric artifacts. Therefore, if the two passages of the radar sensor 
over the illuminated area, the weather condition is changed, the time delays 
of the corresponding radar echoes will also depend on the different 
electromagnetic propagation velocities.  

It means, for example, that if we refer to the configuration depicted in 
Figure 1.20, the interferometric phase difference (see equation (67)) would 
be 
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4 4r r r rπ π
λ λ

∆Φ = − + −       (77) 



42 Chapter 1      SAR Fundamentals

 
thus implying the phase difference expression will be 

 
_ _res orbit res tpg deform atm

D InSAR n−∆Φ = ∆Φ + ∆Φ + ∆Φ + ∆Φ +    (78) 
 

where ( )atm∆Φ ⋅  accounts for the mentioned artifacts. The atmospheric 
influence (i.e. delay) depends not only on the weather conditions, but it also 
considerably depends on the range, i.e. on the look angle. Indeed, for an 
increasing look angle, the path of the ray through the atmosphere gets 
longer. Also, the atmospheric delay depends strongly on topography, which 
should be significant in mountain areas. Moreover, as explained in chapter 
two, the atmospheric phase screen (APS) can be properly filtered out using a 
convenient spatial-temporal procedure.  

By summarizing, if we refer to the twp-pass method, a differential 
interferogram contains the following signals 

• Orbit errors residual fringes 
_ 0'4

' tan ' 'sin '
res orbit r r zb b

r r
π
λ ϑ ϑ⊥ ⊥

−⎛ ⎞∆Φ ≅ ∆ + ∆⎜ ⎟
⎝ ⎠

 due to an inaccurate 

 
Figure 1. 20 The used interferometric geometry (the same of figure 1.19) where has 

been also introduced the effect of a possible inhomogeneities of the atmospheric 
index refraction, responsible of an incorrect estimation of the deformation signal. 
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knowledge of the orbital positions of the sensors along the analyzed 
area; 

• Residual topographic signal _ 4
'sin '

res tpg b
z

r
π
λ ϑ

⊥⎛ ⎞∆Φ ≅ ∆⎜ ⎟
⎝ ⎠

 due to the 

error in the knowledge of the scene topography and/or to an 
incorrect resampling of the used DEM in the SAR coordinates; 

• Deformation signal ( )deform∆Φ ⋅  corresponding to the displacement 
occurred between the two flights; 

• Atmospheric disturbances ( )atm∆Φ ⋅  corresponding to a time delay of 
the radar echoes caused by a different refraction index of the 
atmosphere itself; 

• Additive noise contributions.   
 
Another source of mis-interpretation about the deformation is intrinsic to 

the technique itself and it is due to the fact that the useful information are 
present in phase terms, which are known only on the restricted [ [,π π−  
interval. For this reason, a fundamental non linear operation, allowing us to 
reconstruct the full phase differences, is requested. This operation, usually 
referred to as  Phase Unwrapping (PhU), represents a crucial point in this 
context.  

Obviously, phase unwrapping errors are integer multiples of 2π but it can 
propagate within the process of the data inversion and to significantly affect 
the deformation measurements. 

The chapter three will deal on this task by also introducing a novel 
approach.  

 
 

1.5 Summary 
In this chapter, the basic theory of the SAR system and their 

interferometric applications have been introduced. In particular, we focused 
on the application of the SAR technology to the monitoring of the surface 
displacements, thus emphasizing the role played by possible artifacts, due to 
several and independent mechanisms, on the achievable measure of the 
occurred deformation. 
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APPENDIX A :  SAR FOCUSING OUTLINE 
 

In this appendix the evaluation of equation (15) will be addressed. 
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As stated before, the focusing procedure requires a proper filtering operation 
on the received raw data, which can be easily performed in the spatial 
frequency domain.  

For this purpose, the SAR transfer function must be firstly evaluated 
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where ( )ηξ ,  are the corresponding transformed variables, accounting for the 
azimuth and range angular frequencies, respectively, and 
 

( ) ( )

⎥⎦
⎤

⎢⎣
⎡ +−

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
∆−−

⋅

⋅⎥⎦
⎤

⎢⎣
⎡ ∆−−+∆−=−

X
rxxw

c
Rrrrect

Rrr
c

jRjrrrxxg

φ
τ

α
λ
π

tan'

2

'

'24exp,','

2

2
2

  (A3) 

  
is the SAR impulse response. 

Letting 
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the integral expression (A2) can be rearranged as follows 



 Appendix A 45

( ) ( )

( ) ( )

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ +⋅

⋅
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

∆−−∆−

−

∫

∫

dpe
X

rpw

dqeqrectrG

pRjXpjpRj

cqjqj

ηξ
λ
π

τ
η

ατ

φ

ηξ

4
2

22

tan

,,
2

2

  (A4) 

 
Solution of the first integral 
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is now addressed. We start from the analysis of the integral phase 

argument 
 

2
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2
q f qατ π τ≈ ∆        (A6) 

 
and we observe that, in all SAR system, we have 2 2 1fτ ατ π∆ = >>  (for 

ERS sensors, the parameters of which are collected in Table 1.1, we have 
570fτ∆ ≈ ). The demonstrated inequality guarantees us for the presence of a 

fast-varying phase term in (A6) and allows applying, for the integral 
evaluation, the stationary phase method [31]. In particular, it is easy to verify 
that the stationary phase point, whose corresponds to a zero value of the first 
derivative of the phase term, is given by 
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Accordingly, except for a nonessential, additional amplitude term, 

equation (A5) can be asymptotically evaluated as follows 
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Solution of the second integral 
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( )2 tan 4exprw p j R p j pX dp
X

φ π η ξ
λ

⎡ ⎤⎡ ⎤ ⎛ ⎞+ − ∆ + −⎜ ⎟⎢ ⎥⎢ ⎥⎣ ⎦ ⎝ ⎠⎣ ⎦
∫    (A9) 

 
is subsequently addressed. Also in this case, we firstly refer to the 

corresponding phase term, which has the following expression 
 

( ) ( ) 4 1
4

p R p pXπ λη ξ
λ π

⎛ ⎞Ψ = −∆ + −⎜ ⎟
⎝ ⎠

               (A10) 

 
Moreover, according to the equation (A8), only a limited range of values 

for η  must be considered, hence: 
 

1
4 4 4 2MAX

f
c f

ηλ λ λ ατη
π π π

∆
≤ = = <<                (A11) 

 
where the last inequality holds for all SAR systems. Accordingly, the 

equation (A10) can be expressed as follows  
 

( ) 2 2 2
2

4 1 2
2 cosa

Xp X p p
r L

π π
λ φ

Ψ ≈ =               (A12) 

 
and, because in all SAR systems we have 2 1aX L >> , we may also 

apply for the evaluation of the integral the stationary phase method. Hence, 
we evaluate the first derivative of the phase term (A10) 

 

( ) ( )4 4d dR p X p X R p
dp dp

π πη ξ ξ η
λ λ

⎛ ⎞⎛ ⎞ ⎛ ⎞−∆ + − = − − + ∆⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

            (A13) 

 
thus obtaining as result the following stationary phase point expression 
 

3

tansin
4coss

rX rp
X

ξ φφ
πφ η
λ

⎡ ⎤
⎢ ⎥

= − −⎢ ⎥
⎢ ⎥+
⎢ ⎥⎣ ⎦

               (A14) 

 
After trivial calculations, substituting (A14) in (A9), we will finally 

retrieve the required solution of the integral 
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[ ]
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∫
        (A15) 

 
where: 
 

• 4 41 sin sin
4dopp

π λ πξ η φ φ
λ π λ

⎛ ⎞= + ≈⎜ ⎟
⎝ ⎠

 is the azimuth center angular 

frequency value, which, properly converted in azimuth frequency 
(Hz) leads to the expression of the so-called Doppler centroid 

frequency 2 sindopp
vf φ

λ
≈ ; 

• the azimuth antenna pattern ( )2w ⋅  has been substituted with a 
( )rect ⋅  function, thus referring to a simplified uniform illumination 

case; 

• 
( )2

3

1 cos 4tan
4cos 2cos

doppr r
ξ ξφ πχ ξ φ η

πφ λ φ η
λ

−− ⎛ ⎞= − + +⎜ ⎟ ⎛ ⎞⎝ ⎠ +⎜ ⎟
⎝ ⎠

 is the azimuth 

counterpart of the SAR transfer function, which must be 
subsequently compensated in order to retrieve the focused SAR 
image.  

 
Therefore, the overall expression of the SAR transfer function will be 
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2 2

, , exp
42 8
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a
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L
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⎡ ⎤
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            (A16) 

 
Some considerations on the SAR transfer function are now in order. 
First of all, we observe that ( )G ⋅  is a band limited function, where 

2range cατΩ =  and 4azimuth aLπΩ =  are the range and the azimuth spatial 
bandwidth (rad/m), respectively. However, it would be preferable to refer to 
the corresponding temporal bandwidth [Hz] expression, which can be 
obtained through suitable conversions. In particular, the azimuth bandwidth 
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is obtained via the multiplication of the azimuthΩ  term by the converting factor 
/ 2sv π ( sv being the sensor velocity) thus obtaining 2 s av L , often interpreted 

as Doppler bandwidth. In turn, the range spatial bandwidth will be converted 
in Hz via the multiplication by the converting factor 4c π thus obviously 
leading to the chirp bandwidth expression.  

At this stage the raw-data spectrum may be calculated 
 

( ) ( ) ( ) ( )

( ) ( ) ( )

' ', , ' , ' , ' '

', ' , , exp ' ' ' '

j x rH x r g x x r r r dxdr e dx dr

x r G r j x r dx dr

ξ ηξ η γ

γ ξ η ξ η

− +⎡ ⎤= − − =⎣ ⎦

= − +⎡ ⎤⎣ ⎦

∫∫ ∫∫
∫∫

            (A17) 

 
Since the SAR transfer function has been previously evaluated, we can 

address the problem to compensate its phase terms, thus leading to the 
focused image expression. The simplest and most efficient processing 
scheme is based on the utilization of  the following approximation 

 

 
Figure A. 1 Narrow focus SAR processing block diagram. 
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( ) ( ) ( )0 0, , , , ,G r G r Gξ η ξ η ξ η≈ =                (A18) 
where 0r  is the range coordinate of the scene center. This condition 

allows us to obtain the following, approximated expression of the raw data 
spectrum 

 
( ) ( ) ( )0, , ,H Gξ η ξ η ξ η= Γ ⋅                 (A19) 

  
thus suggesting to implement the following space invariant filtering 

operation   
 

( ) ( ) ( ) ( )*
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ˆ , , , ,
42

dopp

a

cH G rect rect

L

ξ ξηξ η ξ η ξ η ξ η
πατ

⎡ ⎤
⎢ ⎥−⎡ ⎤ ⎢ ⎥Γ = ⋅ = Γ ⎢ ⎥ ⎢ ⎥⎣ ⎦
⎢ ⎥⎣ ⎦

           (A20) 

 
carried out in the two dimensional Fourier Domain. The spectral 

multiplication of the equation (A20) allows an efficient focusing of the SAR 
image following the scheme depicted in Figure A1. Note that the operation 
implemented by such a processing scheme can be carried out directly in the 
time domain, since it is equivalent to a deconvolution step applied to 

( )', 'h x r . However, the system impulse response generally extends for 
several hundreds points in both azimuth and range directions; typical 
dimensions of the raw data set are very large too (thousands  complex  
samples  for  each  direction).  Hence,  it  is convenient to carry out the 
deconvolution operation in the Fourier Domain due to the availability of Fast 
Fourier Transform (FFT) codes. The key point of such a procedure is 
represented by the knowledge of the transfer function obtained in each 
section (see eq (A18)) by assuming r=r0. For this reason this processing 
procedure is known as narrow focus code, because only the central part of 
the scene, r=r0, is perfectly focused.  

Finally, the expression representing a SAR focused SAR image, can be 
obtained by evaluating the inverse Fourier Transform of the equation (A20), 
that is 
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∫∫
         (A21) 
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where 2r c f∆ = ∆  and 2ax L∆ =  are the theoretical range and azimuth 

resolutions, respectively.  
We finally stress that the achieved focused SAR image has been 

represented in the output zero-doppler geometry (i.e., we imposed the 
squinted output geometry to be the same of the corresponding non squinted 
case) and, for this reason, it is usually referred to as the zero-doppler focused 
SAR image expression. Should the two linear phase terms in ξ  and η , 
respectively, presented in equation (A16) be non compensated, we would 
lead to the following non zero-doppler focused SAR image expression: 

 
( ) ( )

( ) ( )

ˆ ', ' ', '

sinc ' sinc ' tan exp ' tan
r cos x dopp

x r x r

rr x r j x r

γ γ

π π φ ξ φ
φ

= ⊗

⎡ ⎤⎡ ⎤⎛ ⎞ ⎡ ⎤ ⎡ ⎤⊗ − + +⎢ ⎥⎢ ⎥⎜ ⎟ ⎣ ⎦⎢ ⎥∆ ∆⎣ ⎦⎢ ⎥⎝ ⎠⎣ ⎦⎣ ⎦

(A22) 
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APPENDIX B :  COHERENCE CALCULATION 
 
We proceed from the expression of the two SAR image 
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r

  (B1) 

 
and let us evaluate the complex interferogram expected value, by supposing 
the reflectivity pattern is represented by a homogeneous, uncorrelated 
process.  

Hence 
 

( ) ( ) ( ) ( )2*
1 1 2 2 1 2 1 2, ,E x y x y x x y yγ γ γ δ δ⎡ ⎤ = − −⎣ ⎦    (B2) 

 
The cross-correlation factor is essentially a normalized mutual 

correlation between the two complex SAR images, represented by the 
relations (B1), and can be written as 
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1 2

2 2
1 2

E

E E

γ γ
χ

γ γ
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      (B3) 

 
The calculation of the numerator is now in order. For this purpose, we 

rewrite the expression (B1) by introducing the variable changes 
 

'
'

p x x
q r r

= −
= −  

 
Hence, we have 
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and, consequently 
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Equation (47) allows us to express the slant range difference between the 

cell center and its value within the resolution cell as a function of the local 
slope of the surface, that is 
 

( ) ( ) ( )
1' '

' tan ' ' tan 't t

b b
r r r r q

r r
δ δ

ϑ ϑ
⊥ ⊥− ≈ − − = −

− Ω − Ω
   (B6) 

 
The previous condition and the assertion that the variation on the slant 

range affects the phase term, but is not relevant for the integrating amplitude 
term, lead to rearrange the previous expression in this novel form 
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where the possible mis-registration effects have been neglected. At this stage 
we can observe that, for example, the second integral can be viewed as the 
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Fourier transform of the ( )2sinc ⋅  function that is equal to the convolution of  
two rectangular spectra pulse (which is equal to a triangle pulse) 
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                                   TABLE 1.1   ERS Parameters 
 
 

Parameters ERS/1-2 

Carrier wavelength ( λ ) 5.67 cm (C-band) 

Transmitted Bandwidth (∆f ) 15.5 MHz 

pulse duration (τ ) 37.1 µs 

chirp rate ( α ) 2.62×1012 rad/s2 

PRF 1.678 KHz 

antenna dimensions 
(azimuth/range) 10m x 1m 

altitude 785 km 

azimuth footprint (X) 100 km 

 
 



Chapter 2 
 
 
 
 
 

Multi-temporal D-InSAR Techniques 
 
Differential Interferometry is a relatively new technique for the detection 

of the Earth surface deformation and its basic principles have been discussed 
in the previous chapter. 

The D-InSAR methodology has been firstly applied to investigate single 
deformation events [29,32,33]. However, more recently, these approaches 
have been also used to analyze the temporal evolution of the detected 
displacements through the generation of proper deformation time series, 
which have been obtained starting from a set of multiple differential 
interferograms. The interest on the development of these methodologies is 
testified by several algorithms, which have been already presented or that are 
under development [34-38]. These approaches requires that complex 
processing chains, with a given computational cost, are considered. In the 
following, we will give an overview of the involved procedures, thus 
emphasizing the role played by the different data inversion algorithms up to 
now proposed, with a particular interest on the Small Baseline Subset 
(SBAS) approach [39].  

 
 

2.1 Processing Chain 
With regard to a set of N+1 complex-valued SAR images relevant to the 

same illuminated area, a multi-temporal D-InSAR processing chain can be 
properly decomposed, as shown in Figure 2.1, as follows 

1. Evaluation of the orbital parameters associated to each SAR 
acquisition, subsequently used within the estimation of the 
orbital spatial separation (i.e. the spatial baseline value); 

2. Generation of a set of  single-look SAR images from the 
available raw data files; 

3. Selection of the optimal interferometric data pair distribution;  
4. Co-registration of each SAR image with respect to a properly 

identified  “reference master image” (with respect to which the 
baseline values are evaluated); 
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5. Generation, for each single interferometric data pair, of a set of 
synthetic fringes, accounting of the phase difference due to the 
scene topography, only; 

6. Generation of the corresponding differential interferograms, 
obtained via the subtraction of the previously computed 
synthetic fringes from the “master-slave” phase difference of 
each interferometric pair; 

7. Noise-filtering of the generated D-InSAR fringes; 
8. Generation, interferogram by interferogram, of the spatial 

coherence maps, representing an estimate of the noise level 
affecting the computed D-InSAR interferograms; 

9. Inversion of the sequence of D-InSAR interferograms, leading 
to the reconstruction of the surface deformation evolution 
affecting the investigated area. At the same time, an estimate of 
the possible residual topographic components and the 
atmospheric contributions is also accomplished; 

10. Geolocalization of the image points and projection onto a 
universal cartographic grid. 

 

Figure 2. 1 Deformation time-series generation processing chain. 
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2.2 Orbital Parameters Estimation and SAR 
Focusing Step 

Although the focusing procedure has been already analyzed in the 
previous chapter, it is important to clarify how different focused SAR 
images can be effectively used within the deformation time-series procedure. 
In this context, a perfect knowledge of the true position of the SAR sensor 
(that is of the orbital parameters) along its flight path is necessary. This task 
is accomplished via the representation of the generic orbit through a set of 
state vectors (expressed via polynomial functions), typically supplied in 
conjunction with each raw data file (for example, this is the case for the ERS 
data). Nevertheless (at least for the ERS1/2 radar sensors), precise satellite 
orbit state vectors are available at a global scale and are typically collected 
into data-bases (this is, for example, the case for the precise orbits provided 
by the University of Delft) [40]. Obviously, the state vector errors will 
correspond to an inaccurate estimation of the actual spatial position of the 
radar sensor, thus implying a subsequent wrong estimation  of the synthetic 
fringes and/or the presence of uncompensated flat-Earth terms on the 
generated differential interferograms (see chapter one). With regard to the 
general characteristics of the orbits relevant to the ERS sensors, in particular, 
we stress that the radar sensor flight at an altitude of about 780 Km with an 
inclination angle of about 98°, an orbital period of 100 minutes and a 
repetition cycle of about 35 days. Radar sensor, while moves in the 
approximately South-North direction, observes the same portion of the Earth 
twice (corresponding to the ascending and descending orbits, respectively, as 
represented in Figure 2.2) thus helping us on the resolution of the layover 
problem and, above all, allowing us to discriminate (as clarified in section 
2.9) the vertical and the East-West deformation components, respectively.  

By exploiting the orbital information, the baseline vectors (evaluated 
with respect to the “reference master image”) can be firstly estimated. 
Obviously, different azimuth lines will have different baseline values, 
although (at this stage) the variation rate along the whole scene can be 
considered irrelevant. The baseline vector is a three-dimensional one, so that 
it can be projected onto a properly selected reference system. Besides, as 
underlined in the chapter one, it is convenient to look at its projection along 
the plane orthogonal to the azimuth line (which must be in turn projected 
along the slant range direction and the direction orthogonal to the range and 
azimuth direction, at the same time).  

The achievable D-InSAR results are above all dependent on the 
perpendicular baseline vector values (see chapter one), so that each SAR 
image can be profitably represented in the Time/Perpendicular Baseline 
plane (see Figure 2.3) through a set of corresponding points. Moreover, each 
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focused SAR image can be also characterized by the estimated doppler 
centroid value (see chapter one) which represents the central frequency of 
the azimuth spectrum (that is particularly important to argue on the 
decorrelation effects affecting the used interferograms). As explained in the 
previous chapter, the azimuth central frequency is related to the squint angle 
via the following relation 

 
2

sins
dopp s

v
f ϕ

λ
=        (1) 

 
wherein sv  is the platform velocity, λ  is the operational wavelength and 

sϕ  is the squint angle. In presence of significant sensor stability problems (as 
the case for the ERS2 sensor after 2000 [41]), the squint angle can be higher 
than one expect with reference to the Pulse Repetition Frequency (PRF), 
thus implying an ambiguity on the evaluation of the actual doppler centroid 
value. As matter of fact, the azimuth signal is automatically sampled at the 
PRF frequency, so that the azimuth spectrum is composed by several replica. 
Therefore, the evaluation of the amplitude peak spectrum does not 
automatically corresponds to the effective doppler centroid value but the 
correct replica index must be also known. In literature, several approaches to 
solve this problem have been formerly proposed [42-43]. In this context, it is 

Figure 2. 2 An example of the European acquisition plan of the ERS1/2 sensors . 
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sufficient to remark that an incorrect estimation of the replica index of a 
SAR image could also suggest us to generate highly uncorrelated differential 
interferograms (because in these cases the azimuth separation would be 
greater than the bandwidth itself).  

Basically, the evaluation process of the optimal D-InSAR data-pair 
distribution is guided to the constraint that the expectable decorrelation 
effects are as limited as possible: this task will be easily achieved by 
imposing that both the baseline separation of the SAR acquisitions and the 
differences on their doppler centroid values are small enough. For this 
reason, it could be convenient to represent each SAR image in a three 
dimensional space, whose axis are the temporal baseline, the spatial baseline 
and the doppler centroid frequency, respectively. On the other hand, we can 
observe that ERS SAR images with replica indexes not equal to zero are 
essentially related to the time period after the gyroscope problems of the 
2002 and, for this reason, large variations on the doppler centroid are 
essentially limited to this period.  

These observations suggest us that the SAR images can be effectively 
represented onto the projected Temporal/Perpendicular baseline plane. 

The representation of the SAR acquisitions on the 
Temporal/Perpendicular baseline plane allows us to argue on the selection 

Figure 2. 3 An example of the SAR images distribution onto the 
Temporal/Perpendicular baseline plane. The representation in 
different colors help us to directly individuate the images belong to 
the same interferometric subset (the point corresponding to the 
reference master image has been highlighted with an orange-box).  
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criterion of the “reference master” image. In fact, especially for the 
registration requirements, it is useful to select as reference a SAR acquisition 
with respect to which the evaluated baseline values are smaller as possible. 
This task can be easily achieved by referring, for example, to the SAR 
acquisition located in correspondence to the baricentrical position of the 
whole distribution onto the Temporal/Perpendicular baseline plane, as 
represented in Figure 2.3.     

 

 
Figure 2. 4 Pictorial representation of the possible interferometric distribution: (a) 

represents the case where a set of consecutive interferometric pairs is 
considered, characterized by a single subset; (b) represents the case 
relevant to the choice of interferograms pair with the same master image 
(we have, also in this case, a single subset); (c) is related to the case where 
the interferometric distribution is chosen so as several subset of data are 
present and this happens, for example, when only a set of low-decorrelated 
interferograms is considered.    
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2.3 Interferometric Strategies 
In order to introduce the key ideas of the available inversion algorithms, 

it can be convenient to look at the SAR data acquisition distribution in the 
Temporal/Perpendicular baseline plane, again. Basically, the whole set of 
possible algorithms is based on the proper selection of the interferometric 
data pair distribution, which in this plane corresponds to a set of arcs 
connecting the points associated to the different SAR acquisitions. It is 
known (see chapter one) that the larger are the perpendicular and/or temporal 
baselines value, the more significant will be the decorrelation phenomena. 
Hence, depending on the choice of the optimal interferometric distribution, 
the different algorithms will be able to extract different and/or additional 
information. 

The easiest of the possible choice would require to generate a set of 
interferograms between the N consecutives data acquisitions, thus implying 
a subsequent search for the solution of a determined NxN system (see Figure 
2.4) but, consequently, high decorrelated interferograms should be 
considered, too. Another possibility could require to generate a set of 
interferograms between each single SAR image and the “reference master” 
one (see Figure 2.4b). Nevertheless, in this case, we can observe that, even if 
some of the considered interferograms may have a perpendicular baseline 
value greater than the critical one (and, for this reason, strongly affected by 
the decorrelation noise), if we would refer to a set of properly chosen point-
wise scatterers, the useful information could be also retrieved. This is the 
key idea of the Permanent Scatterers (PS) technique [35]. The high 
dispersion of the  baseline values and the limited accuracy of the available 
DEM make impossible the usage of a coherence criterion to select the pixels 
with good phase quality, since for the largest baselines the topographic 
components has to be accurately removed from the interferometric phase 
prior to the coherence computation. Within the PS technique, pixels are 
selected from the study of its amplitude stability along the whole set of 
images, which requires a minimum of 30 images and its proper radiometric 
calibration for a reliable selection, so that the maximum resolution of the 
SAR images is preserved. With regard to the data inversion approach, a 
linear model is adjusted to the data, pixel by pixel, to estimate the 
deformation linear velocity and the DEM error. Finally, for each image, the 
non linear component of the movement and the atmospheric phase screen 
(APS) is computed with a combined spatial-temporal filtering [35,44,45]. 
Another possible solution is represented by the choice of a set of Small 
Baseline interferograms, only (see Figure 2.4(c)). This approach permits 
mitigating the noise effects on the interferograms, minimizing the spatial and 
temporal separation between the orbits. The counterpart of this choice is 
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represented by the presence of more than one independent subset of 
acquisitions which have to be subsequently linked each other. This issue 
represents the core of the SBAS algorithm [39], which will fully described in 
the following (see section 2.7.4). Basically, the selection of the optimal data 
pair distribution can be effectively obtained by imposing that each data-pair 
satisfies the following constraints 
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       (2) 

 
where h is a selected fraction of the azimuth spectra and, generally, the 

maxima values are selected depending on the noise level that is considered 
acceptable. Obviously, in order to limit the computational cost of our 
solution, it is convenient to select, and subsequently generate, a subset of the 
whole interferometric data pair distribution that satisfies these constraints, 
only. To this end, we can impose, for example, that each SAR image is 
involved in a given, maximum number of differential interferograms.  

A different criterion to select the interferometric distribution, aimed to 
the limitation of the Phase Unwrapping errors, will be also described in 
chapter three. 

 
 

2.4 Registration of the SAR images 
Once a proper set of interferometric data pairs have been selected, for 

each pair one might register the relevant master image with respect to the 
slave one. This procedure, as outlined before, is fundamental to subsequently 
extract the phase difference relevant to corresponding pixels on the different 
images.  

By referring to a single data pair, the registration procedure [15,46] 
concerns the compensation of the azimuth and range pixel displacements. In 
fact, for a generic point in the master image, the SAR coordinates of the 
same point in the slave image will be given by 
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wherein ( )' , 'm mx r  and ( )' , 's sx r  are the coordinates of the point P in the 
master and slave geometry, respectively and ( )', 'x rδ δ  are representative of 
the difference in the SAR coordinates to be applied to the master ones (with 
respect to the selected point ( )', 'P x r  in a given reference plane) to retrieve 
the corresponding slave coordinates. The registration process can be 
therefore defined as the problem of computing the geometric image 
transformation functions and, subsequently, the problem of  re-sampling the 
second image with respect to the master one, in such a way that each ground 
point is located at the same position in the two different images. Accuracies 
of the order of  1/8th of the image pixel dimension are usually considered 
acceptable, although values of about 1/120th can be also accomplished. To 
this end, an estimate of the local rigid patch translation must be, first of all, 
implemented by moving a selected patch of the slave image with respect to 
the corresponding master one and by using the following strategies 

• The maximization of the image cross-correlation factor, relevant 
to a patch located at the center of the image; 

• The maximization of the spectral extent of the patched complex 
interferogram. 

Basically, in order to improve the registration performances, it can be 
useful to register the images via a two-step procedure. Therefore, as said 
before, a common reference master geometry must be chosen and 
consequently, apart from the registration of each slave image with respect to 
the master one, it is also needed to register each master data pair with respect 
to the reference one. Accordingly, even if  the absence of mis-registration 
errors would make irrelevant a second registration step, the overall 
procedure may be effectively divided in two different steps. For example, the 
former should provide to register each single SAR image with respect to the 
reference geometry and the latter to accommodate the remaining, less 
significant, registration errors, thus improving the global precision and 
assuring an accuracy at the order of the sub-pixel level.  

We finally note that this two-steps procedure can be simplified by also 
exploiting the viewing geometries relevant to the two SAR acquisitions and 
these techniques are usually referred to as geometric registration approaches 
[47].  

 
 

2.5 Evaluation of the Synthetic Fringes 
Once the basic ideas about the differential interferometry have been 

introduced, we may underline there are several possibilities to extract the 
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topographic phase components, which have to be subsequently subtracted to 
the interferometric phase to retrieve the deformation phase pattern.  

In this section, in particular, we will refer to the two-pass method which 
exploits of an external digital elevation model (DEM) of the area to 
reconstruct the topographic fringes and, the proposed experiments, have 
been carried out by using the Shuttle Topography Mapping (SRTM) DEMs 
[48]. 

This section will address the key steps to synthesize the topographic 
phase component. The strategy we follow is based on the observation that 
(see equation 31, chapter 1) the phase associated to the scene topography can 
be estimated, for each pixel of the registered SAR images, via the measure of 
the master-slave slant range differences (see Figure 2.5), as follows 
expressed (see equation 43, chapter 1) 
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⊥∆ = − ≅ ∆Φ −     (4) 

 
 wherein b⊥  is the data-pair perpendicular baseline, 'ϑ  is the look-angle, 
r  is the mean slant range distance relevant to the “reference master” 
geometry and flat∆Φ  is the corresponding flat-Earth term.  

Figure 2. 5 Repeat-Pass acquisition geometry used within stereometric/interferometric 
applications. SAR sensor observes the same scene from slightly different orbital 
positions thus leading to the reconstruction of the topography of the scene.    
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Let us firstly estimate the range distances with respect to the targets on 
the scene and associated to each SAR image. Our information are related to 
the elevation of the overall points in the available scene DEM, eventually 
projected onto a conventional cartographic reference system, with respect to 
a reference ellipsoid.  

Basically, the synthesized fringes estimation procedure can be viewed as 
the cascade of the following steps: 

1) Evaluation of the position of the DEM points onto the master 
SAR geometry, corresponding to a classical inverse-geocoding 
problem; 

2) Estimation, acquisition by acquisition, of the SAR sensor 
positions along their orbits; 

3) Evaluation of the slant range differences, pixel by pixel, for each 
SAR image; 

4) Estimation of the topographic phase term. 
The first step is accomplished by using the orbital parameters of the 

“reference master” image, which allows individuating the actual sensor 
position along its flight path. The procedure starts from the conversion of the 
available DEM points (typically known onto a cartographic reference 

 
Figure 2. 6 Acquisition geometry of the “reference master” image, represented with 

respect to a cartesian reference system, where the target of height h (known 
in reference to a chosen, ellipsoidical surface), illuminated by the radar 
sensor at the time ti , is represented by the vector P.  
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system) in an ellipsoidical, cartesian reference system. In this way, each 
DEM point will be transformed in a corresponding point ( ), ,e e eP x y z  in the 
cartesian reference system, which must be associated to a pixel of 
coordinates ( ),Q i j≡  onto the reference master image geometry. For this 
purpose, we observe (see Figure 2.6) that the slant range coordinate 
represents the sensor-to-target distance, as one can estimate by referring to a 
cartesian reference system, and that the SAR images have been focused at 
the zero-doppler position (see chapter one).  

These observations can be analytically represented by the following 
system of equations 
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 in the ( ),i Mt r  unknowns, wherein P  is the position vector of the generic 
target on the local ellipsoid, illuminated by the radar sensor at the instant it , 
while ( )M is t  is the radar position vector. The sensor position, depending on 
the time acquisition it  can be, in turn, expressed in the same reference 
system by using the orbital parameters associated to the reference master 
image itself, as follows 
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where the coefficients are related to the orbital parameters and 0t  is the 

origin of the temporal reference on the orbit. Once the unknowns have been 
evaluated, the SAR image coordinates of the given DEM point can be 
estimated by solving these equations 
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with respect to the ( ),i j  unknowns, wherein 0r  is the near range 
distance, c  is the speed of the light, PRF the pulse repetition frequency and 

sampf  the range sampling frequency, respectively. In this manner, for each 
pixel of the available DEM, we must obtain the corresponding position onto 
the reference SAR geometry. We can farther use these coordinate 
conversions operations to express each ellipsoidical coordinate of the generic 
DEM point P onto the SAR reference system. Obviously, the regular 
cartographic grid (see Figure 2.7) will be deformed in an irregular SAR 
output grid and, for this reason, a proper regriddind operation onto the 
converted pixels will be necessary. The regridding operation could be also 
performed for each different orbital positions but, since a reference geometry 
has been chosen, it can be more efficient to make one single operation to 
limit possible errors. In this manner, if we refer to the conversion of the 
cartesian coordinates of the DEM point, we will have 
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Figure 2. 7 A pictorially representation of the conversion operation of each DEM point 

(a) onto the SAR reference master image geometry (b). As shown in this figure, 
the converted points are not necessarily spaced on a regular grid, so that a 
regridding operation is generally required. 
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The second step of the procedure concerns the measure, acquisition by 
acquisition, of the SAR sensor position in the SAR coordinates, directly. In 
particular, the k-th SAR acquisition will be characterized by its own orbital 
parameters so that, at the time it  (which corresponds to the azimuth pixel i 
onto the SAR geometry), the position vector will be 
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The third step concerns the estimation of the slant range distances 

performed directly onto the SAR reference system. To do this, we observe 
that, for the i-th azimuth line, the slant range distance with respect to the 
target associated to the j-th range coordinate, it can be easily evaluated in 
application of the Pitagora’s law 

 

Figure 2. 8 An example of a synthetic interferogram relevant to the Napoli bay test site. 
The topographic fringes related to the Vesuvius complex are clearly visible at 
the center of the image in correspondence to the red arrow line. 
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 wherein NRG is the number of range samples. Finally, according to the 

equation (4) the topographic, synthesized fringes will be directly evaluated 
onto the SAR geometry by exploiting the two so-estimated slant range 
differences, associated to the SAR images involved in the considered D-
InSAR data pair.  

We finally note that the described procedure is particularly flexible to 
produce whatever topographic fringes one wants through a trivial estimation 
of the slant range distance matrices. 

 
 

2.6 Differential Interferogram Generation 
Once the topographic phase contribution has been estimated, the 

differential interferometric phase can be carried out by subtracting it to the 
interferometric phase term 

 
4 rπϕ
λ

∆ = ∆         (11) 

Figure 2. 9 SAR products relevant to the Napoli bay test site. (a) Multilook intensity 
image of the investigated area. (b) Multilook differential interferogram 
computed from the ERS data pair acquired on September 5, 1992 and March 
11, 1996, respectively. (c) The noise-filtered differential interferogram 
relevant to the same data-of (b).  
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As stated before, the retrieved phase takes also accounts of spurious 
terms depending on the inaccuracies on the knowledge of the real 
topography and on the errors on the baseline estimation and on the presence 
of noise contributions. Hence, before to proceed, it is convenient to reduce 
the noise effect via a proper noise filtering operation. This task can be 
achieved, for example,  by following the approach proposed by Goldstein et 
al. [49] , whose key aspects will be briefly summarized.  

We start from the observation that the interferogram power spectra of 
most regions is characterized by a “white” component, generated by thermal 
noise and loss of correlation, and a narrow band component, related to the 
fringes. The non-stationarity of the fringe spectrum requires an adaptive 
filtering algorithm sensitive to the local phase noise and fringe rate. The 
proposed algorithm requires the interferogram is segmented into overlapping 
rectangular patches and the power spectrum (as for example a Gaussian 
shaped one) for each patch is computed by smoothing the intensity of the 
two-dimensional FFT. The response of the used, adaptive filter ( ),H u v  is 
then computed from the power spectrum ( ),Z u v  as follows 

 
( ) ( ), ,H u v Z u v

α
=        (12) 

 
For the case where the filter parameter is equal to zero no filtering 

occurs, while for 1α =  the filtering is strong. A pictorially example of the 
achievable improvement which can be gained by applying this algorithm to a 
set of differential interferograms is shown in Figure 2.9 wherein the filtered 
(with 0.75α = ) and the corresponding non-filtered differential interferogram 
have been presented. 

 
 

2.7 Deformation time-series processing chain  
This section will deal the procedures followed to produce deformation 

time-series from a set of “noise-filtered differential SAR interferograms”. 
Note that, since the interferometric products are related to differential 
measurements, before to proceed, it is necessary to select as reference a 
point in space, located in a non-deforming zone (or in a zone whose real 
deformation is a-priori known) with respect to each the estimated 
deformation will be referred.  

The whole procedure can be essentially viewed as the cascade of the 
following steps (see Figure 2.10): 

1. In order to extract from each differential interferogram an 
information concerning the full deformation occurring between the 
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two sensor flights over the illuminated, the differential phases must 
be, first of all, properly unwrapped. 

2. The unwrapped phases can be, in turn, used within the time-series 
generation process, which can be carried out (with regard to the 
SBAS algorithm) in application of the Singular Value 
Decomposition (SVD) [50] method. Indeed, as already discussed, 
the chosen interferometric data pair distribution satisfies a set of 
constraints on the spatial and temporal baseline separation as well on 
the doppler frequency shift. Accordingly, the SAR images involved 
in the interferogram generation could be arranged in several, 
independent small baseline subset, thus requiring that a proper 
linkage of the different subset must be considered.   

3. The atmospheric phase screen (APS) is finally evaluated and 
subsequently removed from the obtained deformation time-series. 

As an example, in this section the results achieved by referring to two 
different data-set, relevant to the Abruzzi (central Italy) and the Napoli bay 
(southern Italy) areas will be presented. Moreover, although a more 
comprehensive analysis relevant to this issue can be found in [39], a short 
review of the overall procedure will be done.  

Figure 2. 10 SBAS time-series generation flow chart. 
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For this purpose, let us refer to a set of N+1 SAR images, acquired at the 
ordered times ( ), ,..., Nt t t0 1  and relevant to the same area, from which a 
sequence of M differential SAR interferograms ( ), ,..., Mϕ ϕ ϕ −0 1 1  has been 
produced. 

 
2.7.1 Pixel Selection Criterion 

The first step of the presented algorithm involves the selection of a set of 
spatial pixels, characterized by a stable phase screen (i.e. with a relatively 
small phase standard deviation). This task can be accomplished, 
equivalently, by searching for the pixels characterized by high values of the 
spatial coherence (evaluated interferogram by interferogram). Basically, 
starting from the available sequence of the spatial coherence maps, a mask 
accounting of the highly spatially coherent pixels can be produced. In 
particular, the mask will account of the pixels with a coherence value, 
estimated in a box whose dimensions are related to the multi-looked 
resolution cell, greater than a given threshold (for example equal to 0.35) in 
at least a certain percentage of the number of interferograms.  

This pixel selection procedure is aimed to neglect areas with significant 
decorrelation effects that are particularly difficult to be analyzed, especially 
if we refer to the Phase Unwrapping step. 

 
2.7.2 Phase Unwrapping (PhU) Step 

Following the pixel selection step, since the phase information in the 
interferograms is restricted to the [ ],π π−  interval while we are interested to 
the full phase contribution, a critical, non linear operation step to unwrap the 
measured phases is clearly necessary. Several different approaches have 
been up to now proposed to solve this problem, most of them typically 
applied to each single interferogram, only [51-57]. Among these, one of the 
most utilized procedure is based on the solution of an equivalent Minimum 
Cost Flow (MCF) network and is typically applied to a sparse data grid [56]. 
Here, we would like introduce only the key concepts of the time-series 
generation algorithm, by referring the reader to the next chapter for a 
complete overview of the phase unwrapping technique. Accordingly, by 
referring to the generic pixel of SAR coordinates ( ),z ga r , the PhU procedure 
will be treated like a black box whose inputs are the wrapped phase signals 
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It is important to note that in the D-InSAR scenario, the temporal 

relationships among the different interferometric phases should be 
effectively investigated in order to limit the Phase Unwrapping errors. 
Nevertheless, this is a difficult task to be accomplished, thus requiring that a 
joint analysis of both spatial and temporal constraints are considered.  

In this context a novel phase unwrapping algorithm that works by 
exploiting also a set of temporal constraints on the differential phases has 
been developed and will be presented in the next chapter. 

 
2.7.3 Estimation of the residual topography 

contribution 
The unwrapped phase interferograms are directly related to the relative 

deformation occurring between the corresponding flights of the radar sensor 
over the illuminated area. The expression of the generic j-th differential 
interferogram, computed from the SAR acquisitions at times at  and bt  and 

evaluated with regard to the generic pixel of SAR coordinates ( ),z ga r , will 
be (see chapter 1, equation 78) the following 
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wherein λ  is the signal wavelength, jb⊥  the perpendicular baseline of 

the interferometric data pair, 'ϑ  the incidence angle (of about 23° for the 
ERS1-2 radar sensors), r  the sensor to target distance of the considered 
pixel, ( ),z gz a r∆  the unknown residual topography due to an incorrect 

estimation of the topographic fringes, ( ), ,k z gd t a r  the unknown, requested 
deformation value of the considered SAR pixel relevant to the kt  time, 

( ), ,atm k z gd t a r  the atmospheric contribution and, finally, ( ),j z gn a r∆  is the 
noise which affects the interferometric phase. Note also that possible orbital 
ramps artifacts can be considered as a part of the unknown atmospheric 
phase screen and that the sin 'jb r ϑ⊥  term (which may significantly vary 
over the whole scene) here has been here thought, for sake of convenience, 
as a constant. 

We can easily estimate the residual topographic term z∆  by imposing 
the ( ) ( )atmd d⋅ + ⋅  signal could be approximated with a linear model, which 
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depends on the mean velocity factor v , only. In this manner, we can 
reformulate the system of equation (13) in a novel fashion with respect to the 
two unknowns ( ),z v∆ , as follows 
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 which can be solved in the Least Squares (LS) sense. As a further 

remark, we observe that the evaluation of the residual topography ( ),z gz a r∆   
benefits for the presence of interferometric distribution with significantly 
large perpendicular baseline values, thus suggesting us to increase the 
maximum acceptable perpendicular baseline value but, obviously, the higher 
are the baseline values the more significant are the noise effects. Therefore, 
the choice of the optima maximum baseline separation must be take account 
of these two opposite requirements. 

Accordingly, the residual topographic pattern can be subtracted to each 
unwrapped differential interferogram, thus leading to the following 
expression of the topography-compensated differential interferogram 
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which defines a novel system of equations in the ( ){ }

0
,

N

i z g i
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=
 unknowns 

to be properly solved.  
 

2.7.4 Deformation Time-series extraction  
In this section, the solution of the system of equations (15) will be 

addressed. First of all, we observe that it can be reorganized by using a 
matrix formalism as follows 

 
⋅A Φ = Ψ         (16) 

 
where A is an incidence-like matrix, directly related to the set of 

generated interferograms, whose elements are so-defined 
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wherein IM and IS are the vectors whose generic elements represent the 

indices of the master and the slave time acquisitions (with respect to the 
whole time acquisitions vector ( ), ,..., Nt t t0 1 ), respectively. Note the rank of A 
would be M-1 if all the SAR acquisitions were connected (that would be the 
case if one subset was present). The equation system will be well-determined 
if 1N M= − , or over determined if 1N M> − . The solution of this system 
can be obtained in the Least Squares (LS) sense, that is 
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where +A  is the left inverse matrix. But data, in general, will correspond 

to several different subsets so that the matrix A will not be of a complete 
rank. Its rank will be reduced according to the number of subsets, leading to 
a singular matrix +A  which suggests us that the number of solutions will be 
infinite. In this case, we will use the singular value decomposition (SVD) 
method to invert the system.  

The SVD decomposition of a generic matrix A may be written as 
 

⋅ ⋅ TA = U S V        (19) 
 
where U  is an M M×  orthogonal matrix, whose first N  columns are 

the eigenvectors of the matrix TA A , S  is an MxM diagonal matrix, whose 
elements are the so-called singular values and V  is an N M×  orthogonal 
matrix, whose columns are the eigenvectors of the matrix TA A . We 
explicitly note that, if L  is the number of the different subset we have, only 

1N L− +  of the diagonal values of the matrix S will be not equal to zero. The 
minimum norm least squares solution for Φ  is then achieved via the 
equations (18) and (19) and will be 
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The determination of the inverse matrix of A is a well-posed problem 
and therefore the propagation of relative errors from the data to the solution 
is controlled by the condition number, so-defined 
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When this number is too large, the problem (15) is said to be well-

conditioned and the solution is stable with respect to small variations of the 
data. On the other hand, when cond(A) is very large, the problem is said to 
be ill-conditioned and a small variation of the data can produce a completely 
different solution.  

Unfortunately, this solution, being obtained by imposing a minimum 
norm criterion on the cumulative deformation phase Φ  is responsible to 
introduce large discontinuities in the obtained results, thus leading to a non 
physical sound solution (see Figure 2.11). A most effective strategy to 
overcome this problem can be accomplished by manipulating the system of 
equations (16) in such a way to replace the present unknowns with the mean 
phase velocity between time adjacent acquisitions. Therefore, in application 
of the minimum norm solution, this is equivalent to minimize the adjacent, 
mean deformation velocity. Accordingly, the new unknowns become 
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which, properly substituted in equation (16), lead to the new system of 

equations 
 
⋅ =dB v Ψ         (23) 

 
where B  is an M N×  matrix, whose elements are so-defined 
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     (24) 

 
The unknown mean velocity vector can be again estimated via the 

application of the singular value decomposition technique, but now with 
reference to the matrix B . In this case, compared to the previously analyzed 
case, an additional integration step will be necessary in order to compute the 
required deformation phases, starting from the estimated vector dv , that is 
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2.7.5 Estimation of the reconstruction accuracy 

Phase unwrapping errors, noisy differential interferograms and 
incongruences on the solution of the system of equations (23) (due to a high 
value of the relevant condition number), may lead to a resulting deformation 
pattern that is not consistent with the original fringe phases. For this purpose, 
a procedure allowing us to argue on the correctness of our results has to be 
introduced. To do this, pixel by pixel, we can reproduce the original D-
InSAR phases, starting from the achieved phase terms Φ  associated to each 
SAR image. Obviously, within the reconstruction procedure, the previously 
estimated residual topography must be again taken into account; hence, the 
reconstructed D-InSAR phase will be expressed as follows 

 

 
Figure 2. 11 A key example describing how the SVD works. The dotted line refers  to 

the simulated deformation time-series, the orange lines describes the 
deformation time-series achieved in application of a minimum norm 
deformation criterion search and the blu line concerns the independently 
obtained subset two deformation time-series. The red line finally represents 
the estimated deformation time-series obtained in application of the SVD 
inversion method.    
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where ( ),P x r   is the generic pixel on the SAR geometry we considered. 
Therefore, we can use as a quality index of the deformation retrieval, the 

temporal coherence factor, defined for each pixel as follows 
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      (27) 

 
Note that for pixels where 1γ → , we expect that no errors (for the most 

part due to phase unwrapping inconsistencies) are present, since a nearly 
perfect retrieval of the original phase has been obtained. On the other hand, 
low values of  γ  will correspond to poorly reconstructed data. A pictorial 
example of this kind of products has been shown in Figure 2.12. 

 
 

2.7.6 Atmospheric Filtering and Orbital Ramps 
Estimation 

The final step of the deformation time-series extraction process is 
focused on the separation of the atmospheric phase screen (APS) term from 
the deformation component, itself. This operation can be performed 
according to the strategy discussed in [35,45]. It is based, in particular, on 
the key observation that the atmospheric phase component is highly 
correlated in space, but poorly in time so that, the undesired APS can be 
estimated as follows 

• First of all, the Low Pass (LS) deformation signal is detected 
and removed from the estimated deformation time-series; 

• After that, the APS component is estimated as the High Pass 
(HP) temporal component of the residual phase signal, which is 
highly correlated in space. This is done through the cascade of a 
HP-temporal filtering step and a LP-spatial one. 

When the APS signal has been estimated, it is then subtracted from the 
achieved deformation phase signal. At this stage, to obtain the displacement 
signal, the phase must be subsequently multiplied by the factor 4λ π  (see 
equation 11).  



 2.7 Deformation time-series processing chain 79

Once the atmospheric filtered deformation term ( )0 1, ,...,filt
Nt t tϕ  has been 

retrieved, one can estimate, for each temporally coherent pixel, the correct 
mean velocity deformation value directly searching for the inclination of the 
line that best fits the deformation time-series, itself. In other words we may 
look for the term α  which satisfies the following condition 

 
min filttα ϕ−        (28) 
  
Nevertheless, the estimated APS term could also contain phase terms 

due to the inaccuracies on the knowledge of the orbital parameters (see 
equation 75, chapter one), which imply the presence of residual orbital 
planes on each layer of the estimated APS stack of data.. To isolate these 
effects that are responsible, for example, for a quality reconstruction 
decrease of the unwrapped interferograms, a further filtering step, applied to 
each single component of the APS term, can be arranged. This approach 
allows retrieving an estimate of the term we are searching for   
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Figure 2. 12 Interferometric products concerning the correctness of the deformation 

time-series reconstruction. (a) An example of the residual phase term 
(defined as the wrapped phase difference between the reconstructed 
differential interferogram and the original one) that one can obtain. (b) The 
temporal coherence map, represented in a grey scale, of the considered 
interferometric data-pair distribution. 



80 Chapter 2      Multi-temporal D-InSAR Techniques

wherein iB⊥∆  represents the error on the knowledge of the data-pair 
perpendicular baseline value, 0'r r−  is the slant range difference with respect 
to the reference SAR pixel, ( )ˆ atm

id t  is the actual atmospheric phase 
contribution and ( )orb ie t  is the orbital ramp contribution. However, it is 
important to underline that the presented approach is less precise if a 
deformation pattern spatially correlated with a ramp is actually present. In 
these cases, conversely, the spurious phase ramps can be also detected and 
removed directly on each interferogram by searching for the phase ramps 
correlated to the unwrapped interferogram, itself. 

Once the phase ramp term have been estimated, they can be effectively 
subtracted modulo-2π to the original interferograms, thus obtaining a novel 
sequence of differential interferograms that can be subsequently re-
processed via the same strategy up to now described.  

 
 

2.8 Geocoding of the SAR products 
The deformation products, directly obtained onto the SAR reference 

geometry, have to  be finally represented with respect to an easier output 
reference grid and, for this purpose, they are “geolocalized” onto a 
cartographic reference system [58-59]. To do this, the knowledge of the 
scene topography, eventually achieved directly onto the SAR geometry via 
the application of InSAR techniques and/or properly corrected via the 
procedure discussed in section 2.7.5, is needed. We observe that, according 
to the considerations we made about the estimation of the slant range 
matrices (see section 2.2), we can assume that the available information from 
a SAR image, with respect to a target on the ground, are: 

1. The target slant range coordinate, which allows localizing it on a 
sphere; 

2. The target azimuth coordinate, representing the position of the 
target on the plane orthogonal to the flight path. 
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The problem to locate the target on the ground, that is to individuate its 
coordinates with respect to the cartesian reference system we considered (see 
section 2.2), can be solved if the height of the target (with respect to the 
reference ellipsoid) is a priori known, only. In this manner, each SAR pixel 
will be transformed in a corresponding point of cartesian coordinates  

 
Figure 2. 13 False color deformation velocity maps relevant to the Napoli bay area, as 

measured from a set of SAR data acquired from the ascending orbits, 
represented both in the cartographic output grid (a) and with respect to the 
SAR coordinates (b), respectively.  
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( ), ,x y z  in the reference system, by searching for the solution of the 
following, non linear system of equations with respect to the P unknowns 
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where the last equation accounts for the fact that the target has a known 

height h with respect to the reference ellipsoid. Once the system has been 
solved, the target position can be referred to a geographic system or 
transformed into a cartographic projection (as for example the Universal 
Transverse Mercator (UTM) projection). In Figure 2.13, as an example, is 
shown the velocity map of the Napoli bay area, as observed from the 
ascending orbits, represented onto the SAR reference geometry and with 
respect to the geocoded output grid, respectively.   

 

 
Figure 2. 14 SAR geometry in the East-z plane with the displacement vector d (red line), 

its two generic LOS projections and the east-west  dH and vertical 
deformation components dV highlighted, respectively.  
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2.9 Multi-orbital deformation combination 
The exploitation of the deformation measurements, directly represented 

onto the output, geocoded geometry, allows us to merge the information 
about the deformation collected from the different orbital positions and to 
discriminate one another the deformation components, itself [60,61].  

To this purpose, let us suppose (by referring to the most generalized case 
represented in Figure 2.14 ) to have two different viewing angles. Therefore, 

 
Figure 2. 15 The Campi Flegrei and Vesuvius test site area results. (a) and (b) shows the 

LOS mean velocity deformation of the area, as observed by the descending 
and the ascending orbits, respectively. (c) is the east-west deformation 
component and (d) the vertical displacement components. The  presented 
ascending and descending deformation time-series demonstrate that if the 
area is affected by a nearly vertical deformation phenomenon the two LOS 
components are of the same magnitude (see pixel Q) , while if the east-west 
deformation components are not negligible, the comparison shows (see pixel 
P)  that the two trends are significantly different. 
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the components of the deformation, as measured from the SAR sensors 
along the two lines of sight, can be expressed 
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which can be equivalently expressed via the following matrix 

representation 
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and easily solved with respect to the two components of the deformation, 

the former ( Hd ) is relevant to the east-west direction and the latter ( Vd ) to 
the vertical one. 
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This approach can be, in particular, followed if the ascending and 

descending deformation time-series have to be combined. Obviously, in this 
case, the two side-looking angles, being the area imaged by two perfectly 
symmetrical viewing angles, are the same. Hence, it is easy to demonstrate 
that 
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    (34) 

 
We may observe that the vertical displacement is associated to the sum 

of the two LOS deformation measurements while the east-west component is 
related to the difference of the two deformation measurements, respectively. 
It is important to stress that the sensibility of the radar measurements along 
the north-south direction is quite limited. In fact, the sensor flight trajectories 
are approximately parallel to the north-south direction and, as already 
explained, the radar techniques (measuring range distances, only) are not 
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capable to measure displacements with respect to the sensor flight trajectory 
(i.e., the azimuth direction). Two examples showing what one can be 
achieved by applying these combination strategies are shown in Figures 2.15 
and 2.16, where the decomposition of the mean velocity deformation onto its 
two observable components are presented with respect to the investigated 
areas of the Mount Etna (Sicily, Italy) and to the Napoli bay (Italy) area. 

 
 

2.10 Summary 
In this chapter, the interferometric products achievable by using a set of 

multiple differential interferograms and the relevant applied techniques have 
been presented. In particular, we focused on the application of the Small 
Baseline inversion algorithm, thus exploring its potentiality to retrieve the 
temporal deformation pattern of illuminated areas. We remark that the 
investigated D-InSAR approach has been successfully applied in the recent 

 
Figure 2. 16 Time series inversion velocity maps. Average linear velocities for each 

pixel are shown with an average coherence greater than or equal to 0.6, 
following the analysis technique of Berardino et al. [2002]. The deformation 
has been evaluated with respect to a point located in Catania city (at the 
lower right side of the image) which has been considered stable. (a) Sum of 
the ascending and descending velocity maps. (b) Difference between the 
ascending and descending velocity maps for pixels in common. Solid lines 
indicate the fault system of the area. 
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years to study an extremely wide range of geophysical processes and several 
works have been also published [61-67].  

In this context, we have firstly introduced the key ideas of the algorithms 
one can exploits and, after that, a set of possible applications.    

 
 
 
 
 

 



 

 

Chapter 3 
 
 
 
 
 

Extended Minimum Cost Flow (EMCF) 
Phase Unwrapping Algorithm 

 
We focused, up to now, on the key topics of the Differential Synthetic 

Aperture Radar Interferometry (D-InSAR) that, as said before, is a well-
known remote sensing technique with important applications within the 
investigation of several geophysical processes, thanks to its capability to 
produce spatially dense deformation maps with centimeter to millimeter 
accuracy [30] . Besides, as discussed in the previous chapter, while the D-
InSAR approach has been applied first to the analysis of single deformation 
episodes, now is a growing interest on extending this technique to the study 
of the temporal evolution of the detected displacements, via the generation 
of deformation time-series. To achieve this task, the information available 
from each interferometric data pair must be properly related to those 
included in the other acquisitions via the generation, and a subsequent 
combination , of an appropriate sequence of D-InSAR interferograms. Thus, 
the profitably information is essentially associated to phase terms. 
Nevertheless, we can exploit that the interferometric phase signatures vary 
relatively smoothly from point to point in the interferogram, thus recovering 
the overall displacements fields. In fact, the measurable phase are restricted 
to the [ ],π π−  interval, that is the integral number of phase cycles on each 
measurement is lost. Consequently, if the surface displacement in a scene is 
greater than one half radar wavelength, and the resulting interferogram phase 
excursion greater than one cycle, or if the combination of interferometric 
baseline and residual surface topography yields more than one fringe on the 
topographic signature, the interferogram cannot be uniquely inverted without 
a procedure to recover the missing cycles. We refer to such a procedure to as 
Phase Unwrapping (PhU).  

This chapter will be focused on the analysis of this task and will start 
from a short overview of the basic theory concerning this issue. After that, 
we will concentrate on the presentation of a novel PhU approach, realized 
within the framework of the doctoral studies, that represents an extension of 
the Minimum Cost Flow (MCF) algorithm [55] to the 
Temporal/Perpendicular baseline domain. 



 

88 Chapter 3      EMCF-Phase Unwrapping Algorithm

3.1 Phase Unwrapping Problem 
In order to clarify the key aspects of the phase unwrapping problem, let 

us firstly refer to a single differential interferogram and denote with ( ),z ga rφ  
the measured interferometric phase related to the pixel of SAR coordinates 
( ),z ga r . As stated before, we are interested to the evaluation of the 

corresponding full interferometric phase ( ),z ga rψ , directly related to the 

deformation ( ),z gd a r  occurring between the corresponding passages of the 
radar sensor over the selected area, via the following relation 

 

( ) ( ), ,
4z g z gd a r a rλ ψ
π

=       (1) 

 
where the full interferometric phase (i.e. the unwrapped phase) differs 

from the wrapped one by 2π-multiple integers ( ),z gH a r , that is 
 

( ) ( ) ( ), , 2 ,z g z g z ga r a r H a rψ φ π= +      (2) 
 
 Therefore, the aim of the phase unwrapping procedure is to retrieve a 

measure of the full phase through the observation of its wrapped value. To 
solve this problem, additional information must be employed. First of all, we 
may observe that the involved phase maps can be also viewed as functions of 
discrete coordinates ( ),i j  (that is, for example, ( ),i jψ ψ= ), being  
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the expression of the corresponding SAR coordinates, wherein (see 

chapter one) 0za  is the azimuth of the first line, sv  the sensor velocity, PRF  
the pulse repetition frequency, 0gr  the near slant range difference, c  is the 
speed of the light and, finally, sampf  is the range sampling frequency. 

Consequently, we may refer to the discrete counterpart of the partial 
derivatives and, in particular, by using the popular wrapped-differences-of-
wrapped-phases estimator, we can introduce the “measurable” phase 
gradient vector, defined as follows 
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whose components with respect to the two spatial axis x̂  and ŷ  are 
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being the symbol 

,π π−
⋅  representative of the modulo-2π operation. In 

other words, the measurable phase gradient vector has been estimated by 
wrapping possible phase differences greater than π  in the [ ],π π−  interval by 
adding the correct multiples of 2π and implicitly assuming that, in a properly 
sampled interferogram, the phase differences of adjacent samples are likely 
to be restricted to the [ [,π π−  interval. Moreover, the probability that the 
phase difference exceed π±  depends both on the noise level (i.e. the lower is 
the coherence value the more likely the derivatives exceed π± ) and, 
eventually, on the slope of the residual topography. For this reason, the 
introduced operator is not conservative, that is 

 
( ) ( )ˆ ˆ 0rot ψ ψ∇ = ∇× ∇ ≠       (6) 

 
and, hence, an integration of it will be path-dependent. On the contrary, 

the first constraint on the most part of the phase unwrapping algorithms is 
that it produce consistent results, that is, the same phase field should be 
recovered independently of the direction we choose to integrate the phase 
gradients. Moreover, we can observe that the phase gradient estimate has the 
advantage that its errors are localized and come in integer multiples of 2π so 
that, its curl (hereafter referred to as residue field) can be profitably used to 
reconstruct the full phase terms.  

The residue field expression (see Figure 3.1 ) is the following 
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Its values are either zero (no residues) or 2π (positive or negative 
residue, respectively). Therefore, it is the goal of the phase unwrapping 
procedure to eliminate potential integration paths enclosing unequal numbers 
of positive and negative residues. Residue derives from two sources in the 
radar measurements. First is actual discontinuities in the data. The fringe 
spacing may be so fine on certain topographic slopes, or from large inter-
observation displacement, as to exceed the Nyquist criterion of half-cycle 
spacing. The second is the noise in the data set, whatever from thermal and 
other noise sources or from decorrelation due to baseline length and 
temporal changes in the scene. However, residues from whatever source 
require compensation in the phase unwrapping procedure.  

One of the major PhU algorithm exploits the fact that residues mark the 
endpoints of lines in the interferogram along which the true phase gradient 
exceed π/sample, these lines are commonly referred to as “branch-cuts” or 
“ghost-lines”. Most of the algorithm up to now proposed are based on a 

Figure 3. 1 Representation of the residue field r(i,j). 
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proper compensation of these residues and, among these, we will concentrate 
in the following  on the residue-cut  and the least-square approaches [68] 

 
3.1.1 Branch-Cuts Algorithm  

As an example, within this algorithm class we will refer to the “residue-
cut tree algorithm” in particular. The initial residue-cut phase unwrapping 
procedure proposed by Goldstein [51] is implemented by first of all 
identifying the locations of all residues in an interferogram, and then 
connecting them with branch-cuts, so as to prevent the existence of 
integration paths that can encircle unbalanced numbers of positive and 
negative residues. The tree algorithm is a relatively conservative algorithm 
that tends to grow rather dense networks of trees in residue-rich regions. The 
algorithm initially connects closely spaced, oppositely charged, pairs of 
residues with cuts that prevent integration paths between them and, if all 
permitted integration paths enclose equal numbers of positive and negative 
residues, consistency is assured. Progressively longer trees are permitted 
until all residues are connected to, at least one, other residue and until the 
next charge on each tree is zero. Networks on small trees are used to prevent 
any single branch from becoming too long and isolating large sub-areas from 
the rest of the image. A consequence of the indiscriminate branch growth 
until charge neutrality is achieved from all trees, and all residues accounted 
for, is that in residue-rich regions the tree growth is so dense that the region 
is isolated from the remainder of the image and no unwrapped phase 
estimate can be obtained. By concluding, this conservative approach nearly 
eliminates mistakes but, at the expense of providing an incomplete 
unwrapping result. 

 
3.1.2 Least-Squares Algorithms  

The second major class of Phase Unwrapping algorithms, in common 
use today, was presented by Ghiglia and Romero [52], who applied a 
mathematical formalism first developed by Hunt [69] to the radar 
interferometry phase unwrapping problem. Hunt developed a matrix 
formulation suitable for general phase reconstruction problems; Ghiglia 
found that a discrete cosine transform technique permits accurate and 
efficient least-squares inversion, even for the very large matrices 
encountered in the radar interferometry special case. In particular, the 
unweighted LS method performs the following minimization problem 
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where ( )ψ̂ ⋅  is the unknown unwrapped phase field. We may stress that, 
with respect to the branch-cut approaches, in these cases the solution will be 
no longer congruent with the original interferometric phase ( )ϕ ⋅ , that is 

( ) ( )
,

, ,i j i j
π π

ψ ϕ
−

≠ .  

Equation (7) represents a variational problem, whose Euler equation is 
the Poisson one 
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under the Neumann boundary condition, which can be finally solved by 

using simple cosine or Fourier transform filtering [70]. 
One major difference between the residue-cut and least-squares solutions 

is that in the residue-cut approach only integral numbers of cycles are added 
to the measurements to produce the result. Conversely, in the least-squares 
approach, any value may be added to ensure smoothness and continuity in 
the solution, thus the spatial error distribution may differ between the 
approaches, and the relative merits of each method must be determined 
depending on the application.  

Least-squares methods are very computationally efficient when they 
make use of fast Fourier transform techniques [54,71] but the resulting 
unwrapping is not very accurate, because they tend to spread the errors that 
are instead concentrated on a limited set of points. To overcome this problem 
a weighting of the wrapped phase can be useful. However, the proposed, 
weighted least squares algorithms [54-72] are iterative and not as efficient as 
the unweighted ones and the result accuracy strongly depends on the 
weighting mask we used. 

 Several other approaches, which can be found in the bibliography at the 
end of this work have also been investigated but, in the following, we will 
address the capability of one of these, known as the minimum cost flow 
phase unwrapping technique, developed for the two-dimensional case by 
Costantini  [55,56], belonging to the branch-cuts PhU algorithm class.  

 
 

3.2 Minimum Cost Flow Algorithm 
Within the branch-cuts phase unwrapping algorithms an easy and fast 

algorithm is based on a solution of an equivalent minimum cost flow 
network and will be here addressed.  
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Branch-cut methods are based on the integration of the estimated 
neighboring pixel differences of the unwrapped phase along conservative 
paths, thus avoiding the regions where these estimated differences are 
inconsistent (see Figure 3.2). The problem of building cuts delimiting these 
regions is very difficult and the resulting phase unwrapping algorithm is very 
computationally expensive. However, we may exploit the fact that the 
neighboring pixel differences of the unwrapped phases are estimated with 
possibly an error which is an integer multiple of 2π± . This circumstance 
allows formulating the phase unwrapping problem as the one of minimizing 
the weighted deviations between the estimated and the unknown neighboring 
pixel differences of the unwrapped phases with the constraint that the 
deviations must be integer multiple of 2π± . With this constraint, the 
unwrapping results will not depend critically on the weighting mask we 
used, and errors are prevented to spread. 

 
Figure 3. 2 The representation of the key point of the Phase Unwrapping 

problems. To connect two points on the space it is possible to follow 
different paths but, any of these, could cross critical areas where the 
wrapped phase differences are greater than p, thus implying that a 
correct procedure should be able to individuate these areas in such a 
way that only paths not crossing them are used to integrate the 
wrapped phase differences. 
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Minimization problems with integer variables are usually 
computationally very complex. However, recognizing the network structure 
underlying the phase unwrapping problem, it makes possible to employ very 
efficient strategies for its solution. In fact, the problem can be equated to the 
one of finding the minimum cost flow on a network, for the solution of 
which there are very efficient algorithms. 

In order to explain its basic principles and clarify how it can be 
performed, we refer to the unknown, unwrapped phase field and we impose 
that the result is consistent, thus requiring the irrotational property of this 
field 
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Obviously, we can also express each term of equation (10) with respect 

to the wrapped phase derivates by introducing, for each phase term, a 
corresponding, unknown 2π-multiple term, as follows 
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These relations, properly substituted in the equation (10) and taking 

account of the equation 11, finally lead to the following equation 
 

( ) ( ) ( ) ( ) ( ),
, 1, , 1 ,

2x y x y

r i j
K i j K i j K i j K i j

π
+ + − + − = −    (12) 

 
that relates the ( ) [ ], ,qK i j q x y∈  unknown terms to the measurable 

residues. At this stage, the phase unwrapping problem can be formulated as 
the searching of the K terms satisfying the constraints (11), which solve the 
following minimization problem 
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wherein ( )c ⋅  are the so-called cost functions allowing us  to individuate 
areas where the location of branch-cuts is likely or unlikely. It is easy to 
verify that if they were chosen to be constant, the problem (13) would be 
equivalent to search for the minimum total cut-line length. Cost functions are 
essentially expressed as a function of the estimated local interferogram 
quality (by exploiting the spatial coherence, or the phase gradient density or 
other properly identified quality factors). The problem given in (13) is a non-
linear minimization problem with integer variables, and, if the following 
change of variables is considered 
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it can be re-formulated via two different linear problem, as follows 
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It can be seen that the problem stated in (15) can be transformed so that 

it defines a minimum cost flow problem on a network (see Figure 3.3), with 
the new variables representing the net flow running along the network arcs. 
Once the network has been solved, the solutions in terms of the 2π-multiple 
integer functions will be so expressed 
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and, finally 
 

ˆ 2 Kψ ψ π∇ = ∇ +        (17) 
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The full phase gradient vector allows us to individuate the phase 
associated to each pixels because we can choose a generic spatial path to 
integrate it, starting from the position of the selected reference point in space 
whit respect to which the relative deformation must be referred (see chapter 
two).  
 

 
3.3 Extended Minimum Cost Flow (EMCF) 

algorithm 
This section will be focused on the presentation of the Extended 

Minimum Cost Flow technique. Before discussing the characteristics of the 
proposed approach, some considerations about the MCF technique are now 

 
Figure 3. 3 The equivalent network to be solved to argue on the 2p-multiples integer 

needed to reconstruct a conservative phase field. The network nodes are 
associated to each residue-cut and the bidirectional arcs are related to the 
phase differences arcs. 
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in order. The original minimum cost flow algorithm, thought to be applied to 
a regular spatial grid, has been subsequently changed in order to deal with 
sparse data [56] and, consequently, the grid of the investigated samples is 
chosen to be relevant to the coherent pixels of the D-InSAR interferograms, 
while the Delaunay triangulation is used to define the neighboring points and 
the elementary cycles in the set of the identified coherent sparse pixels.  

The possibility to extend this approach to the three-dimensional case, in 
order to simultaneously unwrap an interferometric sequence, has been 
already investigated in [73]. However, in this case the problem could not be 
formulated in terms of network minimum cost flow procedures. 
Accordingly, no computationally efficient codes are available and, therefore, 
the overall unwrapping process can be extremely time-consuming, 
particularly for long interferogram sequences. 

The proposed unwrapping solution, which has been already described in 
[74], in addition to the spatial characteristics of each D-InSAR 
interferogram, also exploits the temporal relationships among a properly 
selected interferogram sequence, thus allowing us to improve the 
performance of the original MCF technique [56]. 

 
3.3.1 Introduction to the algorithm 

The starting point of our approach, mostly oriented to deformation time-
series generation, is the computation of two Delaunay triangulations. The 
former is relevant to the SAR data acquisitions distribution in the so-called 
“Temporal/Perpendicular baseline” plane and allows us to identify the D-
InSAR interferograms sequence to be computed; the latter is carried out in 
the Azimuth/Range  plane and involves the coherent pixels common to the 
interferograms within the sequence. The unwrapping operation of the overall 
data set is then performed via a two-step processing procedure: first of all, 
we identify all the segments of the computed “spatial” triangles (i.e., the arcs 
connecting the coherent neighboring pixels in the z gA R×  plane) and, for 
each of these, we carry out a “temporal” PhU step by applying the MCF 
technique to the grid relevant to the T B⊥×  plane. The second step uses, for 
each arc, the previously computed unwrapped phases as a starting point for 
the subsequent spatial unwrapping operation, performed on each single 
interferogram; again the standard MCF network programming technique is 
applied and, in this case, we use the “costs” of the previous solutions to set 
the weights associated with the single arcs involved in the spatial 
unwrapping. Overall, the basic rationale of the procedure is quite simple: to 
exploit the temporal relationships among the computed multi-temporal 
interferograms to bootstrap the subsequent spatial unwrapping operation. 
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We remark that the presented approach is focused on multilook 
interferograms. Moreover, the possibility to apply the MCF network 
programming algorithm to both the temporal and spatial unwrapping steps 
leads to a computationally efficient procedure. 

 
3.3.2 D-InSAR interferogram selection 

Let us start our analysis by investigating the generation process of the 
interferograms needed for the algorithm implementation discussed in the 

Figure 3. 4 SAR data representation in the temporal/perpendicular baseline plane for the 
ERS SAR data analyzed in the following experiments. (A) SAR image 
distribution. (B) Delaunay triangulation. (C) Triangulation after removal of 
triangles with sides characterized by spatial and/or temporal baseline 
values exceeding the selected thresholds (corresponding in our 
experiments to 300 m and 1500 days, respectively). 
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following sections. Accordingly, we consider a set of N+1 independent SAR 
images of the same area, acquired at the ordered ( )0 1, ,..., Nt t t  times. We also 
assume that each image is co-registered with respect to a reference one, with 
respect to which we may compute the temporal and spatial (perpendicular) 
baseline components , 0,...,i mastert t i N− =  and , 0,...,ib i N⊥ = , respectively, 
being mastert  the image reference time. Accordingly, each SAR image can be 
represented by a point in the T B⊥×  plane (see Figure 3.4A) where we may 
also compute a Delaunay triangulation (see Figure 3.4B). Note that, in order 
to generate this triangulation, we need to define a ratio between the 
perpendicular and temporal baseline axis units. In our analysis we assume 
that this ratio is equal to T bδ δ ⊥ , wherein Tδ  and bδ ⊥  represent the 
maximum allowed temporal and spatial baselines, respectively, that have 
been introduced in order to avoid the generation of interferograms strongly 
corrupted by decorrelation phenomena [21]. Note that the selection of the 
factor T bδ δ ⊥  is not a very critical issue; indeed, within a realistic range of 
variation of this ratio, say in the interval between 1 and 5, the corresponding 
triangulation in the plane typically does not significantly change as shown in 
the analysis presented in the Appendix C. Note also that, each arc connecting 
two different points in the T B⊥×  plane, say ( ),i i iP t b⊥≡  and ( ),j j jP t b⊥≡ , 
identifies a corresponding D-InSAR data pair. Therefore, as a result of this 
triangulation, we finally identify a sequence of interferograms for which 

( )0 1 1, ,..., Mt t t −∆ = ∆ ∆ ∆t  and ( )0 1 1, ,..., Mb b b b⊥ ⊥ ⊥ ⊥ −∆ = ∆ ∆ ∆  represent the 
associated temporal and perpendicular baseline vectors, respectively, while 
M is the overall number of interferograms. As a final issue, we have defined 
for each arc of our triangulation (i.e., for each selected interferometric data 
pair) a normalized length expressed as follows: 

 
2 2

,
i j i j

i j

t t b b
L

T bδ δ
⊥ ⊥

⊥

− −⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
     (18) 

 
wherein Tδ  and bδ ⊥  are our normalization factors. 
Despite our constraints on the maximum allowed baseline extensions, 

we remark that the obtained triangulation may involve arcs relevant to data 
pairs whose baselines exceed the assumed maxima, thus potentially leading 
to generate interferograms strongly decorrelated. To avoid these effects 
without loosing our triangulation representation, we may remove all the 
triangles involving arcs with too large baselines, as shown in Figure 3.4C. 
Equivalently, we may also remove the triangles corresponding to 
interferograms including data pairs with large Doppler centroid [15] 
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differences; this is often the case for interferograms involving ERS data 
acquired after 2000, i.e., following the gyroscopes failure events [41]. Note 
that this triangles removal step may lead to discarding some acquisitions 
and/or to the generation of more than one independent subset of triangles, 
i.e., to a data representation consistent with the one described in the D-
InSAR Small Baseline Subset (SBAS) procedure [39]. Therefore, the 
compatibility between this data organization and the one exploited in the 
SBAS technique is clearly evident.  

Following the identification of the final triangulation in the T B⊥×  plane, 
the computation of the D-InSAR interferogram sequence, referred hereafter 
to as ( )0 1 1, ,..., Mϕ ϕ ϕ ϕ −= , is performed. At this stage, we can generate the 
“mask” of the pixels in the z gA R×  plane that are considered coherent within 
the generated sequence. This mask can be obtained, for instance, by 
considering those pixels with an estimated coherence value greater than a 
selected threshold, which are common to a part or even to the entire 
interferogram sequence. The mask can be also obtained by searching for the 
set of pixels with a relatively stable phase pattern. For this purpose, we can 
refer to a generic triangle in the T B⊥×  plane (whose sides are labeled to as 

, ,α β γ , respectively) and evaluate the corresponding curl of the wrapped 
phase differences 

 
, , , , , ,2C h nα β γ α β γ α β γ α β γφ φ φ π= ∆ + ∆ + ∆ = + ∆     (19) 

 
wherein , ,hα β γ  is an integer number and , ,nα β γ∆  accounts for the fact that 

the multi-looked phase differences are spread around the corresponding 
expectation values. It is easy to recognize that the larger is the dispersion of 
the measured phase around its expectation value (i.e. the spatial coherence 
value is little enough) the larger is the , ,nα β γ∆  term, thus suggesting us to 
search for the pixels for which the norm of the vector 

( )0 1 1, ,...,
TrNn n n −∆ = ∆ ∆ ∆n  is smaller than a given threshold (being TrN  the 

number of the triangles involved in the considered Delaunay triangulation in 
the T B⊥×  plane) or, equivalently, for which the following factor 

  

[ ]
1
exp

TrN

k
k

Tr

j n

N
=

∆∑
       (20) 

 
is larger than a selected threshold.  
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Accordingly, as a final step, we compute a second Delaunay 
triangulation which involves the arcs connecting the neighboring pixels of 
the computed mask in the z gA R×  plane, as shown in the example of Figure 
3.5. 

 
3.3.3 Extended MCF approach theory 

The presented PhU procedure is based on a two-step processing 
approach that benefits of the information available from both the T B⊥×  and 

z gA R×  grids. In particular, the key idea is to carry out first, for each arc 
connecting neighboring pixels of the z gA R×  grid (see Figure 3.5), a 
“temporal” unwrapping operation which implies the basic MCF approach. 
The second step relies on the use of these results as a starting point for the 

 
Figure 3. 5 Delaunay triangulation in the azimuth/range plane involving the set of 

spatially coherent pixels (in black) relevant to the SAR data analyzed in the 
following experiments. 
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“spatial” unwrapping performed on each single interferogram. The key 
issues of these two processing steps are described in the following analysis 
which is focused on the use of multilook interferograms. In particular, this 
section is organized as follows: first of all, we briefly describe the main 
aspects of the original Minimum Cost Flow approach; subsequently, we 
address the main characteristics of the temporal and spatial PhU steps, 
respectively.  

 
 3.3.3.1 Sparse-Grid-MCF approach 

Although an extensive analysis on the basic principles of the MCF PhU 
procedure can be found in [55,56], let us briefly summarize which are the 
modifications with respect to the original approach to take account of a 
sparse data grid. 

For sake of simplicity, we refer to a generic D-InSAR pair and assume 
that ϕ and ψ  represent the wrapped and unwrapped phase interferograms, 
respectively. The method benefits of the relationships existing between the 
phase differences of pixel pairs relevant to the wrapped and unwrapped 
signals. In particular, if we consider the spatial arc connecting the generic A 
and B pixel pair in the z gA R×  plane, the unknown, unwrapped phase 
difference ABψ∆  can be expressed as follows 

 
( ) ( ) ( ) ( )

,
2

2
AB AB

AB AB

A B A B H

H
π π

ψ ψ ψ ϕ ϕ π

ϕ π
−

∆ = − = − + =

= ∆ +
   (21) 

 
wherein ABϕ∆  is the phase difference computed from the wrapped data 

and ABH  is the unknown integer number we want to estimate. Therefore, we 
may compute a Delaunay triangulation in the z gA R×  plane (see, for instance, 
the example shown in Figure 3.5) in order to define a set of elementary 
cycles relevant to the coherent pixels only, and we may impose the 
irrotational property for the phase gradient, in a discrete space, of ψ . By 
referring to a generic triangle in the z gA R×  plane (whose arcs are labeled to 
as α , β  and γ , respectively), this is equivalent to impose the following 
constraint 

 
0α β γψ ψ ψ∆ + ∆ + ∆ =       (22) 

 
which can be also expressed, by taking into account of the equation (21), 

as follows 
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1
2

H H Hα α α α β γψ ψ ψ
π

⎡ ⎤+ + = − ∆ + ∆ + ∆⎣ ⎦     (23) 

 
At this stage, the PhU problem can be solved, as done for the original 

case, in a very efficient way by recognizing that a network structure 
underlines it and, by searching for the network minimum cost flow solution. 
This can be carried out, by choosing the weighted L1 norm for the error 
criterion, via the following minimization problem 

 
1

0
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A
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N

p pH p

w H
−

=

⎧ ⎫
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⎩ ⎭
∑        (24) 

 
subject to the constraints (21), wherein the {}min ⋅  symbol stands for the 

minimization operation, AN  is the overall number of arcs relevant to the 
Delaunay triangulation and ( )0 1 1, ,...,

ANw w w −=w  set the weights relevant to 
the weighted L1 norm. 

 
 3.3.3.2 Temporal Unwrapping step 

Let us start our discussion by reconsidering the spatial Delaunay 
triangulation in the z gA R×  plane (see for example the one in Figure. 3.5) 
and to assume that, for each given arc, ( )0 1 1, ,..., Mϕ δϕ δϕ δϕ −=δ  and 

( )0 1 1, ,..., Mδψ δψ δψ −=δψ  are the (measured) wrapped and (unknown) 
unwrapped D-InSAR phase gradient vectors of the D-InSAR interferometric 
sequence, respectively. Moreover, in order to facilitate the procedure, we 
observe that a profitably model of the unknown unwrapped phase gradient 
vectors can be considered as follows [39,75] 

 

( )
( )

4
∆z,∆v ∆z ∆v

r sin
π
λ ϑ

⊥≈ ⋅ ⋅ + ⋅
⋅

⎛ ⎞
⎜ ⎟
⎝ ⎠

∆b
m ∆t     (25) 

 
wherein ∆z  accounts for the error in the knowledge of the scene 

topography while ∆v  for the deformation velocity variations along the 
considered spatial arc. Moreover, r  represents the sensor to target distance, 
λ  the transmitted signal central wavelength and ϑ  the incidence angle. Note 
that, because of the spatially correlated behavior of the atmospheric artifacts 
[75], we have assumed in (25) that they do not contribute to the model ( )⋅m . 
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Since the wrapped phases differ from the unwrapped ones by 2π-integer 
multiples only, the D-InSAR unwrapped vector can be expressed as follows 

 
,

2 2
π π

ϕ π π
−

= + − + = +δψ m δ m K δχ K     (26) 

 
wherein K  is the 2π-integer multiple vector and 
 

,π πϕ −= + −δχ m δ m       (27) 

 
represents the phase component, for each considered arc, related to the 

computed model ( )⋅m  and to the measured phase contribution ϕδ . 
Note also that, for sake of simplicity, the explicit dependence of ( )⋅m  on 

the ∆z  and ∆v  factors has been neglected in (26) and (27); this notation will 
be maintained hereafter. 

At this stage, we can evaluate for each ( )∆z,∆v  pair, the unknown 
vector K  in (26) by applying the basic MCF technique (summarized in the 
previous section) to the grid. In particular, we search in this case for the 
solution of the following minimization problem 
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subject to the constraints 
 

round
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α β γ

δχ δχ δχ
π
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⎣ ⎦
    (29) 

 
wherein jk  is the j-th element of the K  vector in (26). Moreover, the 

[ ]round ⋅  symbol represents the operation of approximation to the nearest 
integer number and the constraints in (29) are expressed in terms of a generic 
triangle in the TxB⊥  plane whose arcs have been labeled as α , β  and γ , 
respectively. We explicitly observe that the round operator is needed to 
work, also in this case, with integer variables because, as explained in the 
introduction, the multilook operation has introduced additional terms n∆  on 
the curls expression. We remark that for each ( )∆z,∆v  pair we will have a 
different solution, characterized by its overall network cost 
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Accordingly, by exploring different values of the ( )∆z,∆v  pair and the 

corresponding model ( )⋅m  in (27), we may finally identify the unknown 
vector 

 
opt opt optδψ = δχ + 2πK       (31) 

 
characterized by the “overall minimum” cost: 
 

min j
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=
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       (32) 

 
wherein optδχ  and optK  are the vectors (whose 

joptk  and 
joptδχ  are the j-

th components, respectively) evaluated in the minimum cost condition. 
Accordingly, optδψ  in (31) will represent our estimate of the unwrapped 
vector for the considered arc. 

 
 3.3.3.3 Spatial Unwrapping step 

For what concerns this operation, it exploits the unwrapped DInSAR 
phase differences computed via the previous temporal PhU step  as a starting 
point for the spatial unwrapping operation. This second step is carried out on 
the single interferograms through the application of the MCF unwrapping 
technique. Moreover, in this case, we may use the minimum costs of the 
solutions achieved in the T B⊥×  plane, in order to set the weights pw , 
associated to the single arcs. In particular, since the weights represent the 
confidence on the correctness of the achieved solution, we can reasonably 
assume that, for each spatial arc, the smaller is the temporal network cost, 
the larger should be the weight applied within the minimization step 
involved in the spatial unwrapping. Accordingly, an inverse exponential 
relationship between the temporal network cost and the corresponding 
spatial weight pw  has been chosen 
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      (33) 

 
wherein 2S  represents the maximum allowed weight, minC  is the 

minimum temporal cost, with minC S< , and ρ  is a threshold value that, 
based on experimental results, is typically set not greater than 5% of the total 
number of interferograms M. 

Following the implementation of this spatial unwrapping step, carried 
out for each interferogram, the unwrapped phase can be easily retrieved via 
the integration of the computed spatial gradients. 

 
 3.3.3.4 Algorithm validation 

In order to investigate the performance of the proposed unwrapping 
approach, a number of experiments, involving both real and simulated data, 
were carried out. The considered real data set is relevant to the Central 
Apennines (Abruzzi, Italy) area, see the multilook image shown in Figure 
3.6A , and is composed by 58 acquisitions collected by the ERS1/2 sensors 
between August 1992 and October 2002, see Table 3.1, that are relevant to 
the track 308 and frame 2755. The space/time data distribution is the one 
depicted in Figure 3.4A while the final triangulation is shown in Figure 

Figure 3. 6 SAR products relevant to the investigated area and represented in the 
azimuth/range plane. (a) Multilook image. (b) Mask of the spatially coherent 
pixels (in black) defining the investigated spatial grid and the corresponding (c) 
spatial Delaunay triangulation. 
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3.4C; the latter has been obtained by imposing a maximum spatial and 
temporal baseline value of 300 m and 1500 days, respectively, and a doppler 
centroid separation, between the images pair, not larger than 1000 Hz. We 
further remark that, instead of imposing separate constraints on the 
maximum allowed spatial and temporal baselines, we could alternatively 
consider an upper limit for the normalized arc length. Moreover, the value of 
the imposed constraints could be also changed depending on the 
characteristics of the investigated zone; for instance, larger values could be 
considered in presence of highly coherent areas as for the case of urbanized 
zones. 

Following the triangulation step shown in Figure 3.4C, we have 
identified the sequence of D-InSAR interferograms to be generated for 
implementing the proposed algorithm. In particular, we have computed 145 
interferograms with 4 looks in the range direction and 20 looks in the 
azimuth one, having a pixel spacing of about 90 x 90m. Note that the 
number of interferograms generated from each SAR image is dependent on 
the result of the Delaunay triangulation within the T B⊥×  plane. In this case, 
it is evident that acquisitions relevant to the triangulation boundaries are 
characterized by fewer arcs, i.e., are involved in a smaller number of 
interferograms; obviously, this effect becomes less significant when 
increasing the number of SAR acquisitions. For what concerns our data set, 
we present in Figure 3.7 the plot showing the number of appearances of each 
SAR image within the interferogram data set; note that only two acquisitions 
contribute to two interferograms only. Moreover, we also present in Figure 

Figure 3. 7 Number of occurrences for each SAR image within the generated 
interferogram data set. 
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3.8 the distribution of the temporal and spatial baselines obtained by using 
our interferogram selection based on the Delaunay triangulation. We remark 
that, within the limits we defined as maximum baselines, the interferogram 
distribution is rather uniform, which is a relevant issue within the DInSAR 
scenarios. 

Based on the computed interferograms we have generated the coherence 
mask shown in Figure 3.6B, i.e., the mask of the pixels that are considered 
coherent in our sequence of multilook interferograms. In our case they have 
been selected by identifying the pixels that have a coherence, estimated in a 
box of 4 pixels in the range direction and 20 pixels in the azimuth one, 
greater than 0.35 in at least the 30% of the interferograms. Based on the 
mask shown in Figure 3.6B, the spatial triangulation has been generated, see 
Figure 3.6C We remark that the selection of this Abruzzi test site area is 
related to the difficulty in the unwrapping operation of the relevant 
interferograms caused by the presence of strong decorrelation phenomena. 

Figure 3. 8 Distribution of the temporal and spatial baselines relevant to the generated 
interferogram data set. 
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To give an idea of these effects we present in Figure 3.9 a selection of 
computed interferograms: it is evident that the impact of the decorrelation 
effects can be very strong. 

Before discussing in details the results achieved on the considered real 
SAR data, we prefer to start our analysis with some simulations that 
represent controlled experiments allowing a direct assessment of the 

Figure 3. 9 Examples of the computed D-InSAR interferograms and of the 
corresponding coherence maps. (a) and (b) have been computed from the 
ERS data pair acquired on July 15, 1997 and September 23, 1997, 
respectively. (b) and (e) have been computed from the ERS data pair acquired 
on April 6, 1999 and September 28, 1999, respectively. (c) and (f) have been 
computed from the ERS data pair acquired on October 28, 1997 and January 
11, 2000, respectively. 
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algorithm performance. To this end we have retained both the z gA R×  and 
T B⊥×  triangulations, respectively. Moreover, the same interferogram 
sequence generated for the real data set has been produced in the simulated 
experiments but, by exploiting the High Pass (HP) spatial components of a 
Digital Elevation Model (DEM) of the area and by introducing a 
deformation parametric model. In particular the j-th interferogram of the 
simulated D-InSAR sequence, say sjϕ , has the following expression 

 

( )
2

j j
4 1h t ∆t , j 0,...,M 1

r sin 2
j

sj

b
vel accπϕ

λ ϑ
⊥∆⎡ ⎤⎛ ⎞= ⋅ ⋅ + ∆ ⋅ + ⋅ ⋅ = −⎢ ⎥⎜ ⎟⋅ ⎝ ⎠⎢ ⎥⎣ ⎦

   (34) 

 
wherein the first term represents the topographic phase contribution 

depending on the DEM height h , while the vel  and acc  factors are the 
velocity and acceleration model terms, respectively, the latter representing a 
significant deviation from the assumed model ( )⋅m  Moreover, in our 
experiments we also assumed that both the simulated deformation 
components had a Gaussian spatial shape, as shown in Figure 3.10 wherein 
both the masked and unmasked data are presented. 

In order to investigate the algorithm performances on the simulated data 
we unwrapped the generated interferogram sequence both via the original 
and the extended MCF technique; obviously, the former has been 
independently applied to each single interferogram. In the performed 
experiments a comparison between the original and the unwrapped phases is 
directly possible. As a result of our analysis we present in Figures 3.11A, 
3.11B and 3.11C the percentage, for each interferogram, of correctly 
unwrapped pixels of the mask shown in Figure 3.6B, obtained by applying 
the original MCF technique and considering on the horizontal axis the spatial 
and temporal baselines and the normalized arc length, respectively. 
Moreover, the results achieved via the extended MCF procedure are shown 
in Figure 3.11D, where the horizontal axis is relevant to the normalized arc 
length. The results presented in Figures 11A, 11B and 11C clearly show that, 
for the original MCF approach, an increase of the spatial and/or of the 
temporal baseline (thus of the normalized arc length) may lead to significant 
degradations of the achieved reconstruction. On the contrary, the extended 
MCF approach guarantees a very good retrieval, as shown in Figure 3.11D. 
For what concerns the computational aspects, we remark that, on a PC 
equipped with an AMD Athlon MP2600+ processor, the basic MCF 
unwrapping procedure required about 75 min for unwrapping the overall 
interferogram sequence, while the extended MCF algorithm needed about 
225 min. We remark that this computational increase is mostly related to the 
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evaluation of the model function ( )⋅m  within the temporal unwrapping step. 
Indeed, this operation is carried out via an exhaustive search, with a limited 
spacing, of the z∆  and v∆  factors within the intervals (-100,100) m and (-
5,5) cm/year, respectively. Obviously, the availability of an a-priori 
information on the z∆  and v∆  terms would lead to a significant 
computational improvement of the extended MCF PhU algorithm 
performance. 

As a final test on our simulated data, we investigated the quality of the 
retrieved solution if the model adjustment step, relevant to m, is not 
implemented. In this case the required computing time reduced to about 80 
min. However, the achieved results presented in Figure 3.11E, clearly show 
that the computational reduction is “paid” with a considerable degradation of 
the obtained unwrapped data with respect to those generated through the 
extended MCF approach, the latter shown in Figure 3.11D. 

 
Figure 3. 10 Maps relevant to three components of the model presented in () and used to 

generate the simulated D-InSAR interferograms. (a) and (d) are the unmasked 
and masked topography maps, respectively. (b) and (e) are the unmasked and 
masked velocity patterns, respectively. (c) and (f) are the unmasked and masked 
acceleration patterns, respectively. Note that the position of the minima of the 
simulated velocity and acceleration patterns are relatively shifted by 100 pixels 
in both directions. 



 

112 Chapter 3      EMCF-Phase Unwrapping Algorithm

Let us now move to the real data analysis; in this case the dimensions of 
the processed data set are the same of the simulated signals thus the 

 
Figure 3. 11 Percentage of the coherent pixels of each interferogram that has been 

correctly unwrapped. (a) Results obtained by applying the original MCF 
approach with the horizontal axis relevant to the perpendicular baseline; (b) 
same as (a) but with the horizontal axis relevant to the temporal baseline; (c) 
same as (a) but with the horizontal axis relevant to the normalized arc length 
L defined in (). (d) Results obtained by applying the extended MCF approach 
with the horizontal axis relevant to the normalized arc length L. (e) Results 
obtained by applying the extended MCF approach but without the model 
adjustment step; the horizontal axis is relevant to the normalized arc length L.



 

 

3.3 Extended Minimum Cost Flow Algorithm 113

computing requirements remained practically unchanged; on the contrary, 
we had now to define a quality index for our results. To achieve this task we 
decided to use the SBAS algorithm that, as previously stated, is fully 
compatible with the presented data representation and allows us to generate 
D-InSAR deformation time-series from a sequence of unwrapped multi-
temporal interferograms. In particular, we considered the following strategy: 
first of all, we applied the SBAS procedure to both the unwrapped sequences 
computed via the original and the extended MCF algorithm; this allowed us 
to produce deformation time-series for each pixel of the mask shown in 
Figure 3.6B. Subsequently, we used the computed time-series (without any 
atmospheric filtering) and the estimated topographic errors to regenerate the 
original interferograms referred to as ( ), ,..., Mϕ ϕ ϕ ϕ −= 0 1 1 . At this stage, we 

use as quality index of the PhU retrieval, the temporal coherence factor 
defined for each pixel as follows (see also chapter two) 
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Note that for pixels where 1γ → , we expect that no unwrapping errors 

are present, since a nearly perfect retrieval of the original phase has been 

 
Figure 3. 12 Temporal coherence maps obtained from (a) the original and (b) the 

extended MCF unwrapping procedures, respectively. 
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obtained. On the other hand, low values of γ  will correspond to poorly 
unwrapped data. Following the application of the SBAS algorithm to the two 
unwrapped D-InSAR sequences, obtained through the original and the 
extended MCF technique, respectively, we have evaluated the temporal 
coherence map for both data set. The achieved results are shown in Figures 
3.12A and 3.12B, respectively. The improvement of the coherence obtained 
through the application of the extended PhU algorithm is evident, 
particularly in the areas in the lower left and upper right corners of the map. 
To emphasize the achieved gain, the histograms relevant to these two results 
have been computed and superimposed in Figure 3.13A: again the obtained 
improvement is clear. In particular we remark that in this case we achieved 
an increase of about 60% for what concerns the number of pixels with a 
temporal coherence value greater than the selected threshold 0.7γ = , that is 
a typical value in D-InSAR applications [64,66]. 

As final point we have investigated the impact, on the unwrapping 
algorithm performance, of the optK  vector component. To this end we have 
repeated the overall processing operation based on the extended MCF 
approach but assuming no 2π-integer correction, i.e., with 0=optK ; this 
implies we assumed =opt optδψ δχ . The histogram of the computed new 
temporal coherence has been superimposed (see Figure 3.10B) to those 
shown in Figure 3.10A. The degradation of the achieved results is 
remarkable with respect to those of the overall extended MCF procedure; in 
particular, in this case we had a reduction of the number of coherent pixels 
with 0.7γ ≥ , of about 30% with respect to the extended MCF results. This 
clearly indicates a significant impact of the 2π-integer correction component 
within the proposed unwrapping procedure. 

 
 

3.4 Summary and conclusion 
We have proposed a solution for extending the MCF phase unwrapping 

algorithm dealing with a sparse data grid, to process multi-temporal DInSAR 
interferograms for the generation of deformation time-series. The approach 
involves the computation of a properly chosen interferograms sequence and 
is based on the cascade of two main steps, both involving the use of the basic 
MCF technique. In particular, we identify first the arcs connecting 
neighboring coherent pixels of the Azimuth/Range grid and, for each of 
these; we estimate the unwrapped phase gradients via the MCF technique 
applied in the Temporal/Perpendicular baseline plane. These results are used 
to bootstrap the subsequent spatial unwrapping operation carried out on each 
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single interferogram via the conventional MCF approach. Presented results 
obtained on simulated and real data confirm the effectiveness of the 
approach. Moreover, we underline that the proposed solution is naturally 
compatible with the SBAS algorithm for the generation of deformation time-
series. The implemented extension of the unwrapping procedure is based on 
the application of the network programming algorithm for both the temporal 
and spatial unwrapping steps. Accordingly, the overall approach is 
computationally efficient.  

 
  

 
 

 
Figure 3. 13 Histograms of the temporal coherence maps. (a) The dashed line is related 

to the results obtained via the basic MCF approach; the continuous line is 
relevant to those achieved by using the extended MCF approach. (b) Same 
plots as in (a) with the superimposed diamond plot relevant to the results of 
the extended MCF approach implemented without 2π-multiple corrections, 
i.e. by assuming Kopt=0 in Equation (31). 
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APPENDIX C 

 
CONSIDERATIONS ABOUT THE 

TEMPORAL/PERPENDICULAR BASELINE 
DELAUNAY TRIANGULATION 

 
Let us investigate in the following the impact of the different selection of 

the T bδ δ ⊥  factor that represents the ratio between the temporal and 
perpendicular baseline axis units and is needed in order to generate the 

 
Figure 3. 14 Delaunay triangulations in the temporal/perpendicular  baseline plane 

relevant to the ERS data analyzed in our experiments. The triangulations are 
obtained by assuming that the ratio between the perpendicular and temporal 
baseline axis units is equal to T bδ δ ⊥ , with (a) 1500Tδ =  days and 

300bδ ⊥ =  m; (b) 900Tδ =  days and 300bδ ⊥ =  m; (c) 300Tδ =  days 

and 300bδ ⊥ =  m. 
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triangulation in the T B⊥×  plane. To achieve this task we started from the 
triangulation relevant to our experiments presented in Section 3.3.2, where 
we have assumed Tδ =1500 days and  bδ ⊥ =300m; subsequently, we 
maintained constant the value of bδ ⊥  and considered the two additional 
cases relevant to Tδ = 900 days and Tδ = 300 days, respectively. 

The results of the corresponding triangulations, presented in Figures 
3.11A, 3.11B and 3.11C, respectively, show a strong similarity. More 
specifically, we found that more than 60% of the arcs (thus of the 
corresponding interferograms) are common to the three triangulations. 
Accordingly, we may finally conclude that, within a realistic range of 
variation of the T bδ δ ⊥  ratio, the corresponding triangulations in the T B⊥×  
plane do not significantly change. 
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TABLE 3.1 
ERS1/2 SAR DATA SET 

 
Mission Orbit Day Month Year b⊥ [m] 
ERS1 3960 18 4 1992 808 

ERS1 5463 1 8 1992 90 

ERS1 5964 5 9 1992 396 

ERS1 6966 14 11 1992 -78 

ERS1 8970 3 4 1993 603 

ERS1 10473 17 7 1993 -544 

ERS1 10974 21 8 1993 -400 

ERS1 11976 30 10 1993 537 

ERS1 19835 1 5 1995 -589 

ERS1 20336 5 6 1995 -29 

ERS1 20837 10 7 1995 -499 

ERS2 1664 11 7 1995 -464 

ERS1 21338 14 8 1995 151 

ERS2 1665 15 8 1995 93 

ERS2 2166 19 9 1995 -242 

ERS1 22340 23 10 1995 698 

ERS1 23342 1 1 1996 309 

ERS2 3669 2 1 1996 101 

ERS1 24344 11 3 1996 468 

ERS2 5673 21 5 1996 6 

ERS2 6675 30 7 1996 91 

ERS2 7176 3 9 1996 -427 

ERS2 7677 8 10 1996 -482 

ERS2 8178 12 11 1996 1086 

ERS2 8679 17 12 1996 -327 

ERS2 9681 25 2 1997 -117 

ERS2 10683 6 5 1997 -303 

ERS2 11184 10 6 1997 -128 

ERS2 11685 15 7 1997 -122 

ERS2 12186 19 8 1997 170 
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TABLE 3.1 
ERS1/2 SAR DATA SET 

 
Mission Orbit Day Month Year b⊥ [m] 
ERS2 12687 23 9 1997 -161 

ERS2 13188 28 10 1997 -590 

ERS2 13689 2 12 1997 215 

ERS2 14190 6 1 1998 0 

ERS2 14691 10 2 1998 -223 

ERS2 15693 21 4 1998 209 

ERS2 16194 26 5 1998 -250 

ERS2 16695 30 6 1998 -727 

ERS2 17697 8 9 1998 -12 

ERS2 18198 13 10 1998 164 

ERS2 18699 17 11 1998 286 

ERS2 19200 22 12 1998 -292 

ERS2 20202 2 3 1999 123 

ERS2 20703 6 4 1999 282 

ERS2 21204 11 5 1999 476 

ERS2 21705 15 6 1999 -737 

ERS2 22206 20 7 1999 544 

ERS2 22707 24 8 1999 837 

ERS2 23208 28 9 1999 420 

ERS2 24711 11 1 2000 -383 

ERS2 25212 15 2 2000 -25 

ERS2 26214 25 4 2000 880 

ERS2 28218 12 9 2000 -631 

ERS2 29220 21 11 2000 979 

ERS2 32727 24 7 2001 236 

ERS2 33228 28 8 2001 111 

ERS2 33729 2 10 2001 91 

ERS2 37737 9 7 2002 -1013 

ERS2 39240 22 10 2002 385 

 



 



Chapter 4 
 
 
 
 
 

Multi-Platform D-InSAR algorithm 
 
This chapter will deal in the extension of the original, multiple 

interferogram D-InSAR algorithms, presented in the previous chapters, to 
the case where SAR data are collected by different sensors.  

In particular, we will refer to the case-study characterized by the 
combination of the ERS1/2 SAR data with those acquired by the new 
European radar satellite ASAR (Advanced Synthetic Aperture Radar) 
mounted on board to the ENVISAT platform.. 

Moreover, as subsequently clarified, these approaches could be also 
effectively used to combine interferometric products, obtained by using 
multi-mode SAR data acquisitions. 

 
4.1 Introduction 

Differential SAR Interferometry (D-InSAR) is a microwave remote 
sensing technique that exploits the phase difference between SAR image 
pairs acquired at different times, in order to extract information on the radar 
line of sight (LOS) projection of the displacements, occurred between the 
relevant acquisitions [29]. The D-InSAR approach has been mostly applied, 
until now, to SAR data acquired by the same radar sensor, with a major role 
played by the ERS-1 and ERS-2 systems that have collected more than 
twelve years of data relevant to a large part of the Earth surface.  

Since March 2002, also the ENVISAT satellite has been collecting SAR 
data by operating the ASAR sensor. The ASAR sensor has been designed to 
provide a large degree of operational flexibility. The main instrument 
parameters can be selected by ground command for each of the five 
operational modes: 

• The Image mode generates high-spatial resolution data products 
selected from the total of seven available swaths, located over a 
range of incidence angles spanning 15 to 45 deg; 

• The Wave mode generates vignettes of 5 Km by 5 Km, spaced 
100 Km along track, whose positions can be selected to alternate 
between any two of the seven swaths; 
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• The Wide Swath and the Global Monitoring modes are based on 
the ScanSAR technique. By using five sub-swaths, they generate 
wide-swath products (400 Km) with spatial resolutions of 150 
and 1000m, respectively; 

 
Figure 4. 1 SAR products relevant to the Napoli bay area. A) Multilook intensity image 

of the area. B) Single-platform multilook interferogram computed from the ERS 
data pair acquired on 02/03/2000 and 20/07/2000, respectively ( =56 m). C) 
Single-platform multilook interferogram computed from the ENVISAT data pair 
acquired on 07/11/2002 and 05/06/2003, respectively ( =246 m). D) Multilook 
cross-interferogram computed by using the ERS data acquired on 20/07/2000 and 
the ENVISAT one acquired on 07/11/2002 ( =12 m). 
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• The Alternating Polarization mode provides two simultaneous 
images from the same area in HH and VV polarizations (the first 
letter indicates the polarization of the transmitted signal – H for 
horizontal, V for vertical – and the second the polarization of the 
received signal), HH and HV or VV and VH, with the same 
imaging geometry as the Image mode and, similarly, high spatial 
resolution.  

One of the operational modes of the ASAR sensor, characterized by a 
side looking angle of about 23° (swath IS2), being geometrically compatible 
with the ERS-1/2 sensors illumination mode, can be therefore exploited 
within the interferometric SAR (InSAR) processing of multi-platform 
ERS/ENVISAT data. However, even if geometrically feasible, a 
combination of this kind of data is not easy because the two radar sensors 
operate both at C-band, but with slightly different carrier frequencies: 5.331 
GHz for the ENVISAT sensor vs. 5.3 GHz for the ERS one. This 
circumstance limits the use of ERS/ENVISAT multilook cross-
interferograms because they are corrupted by the decorrelation noise induced 
by the carrier frequency difference.  

A first solution to circumvent this limitation would require the selection 
of a set of interferometric pairs, whose perpendicular baseline values are 
able to balance the range frequency shift due to the difference on the two 
carrier frequencies, as expected from the following relation (see equation 48, 
chapter one) 

 

( )
2

' tan '
e

ERS ENVISAT
b

f
rλ ϑ

⊥
−∆ ≈ −

−Ω
     (1) 

 
wherein ERS ENVISATf −∆  is the range frequency shift due to the difference in 

the two carrier frequency, λ  is the ERS operational wavelength, 'ϑ  is the 
side-looking angle, Ω  is the local topographic slope, 'r  is the slant range 
difference and, finally, eb⊥  is the equivalent perpendicular baseline 
separation corresponding to the same spectral shift. To better clarify these 
issues, some examples are presented in Figure 4.1 relevant respectively to 
ERS and ENVISAT conventional (Figure 4.1B and Figure. 4.1C ) and cross 
(Figure. 4.1D) interferograms.  

Another possible solution to circumvent the decorrelation phenomena, 
clearly visible in Figure 4.2D, is to exploit point-wise targets, as in the case 
of the Permanent Scatterers approach which is based on the analysis of full 
resolution (single look) interferograms [76].  

Here, an alternative solution for the generation of deformation time-
series from ERS and ENVISAT data, which exploits multi-looked 
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interferograms, will be presented. Our approach exploits the Small Baseline 
Subset (SBAS) algorithm [39] in order to combine ERS and ENVISAT 
multi-looked interferograms; in particular, we avoid the use of 
ERS/ENVISAT cross-interferograms, benefiting, whenever possible, of the 
temporal overlap between the time-series acquisitions of the two sensors. 
Indeed, the images acquired by the ERS and ENVISAT radar systems are 
assumed to belong to independent subset (see Figure 4.2) and the time-series 
generation, involving single platform (i.e., ERS/ERS or 
ENVISAT/ENVISAT) interferograms only, is carried out by searching for a 
least squares solution with a minimum norm energy constraint; this result is 
easily achieved by applying the singular value decomposition (SVD) 
technique. 

We note that the impact of the multi-sensor data processing on the 
original SBAS algorithm is minimal and, therefore, the procedure 
implementation is straightforward. 

The presented results, obtained on a SAR data set relevant to the Napoli 
city area (Italy) and acquired on descending orbits confirm the effectiveness 
of the presented approach. 

Figure 4. 2 ERS/ENVISAT data-set distribution relevant to the Napoli bay area test-site 
(acquired on descending orbits). The triangles are related to the ERS 
acquisitions while the red stars refer to the ENVISAT data. The difference in 
the two carrier frequency can be viewed responsible for the presence of another 
set of independent data (subset) to be properly connected. 
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4.2 Multi-sensor SBAS algorithm 
The SBAS technique is a relatively new D-InSAR approach for 

detecting earth surface deformations and, above all, for the analysis of their 
temporal evolution. For a detailed discussion on the original SBAS approach 
the reader is remained to the chapter two or, directly, to the literature 
concerning this task [65,77-78]. Accordingly, in the following, we will focus 
on the main issues relevant to the extension of this technique to  multi-sensor 
data processing, with the key application represented by the ERS and 
ENVISAT/ASAR (swath IS2) case. 

Let us start our analysis by considering the ERS and ENVISAT systems 
acquiring, at the ordered times ( )0 ,..., Nt t , a set of N+1 SAR images, relative 
to the same area. Accordingly, we specify for each focused SAR image the 
corresponding transmitted signal central wavelength 

( ) 0,...,i ERS ENVor i Nλ λ λ= = , being ERSλ  and ENVλ  the ERS and 
ENVISAT central wavelengths, respectively. We also assume, for sake of 
simplicity, that all the images are co-registered with respect to a master 
image in order to have a common reference grid; in particular this operation 
also takes into account for the different pulse repetition and range sampling 
frequencies of the ERS and ENVISAT sensors. Accordingly, a common 
pixel spacing dimension for all the images is assumed hereafter.  

The starting point of the proposed combination technique is represented 
by the generation of a number, say M, of differential interferograms that 
have to be properly unwrapped; these interferograms involve the previously 
mentioned set of N+1 SAR acquisitions and, in particular, the selected D-
InSAR pairs are characterized by a small perpendicular baseline constraint 
(significantly smaller than the critical baseline [21]) and no ERS/ENVISAT 
cross-interferograms are considered.  Let us also assume that 

1,..., ,..., 1,...,j MIE IE IE j M⎡ ⎤ ∀ =⎣ ⎦  and 1,..., ,..., 1,...,j MIS IS IS j M⎡ ⎤ ∀ =⎣ ⎦   are the 
vectors corresponding to the acquisition time-indexes associated with the 
chronologically ordered image pairs used for the interferograms generation  
(i.e., 1,...,j jIE IS j M> ∀ = ); moreover, let 1,..., ,..., 1,...,j M j Mλ λ λ⎡ ⎤ ∀ =⎣ ⎦  be 
the vector of the transmitted signal central wavelengths associated with each 
single interferogram, without any ambiguity in the identification of the factor 

jλ  for each interferogram, since the use of cross-interferograms is avoided. 
Let us now to refer to a generic pixel of azimuth and range coordinates 

( ),x r  and to assume that the phase signal of each interferogram is calibrated 
with respect to a pixel whose deformation behavior is a priori known 
(typically a highly coherent pixel located in a non-deforming zone); the 
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expression of the generic j-th interferogram, computed from the SAR 
acquisitions at times Bt  and At  has the following expression [39]: 
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wherein ( ), ,Bt x rφ  and ( ), ,At x rφ  represent the phases of the two images 

involved in the interferogram generation while ( ), ,Bd t x r  and ( ), ,Ad t x r  are 
the line of sight cumulative deformations at times Bt  and At  with respect to 
the instant 0t , assumed as a reference. Moreover, for what concerns the right 
hand side part of the last identity in equation (2), the second term accounts 
for possible topographic artifacts z∆  that can be present in the used DEM 
and depends on the perpendicular baseline component jb⊥  as well as on the 
sensor-target distance 'r  and on the look angle 'ϑ . Finally, the terms 

( ), ,atm Bd t x r  and ( ), ,atm Ad t x r  in (2) accomplish for possible inhomogeneities 
between the two acquisitions (usually referred to as atmospheric phase 
signal), while the last term jn∆  accounts for decorrelation phenomena and 
thermal noise effects.  

By considering (2) and neglecting the jn∆  term, it is evident that the 
ERS and ENVISAT (single-platform) interferograms expression only differs 
for the sensor wavelength values. Accordingly, in order to homogenize the 
data set and to end up with a stack of unwrapped interferograms depending 
on a single wavelength (the ERS one, for example), we may easily rescale 
the overall data set as follows 
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The expressions (2) and (3) define a system of M equations in the N 

unknowns 
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this system  can be re-organized by using the following matrix 

formalism 
 
Aφ δφ=         (5) 
 
wherein A  is an incidence-like matrix, directly related to the set of 

interferograms generated from the available data [39]. Note also that the 
presented technique implies a pixel-by-pixel temporal analysis; accordingly, 
the dependence on the variables ( ),x r  has been neglected in (5) and the 
simplification is maintained in the matrix representation hereafter.  

We may now manipulate the equation system in (5) in such a way to 
replace the present unknowns with the mean phase velocity between time 
adjacent acquisitions. Accordingly, the new unknowns become 

 

 ( ) ( ) ( )1 1
1

1 1

, , , , , ,
,..., N N

N
N N

t x r t x r t x r
v v v

t t t
φ φ φ −

−
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and, by substituting (6) in (5), we finally get  the new system equation 

expression 
 
 Bv δφ=         (7) 
 
wherein B  represents an M N×  matrix, whose generic ( ),j k  element is 

now ( ) 1, k kB j k t t+= −  for 1,...,j jIS k IE j M≤ ≤ ∀ = , and ( ), 0B j k =  
elsewhere. 

Few considerations on the expression (7) are now in order. First of all, 
we remark that it is formally identical, except for the wavelength scaling step 
in (3), to the one computed in [39]. Moreover, we stress that, in addition to 
the perpendicular baseline constraint, which is common to the original SBAS 
technique, the assumed separation of the ERS and ENVISAT data in 
independent subset causes an additional rank deficiency of the matrix B, 
leading the system (7) to have infinite solutions. However, as in [39], the 
application of the SVD method allows us to evaluate the pseudo-inverse of 
the matrix B , which gives the minimum norm LS solution of the system (7). 
In this context, the above mentioned minimum norm constraint for the 
velocity vector v  avoids the presence of discontinuities in the final result, 
guaranteeing a physically sound solution [79]; this consideration is at the 
base of the data manipulation leading to (7). Obviously, an additional 
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integration step is necessary to compute the solution φ  from the estimated v  
vector, but this represents a trivial operation. 

As a final remark, we observe that following the solution of the system 
of equations (7), the processing steps applied to separate the deformation 
signal component ( )d ⋅  from the atmospheric and topographic components 

( )atmd ⋅  and z∆ , respectively, remains the same of the original SBAS 
procedure with no need for any further modification. 

In summary, following a trivial rescaling step, the application of the 
SBAS technique to produce ERS/ENVISAT deformation time-series is 
straightforward. Consistently with the original SBAS algorithm, an 
important constraint is represented by the availability of a temporal overlap 
between the different platform acquisitions; on the other hand, the 
decorrelation noise induced by the use of ERS/ENVISAT cross-
interferograms is completely avoided and the use of multi-looked 
interferograms is ensured.  

The presented extension of the SBAS algorithm may be effectively used 
also in  the case where the combination of SAR data acquired by the same 
sensor but by using different operational modes (as for example, if we would 
be interested to combine STRIPMAP and SCANSAR data). This can be 
done by easily observing that multi-mode SAR data can be also viewed as 
belonging to independent subset and consequently can be integrated each 
other via the application of the SVD method. This approach is expected to be 
more and more significant in the future when SAR data collected by novel 
multi-operational radar sensor will be available. 

 
 

Figure 4. 3 Block diagram of the ERS/ENVISAT SBAS procedure. 
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4.3 Experimental Results 
The validation of the proposed algorithm has been carried out by 

processing a set of  SAR images relevant to the Napoli city area (Italy), and 
acquired by the ERS-1/ERS-2 and ENVISAT systems on descending orbits 
(track 36 and frame 2781). 

In particular, the ERS dataset is composed by 63 images spanning the 
time interval from June 1992 to February 2004 while the ENVISAT one 
includes 12 images, acquired during the last two years (see Table 4.1). From 
these data, 181 D-InSAR interferograms have been produced: 157 involving 
ERS images, the remaining 24 computed from ENVISAT acquisitions. For 
the D-InSAR interferogram generation, we have imposed for both the ERS 
and the ENVISAT data a perpendicular baseline constraint of 300m and a 
maximum temporal separation of about 4 years. The D-InSAR products have 
been obtained following a complex multi-looked operation with 4 looks in 
the range direction and 20 looks in the azimuth one (the resulting pixel 
dimensions are of about 100m x 100m) and precise satellite ERS and 
ENVISAT orbital information, in conjunction with an SRTM DEM of the 
overall area, have been used. 

In order to provide an overall picture of the achieved results, we present 
in Figure  4.4 the estimated mean deformation velocity, superimposed on the 
multilook SAR image of the Napoli city area. This kind of representation is 
visually effective and allows us to easily get an information about the 
detected mean deformations; note also that noisy areas with a low accuracy 
measurement have been excluded from the presented map.  

In order to demonstrate the capability of the proposed approach to 
provide information not only on the mean displacements, but also on the 
temporal evolution of the detected deformations, some experiments are 
presented. These examples involve a comparison between the deformation 
time-series computed from the ERS/ENVISAT data set and those measured 
via on site precise leveling techniques.  

The first experiment is relevant to two pixels labeled b and c in Figure 
4.4a, which are located in the maximum displacement zone of the Campi 
Flegrei Caldera area where both D-InSAR and leveling measurements are 
available; we remark that in this zone the deformations have a nearly vertical 
component only [77], thus allowing a direct comparison between SAR and 
geodetic measurements. By observing the D-InSAR time-series relevant to 
the pixels b and c of Figure 4.4a, which are plotted in Figures 4.4b and 4.4c, 
respectively, it is evident a deformation behavior characterized by a rather 
continuous subsidence, except at the beginning of 2000, when a change of 
the displacement trend (resulting in an uplift phase) occurred; following the 
beginning of 2002, a stable situation is recovered. This deformation trend is 
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confirmed by the leveling measurements, which have been projected into the 
radar LOS and superimposed to the D-InSAR measurements; the good 
agreement between leveling and D-InSAR data is evident. 

The second experiment concerns two pixels located in the highly 
urbanized area of the Vomero quarter where leveling measurements are 
available for the two pixels labeled d and e in Figure 4.4a; a direct 
comparison between these geodetic data and the D-InSAR results is again 
possible because the deformations have a dominantly vertical characteristic 
also in this area [78]. The time-series relevant to these two pixels are plotted 
in Figures 4.4d and 4.4e, respectively, wherein D-InSAR and leveling results 
have been superimposed. Also in this case a very good agreement between 
the different measurements is found, confirming the effectiveness of the 
proposed multi-sensor D-InSAR processing procedure. 

 
 

4.4 Conclusion 
Within this chapter, we have exploited the SBAS approach to produce 

multi-sensor deformation time-series by combining SAR data acquired by 
the ERS and ENVISAT/ASAR sensors. The algorithm is focused on 

 
Figure 4. 4 ERS/ENVISAT DInSAR results. (A) Geocoded map of the mean deformation 

velocity of the area of Napoli city (Italy) computed in coherent areas only and 
superimposed on the multilook SAR image (grayscale representation) of the 
zone. (B), (C), (D), (E) Deformation time-series relevant to the pixels in (A) 
labeled b, c, d, e, respectively, computed from the DInSAR (ERS data are 
identified in the plot by red triangles, while the ENVISAT ones are in blue) and 
leveling (black stars connected by a continuous line) measurements. 
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investigating deformations of large areas with a spatial resolution of about 
100m x 100m and is based on a simple but effective combination of 
ERS/ERS and ENVISAT/ENVISAT multi-looked interferograms, with no 
need for ERS/ENVISAT cross-interferograms.  

Moreover, the procedure is easy to implement because no significant 
modifications are  required within the original SBAS processing technique. 
The presented results, relevant to the Napoli city area, confirm the 
effectiveness of the approach. 
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Table 4. 1 ERS/ENVISAT SAR data-set. 

 



Chapter 5 
 
 
 
 

Experimental results 
 
This chapter will be focused on the application of the D-InSAR 

approaches, up to now discussed, to real case-studies, with a particular 
emphasis on the role played by the different interferometric distributions one 
can consider.  

Firstly, we will concentrate on the application of the Extended Minimum 
Cost Flow (E-MCF) [74,80] phase unwrapping algorithm (see also chapter 
three) to a properly chosen, interferometric data distribution. To this end, the 
SAR data-set of the Umbria test-site area has been chosen and the achieved 
results have been properly analyzed. Moreover, in the D-InSAR scenario, the 
joint availability of SAR data acquired both on ascending and descending 
orbits allowed us to combine the obtained results, in order to discriminate the 
deformation velocity components along the east-west and the vertical 
direction, respectively (by exploiting the strategy explained within the 
chapter two). 

Finally, it has been investigated the possibility to apply the E-MCF 
algorithm to a multi-platform/multi-mode case, thus extending the proposed 
algorithm  to the cases explored in the previous chapter. With regards to this 
task, the SAR data-set of the Napoli Bay area, acquired from both the ERS 
sensors and the ENVISAT one, has been selected.  

A discussion concerning the achieved products and the future 
improvement of the presented D-InSAR techniques (with emphasis on the 
phase unwrapping problems) will be finally addressed.   

 
5.1 Interferogram selection strategy 

To introduce the experimental results hereafter presented, it can be 
convenient, first of all,  to clarify how the list of differential interferograms 
to use within the processing procedure could be chosen. We also remark 
that, as explained within the chapter three, the application of the Extended 
Minimum Cost Flow phase unwrapping algorithm would explicitly require a 
peculiar interferometric distribution, obtained via a Delaunay triangulation 
on the Temporal/Perpendicular Baseline plane. In any case, in order to 
increase the robustness of the deformation time-series extraction procedure, 
it is ever possible to expand the original interferometric data-set 
(triangulation-driven) by introducing a set of additional interferometric pairs, 
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and eventually re-use the SAR acquisitions which were formerly discarded, 
because not belonging to the Delaunay sub-triangulation (obtained, as 
explained in chapter three, after the triangles removal step needed if we want 
to manage low-decorrelated differential interferograms, only).  

To give an example, we can refer to the SAR data acquisition of the 
Umbria area test-site and to the corresponding Delaunay triangulation used 
within the E-MCF algorithm (Figure 5.1a). The key idea is to consider, with 

 
Figure 5. 1 Umbria area case-study interferometric distribution (a) relevant to the 

Delaunay triangulation and (b) those obtained after the introduction of additional 
data-pairs. The descending SAR data have been here considered. 
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respect to the original interferometric distribution, a set of additional 
interferograms which also respect the constraints about the maximum 
baseline separations (also eventually including the limitations on the 
common azimuth bandwidth depending on the doppler centroid differences). 
The whole interferometric distribution, shown in Figure 5.1b will be 
subsequently used for the extraction of the corresponding deformation time-
series. The differential phase interferograms associated to the interferometric 
distribution we chose, could be effectively unwrapped by applying a specific 
phase unwrapping algorithm but, being interested to investigate on the 
potentiality of the E-MCF algorithm, we will concentrate hereafter (at least 
with regards to the part of  them relevant to the Delaunay triangulation in the 
T B⊥×  plane) on the application of the proposed algorithm, by using other 
approaches (and, in particular, the original MCF algorithm) to compare the 
corresponding results, only.  

At this stage, the problem to be solved will concern the way to proceed 
to unwrap the additional D-InSAR interferograms.  

Basically, there are essentially two possibilities: 
1. To independently unwrap each single additional phase, in 

application of other phase unwrapping approaches (the original 
MCF algorithm, for example); 

2. To exploit the information achievable by the set of the D-InSAR 
interferograms relevant to the Delaunay triangulation in the 
T B⊥×  plane (used for the E-MCF algorithm) to unwrap them. 

Clearly, the second strategy is based on the assumption that the 
triangulation-driven unwrapped phases could be representative of the true 
phases without any other additional information, which can be eventually 
obtainable through the additional unwrapped phases. For this reason, by 
following this strategy, the result we can obtain will be similar to those 
previously achieved by using the triangulation one.  

On the other hand, especially if the additional interferometric data-set is 
composed by a significantly high number of interferogram, the phase 
unwrapping incongruence (or errors), introduced by the two different phase 
unwrapping approaches we used, can decrease the quality of our 
reconstruction. These observations suggest us that, in any case, if we want to 
preserve the robustness of the algorithm, the number of additional 
interferograms should be relatively small. Basically, the choice of the best 
strategy to follow has to be done in dependence of the peculiar distribution 
which we have. Hereafter, the overall procedure to unwrap these additional 
interferograms will be investigated. 

Let us now clarify how to unwrap these interferograms and, to do this, 
consider a set of 1N +  independent SAR images of the same area, acquired 
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at the ordered ( )0 1, ,..., Nt t t  times and define a Delaunay triangulation in the 
T B⊥×  plane, whose arcs will be unambiguously associated to the set of 
differential interferogram ( )1

,...,
MTr Tr Trϕ ϕ ϕ= . The set of additional 

interferograms (composed by L pairs) can be hence introduced with respect 
to the original data set, and the overall wrapped phase sequence will be 
finally the following one [ ] ( )1 1

, ,..., , ,...,
M LTr Added Tr Tr A Aϕ ϕ ϕ ϕ ϕ ϕ ϕ= = .  

First of all, we discuss how to proceed following the first strategy, in this 
case the additional phases can be independently unwrapped via the 
application of the original Minimum Cost Flow phase unwrapping algorithm 
[56] while the interferograms involved in the Delaunay triangulation will be 
unwrapped with the Extended-Minimum Cost Flow approach.  

For what concerns the second strategy, we start from the observation 
that, if we introduce the E-MCF unwrapped interferograms 

( )1
,...,

MTr Tr Trψ ψ ψ= , first of all, we will be able to retrieve the deformation 
trend of the analyzed area. In particular, starting from them and following 
the steps discussed in chapter two, for each pixel of the area, it will be 

Figure 5. 2 A pictorial representation of the strategy can be applied to unwrap the 
additional interferograms, characterized by the introduction of a linear (red 
circles) and/or non-linear (blue circles) deformation model, respectively.  
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possible to evaluate the residual topography z∆  and the relevant deformation 
time-series ( )0 1, ,...,Tr Nd t t t . In such a way, if the added interferograms are 
related to the same set of SAR acquisitions, the additional phases can be 
unwrapped by exploiting of an expectable model of the deformation, which 
can be retrieved from the achieved deformation time-series and the residual 
topography.  

To better explain this concept, let us refer to Figure 5.2 and suppose that 
the generic, added j-th differential interferogram 1,...,

jA j Lϕ =  involves the 
master time acquisition , jM At  and the slave master acquisition , jS At , 

respectively, with ( ) ( ), 0 1 , 0 1, ,..., , , ,...,
j jM A N S A Nt t t t t t t t∈ ∈ . Consequently, the 

model for the unwrapped phase that we can introduce could be expressed as 
follows 

  

( ) ( ), ,
4

'sin '
j

j j j

A
A M A S A

b
m z d t d t

r
π
λ ϑ

⊥∆⎛ ⎞
= ∆ + −⎜ ⎟⎜ ⎟

⎝ ⎠
    (1) 

 
wherein 

jAb⊥∆  is the perpendicular baseline of the j-th interferogram, λ  
is the operational wavelength, 'r  is the slant range distance between the 
radar sensor and the center of the image and 'ϑ  is the sensor side-looking 
angle.  

However, even if  the condition ( ) ( ), 0 1 , 0 1, ,..., , , ,...,
j jM A N S A Nt t t t t t t t∈ ∈  

was not verified, a model could be also introduced through the interpolation 
of the achieved deformation time-series relevant to a given point in space, or 
by taking account of  the relevant, mean deformation velocity Trv  (which can 
be estimated starting from the basic set of interferograms).  

In the former case, the model we can introduce may be expressed as 
follows  

 

( ) ( ), ,
4

'sin '
j

j j j

A
A M A S A

b
m z d t d t

r
π
λ ϑ

⊥∆⎛ ⎞
= ∆ + −⎜ ⎟⎜ ⎟

⎝ ⎠
    (2) 

 
while, in the latter case, it could be equivalently expressed as 
 

( ), ,
4

'sin '
j

j j j

A
A Tr M A S A

b
m z v t t

r
π
λ ϑ

⊥∆⎛ ⎞
= ∆ + −⎜ ⎟⎜ ⎟

⎝ ⎠
    (3) 
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In absence of noise effects, phase unwrapping and reconstruction errors, 
the wrapped version of the introduced model (i.e. 

,jAm
π π−

) should 

automatically fit (by neglecting the effect of the model inaccuracies) the 
phase 

jAϕ  we would like to unwrap. Obviously, this is not true in general, so 
that the residual phase pattern, so-defined 

 

,j jj A Ar m
π π

ϕ
−

= −        (4) 

 
will account for the overall incongruence of the achieved results. It may 

also contain ambiguous phase jumps, so that it must be unwrapped by using, 
for sake of simplicity, the original MCF approach.  

Consequently, the unwrapped phase solutions will be finally expressed 
as follows 

 
( ) 1,...,

j jA A jm Unw r j Lψ = + =      (5) 
 
where the ( )Unw ⋅  symbol accounts for the unwrapping operation. 

 
Figure 5. 3 The illuminated area of the Umbria region involved within the D-InSAR 

experiments.  
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Figure 5. 4 Umbria area test site interferometric pairs distribution onto the 

Temporal/Perpendicular baseline plane both for the ascending (a) and the 
descending (b) oribits. 

The presented procedure allows increasing the number of differential 
interferograms and, at the same time, verifying the correctness of the 
computed deformation time-series via the inspection of the residual phase 
terms but, as already explained, the best strategy to follow depends on the 
particular cases we encounter. For example, we would like to note that the 
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original Delaunay triangulation could be generally decomposed in more than 
one independent sub-triangulations (as shown in chapter three, section 5.3) 
even less overlapped and, when it occurs, a model for the additional phase 
unwrapping interferograms could be difficult to be effectively introduced. In 
these cases, even if the achievable temporal coherence factor could be 
significantly decrease (especially for high values of L), it is convenient to 
unwrap each interferogram without any additional information. 

 
5.2 Umbria area experiments 

In order to investigate the performances of the proposed algorithm, 
several experiments involving different SAR data-configuration typologies, 
have been performed. In this section, we firstly addressed the possibility to 
apply the E-MCF algorithm to an interferometric data-set composed by one 
subset, which has been selected by applying the strategy discussed in the 
previous section. The two SAR data-set relevant to the Umbria region 
(acquired on ascending and descending orbits, respectively) both satisfy this 
requirement. The investigated area, shown in Figure 5.3, is characterized by 
the presence of isolated plots of urbanized zones while the most part of it is 
quite vegetated and/or mountainous, thus rendering the achievable D-InSAR 
phases difficult to be effectively unwrapped.  

Regardless to the expectable deformation patterns, we can observe that 
the selected area is essentially affected by subsidence phenomenon due to 
the water extraction activities. Note also that the deformation pattern in the 
neighborhood of the Foligno town takes necessarily account of the effect of 
the September 26, 1997 Colfiorito-Earthquake [81]. 

 
5.2.1 Deformation Time-Series Generation 

We firstly applied the E-MCF algorithm both to the ascending and 
descending data-set. In particular, the ascending SAR data-set was composed 
by 24 acquisitions (see Table 5.1A), spanning the time interval between 
1995 to 2000 and the descending one was composed by 48 SAR acquisitions 
from 1992 to 2000 (see Table 5.1B). Starting from them, the two 
corresponding sequences of differential interferograms have been formerly 
selected and, subsequently, generated. The two interferometric distribution 
are shown in Figure 5.4(a) and (b), respectively. In application to the Extend 
Minimum Cost Flow phase unwrapping algorithm and to the SBAS 
approach, the deformation time-series relevant to the two orbits have been 
evaluated. Figure 5.5 shows the achieved mean deformation velocity pattern 
of the observed area, superimposed to a relevant multi-looked SAR image 
and projected onto the descending line of sight (with a resolution of about 



 5.2 Umbria area experiments 141

100 x 100m). The whole processing procedure, aimed to the extraction of the 
deformation time-series, has been applied, and both the original and the 
extended phase unwrapping algorithm has been considered.  

The same procedure has been applied to generate the corresponding 
time-series from the ascending SAR data. The joint analysis between our 
results and those obtained in application of the original MCF approach 
demonstrated, first of all, that the E-MCF algorithm guarantees higher 
temporal coherence maps. A direct comparison between the two temporal 
coherence maps has been considered and the corresponding results are 

 
Figure 5. 5 False color maps representing the mean deformation velocity of the Umbria 

zone test-site, superimposed to a SAR amplitude image of the area, obtained via 
the application of the original (a) and the extended (b) minimum cost flow 
phase unwrapping algorithm, respectively. A direct comparison between the 
histograms of the temporal coherence factor is also shown in (c) wherein the 
dashed line refers to the results obtained by applying the original MCF 
approach and the continuous line to those achieved in application of the E-MCF 
algorithm. 
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shown in Figure 5.5c. Moreover, it has allowed us to verify that, if areas 
affecting with fast-varying deformation trends are present, the relevant 
interferograms will be well-unwrapped through the application of the E-
MCF algorithm while, the application of the original approach does not 
permit us to reproduce these trends (see the following sub-section).  
 
5.2.2 Multi-orbital combination 

As explained within the chapter three, the processing of both the 
ascending and the descending SAR data-set of the same test site area, allows 
discriminating the East-west and vertical displacements components, 
respectively. Following this procedure, the two unknown deformation 
components has been obtained and subsequently geocoded (see Figure 5.6). 

 
Figure 5. 6 Combination of ascending and descending interferometric products. The 

presented  false color maps  represents (a)  the East-West component of the 
mean deformation velocity and (b) the vertical component of the mean 
deformation velocity, respectively and are relevant to the Assisi/Colfiorito area. 
The Colfiorito area (highlighted by a red oval in (b)) deformation time-series, 
shown in (c), allow us to clearly identify  the effect of the earthquake 
phenomenon on September 26, 1997.     
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We can observe that the highlighted area is essentially stable, except for the 
Foligno Town neighborhoods where the effect of the Colfiorito-Earthquake 
is clearly evident, especially if one refers to the vertical map. In particular, if 
we consider a single pixel here located, we can observe that a jump is 
present in the relevant time-series in correspondence to the earthquake 
phenomenon. Nevertheless, the other features on the vertical displacement 
map are essentially due to gravitational effects and/or to the water extraction 
activities [82]. 

Moreover, as introduced in the previous sub-section, the application of 
the extended MCF approach allowed us to monitor the deformation affecting 
areas which originally, through the application of the basic MCF phase 
unwrapping algorithm, were incoherent. In our maps, a significant portion of 
the novel coherent areas are affected by deformation mechanisms with a 
very rapidly temporal evolution, thus justifying the difficulty on the phase 
unwrapping steps. This affirmation can be, for example, supported by the 
observation of  the two maps shown in Figure 5.7, and considering the 
achieved deformation time-series relevant to a pixel located at the center of 
the highlighted area. We can observe that, while the boundary of the 

Figure 5. 7 Descending Umbria area results. (A) and (B) are the deformation time-series 
relevant to the center of the highlighted box achieved by applying the original and 
the extended MCF approach, respectively while, the mean deformation velocity 
maps are shown in (C) and (D), respectively.    
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investigated area are quite stable, the center of it is characterized by a 
significantly change on the deformation rate that appears to be essentially 
vertical. 

 
5.3 Extension of the E-MCF approach to multi-

platform (multi-subset) data-set 
In this section, we will deal on the presentation of the results achieved 

by applying the E-MCF algorithm to a SAR data set composed by more than 
one independent subset, as happens for example if we are interested to 
combine the data acquired by two different radar sensor (see chapter two) 

Figure 5. 8 A pictorially example of a network to be solved within the E-MCF 
algorithm to reconstruct the unwrapped phase difference vector associated to 
a selected spatial arc, in the case where two different subsets (as happens if 
the data acquired by two different radar sensors must be combined) are 
present. In particular, the example refers to the ERS/ENVISAT data 
combination of the Napoli Bay area.  In circumstances like these, the 
algorithm requires that for each subset a proper reference node has to be 
introduced (labeled  (1) and (2)), where the arcs connecting the novel nodes 
have to be characterized by an extremely large cost, in order to avoid that 
flows relevant to each sub-triangulation could interfere with those associated 
to other sub-triangulations.   
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and/or in the case where the perpendicular/temporal baseline separation 
between a set of data is big enough (see chapter two). 

Basically, in these cases, the basic Delaunay triangulation involved in 
the application of the E-MCF algorithm will be decomposed in more than 
one different sub-triangulations. The modifications to be applied to the 
algorithm, with respect to the case where a single triangulation is present, 
concern the introduction (see chapter three) of additional reference nodes 
(whose number is equal to the number of subset that are present) and the 
introduction of additional network arcs connecting the so-introduced 
“reference nodes” (as pictorially shown in Figure 5.7 with reference to the 
Napoli test site area). In such a way, the equivalent-temporal network to be 
solved (for each spatial arcs) will be composed in several sub-networks 
(whose number is equal to the subsets number).  

If we want to follow the strategy explained within the chapter three, we 
will have to be able to solve, for each arc of the spatial Delaunay 
triangulation, the equivalent network, now composed by several different 
sub-networks, thus also guaranteeing that each sub-network is completely 
separated from the other ones. This task can be easily accomplished by 
requiring that the arcs connecting the “reference nodes” one another have an 
extremely high cost, thus implicitly preventing that each sub-network flow 
could address other sub-networks (see Figure 5.8). Once these assumptions 
have been assumed, the proposed algorithm can be effectively used also in 
these cases.  

Moreover, also in these circumstances, other interferometric pairs can be 
subsequently added (and properly unwrapped following the strategy 
discussed in Section 5.1). 

In order to demonstrate the capability of the proposed phase unwrapping 
technique, in conjunction to the application of the SBAS algorithm 
inversion, to investigate the deformation of the Campi Flegrei caldera and of 
the Vesuvius volcano, we have re-processed the same data-set we considered 
within the chapter for, which was composed by 63 ERS1/2 SAR acquisitions 
and 12 ASAR images, relevant to descending (track 36, frame 2781) orbits. 
Each interferometric SAR image pair has been chosen by applying the 
strategy discussed within the chapter three, by also imposing that the 
interferometric perpendicular baselines were smaller than 300m and the 
maximum time interval had been of approximately for years. Precise satellite 
orbital information and a DEM relevant to the Shuttle Radar Topography 
(SRTM) have been also used. Moreover, all the DInSAR products have been 
obtained following a complex multilook operation with for looks in the 
range direction and twenty looks in the azimuth one, with a resulting pixel 
spacing of about 100 x 100m. The results achieved on this area has been 
presented in Figure 5.9, where the mean deformation velocity maps, 
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computed in the line of sight direction from the descending orbit, are shown. 
We can observe that, with respect to the case where the original MCF is 
applied (see Figure 5.9b), the application of the extended version of the 
MCF algorithm allows us to measure the deformation affecting the Ischia 
Island, located in the upper part of the mentioned figure, even if the chosen 
spatial reference node is located near the Napoli harbor.   

 
5.4 Conclusion and further developments 

In this chapter, some experimental products, carried out by using real 
SAR data-set, have been presented. These experiments have allowed us to 
investigate the potentiality and the limits of the proposed E-MCF phase 
unwrapping algorithm. In particular, we have investigated the possibility to 

Figure 5. 9 Napoli Bay area interferometric products. (A) False color mean deformation 
velocity map of the illuminated area, superimposed to a multilook SAR image, 
obtained by applying the E-MCF phase unwrapping algorithm to a data-set 
composed both by ERS and ENVISAT SAR acquisitions. (B) The Ischia island 
portion of the velocity map and (C) the equivalent product obtained in 
application to the original MCF approach.     
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use additional differential interferograms to improve the stability and/or the 
correctness of our reconstructions; we observed this step represents a very 
crucial step to be well-accomplished, especially if the number of the 
additional interferograms is large enough. After that, we addressed the 
application of the proposed techniques in cases of  particular interest (i.e., 
when the investigated area is affected by significantly fast deformation 
trends and/or when more than one subset is present or, in a more generalized 
way, when differential interferograms obtained with different operational 
modes are combined).  

Note that, in particular, that the combination of multi-mode 
interferograms can be viewed as the natural development of the multi-sensor 
data integration and can be viewed as one of the possible improvement of the 
presented approaches. 

Finally, the increase on the temporal coherence factor that this approach 
guarantees allows applying these techniques to also investigate the 
deformation temporal evolution relevant to large areas on the ground, as well 
as concerns the processing of whole multi-track interferometric SAR data. 
Therefore, the classical phase unwrapping approaches, which only exploits 
spatial constraints are characterized, as the distance from the reference point 
increase, by a gradually decrease of the correctness of the achieved solution, 
thus justifying the temporal coherence decrease. This circumstance, with 
reference to a multi-track case, would automatically impose that several and 
independent reference points should be selected, thus obtaining different 
solutions to be finally integrated. On the contrary, the possibility to improve 
the quality of our reconstruction, via the application of the proposed, 
spatial/temporal phase unwrapping algorithm, will allow processing the 
whole illuminated area. 
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Table 5. 1 Umbria area SAR images acquired from ascending (A) and descending (B) 

orbits, respectively. 
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