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Preface

A series of international conferences on foundation of Quantum Mechanics
held in the last years all over Europe were titled “Quantum Theory without
Collapse”. The title expresses well a main aspect and a widespread presump-
tion common to a series of scientific programs that, since the sixties of last
century, investigated the border between Classical and Quantum Mechanics.

Since then, Experimental Physics explored in various ways the possibility of
building up larger and larger systems (with respect to the atomic scale) still
showing a quantum behavior. At the same time many theoreticians exam-
ined the onset of classicality in quantum systems or made available quantum
models of macroscopic measurement apparata. All these achievements were
essential in the formulation of Quantum Information Theory and in the search
for hardware and software of the future quantum computer.

All those attempts share the belief that a reduction of Classical Mechanics to
Quantum Theory is somehow possible and tend to analyze the dynamics of
the quantum-to-classical transition. This point of view is in flat contradiction
with the postulate of “collapse of the wave packet” which ratifies an explicit
renounce to any reduction program stating the validity of different dynamical
laws at different length scales. In spite of a growing number of scientists work-
ing on different aspects of the reduction program, the difficulties of bridging
the classical and the quantum world became clearer only only recently.

The situation outlined above is in fact reminiscent of the Boltzmann program
of reduction of the thermodynamical laws to classical dynamics. Analogies
are made closer by the fact that often, in the recent literature, decoherence phe-
nomena in quantum systems are described in thermodynamical terms through
concepts like quantum information entropies or the irreversible diffusion of
entanglement induced by the interaction with macroscopic systems. It hap-
pens that after more than a century the Boltzmann program is still in progress.
Almost every scientist believe in the existence of a mechanical explanation of
the second law of Thermodynamics but, up to now, not a single mechanical
model where the second law is deduced or simply investigated in dynami-
cal terms is available. There are no reasons to believe that results will come
quicker in the reduction program of Classical Mechanics to Quantum Theory.

In both fields different methodologies were used in various attempts to un-
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derstand the behavior of many-component dynamical systems: analysis of the
consequences of statistical assumptions on the elementary interaction events,
qualitative theory of dynamical systems, constructive approaches based on the
analysis of simple models of the physical systems under study and many oth-
ers.
The work presented in this thesis is fully inside the last category mentioned
above. Our aim is to make available models of multipartite quantum systems
which are simple enough to be analytically approachable, but showing char-
acteristic features of more complex systems. The main technical tool we rely
on is the theory of point interaction Hamiltonians which will be generalized in
this thesis to multipartite systems.
In the first two chapters we present a brief outline of the theory of open quan-
tum systems and few particular developments in the so called “decoherence
program”. It will be stressed that this kind of results either do not give much
insight in the transition quantum-classical or require assumptions almost im-
possible to be “rigorously” justified.
In the rest of the thesis we will try to support our opinion that more detailed
instances about large quantum systems can only be inferred analyzing simple
models of quantum systems showing non trivial dynamics.
Point interaction Hamiltonians have been the building blocks of any model
presented in this thesis work.
Since the early days of Quantum Mechanics zero range quantum interactions
revealed an undoubted effectiveness whenever solvability together with non
triviality was required. In chapter 3 and in appendix B, we give an introduc-
tion to point interaction Hamiltonians.
In chapter four the decoherence effects induced by scattering events are an-
alyzed. In this framework we study a rigorous derivation of a well known
empirical formula for the evolution of a quantum system composed by two
particles with a small mass ratio, the Joos and Zeh formula. The estimates ob-
tained are subsequently used to evaluate the effects of decoherence induced
by the interaction.
In chapter five we analyze the dynamics of a quantum particle in an array
of localized spins interacting via point potentials depending on the state of
the spins. Our main interest is to define a model of a the tracking chamber,
that we investigate in detail in chapter six. The mathematical features of this
model allow us to show that, because of the interaction with the spins, the
reduced density matrix relative to the particle, initially in a pure state, evolves
dynamically in a statistical mixture.
Interchanging the role of system ad environment with respect to the model of
a tracking chamber we can think of a model-atom, a localized quantum system
with a finite number of energy states, interacting with a gas of (non interact-
ing) particles. Popular wisdom suggests that, if the interaction with the gas
is switched on, only few eigenstates of the atom including the ground state
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remain stable. The most well-known physical system showing this behavior
is the one formed by an atom in the radiation field. Phenomenology suggests
that the excited states of the atom decay with spontaneous emission into the
the ground state. Such kind of results are very difficult to be deduced from
the Hamiltonian of the whole system in realistic cases. We construct a model
where this mechanism is easy to analyze both qualitatively and quantitatively.
In spite of their simplicity the Hamiltonians we define show interesting spec-
tral features considered to be typical of more complex and realistic systems. In
our model we show explicitly that the appearance of metastable states comes
as a perturbation of spectra where eigenstates embedded in the continuous
part of the spectrum are present.
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Part I

Models of open quantum systems
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Chapter 1

The general approach to open
quantum systems

Quantum theory was originally developed to give an explanation of the en-
ergy levels of electrons in atoms and of the wave-like behavior of beams of
particles in diffraction experiments. Very accurate results were given in terms
of the dynamics of one-particle systems. As in Classical Mechanics, detailed
perturbation procedures were formulated in order to compute corrections to
the one-body dynamics induced by small interactions with other particles.

Nature and consequences of the interaction between a microscopic system and
a macroscopic one and the investigation of the effective boundary between
the microscopic and the macroscopic world were ruled out by means of few
axioms stating, in short, that the two worlds were governed by different dy-
namical laws and that microscopic systems undergo sudden and stochastic
changes when interacting with macroscopic ones.

Only later an effort has been made to characterize general features of the be-
havior of a quantum system in continuous presence of a large environment
about which only a limited statistical knowledge is available. The general
framework for this field of investigations is usually referred to as the theory of
quantum open systems.

Intimately connected with the theory of open quantum systems [17] is the so
called decoherence phenomenon, the irreversible migration of quantum cor-
relations to the environment and the consequent more classical behavior of a
quantum system.

In this chapter we outline some notation and main results in the theory of open
quantum systems. In particular we will review few general statements about
the reduced dynamics of a microscopic quantum system in interaction with a
complex environment.
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1.1 Open quantum systems: the role of the environ-

ment

Let S be a quantum system and H the Hilbert space of its pure states. A vector
state |ψ(t)〉 ∈ H contains the maximal kinematical knowledge one can have at
time t about the system. According to the postulates of quantum mechanics
we know that this state evolves according to Schrödingher’s equation (in units
ℏ = m = 1)

i
d

dt
|ψ(t)〉 = H(t)|ψ(t)〉 (1.1)

As it is well known, under suitable assumptions on the family of self-adjoint
operatorsH(t), (1.1) admits a unique solution specified by a unitary flowU(t, t0)
which connect the state at the time t0 to the state |ψ(t)〉 at a generic time t

|ψ(t)〉 = U(t, t0)|ψ(t0)〉 (1.2)

If we consider an isolated physical system the selfadjoint Hamiltonian H is
time independent and the evolution operator can be written as

U(t, t0) = e−iH (t−t0) (1.3)

which always exists by Stone’s theorem. For a time dependent Hamiltonian
this operator assumes the formal expression

U(t, t0) =

(
I +

∞∑

n=1

(−i)n

∫ t

s

dt1...

∫ tn−1

s

dtnH(t1) · · ·H(tn)

)

= T←e
−i

R t

t0
dsH (s)

(1.4)

where T← is the chronological time-ordering operator 1. Formula (1.4) is a
formal definition in the sense that the corresponding series expansion is con-
vergent for small times if the H(t) are uniformly bounded and it is often not
even defined term by term in the generic case of unbounded Hamiltonians.

In general the initial state of a quantum system is a mixed state, described by
the density operator ρ.
It is worth recalling some fundamental properties of this operator:

i) ρ is an hermitian trace-class operator

ii) ρ is non negative :
〈ψ|ρ|ψ〉 ≥ 0 ∀ψ ∈ H

1this operator orders products of time-dependent operators in such a way that their time-
arguments increase from right to left
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iii) ρ has unitary trace.
Tr(ρ) = 1 (1.5)

iv) for every basis in H all the diagonal elements of ρ are non negative. In
particular the eigenvalues are all non negative.

v) the trace of ρ2 satisfies tr(ρ2) ≤ 1; the equal sign holds true only when ρ is
a projection operator |ψ〉〈ψ| which means that the system is in the pure
state |ψ〉 .

From the postulates of quantum mechanics, when the state of a quantum sys-
tem is described by a density matrix ρ, the probability of obtaining the value λ
in the subset ∆ ⊆ R, when measuring observable A (which will be identified
here with the corresponding self adjoint operator), is

PA,ρ(∆) = tr (ρΠA(∆))

where ΠA(∆) is the spectral projector on ∆ of the operator A.

The density operator at time t is given by

ρ(t) = U(t, t0)ρ(t0)U
†(t, t0) (1.6)

where ρ(t0) is the density operator at time t0 and U(t, t0) is the evolution op-
erator. Deriving with respect to t both sides of (1.6) we obtain the equation of
motion for ρ(t), called the Liouville-von Neumann equation

d

dt
ρ(t) = −i [H(t), ρ(t)] = L(t)ρ(t) (1.7)

The formal solution of (1.7) can be written as

ρ(t) = T← exp

[∫ t

t0

dsL(s)

]
ρ(t0) (1.8)

If we consider a system S in interaction with a system B we have to consider
the composite quantum system S +B.
Suppose that S and B are two quantum systems distinguishable for every t,
described respectively in the Hilbert spaces HS and HB. The total Hilbert space
H is given by the tensor product

H = HS ⊗HB (1.9)

with elements (ϕ, ψ) such that ϕ ∈ HS and ψ ∈ HB linear both in the first and
in the second component:
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∀α, β ∈ C, ∀ψ, φ ∈ HS ∀ϕ, χ ∈ HB

(αψ + βφ) ⊗ χ = (αψ) ⊗ χ + (βφ) ⊗ χ

ψ ⊗ (αϕ+ βχ) = ψ ⊗ (αϕ) + ψ ⊗ (βχ)

(1.10)

Consider two basis {|ϕ(S)
i 〉} e {|ϕ(B)

j 〉} respectively in HS e HB .

The vectors |ϕ(S)
i 〉 ⊗ |ϕ(B)

j 〉 are a basis for H, so that a generic vector in H can
be written as

|Ψ〉 =
∑

i,j

αi,j|ϕ(S)
i 〉 ⊗ |ϕ(B)

j 〉 (1.11)

IfA(S) is an operator acting on H(S) andA(B) on H(B), the tensor product A(S)⊗
A(B) is defined as

(A(S) ⊗ A(B))(|ϕ(S)
i 〉 ⊗ |ϕ(B)

j 〉) = (A(S)|ϕ(S)
i 〉) ⊗ (A(B)|ϕ(B)

i 〉) (1.12)

and in this way it is possible to obtain the action of this operator on a generic
vector in HS ⊗HB . Observables in S are associated with operators of the form
A(S) ⊗ I(B) and observables in B with operators I(S) ⊗ A(B), where with I(S)

and I(B) we have indicated the identity operators respectively in HS and HB .

We indicate with ρ the density matrix for the total system S + B. If we are
interested only on observables A(S) for the subsystem S notice that

〈A(S)〉 = tr
[(
A(S) ⊗ I

(B)
)
ρ
]

=
∑

i,j

(
〈ϕ(S)

i | ⊗ 〈χ(B)
j |
) (
A(S) ⊗ I

(B)
)
ρ
(
|ϕ(S)

i 〉 ⊗ |χ(B)
j 〉
)

=

=
∑

i

〈ϕ(S)
i | ⊗A(S)

∑

j

〈χ(B)
j |ρ

(
|ϕ(S)

i 〉 ⊗ |χ(B)
j 〉
)

=

=
∑

i

〈ϕ(S)
i |A(S)ρS|ϕ(S)

i 〉 =

= trS

[
A(S)ρS

]

where we have defined ρS = trBρ =
∑

j〈χ
(B)
j |ρ|χ(B)

j 〉, the partial trace with
respect to the subsystem B.
The reduced density matrix evolves according to the equation

ρS(t) = trB

{
U(t, t0)ρ(t0)U

†(t, t0)
}

(1.13)

where U(t, t0) is the time evolution operator of the total system.
Deriving with respect to time we get

d

dt
ρS(t) = −itrB [H(t), ρ(t)] (1.14)

which still contains the total Hamiltonian as well as the density matrix of the
whole system ρ.
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1.1.1 The dynamical map

We are interested in the dynamical evolution of the subsystem S. For this
purpose we introduce now the notion of dynamical map. Let us suppose that at
time t = 0 the states of S andB are not correlated, in such a way that the initial
state of the total system S+B takes the form ρ(0) = ρS(0)⊗ρB(0), where ρS(0)
is the initial state of the system S and ρB(0) represents the initial state of the
environment.
The construction of the dynamical map is based on the following scheme:

ρ(0) = ρS(0) ⊗ ρB
unitary evolution−−−−−−−−−→ ρ(t) = U(t, 0) [ρS(0) ⊗ ρB]U †(t, 0)

trB ↓ ↓ trB

ρS(0)
dynamical map−−−−−−−−→ ρS(t) = V (t)ρS(0)

(1.15)

The action of the dynamical map is the following:

ρS(0) 7→ ρS(t) = V (t)ρS(0) ≡ trB

{
U(t, 0)[ρS ⊗ ρB]U †(t, 0)

}
(1.16)

The reduced density matrix ρS(t) at time t can be obtained tracing over the
degrees of freedom of the system B the density matrix for the total system ρ.
It is worth stressing that (1.14) and (1.16) are not evolution equations for the
dynamical map. From a formal point of view this is clear from the fact that
the two formulas still contain U(t, 0) which specifies the overall evolution of
system and environment. The specific form of the influence of the environment
on the system obviously depends on the initial state and on the real evolution
of the environment up to time t.
The theory of open quantum systems analyzes the physical situations in which
it is possible to assume some a priori form of the dynamical map.
The most well known achievements of the theory refer to the so called Marko-
vian limit, where, in short, it is assumed that the effect on the system at time t is
generically independent from the past evolution of the environment but only
depends on its state at time t. We will come back on the justification of the
Markovian assumption in the next sections. A consequence of the assumption
is that the dynamical map has the semigroup property:

V (t1)V (t2) = V (t1 + t2) t1, t2 > 0 (1.17)

which means that the dynamics of the subsystem S can be described using a
generator for the time evolution.

Before starting the analysis of the Markovian case we want to write down a
new expression for the dynamical map. If we choose an orthonormal basis
in HB with vectors |φα〉 and assume that the state of the environment can be
given in the form

ρB =
∑

α

λα|φα〉〈φα| (1.18)
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with λα non negative real numbers such that
∑

α λα = 1.
From the definition of dynamical map (1.16) it follows that the action of V (t)
is

V (t)ρS =
∑

α,β

Wα,β(t)ρSW
†
α,β(t) (1.19)

if Wα,β(t) are operators in HS defined as

Wα,β(t) =
√
λβ〈φα|U(t, 0)|φβ〉 (1.20)

satisfying the following condition

∑

α,β

W †
α βWα β = IS (1.21)

Notice that the operators Wα,β(t) are written in terms of theoperator U(t, 0)
so that (1.19) is not a closed equation for ρS for the same reasons mentioned
before. In the next section we analyze the structure of the dynamical map if
the condition (1.17) is satisfied; then we shortly describe the conditions under
which we can justify (1.17).

1.1.2 The Markovian quantum master equation

If the condition (1.17) is satisfied then it exists a generator L such that

V (t) = exp (Lt) (1.22)

and the dynamics of the reduced density matrix for the system S is governed
by the differential equation

d

dt
ρS(t) = LρS(t) (1.23)

which is known as the quantum master equation.
The action of the generator L was derived in the case of a finite dimensional
Hilbert space by Gorini, Kossakowski and Sudarshan in 1976 (see [49]). In
the following we recall some of their results without a detailed mathematical
derivation (for a complete list of references and an exhaustive treatment see
[21]).
Given some Hilbert space H the Liouville space L is the space of Hilbert-
Schmidt operators A in H for which tr(A†A) is finite. Equipped with the scalar
product (A,B) ≡ tr{A†B} L becomes a Hilbert space and we can therefore
introduce an orthonormal basis in L satisfying the orthogonality and the com-
pleteness conditions.
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For the sake of simplicity, let us consider the case when HS has finite di-
mension N . We are able to choose a basis of orthonormal operators Fi with
i = 1, 2, ..., N2 of the corresponding Liouville complex space, such that

(Fi, Fj) ≡ trS

{
F †i Fj

}
= δij (1.24)

With this definition we can decompose operator in (1.19) as:

Wα β(t) =

N2∑

i=1

(Fi,Wα β(t))Fi (1.25)

and we can rewrite the dynamical map as

V (t)ρS =

N2∑

i,j=1

cij(t)FiρSF
†
j cij(t) ≡

∑

α,β

(Fi,Wα β(t)) (Fj,Wα β(t))∗ (1.26)

where the coefficient matrix (ci j) is hermitian and positive.
From the definition (1.23) of L:

LρS = lim
ǫ→0

{V (ǫ)ρS − ρS} (1.27)

and with the further definitions

ai j = lim
ǫ→0

ci j(ǫ)

ǫ
aN2 N2 = lim

ǫ→0

cN2 N2(ǫ) −N

ǫ

F =
1√
N

N2−1∑

i=1

ai N2Fi G = −1

2

N2−1∑

i,j=1

ai jF
†
j Fi

(1.28)

one can derive the first standard form

LρS = −i [H, ρS] +

N2−1∑

i,j=1

ai j

(
FiρSF

†
j − 1

2

{
F †j Fi, ρS

})
(1.29)

The coefficient matrix (ai j) is positive and may be diagonalized

u a u† =




γ1 0 0 0 0
0 γ2 0 0 0
0 0 · 0 0
0 0 0 · 0
0 0 0 0 γN2−1




γi > 0 (1.30)

Defining a new set of operators Ak through

Fi =
N2−1∑

k=1

uk iAk (1.31)
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one can obtain the diagonal form of the operator L :

LρS = −i [H, ρS] +

N2−1∑

k=1

γk

[
AkρSA

†
k −

1

2
A†kAkρS − 1

2
ρSA

†
kAk

]
(1.32)

This is the most general form for the generator: the first term in (1.32) is the
unitary part of the dynamics generated by the Hamiltonian H while the second
part is usually called the dissipator

D(ρS) ≡
N2−1∑

k=1

γk

[
AkρSA

†
k −

1

2
A†kAkρS − 1

2
ρSA

†
kAk

]
(1.33)

where γk has the dimensions of the inverse of a time.

1.1.3 Derivation of the generator for a quantum dynamical semi-

group

In the previous section we have analyzed the structure of the generator of a
quantum dynamical semigroup. In this section we want to analyze the phys-
ical approximation justifying this kind of equation starting from the Hamilto-
nian H for the total system.
Let us start rewriting the total Hamiltonian as

H = HS +HB + ĤI (1.34)

where

HS is the Hamiltonian of the system

HB is the Hamiltonian of the environment

ĤI is the Hamiltonian of the interaction between S and B

We can adopt now the point of view of the interaction picture in the description
of the dynamical evolution of the density matrix for the total system.
Let us recall briefly that the interaction picture is based on the following de-
composition

H(t) = H0 + ĤI(t) (1.35)

where H0 is the Hamiltonian when the interaction between the systems is ig-

nored, while ĤI(t) is the Hamiltonian describing the interaction. The time
evolution operator of the total system will be again denoted by U(t, t0) and
the expectation value of a Schrödinger observable A(t) (which may depend
explicitly on time) at time t is given by

〈A(t)〉 = tr(A(t)U(t, t0)ρ(t0)U
†(t, t0)) (1.36)
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where ρ(t0) is the state of the whole system at time t0. Let us define the unitary
time evolution operators

U0(t, t0) ≡ e−iH0(t−t0) (1.37)

and
UI(t, t0) ≡ U †0 (t, t0)U(t, t0) (1.38)

Then the (1.36) may be written as

〈A(t)〉 = tr
{
U †0(t, t0)A(t)U0(t, t0)UI(t, t0)ρ(t0)U

†
I (t, t0)

}
≡ tr {AI(t)ρI(t)}

where
AI(t) ≡ U †0(t, t0)A(t)U0(t, t0)

and
ρI(t) ≡ UI(t, t0)ρ(t0)U

†
I (t, t0)

The operator UI(t, t0) is the solution of the equation

i
∂

∂t
UI(t, t0) = HI(t)UI(t, t0)

subject to the initial condition UI(t, t0) = I and where HI(t) is the Hamiltonian
in the interaction picture

HI(t) ≡ U †0(t, t0)ĤI(t)U0(t, t0)

One can be easily obtain that

d

dt
ρ(t) = −i [HI(t), ρ(t)] (1.39)

whose formal solution can be written as

ρ(t) = ρ(0) − i

∫ t

0

ds [HI(s), ρ(s)] (1.40)

We perform the trace over the degrees of freedom of the environment B in
(1.39), assume trB [HI(t), ρ(0)] = 0 and substitute in (1.39) in order to obtain

d

dt
ρS(t) = −

∫ t

0

ds trB [HI(t), [HI(s), ρ(s)]] (1.41)

At the first step we have to eliminate ρ(t) in the right side because we want to
write an equation only for the reduced density matrix relative to the system.
The first physical assumption needed is the validity of the Born approximation
which is based on the hypothesis that the coupling between S and B is weak
and the state of B changes very slowly.
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In this case the reduced density matrix for the environment is not affected by
the interaction

ρ(t) ≈ ρS(t) ⊗ ρB (1.42)

Equation (1.41) becomes

d

dt
ρS(t) = −

∫ t

0

ds trB [HI(t), [HI(s)ρS(s) ⊗ ρB]] (1.43)

At the second step we want to substitute ρ(s) in the integrand with ρ(t) in
order to obtain an equation of motion for the reduced density matrix in which
the time evolution of the state at time t depends only by the state of the system
at the same time. This is the core approximation and takes the name of Markov
approximation.

With this assumption, equation (1.43) becomes local in time

d

dt
ρS(t) = −

∫ t

0

ds trB [HI(t), [HI(s)ρS(t) ⊗ ρB]] (1.44)

The Markovian approximation is not conclusive because (1.44) still shows an
explicit dependence on the initial condition. If we can replace s with t− s and
if we can put the upper limit of integration to infinity equation (1.44) shows
a true Markovian behavior. The physical assumption in order to achieve this
mathematical condition is the following: the time scale τR of variability relative
to the system S is very large if compared with the time of decay τB over which
the correlations functions of the environment decay, i.e. τB ≪ τR.

With all the approximations discussed before we obtain:

d

dt
ρS(t) = −

∫ ∞

0

ds trB [HI(t), [HI(t− s)ρS(t) ⊗ ρB]] (1.45)

In general it is not true that starting from (1.45) is possible to derive and write
a dynamical semigroup. With another approximation, known as rotating wave
approximation, we can finally recover the first standard form.

To explain this approximation consider the most general form of the Hamilto-
nian HI

HI =
∑

α

Aα ⊗ Bα A†α = Aα B†α = Bα (1.46)

and suppose that the spectrum of the Hamiltonian HS is discrete with eigen-
values ǫi and projectors into the eigenspaces Π(ǫi). Then the operators Aα can
be written as

Aα(ω) ≡
∑

ǫj−ǫi=ω

Π(ǫi)AαΠ(ǫj) (1.47)
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where the sum is over all energy eigenvalues ǫi and ǫj with a fixed energy gap
ω. The following relations are satisfied

[HS, Aα(ω)] = −ω Aα(ω) 7→ e−iHStAα(ω)e−iHSt = e−iωtAα(ω)
[
HS, A

†
α(ω)

]
= ω A†α(ω) 7→ e−iHStAα(ω)e−iHSt = eiωtA†α(ω)

(1.48)

and it can be easily verified that

[
HS, A

†
α(ω)Aβ(ω)

]
= 0

A†α(ω) = Aα(−ω)

The operator Aα can be written as

∑

ω

Aα(ω) =
∑

ω

A†α(ω) = Aα (1.49)

and the Hamiltonian HI(t) assumes the expression

HI(t) =
∑

α,ω

e−iωtAα(ω) ⊗ Bα(t) Bα(t) = eiHBtBαe
−iHBt (1.50)

We can now substitute (1.50) into (1.45) and obtain

d

dt
ρS(t) =

∑

ω,ω′

∑

α,β

ei(ω′−ω)tΓαβ(ω)
(
Aβ(ω)ρS(t)A†α(ω′) − A†α(ω′)Aβ(ω)ρS(t)

)
+ h.c.

(1.51)
where h.c. means hermitian conjugate and

Γαβ(ω) ≡
∫ ∞

0

ds eiωs〈B†α(t)Bβ(t− s)〉

is the one-sided Fourier transform of the reservoir correlation function

〈B†α(t)Bβ(t− s)〉

If the state of the environment ρB is stationary, [HB, ρB] = 0 and then the corre-
lations are homogeneous in time 〈B†α(t)Bβ(t − s)〉 = 〈B†α(s)Bβ(0)〉 and Γαβ(ω)
is time independent.
The approximation of the rotating wave consists in an operation of averaging
over the rapid oscillations terms in (1.51). Let τS be the typical time scale of
the intrinsic evolution of the system S , defined by a typical value |ω − ω′|−1

(ω′ 6= ω) and τR is the relaxation time for the environment. The assumption
related to this approximation is that the condition τS ≫ τR is satisfied. Then
all the terms in (1.51) with ω 6= ω′ can be neglected because they produce very
rapid oscillations during the time in which ρS varies appreciably.
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Finally, with the following position

Γαβ(ω) =
1

2
γαβ(ω) + iSαβ

(ω)

we obtain the first standard form for the master equation

d

dt
ρS(t) = −i [HLS, ρS(t)] + D(ρS(t)) (1.52)

where
HLS =

∑

ω

∑

α,β

Sαβ(ω)A†α(ω)Aβ(ω)

is usually called Lamb shift Hamiltonian since it leads to a renormalization of
the unperturbed energy of HS induced by the interaction and

D(ρS(t)) =
∑

ω

∑

α,β

γαβ(ω)

(
Aβ(ω)ρS(t)A†α(ω′) − 1

2

{
A†α(ω′)Aβ(ω), ρS(t)

})

is the dissipator.
Performing a diagonalization of γαβ(ω) we can recover the second standard
form (1.32) for the master equation.
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Chapter 2

Decoherence

2.1 The program of decoherence

Apart from few seminal contribution, often completely outside the current
mainstream, it was only around the 80’s of the last century that decoherence
theory was formulated in a clear way in some very important works (see
e.g. [46] for an updated list of references), starting one of the most interest-
ing debate in fundamental quantum mechanics.
In this paragraph we analyze some preliminary aspects of decoherence the-
ory and the connection of this phenomenon with the quantum measurement
problem.
The “decoherence program” is based on a fundamental hypothesis: in pres-
ence of even a weak interaction between a quantum system and the surround-
ing environment, the quantum correlations spread very quickly over the de-
grees of freedom of the environment. The observables relative to any subsys-
tem become rapidly more classical, while the only quantities that preserve a
quantum behavior are collective variables more and more out of reach for any
observation.
Decoherence theory remains of course inside the frame of the general theory
of quantum open systems with two main peculiar features:

• an attempt is made to characterize qualitatively and quantitatively the
specific quantum environment under investigation;

• the reduced dynamics is analyzed in terms of the “degree of classicality”
induced on the system by the interaction with the environment or the
measurement apparatus

The decoherence program took different directions of research which can roughly
be classified according to their degree of generality.
A line of research faced fundamental problems about the way the interaction
with a macroscopic apparatus picks up a definite orthonormal basis of states
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and the way decoherence can be quantified by the suppression of interference
terms.
A second approach has been characterized by the search for statistical models
of the environment. In general a detailed analysis of the response of the one-
body dynamics to the interaction with the environment together with some
classical reasoning about the statistics of the interaction brought to tentative
master equations typical of the physical settings of the model.
A third attempt is based on a detailed analysis of the Schrödingher dynamics
of system and environment. It is a bottom-up approach that requires the avail-
ability of simple models of multipartite systems, where simple means, in this
context, that results about the exact dynamics are analytically attainable.
In this chapter we will only mention the main ideas behind the first approach
and few results about the phenomenon of decoherence induced by scattering
investigated with methods typical of the second approach. In the rest of the
thesis we will discuss methods based on the use of solvable models of envi-
ronment.

2.1.1 Mechanism of superselection

In this section we give a standard introduction to the decoherence program.
We first outline some controversial facts in the so called ideal measuring pro-
cess of von Neumann and we clarify the way in which the decoherence pro-
gram attempts to overcome the problem.
In the interpretative scheme of the decoherence program one ”key idea” is that
in every measuring process there are three systems: the system S, the measur-
ing apparatus A and an environment E surrounding them.
In the following we indicate the state of the system, of the apparatus and of
the environment respectively with |sn〉, |an〉 and |en〉.
The total Hilbert space is:

Htot = HS ⊗HA ⊗HE

The von Neumann scheme is a concise form of an intuitive approach to a de-
scription of a measuring process:

(
∑

n

cn|sn〉
)

⊗ |ar〉 ⊗ |e0〉 interaction S+A−−−−−−−−−→
(
∑

n

cn|sn〉 ⊗ |an〉
)

⊗ |e0〉

interaction S+A+E−−−−−−−−−−→
∑

n

cn|sn〉 ⊗ |an〉 ⊗ |en〉
(2.1)

We recall that by the biorthogonal decomposition theorem, given a state |ψ〉
of the composite system HS ⊗ HA, there exist bases {|sn〉} in HS and {|an〉}
in HA such that this state can be written as a linear combination of vectors of
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the form |sn〉 ⊗ |an〉. If the absolute values (modulus) of the coefficients in this
linear combination are all unequal then the basis is unique.
In general the state a A+ S can be written in more than one way. For example

|ψ〉 =
∑

n

cn|sn〉 ⊗ |an〉

and

|ψ〉 =
∑

n

c′n|s′n〉 ⊗ |a′n〉

with |an〉 and |a′n〉 well distinguished states, which means that there are no
phase factors αn such that |a′n〉 = eiαn |an〉.
Suppose we have two measuring apparata A, suitable for measuring the ob-
servables A =

∑
n λn|sn〉〈sn| and B =

∑
n λ
′
n|s′n〉〈s′n|. Without any further hy-

pothesis about the commutation relation between these observables it is pos-
sible to perform together the two measurements.
If the whole system is made up of three subsystems A, S and E , the tridecom-
positional uniqueness theorem ( [70]) guarantees that if a Schmidt decomposi-
tion |ψ〉 =

∑
n cn|sn〉 ⊗ |an〉 ⊗ |en〉 exists, then it is unique. Notice that unlike

the bipartite system case the decomposition might not exists.
Given any pure state in the whole Hilbert space Htot neither we know wether
a Schmidt decomposition exists nor we are given the unique expansion itself
(provided that the decomposition exists).
Additional criterions are needed then to determine what are the basis of the
apparatus (the preferred pointer states) for a “faithful measurement”.
The idea is that these criterions can be searched looking at the interaction in
terms of preservation and robustness of the correlations. Until now we have
assumed that the interaction with the environment does not disturb the corre-
lation between the state of system S, |sn〉, and the corresponding pointer state
|an〉. This argument is based on the same idea of plausibility that characterize
the qualitative description of the measuring process: in order to measure ob-
servables of S when its state is |sn〉 it is necessary that the measuring apparatus
is driven in a correlated state |an〉 where the information about the state |sn〉 is
encoded.
In 1981 Zurek [90] first suggested that the preferred pointer basis is the one
which preserves and contains information about the state of the system un-
der measurement, that is the basis in which the system apparatus correlations
|sn〉 ⊗ |an〉 are left undisturbed by the subsequent formation of correlations
with the environment. This idea can be translated in a sufficient criterion
for dynamically stable pointer states: all pointer state projection operators PAn
commute with the apparatus-environment interaction Hamiltonian HAE :

[
PAn , HAE

]
= 0 ∀n (2.2)
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The hypothesis is often referred to as “the environment performs a non demoli-
tion measurement of the apparatus”.
We indicate with OA an observable for the apparatus A. The formula (2.2) is
satisfied if HAE is a function of OA, HAE = HAE(OA) so that the environment
determines through the interaction HAE , a preferred observable OA.
In our models the interaction mechanism is the diffusion process due to a scat-
tering events of the particle (system S) with an environment. The preferred
pointer basis will be the one relative to the generalized eigenvectors of the
position operator.

2.1.2 The local disappearance of the interference

In this section we analyze another general point of view about the environ-
ment, concerning the suppression of the interference terms in the reduced
density matrix. Every possible observation on the system does not take into
account the degrees of freedom of the environment.

Let us consider an observable ÂSA for the subsystem S + A and evaluate the
expectation value:

〈ASA〉 = Tr (ρSAE [ASA ⊗ IE ]) = TrSA (ρSAASA) (2.3)

with

ρSAE =
∑

m,n

cmcn|sm〉 ⊗ |am〉 ⊗ |em〉〈sn| ⊗ 〈an| ⊗ 〈en| (2.4)

From the definition of partial trace:

ρSA = TrE(ρSAE)
∑

m,n

cmc
∗
n|sm〉 ⊗ |am〉〈sn| ⊗ 〈an|〈en|em〉 (2.5)

The interference terms in ρSA, like |sm〉⊗|am〉〈sn|⊗〈an| (with m 6= n), are a sig-
nature of the existence of quantum correlations between different positions of
the pointer. In fact quantum interference effects for observables of macroscopic
objects, as the positions of the pointer of A, are never observed in practice. A
conceivable explanation of the disappearance of the off-diagonal terms in (2.5)
is based on the statement that different states of a macroscopic system, like
the environment, are generically orthogonal. In fact it is enough that a micro-
scopic subsystem of the environment is described by orthogonal states when
|em〉 and |en〉 are the states characterizing the environment to make |em〉 and
|en〉 orthogonal, even if they are macroscopically indistinguishable.
This point of view is generalized to conclude that the state of a subsystem
of a macroscopic system is indistinguishable from a statistical sum as far as
observables of the subsystem are concerned.
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Bell [17] gave this point of view the name of FAPP (for all practical purposes)
to stress the practical impossibility to observe quantum superpositions of the
states of a macroscopic system.
In fact according to the FAPP hypothesis 〈en|em〉 → δn,m and the reduced den-
sity matrix becomes almost diagonal in the pointer basis |an〉:

ρSA −→ ρd
SA ≈

∑

n

|cn|2|sn〉 ⊗ |an〉〈sn| ⊗ 〈an|

=
∑

n

|cn|2P Sn ⊗ PAn
(2.6)

in such a way that there is a suppression of the interference terms.
In the next chapter we will introduce specific models of quantum systems in
interaction with some model environment where it is possible to analyze in
some detail the dynamics of the suppression of the interference terms in the
reduced density matrix of the system.

18



2.2 Models involving scattering

2.2.1 The Joos and Zeh model

The Joos and Zeh model is a laboratory for the study of the decoherence phe-
nomenon induced by scattering processes. The first formulation dates back to
1985 and in the following years the model was generalized. One of the formu-
lation of the model can be found in the work of Gallis and Fleming [45] that
we will outline in this section.
Object of investigation is the asymptotic behavior of a massive particle sur-
rounded by an environment composed by light particles.
Results are based on a fundamental assumption on the dynamic, originally
formulated by Joos and Zeh. The hypothesis will be discussed in detail in
the next section. Briefly it states that due to the very small ratio between the
mass of the particles of the environment and the massive particle , there are
two different time scales governing their dynamics: during the interaction the
massive particle remains almost in the same place while the light ones are
instantaneously projected in scattered states.
The hypothesis under the Joos and Zeh model are the following:

• the total system is isolated in a box with edge L

• spin is not included in the model

• there are many scattering events in the time unit

• the light particles are not interacting among each other.

With this assumptions it is possible to analyze the reduced density matrix,
in the position representation, relative to the massive particle and to study the
off-diagonal terms (the coherences). The damping or the disappearing of these
last terms will be interpreted as a consequence of the interaction with the light
particles. The position of the massive particle will be more classical because its
state will show the structure of an incoherent superposition of “eigenstates” of
the position operator.
The assumptions on the model listed above bring to the celebrated Joos and
Zeh formula for the asymptotic behavior of the state of a massive and a light
particle in interaction between them. The formula was never given a rigorous
derivation either in the original work of Joos and Zeh or in the works of Gallis
and Hornberger.
In the following chapter we give a rigorous and original derivation of the for-
mula starting only from the dynamic of the interacting system.
In [53] the authors use the results they obtained to discuss the role of decoher-
ence in the experimental setting for interference of matter waves with fullerene
molecules engineered by the A.Zeilinger’s group in Wien.
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2.2.2 Effect of a single scattering event

First of all in the Joos and Zeh model it has to be evaluated the effect of a single
scattering event between a light particle and a massive particle.

According to the hypothesis of recoilless event, the state of the massive particle
will be considered unperturbed by the scattering event. This conclusion is
based on the following considerations.

The Schrödingher equation for a system composed of two different particles
is:

H = − ~2

2M
∆R − ~2

2m
∆r + V (r −R) (2.7)

where r is the position of the light particle, R in the position of the massive
particle and V (r − R) is the two body interaction potential while ∆R and ∆r

represent the Laplace operators respectively on L2
R(R3) and L2

r(R
3).

Performing a change of coordinates to the center of mass reference frame

L2(R6, drdR) → L2(R6, dx1dx2),

(Th)(x1, x2) ≡ h

(
x2 +

M

m+M
x1, x2 −

m

m+M
x1

)

x1 = r − R, x2 =
mr +MR

m+M

(2.8)

where x1 in the relative coordinate and x2 is the position of the centre of mass,
the equation (2.7) reads

THT−1 = Hν
0 +Hµ, Hν

0 = −~
2

2ν
∆x2, Hµ = − ~

2

2µ
∆x1 + V (x1) (2.9)

where µ is the reduced mass and ν is the total mass

µ =
mM

m+M
, ν = m+M (2.10)

Let ǫ = m
M

be the mass ratio. In terms of ǫ we have

µ =
ǫ

1 + ǫ
M ν = (1 + ǫ)M

x2 =
ǫr +R

ǫ+ 1

(2.11)

In the new frame, posing M = ℏ = 1, the Schrödingher equation reads

i
∂ψ

∂t
= − 1

2(1 + ǫ)
∆x2ψ − (1 + ǫ)

2ǫ
∆x1ψ + V (x1)ψ (2.12)

20



Starting with a factorized initial condition ψ(x1, x2) = ϕ(x1)φ(x2) the dynamic
of the two particles can be splitted as

i
∂ϕ

∂t
= − 1

2(1 + ǫ)
∆x2ϕ (2.13)

i
∂φ

∂t/ǫ
= −(1 + ǫ)

2
∆x1φ+ ǫV (x1)φ (2.14)

The previous equations show explicitly that for a small mass ratio ǫ:

• the coordinate of the centre of mass is very similar to the position coor-
dinate of the massive particle

• there are two dynamical regimes: fast motion of the light particle (2.14)
described by a time parameter t/ǫ and a slow motion (2.13) of the massive
one.

In this limit the interaction generates a fast diffusion process of the light parti-
cle from a scattering centre in a slow, almost free, motion.
In the work of Gallis and Fleming the following notation is used: |χ〉 indicates
the state of the light particle and |R〉 an ”eigenstate” of the position operator
for the massive particle at the initial time. The recoilless hypothesis for the
massive particle and the accelerated dynamics for the light one is encoded
into the following dynamical hypothesis, (Joos e Zeh formula)

(|R〉 ⊗ |χ〉) 7→ |x〉 ⊗ SR(|χ〉) (2.15)

where SR is the scattering operator relative to the interaction potential V cen-
tered in the R position (see [77]). The transition is supposed to happen in a
very short time. For a more general initial condition, like a wave packet ϕ(R),
the Joos and Zeh formula becomes:

∫
dRϕ(R)|R〉|χ〉 −→

∫
dRϕ(R)|R〉SR|χ〉 (2.16)

The total density matrix after the interaction is

ρ =

∫
dRdR′ϕ(R)ϕ(R′)|R〉〈R′| ⊗ SR|χ〉〈χ|(SR′

)† (2.17)

Tracing out over the degrees of freedom of the light particle we obtain the
reduced density matrix describing the massive particle

ρS(R,R′, t) = ρS(R,R′, t0)〈χ|(SR′

)†, SR|χ〉 (2.18)

where
∣∣〈χ|(SR′

)†, SR|χ〉
∣∣ ≤ 1 (the equal sign holding true only for R = R′) and

t0 and t are times shortly before and after the scattering process.
The last term shows explicitly the existence of a damping phenomenon for
quantum correlations among distinct positions of the massive particle. In this
sense the scattering event can be interpreted as the origin of the decoherence
phenomenon.
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2.2.3 Scattering with plane waves

For the analysis of (2.18) Gallis e Fleming have to assign a state for the envi-
ronment particles. They used the eigenfunctions of the momentum operator.

In the position representation |y〉 these eigenfunctions can be written as

〈y|χ〉 ≡ 1

L
3
2

e
i
ℏ
pA·y (2.19)

The density matrix then reads

ρS(R,R′, t) = ρS(x, x′, t0)〈pA|(SR′

)†, SR|pA〉 (2.20)

where |pA〉 is the vector state of the light particle with momentum pA.

The density matrix is evaluated using the relation

〈p′|S0|pA〉 = δ(pA − p′) +
i

2πℏ|pA|
f(p′, pA)δ(|pA| − |p′|) (2.21)

where f(p′, pA) is the scattering amplitude of V centered in the origin and S0 is
the corresponding scattering matrix.

The relation between S0 and SR is the following ( [75]):

SR = e−
i
ℏ
p̂RS0e

− i
ℏ
p̂R (2.22)

Using the transition matrix T , formula (2.21) can be expressed as

〈p′|T0|pA〉 =
1

2πℏ|pA|
f(p′, pA)δ(|pA| − |p′|) (2.23)

The operator S is unitary:

SS† = I (2.24)

so that the operator T satisfies the following relation

i
(
T − T †

)
= −TT † (2.25)

The time-reversal invariance of the scattering process implies

〈p′′|T †TT |p′〉 = 〈p′|T |p′′〉 (2.26)

where T is the time inversion operator, from this we have that

〈p′|T |pA〉 = 〈pA|T |p′〉 (2.27)
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The previous equality makes it possible to calculate 〈pA|(SR′
)†, SR|pA〉 as fol-

lows

〈pA|(SR′

)†, SR|pA〉 = 〈pA|e−
i
ℏ

p̂·R′

S†0e
i
ℏ

p̂·R′

e−
i
ℏ
p̂·RS0e

i
ℏ
p̂·R|pA〉 =

= e−
i
ℏ
pAR′〈pA|S†0e

i
ℏ
p̂·(R′−R)S0|pA〉e

i
ℏ
pAR′

=

= e−
i
ℏ
pA·(R−R′)

∑

p′

{
e

i
ℏ
pA·(R−R′) [〈pA|p′〉〈p′|pA〉+

−〈pA|T0|p′〉〈p′|T †0 |pA〉
]

+ e
i
ℏ
p′(R′−R)〈pA|T †0 |p′〉〈p′|T0|pA〉

}
=

= 1 −
∑

p′

|〈pA|T0|p′〉|2
(
1 − e

i
ℏ
(pA−p′)(R−R′)

)
=

= 1 −
∑

p′

|f(pA, p
′)|2

(2π)2ℏp2
A

δ2(|pA| − |p′|)
(
1 − e

i
ℏ
(pA−p′)(R−R′)

)

(2.28)

The assumptions about the state of the environmental light particles introduce
into the model a formal problem, due to the presence of a δ2(|pA|−|p′|) in (2.28).
In order to give sense to (2.28) Gallis and Fleming use the following procedure.
They substitute into (2.28) the sum with the integral:

∑

p′

→
(

2πℏ

L

)3 ∫
d3p′ (2.29)

and one of the Dirac’s δ is replaced with a discrete sum.
Following this suggestion

δ2(pA − p′) =
L

ℏ
δ(pA − p′) (2.30)

from which

〈pA|(SR′

)†, SR|pA〉 = 1 − (2π)3ℏ

L3

∫
d3p′

1 − e
i
ℏ
(pA−p′)(R−R′)

(2π)2p2
A

|f(pA, p
′)|2δ2(pA − p′)

= 1 − (2π)

L2

∫
d3p′

1 − e
i
ℏ
(pA−p′)(R−R′)

p2
A

|f(pA, p
′)|2δ(pA − p′)

(2.31)

The generalization from a single event to a model of interaction with all the
light particles of the environments requires an averaging over many events.
One scattering event modifies the coherences in the reduced density matrix
depending on the value of

〈pA|(SR′

)†, SR|pA〉 (2.32)
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If the value of this quantity is negligible the scattering event is defined as effec-
tive, if it assumes a unitary value it is defined as ineffective.
We can discuss what are the conditions for an ineffective event

〈pA|(SR′

)†, SR|pA〉 ≈ 1 per R 6= R′ (2.33)

This condition takes place when the incoming particle wave length λA satisfies

λA =
ℏ

pA

≫ |R−R′| (2.34)

or

λA =
ℏ

pA
≪ |R− R′| and σtot ≡

∫
dΩ′|f(p̂A · p̂′)|2 ≪ L2 (2.35)

We indicate with α ∈ [0, π] the angle between the vector R−R′ and pA − p′

(R− R′)(pA − p′)

ℏ
=

|R− R′||pA − p′|
ℏ

cosα =
|R−R′|

ℏ

√
p2

A + p2 − 2pAp′ cosα

(2.36)
we evaluate the previous formula for pA = p′ and indicate with θ the angle
between pA and p′

(R− R′)(pA − p′)

ℏ

∣∣∣∣
pA=p′

=
|R− R′|pA

ℏ

√
2 − 2 cos θ cosα (2.37)

If the condition ℏ

pA
≫ |R − R′| holds the quantity (2.37) is negligible also for

|R − R′| 6= 0 ; in this conditions the term 1 − e
i
ℏ
(R−R′)(pA−p′) appearing in (2.31)

and the term 〈pA|(SR′
)†, SR|pA〉 tends to assume a unitary value.

When the wave length λA is much smaller than the length |R−R′| the exponen-
tial term in (2.31) produces quick oscillations and the corresponding integral
tends to be zero.
Indicating with Ω′ the solid angle in R3 we have

〈pA|(SR′

)†, SR|pA〉 = 1 − 2π

L2

∫
d3p′

|f(pA, p
′)|2

p2
A

δ(pA − p′) =

= 1 − 2π

L2

∫
dp′
∫
dΩ′p′2

|f(pA, p
′)|2

p2
A

δ(pA − p′) =

= 1 − 2π

L2

∫
dΩ′

|f(pA, p
′)|2

p2
A

∣∣∣∣
pA=p′

=

= 1 − 2π

L2
σtot

(2.38)

If σtot ≪ L2 the conditions of ineffective scattering event are true. For almost
all models of physical environment that will be discussed in the rest of this
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section the majority of the scattering events are to be considered ineffective.
In spite of this the overall effect of decoherence will be proved to be relevant.
This fact stresses that the decoherence phenomenon depends on the diffusion
of quantum correlations toward the environment and not on the amount of
energy exchanged.

The generalization to multiple scattering events requires two auxiliary hypoth-
esis:

• let ∆t = t− t0 be the characteristic time interval of a macroscopic change
in the system properties and τ the time interval between two scattering
events. The first assumption reads

τ ≪ ∆t (2.39)

• the distribution of the momentum of the incoming particles is uniform
and random

If these assumptions hold the scattering events are independent and random.
According to (2.20) the change, during the time ∆t of a single scattering event,
in the reduced density matrix is

ρS(R,R′,∆t)
{
〈pA|(SR′

)†, SR|pA〉 − 1
}

(2.40)

The generalization to many scattering event reads

∆ρS(R,R′, t = t0+∆t) = −ρS(R,R′, t0)

∫
dΩ

4π

∫
dpN∆t(p)

{
1 − 〈p|(SR′

)†SR|p〉
}

(2.41)
where dΩ is the solid angle singled out by the direction of p and N (∆t)(p) is the
number of particles, with impulse of modulo p, that in time ∆t hit the surface
L2. If n(p) is the number of particles in the unitary volume with momentum p
and velocity v(p) the following relation holds

N∆t(p) = n(p)L2v(p)∆t (2.42)

and

∆ρS(R,R
′, t)

∆t
= −ρS(R,R′, t0)

∫
dpn(p)v(p)

∫
dΩdΩ′

1 − e
i
ℏ
(p−p′)(R−R′)

2

∣∣∣∣∣
p=p′

|f(p, p′)|2

(2.43)
When (2.39) holds
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∂ρS(R,R′, t)

∂t
≈ ∆ρS(R,R′, t)

∆t
(2.44)

Defining the localization function

F (R− R′) ≡
∫
dpn(p)v(p)

∫
dΩdΩ′

1 − e
i
ℏ
(p−p′)(R−R′)

2

∣∣∣∣∣
p=p′

|f(p, p′)|2 (2.45)

it is possible to write the dynamical equation for ρS

∂ρS(R,R′, t)

∂t
≈ −ρS(R,R′, t)F (R−R′) (2.46)

The previous equation has the following solution:

ρS(R,R
′, t) ≈ ρS(R,R

′, t0)e
−F (R−R′)(t−t0) (2.47)

In order to give an easier expression of (2.45) the following expansion is used

1 − e
i
ℏ
(p−p′)∆R = 1 − cos

(p− p′) ∆R

ℏ
− i sin

(p− p′) ∆R

ℏ
(2.48)

where ∆R = R−R′.
The sine function is odd in the change of p and p′, while for the reciprocity the-
orem |f(p, p′)| is even so we will neglect the third term of (2.48) in the integral
(2.45). The product between these terms is an odd function that gives a null
contribution in (2.45)
The location function then reads

F (R−R′) ≡
∫
dpn(p)v(p)

∫
dΩdΩ′

1 − cos i
ℏ
(p− p′)(R−R′)

2

∣∣∣∣
p=p′

|f(p, p′)|2

(2.49)
This function can be further analyzed. The argument of cosine in F (R−R′) is

1

ℏ
(p− p′)∆R =

1

ℏ
|p− p′||∆R| cosα =

|∆R|
ℏ

√
p2 + p2 − 2pp′ cosα (2.50)

For p = p′ we have

1

ℏ
(p− p′)∆R

∣∣∣∣
p=p′

=
|∆R|p

ℏ

√
2 − 2 cos θ cosα (2.51)

For |R− R′| ≪ λA or |∆R| ≪ ℏ

p
in (2.51) we get

1

ℏ
(p− p′)|∆R|

∣∣∣∣
p=p′

≪ 1 (2.52)
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Expanding the cosine function at the first order

1 − cos
(p− p′)∆R

ℏ

∣∣∣∣
p=p′

≈ 1

2

(
(p− p′)∆R

ℏ

)2

(2.53)

The location function can then be written as

F (R−R′) ≈ |R−R′|2
ℏ

∫ ∞

0

dpp2n(p)v(p)2π2

∫ 1

−1

d cos θ(1−cosθ)|f(p, p′)|2 (2.54)

Defining σeff as the effective cross section

σeff ≡ 2π2

∫ 1

−1

d cos θ(1 − cosθ)|f(p, p′)|2 (2.55)

F (R−R′) ≈ |R− R′|2Λ (2.56)

with

Λ =

∫ ∞

0

dpn(p)p2v(p)σeff

ℏ2
(2.57)

the parameter Λ is defined as the location parameter and encode all the physi-
cal detail of the system under observation.
Typical values of Λ are reported in [57] and are reproduced in the following
table where a is the radius of the massive particle

a = 10−3cm a = 10−5cm a = 10−6cm

dust dust molecule

Cosmic Ray Background 106 10−6 10−12

300 K Photons 1019 1012 106

Sun ray (on the Earth) 1021 1017 1013

Air molecules 1036 1032 1030

Laboratory Void 1023 1019 1017

(103 particles/cm3)

The location function can also be evaluated in a different approximation. Re-
call that for a single scattering event the dynamical evolution of the system S
can be described as

ρS(R,R
′, t) ≡ ρS(R,R

′, t0)e
−F (R−R′)(t−t0) (2.58)
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with

F (R−R′) =

∫ ∞

0

dpn(p)v(p)

∫
dΩdΩ′

2

(
1 − cos

(p− p′)(R−R′)

ℏ

)

p=p′
|f(p̂ · p̂′)|2

(2.59)
Consider now the case of a space separation such that

|R− R′| ≫ λA (2.60)

Recall that

(R− R′)(pA − p′)

ℏ

∣∣∣∣
pA=p′

=
|R− R′|pA

ℏ

√
2 − 2 cos θ cosα

We can perform the integration in dΩ′

∫
dΩdΩ′ cos

(p− p′)(R −R′)

ℏ

∣∣∣∣
p=p′

|f(p̂, p̂′)|2 =

= 4π

∫
dΩ cos

p|R− R′|
ℏ

√
2 − 2 cos θ cosα|f(p̂, p̂′)|2

(2.61)

where dω = sin θdθdφ and θ the angle between p and p′.
If |f(p̂, p̂′)|2 is sufficiently regular and |R − R′|p/ℏ is large (in the sense of the
previous approximation) the integral does not influence the location function.
Then

F (R−R′) ≃
∫ ∞

0

dpn(p)v(p)

∫
dΩdΩ′

2
|f(p̂, p̂′)|2 (2.62)

recalling the definition of cross section and performing the integration in dΩ′

finally we obtain

F (R− R′) ≃
∫ ∞

0

dpn(p)v(p)

∫
dΩdΩ′

2
|f(p̂, p̂′)|2

= 2π

∫ ∞

0

dpn(p)v(p)σtot(p) ≡ F (∞) = cost.

(2.63)

2.3 A more realistic model

2.3.1 Massive particle interacting with a thermal bath

In this section we consider a somehow more realistic formulation of the Joos
and Zeh model elaborated by K.Hornberger and J.E.Sipe ( [52]). In this work
the authors analyze the decoherence effects on a massive particle induced by
the collisions between with a thermal bath. The particles of the environment
are represented as wave packets. In this way the formal contradictions seen
before are not present.
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K.Hornberger and J.E.Sipe first noticed that the evolution process from the
interaction time to t = ∞ is in general not described by the scattering operator
S as it appears in the Joos and Zeh formula. The scattering process S describes
the evolution from a remote past time to a faraway future. The authors suggest
a change in the formula that we discuss in the chapter 4.
In the following we want summarize some results given in [52].
The environment is described as a thermal bath with equilibrium temperature
kBT = β−1. The density matrix for every light particle is

ρbath =
λ3

Ω
e−βp2/2m (2.64)

where Ω is the volume, m is the mass of a light particle and λ the de Broglie
wave length.

λ =

√
2πℏ2β

m
(2.65)

The estimate of the scattering effect due to the thermal bath requires the fol-
lowing assumptions:

• the bath particle density is small compared with λ−3. With this assump-
tion the bath state is a product of single particle states

• the characteristic time of observation ∆t is long enough to allow a wave
packet displacement larger than its amplitude and than the distance from
two scattering points.

Based on this hypothesis the authors obtain the evolution equation

∂

∂t
ρ(R,R′) = −F (R− R′)ρ(R,R′; t)

where

F (R) = n

∫ ∞

0

dqν(q)
q

m

∫
dn̂1dn̂2

4π

(
1 − eiq(n̂1−n̂2)R/ℏ

)
|f(qn̂2, qn̂1)|2

(2.66)

ν(q) is the momentum Maxwell distribution , dn̂i indicates integration over the
sphere of unitary radius and n is the bath particle density.

Both models finally obtain a similar evolution in the form

ρS(R,R′, t) ≈ ρS(R,R′, t0)e
−F (R−R′)(t−t0) (2.67)

where the decoherence function F is defined as

F (R−R′) ≈






Λ|R− R′| if |R− R′| ≪ λA

ǫn
∫
dqν(q)σ(q) if |R− R′| ≫ λA

(2.68)
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In Hornberger and Sipe work ǫ takes value 1 while in the original Joos and Zeh
model it assumes the value 2π.
The successive work of Hornberger and Sipe [52] tends to support the result
that the right choice of the value of ǫ is 1.
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Chapter 3

Point Interaction

In the previous chapter we analyzed a particular model of quantum environ-
ment acting on the system under consideration by frequent scattering events.
Only the single event was analyzed according to quantum theory whereas the
collective effect of the environment was deduced by an essentially statistical
reasoning.
In the following chapter we describe a constructive approach to the modeling
of a quantum environment. The dynamics we want to analyze is the one given
by the Schrödingher equation for the entire system without any statistical as-
sumption. Of course this choice forces to analyze only oversimplified systems
showing a very simple dynamical behavior. The main technical tool in our
models is presented in this chapter.

3.1 Brief history of point interaction

In this section we sketch a short history of point interactions.
The first relevant model in quantum mechanics based on point interactions
has been elaborated by Kronig and Penney [63] in 1931 in order to analyze
the dynamics of electrons in solids. These authors considered a one dimen-
sional model for the motion of an electron in a periodic potential: the ions are
fixed and placed on the sites of a regular one dimensional lattice. Every ion is
supposed to act on each electron in the conduction band via a zero range po-
tential. The electrons are considered non interacting among themselves. The
Hamiltonian for one electron in the conduction band is written formally as

HKP = − d2

dx2
+
∑

j

αjδyj
(3.1)

where j runs over the points of the lattice, αj are real constants and δyj
is the

Dirac delta centered in yj.
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In one dimension −∆ +
∑

j αjδyj
corresponds to the Laplacian acting on func-

tions which are continuous with first derivative discontinuous in yj and satis-
fying boundary conditions

ψ′(y+
j ) − ψ′(y−j ) = αjψ(yj) ∀j . (3.2)

Using these boundary conditions Kronig and Penney studied the spectral prop-
erties of the Hamiltonian (3.1). They found a non trivial band structure whose
parameters were explicitly computable. After 80 years Kronig and Penney
model remains one of the few periodic potential Hamiltonian completely solv-
able in quantum mechanics.
In 1935 the study of Hamiltonians with zero range potential in dimension three
started. In that year Bethe and Peierls [21] published a work about a two body
system with a zero range attractive potential: this system is a model for the
deuton, a physical system characterized by a strong interaction between a pro-
ton and a neutron. Using point interaction for the first time in nuclear physics
Bethe and Peierls produced a solvable model of the deuton photodisintegra-
tion.
In the same year Thomas [85] started the study of zero range Hamiltonians
(3.1) in dimension three obtaining them as limit of local, rescaled short-range
potentials. He first noticed that a renormalization of the coupling constant was
necessary.
In 1936 Fermi [42] obtained the same results in his work about the motion of
neutrons in hydrogenous substances. Fermi described the interaction between
the proton and the neutron with a delta potential. For this reason, especially in
nuclear physics, point interactions are referred to as Fermi pseudo-potentials.
In 1961 Berezin and Faddeev [19] gave the first precise mathematical definition
of Hamiltonians like (3.1) in dimension three. For the first time the Hamilto-
nian was written as a self-adjoint operator derived by Krein’s theory of self-
adjoint extensions of symmetric operators.
Nowadays the entire class of point interaction Hamiltonians is completely
characterized. The reader can refers to [9] for the details of the theory and
for a complete list of references.
There are two different approaches to the definition of selfadjoint operators de-
scribing point interactions: the first one is based on the well known von Neu-
mann formula, the second one uses a relation called Krein formula. Results are
equivalent but while the first approach allows an immediate definition of the
domain of these operators, the second one makes immediately available their
spectral properties. In the last years K.Pankrashkin and S.Albeverio [68], [11]
gave an alternative procedure of construction of point interactions based on
generalized boundary conditions. This last approach is presented in Appendix
B.
The connection between the various approaches to the theory of self-adjoint
extensions is clearly explained in a recent work of A.Posilicano [72]. Examples
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of recent applications of point interaction Hamiltonians in modern mathemati-
cal physics concerning time dependent and non-linear problems are contained
in [32], [33], [1], [3], [2].

3.2 Singular Perturbations of the Laplacian

In this section we discuss the selfadjoint realizations of the formal expression
(3.1). Intuitively a point interaction Hamiltonian should act as the free lapla-
cian on functions which are zero in the vicinities of the interaction centers.
This suggests the following procedure: if {y1, . . . , yn} with yi ∈ Rd is the set
of interaction centers, let us define C∞0 (Rd \ {y1, . . . , yn}) to be the set of func-
tions which are differentiable infinitely many times and whose support does
not contain any interaction center.
Let us define the following operator

Ĥ = −∆, D(Ĥ) = C∞0 (Rd \ {y1, . . . , yn}) (3.3)

All the non-trivial extensions of Ĥ (if any) will be given the name of Hamil-
tonian with point interactions placed in the points yi. In fact operator (3.3) is
symmetric but not selfadjoint in L2(Rd); one selfadjoint extension of (3.3) is
trivial, i.e. the free laplacian H0 = −∆.

Let us start the characterization of the domain of Ĥ∗ adjoint to Ĥ . In the fol-
lowing we will indicate with H2(Rd) the standard Sobolev space of functions
in L2(Rd) together with their first and second derivative, with norm

‖ψ‖H2 =

∫
(1 + |k|2)2|ψ̃(k)|dk

For any funtion ψ ∈ H2(Rd) and ψ ∈ D(Ĥ) , we have

(ψ,−∆ψ) = (−∆ψ, φ)

where (·, ·) is the inner product in L2(Rd).

Any function inH2(Rd) then belongs to the domain of the operator Ĥ∗ because

|(ψ,−∆ψ)| ≤ ‖ψ‖H2‖ψ‖L2

It is also true that

(Gz
i , Ĥφ) = (zGz

i , φ) φ ∈ D(Ĥ) i = 1, . . . , n z ∈ C\R (3.4)

where Gz
i denotes the inverse Fourier transform of

G̃z
i =

eik·yi

k2 − z
(3.5)
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In fact the Gz
i and their derivatives are the only solutions of (−∆ + z)φ = 0

outside yi. This means that the eigenspaces N z ∈ L2(Rd) of the adjoint Ĥ∗ of

Ĥ relative to the eigenvalue z is generated by all the Gz
i and their derivatives

as long as they belong to L2(Rd).
The behavior at infinity of the Gz

i imply

• for d = 1 the Gz
i and their first derivatives belong to L2(R);

• for d = 2, 3 the Gz
i belong to L2(Rd) but their derivatives do not;

• for d > 3 no function in L2(Rd) satisfies (3.4).

It is possible to show (see e.g. Theorem X.1 in [76]) that the dimension of N z

is constant as z varies over the complex plane, outside the positive real axis.
Conventionally N i and N−i play a special role and are referred to as deficiency
subspaces. The numbers n+ = dim[N i] and n− = dim[N−i] are called deficiency
indices; they are non negative integers possibly equal to infinity.

D(Ĥ∗) can be written in an alternative way: first of all note that
Gz1

i −Gz2
i for z1, z2 ∈ C \ R+ belongs to H2(Rd)

(−∆− z1)G
z1
i − (−∆− z2)G

z2
i = 0 =⇒ ∆(Gz1

i −Gz2
i ) = −z1Gz1

i + z2G
z2
i ∈ L2(Rd)

The linear combinations f + g of functions f ∈ H2(Rd) and g ∈ N ẑ, for some
ẑ, exhaust all linear combinations of the same kind with g ∈ N z for any z ∈
C \ R+. It is not hard to prove that it is possible to express any function in

D(Ĥ∗) as a linear combinations of a function in H2(Rd) and a function in N ẑ

for some ẑ ∈ C \ R+.
The functions in D(Ĥ∗) can be chosen as a linear combination of f ∈ H2(Rd),
such that f(yi) = 0 for i = 1, 2, ...., n, and functions in N z1 and N z2 , with fixed
z1, z2 ∈ C \ R+. In fact the regular part of αGz1

i + βGz1
i in yi can assume an

arbitrary value.
This result can be viewed as an application of a general result known as the
Von Newman formula stating that: if A is a densely defined closed symmetric
operator on a separable Hilbert space and A∗ its adjoint then for all z ∈ C\R

D(A∗) = D(A) ⊕N z(A) ⊕N z̄(A) . (3.6)

It is not hard to convince oneself that A is self-adjoint if and only if n+(A) =
n−(A) = 0, in fact, in this case, A is symmetric and D(A) = D(A∗).
If n+ = n− > 0 formula (3.6) suggests the strategy to find the self-adjoint
extensions of A0. In fact from (3.6) if ψ ∈ D(A∗)

ψ = ψ0 + φz + φz̄ ψ0 ∈ D(A), φz ∈ N z, φz̄ ∈ N z̄ (3.7)
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and
A∗ψ = Aψ0 + zφz + z̄φz̄ . (3.8)

If Â is an extension of A the following chain of inclusions holds

A ⊆ Â ⊆ Â∗ ⊆ A∗ (3.9)

and D(Â∗) must be obtained by D(A∗) restricting the subspace N z ⊕N z̄.

Suppose that (φz +φz̄) ∈ D(Â∗), by straightforward calculations one can check
that
(
φz + φz̄, Â∗(φz + φz̄)

)
−
(
Â∗(φz + φz̄), φz + φz̄

)
= (z − z̄)

(
‖φz‖2 − ‖φz̄‖2

)

(3.10)
Then Â∗ is symmetric if and only if φz̄ = Uφz with U an isometric application
from N z to N z̄. If dim(N z) = dim(N z̄) than the application U is unitary. In
this case domain and action of AU by (3.7) and (3.8) are

D(AU) = {ψ = ψ0 + φz + Uφz : ψ0 ∈ D(A) , φz ∈ N z(A)} (3.11)

AU(ψ0 + φz + Uφz) = Aψ0 + zφz + z̄Uφz (3.12)

and the operator is self-adjoint.
Such construction does not work if n+ 6= n−, then self-adjoint extensions of
a symmetric operator A exist if and only if n+(A0) = n−(A0) > 0 and every
self-adjoint extension of A is an element of a family of self-adjoint operators
parameterized by unitary applications U between N z(A) and N z̄(A). Given
U , the corresponding self-adjoint operator AU is defined by (3.11) and (3.12).

The Krein’s formula for the resolvent gives different and sometimes easier
characterization of self-adjoint extensions and a more direct way in order to
obtain their spectral properties.
Assume that A is a densely defined, closed symmetric operator in H with de-
ficiency indices (n, n). If AU and AV are two self-adjoint extensions of A then
an operator Ä exists such that Ä ⊆ AU , Ä ⊆ AV and Ä extends any operator B
that fulfills B ⊆ AU , B ⊆ AV , Ä is called the maximal common part of AU and
AV . The deficiency indices of Ä are (m,m) with 0 < m ≤ n. A set {φz

1, . . . , φ
z
m}

of independent solutions of

Ä∗φz = zφz φz ∈ D(Ä∗), z ∈ C\R (3.13)

is a basis for N z(Ä). The Krein’s formula relates the resolvents of AU and AV

by

(AU − z)−1 − (AV − z)−1 =
m∑

i,j=1

Γ(z)−1
ij (φz̄

j , · )φz
i z ∈ ρ(AU) ∩ ρ(AV ) (3.14)
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where ρ(AU ) and ρ(AV ) indicate the resolvent set of AU and AV respectively,
Γ(z)−1 is a non singular matrix for z ∈ ρ(AU) ∩ ρ(AV ) satisfying

Γ(z)∗ = Γ(z̄) z ∈ ρ(AU) ∩ ρ(AV ) (3.15)

where ∗ indicates the Hermitian conjugate. Functions Γ(z)ij and φz
i , i, j =

1, . . . , m, may be chosen to be analytic for z ∈ ρ(AU)∩ ρ(AV ). In fact φz
i may be

defined as

φz
i = φz0

i + (z − z0)(A
V − z)−1φz0

i i = 1, . . . , m , z ∈ ρ(AV ) (3.16)

where φz0
i , i = 1, . . . , m, z0 ∈ C\R, are linearly independent solutions of equa-

tion (3.13) with z = z0 and matrix Γ(z) as

Γ(z)ij = Γ(z′)ij − (z − z′)(φz̄
j , φ

z′

i ) i, j = 1, . . . , m

z, z′ ∈ ρ(AU) ∩ ρ(AV )
(3.17)

where φz
i , i = 1, . . . , m are defined according to (3.16).

The strategy in order to obtain a selfadjoint extension of a symmetric operator
using the Krein’s formula is the following: starting with a symmetric oper-
ator A we choose a selfadjoint extension A0, and the maximal common part
between A and A0. All the selfadjoint extensions are then fixed by the Krein
formula and by the resolvent of A0.
The Krein formula mentioned before in this chapter is not the most general
relation between resolvents of two selfadjoint extensions of the same operator.
The most general form is described in Appendix B

3.2.1 Point interaction in R
3

In this section we first apply both the above discussed procedures in order to
obtain self adjoint operators describing point interaction in R3 with only one
point placed in y ∈ R3. At the end of this section we summarize the results for
n points in R

3.
The Green’s function Gz

i in R3 reads

Gz(x) =
ei
√

z|x−y|

4π|x− y|

where we have omitted the dependence from the point. From (3.6) and (3.7)

we have the following description of the domain of the adjoint of Ĥ :

D(Ĥ∗) =
{
f ∈ L2(R3)|f = f0 + βGz(· − y) + γGz̄(· − y)

}

where f0 ∈ H2(R3 \ {y}) and
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Ĥ∗f = −∆f0 + βzGz(· − y) + γz̄Gz(· − y)

A direct computation gives

(
[βGz(· − y) + γGz(· − y), Ĥ∗[βGz(· − y) + γGz(· − y)]

)
=

=
(
|β|2z + |γ|2z̄

)
‖Gz‖ + 2ℜ (γ̄β(Gz̄, Gz))

showing that Ĥ∗ acts as a symmetric operator on linear combinations ofGz and
Gz̄ if and only if ‖β‖ = ‖γ‖. There are then infinitely many selfadjoint exten-

sion of Ĥ (equivalently selfadjoint restrictions of Ĥ∗) defined in the following
way

D(H3d
φ,y) =

{
f ∈ L2(R3)|f = f0 + βGz(· − y) + βeiφGz̄(· − y)

}

H3d
φ,yf = −∆f0 + βzGz + βeiφz̄Gz̄ (3.18)

An alternative description of the family of selfadjoint extensions H3d
φ,y is ob-

tained in the following way: take λ positive large enough and define Gλ =
Gz=−λ. Notice that, around x = y

Gz(x− y) + eiφGz̄(x− y) − (1 + eiφ)Gλ(x− y) =

=
i
√
z

4π
+ eiφ i

√
z̄

4π
+

√
λ

4π
(1 + eiφ) + f0

= (1 + eiφ)(α+
λ

4π
) + f0

(3.19)

where f0 is a regular function taking value zero in x = y and

α =
ℜ√z
4π

tan
φ

2
− ℑ√z

4π

Formula (3.84) allows to characterize functions in the domains of the different
selfadjoint extensions as a relation connecting the behaviour of the functions at
the singularity (β(1+eiφ)/4π|x−y| in our case) and the value taken at the same
point by their regular part. More precisely for any α ∈ R there is a selfadjoint

extension of Ĥ defined in the following way

D(H3d
α,y) =

{
f ∈ L2(R3)|f = Φλ + q3dGλ(· − y) Φλ ∈ H2(R3) q =

Φλ(y)

α+
√
λ/4π

}

(3.20)
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Taking into account that Gz(x− y)+ eiφGz̄(x− y)− (1+ eiφ)Gλ(x− y) ∈ H2(R3)
and that

−∆
(
Gz(x− y) + eiφGz̄(x− y) − (1 + eiφ)Gλ(x− y)

)
=

= zGz(x− y) + eiφz̄Gz̄(x− y) + (1 + eiφ)λGλ(x− y)

the action of H3d
α,y on D(H3d

α,y) is easily found to be

(H3d
α,y + λ)f = (−∆ + λ)Φλ (3.21)

The expression (3.20) implies that the action of (H3d
α,y+λ)−1 does not differ from

the action of (−∆ + λ)−1 on functions of H2(R3 \ {y} (being q = 0 in this case).
On the other hand

((H3d
α,y + λ)−1 − (−∆ + λ)−1)Gλ, (Ĥ + λ)g) = 0

for any g in the set C∞0 (R3 \ {y}) which is dense in L2(R3). As a consequence
the function (H3d

α,y +λ)−1− (−∆+λ)−1)Gλ belongs to N−λ which in turn means
that it is proportional to Gλ itself. The two resolvents then differ on the one
dimensional subspace generated by Gλ. Being D(H3d

α,y) in (3.20) the range of
(H3d

α,y + λ)−1 one finally obtains

[(H3d
α,y + λ)−1f ](x) = (Gλg)(x) +

1

α +
√
λ/4π

Gλ(x− y)(Gλg)(y) (3.22)

The same expression of (3.22) can be easily obtained from the Krein formula
(3.14). Note that the function

Γ(z) = −i
√
z

4π
+ α (3.23)

where α is a real constant, satisfies

Γ(z) − Γ(z′) = (z′ − z)(Gz̄, Gz′) z, z′ ∈ ρ(H3d
α,y) (3.24)

where with ρ(H3d
α,y) we have indicated the resolvent set for Hα,y and

Γ(z) = Γ(z̄) (3.25)

From Krein’s formula one obtains

(H3d
α,y − z)−1 = (H0 − z)−1 +

4π

4πα− i
√
z
(Gz̄(· − y), · )Gz(· − y) (3.26)

From the explicit expression of the resolvent (3.22) one can easily deduce the
spectral properties Hα,y
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- the spectrum of H3d
α,y is

σ(H3d
α,y) = [0,∞) α ≥ 0

σ(H3d
α,y) =

{
−16π2α2

}
∪ [0,∞) α < 0

- for α < 0 the only eigenvalue is simple and the corresponding normalized
eigenfunction is

ψα(x) =
√
−2α

exp(4πα|x|)
|x|

- for any α ∈ R, corresponding to each positive energy E in the continuous
spectrum there are infinitely many generalized eigenfunction

Φ3d
α,y,±(x, k) = eikx +

eiky

4πα± i|k|
e∓i|k||x−y|

|x− y| (3.27)

with |k|2 = E.
Using the generalized eigenfunctions Φ3d

α,y,± it is possible to define the unitary
maps (see e.g. [40]) Fy

± : L2(R3) → L2(R3)

[Fy
±f ](k) = s − lim

R→∞
1

(2π)3/2

∫

BR

Φ3d
α,y,±(x, k)f(x)dx (3.28)

where BR indicates the sphere of radius R in R
3. The wave operators (see

e.g. [77] and [83]) for the Hamiltonian H3d
α,y

Ωy
± = s − lim

τ→±∞
eiτH3d

α,ye−iτH0 (3.29)

are unitary for α > 0 and are related to Fy
± by

Ωy
± = (Fy

±)−1F ; (Ωy
±)−1 = F−1Fy

± (3.30)

where F indicates the usual Fourier transform.

The explicit form of the spectral decomposition of H3d
α,y, in terms of the eigen-

functions allows us to write the solution of the Schrödinger equation

i
∂ψt

∂t
= Hα,yψt (3.31)

corresponding to any initial state in L2(R3) as an integral over the spectral
measure. In fact the integral kernel, in configuration space, for the propagator
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of H3d
α,y can be explicitly computed ( [79], [10])

U t
α(x, x′) = U t(x− x′) +

2it

|x− y||x′ − y|U
t(|x− y| + |x′ − y|)+

+





− 8παit

|x− y||x′ − y|

∫ ∞

0

e−4παuU t(u+ |x− y| + |x′ − y|)du α > 0

0 α = 0

2|α|e4πi|α|2t e
−4π|α| |x−y|

|x− y|
e−4π|α| |x′−y|

|x′ − y| +

+
8παit

|x− y||x′ − y|

∫ ∞

0

e4παuU t(u− |x− y| − |x′ − y|)du
α < 0

(3.32)

where U t(x−x′) is the integral kernel of the “free” propagator e−iH0t in dimen-
sion three

(
e−iH0tf

)
(x) =

∫

R3

U t(x− x′)f(x′)dx′ =

∫

R3

ei
|x−x′|2

4t

(4πit)
3
2

f(x′)dx′ (3.33)

A formal Laplace transform of (3.22) suggests for the solution of the Schrödinger
equation (3.31) the following formula, showing a free-propagation contribu-
tion and a term representing spherical waves generated at the interaction cen-
ter

ψt(x) = (U(t)ψ0) (x) + i

∫ t

0

ds U (t− s, |x− y|) q(s) (3.34)

where U(t) is the propagator of the free unitary group defined by the kernel

U(t; x− x′) = ei∆t(x− x′) =
ei

|x−x′|2

4t

(4πit)3/2

One find easily that (3.34) is the solution of the Schrödinger equation (3.31)
corresponding to an initial condition ψ0 ∈ D(H3d

α,y) if the function q(t) satisfies
the Volterra integral equation

q(t) + 4
√
iπα

∫ t

0

ds
q(s)√
t− s

= 4
√
iπ

∫ t

0

ds
(U(s)ψ0) (y)√

t− s
(3.35)

More precisely one can prove that if q(t) is the unique solution of (3.35) then
(3.34) defines a function ψt which for any t ≥ 0 belongs to D(H3d

α,y) (q(t) be-
ing the coefficient of the singular part of ψt) and satisfies (3.31). Notice that
Schrödinger dynamics is explicitly known if one can solve the Volterra inte-
gral equation (3.35).
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Now we want to summarize the results for the most general case of n point
interactions placed in Y = {y1, ..., yn}, yi ∈ R3 with parameters of interaction
α = {α1, ..., αn}.
Without going into the details of the construction (for a complete description
see [86], [9])we simply recall the properties of the so called local point interac-
tions, characterized by generalized boundary conditions in each yi, i = 1, ..., n.
The domain and the action are:

D(H3d
α,Y ) =

{
u ∈ L2(R3) | u = φλ +

n∑

k=1

qk Gλ(· − yk), (3.36)

φλ ∈ H2(R3), φλ(yj) =

n∑

k=1

[Γ3d
α,y(λ)]jkqk, j = 1, ..., n

}
(3.37)

(H3d
α,Y + λ)u = (−∆ + λ)(u−Gλ

Y q) (3.38)

where

[Γ3d
α,Y (λ)]jk =

(
αj +

√
λ

4π

)
δjk −Gλ(yj − yk)(1 − δjk) (3.39)

At each point yj the elements of the domain satisfy a boundary condition ex-
pressed by the last equality in (3.37). If we define rj = |x − yj| it is easy to see
that the boundary conditions can be equivalently written

lim
rj→0

[
∂(rju)

∂rj
− 4παj(rju)

]
= 0, j = 1, ..., n (3.40)

Formula (3.40) shows that the generalized boundary condition are local in the
sense that they do not mix properties of functions in different points.
The explicit expression for the resolvent is

(H3d
α,Y + λ)−1 = Gλ +

n∑

j,k=1

[Γ3d
α,Y (λ)]−1

jk G
λ(· − yj)G

λ(· − yk) (3.41)

From the analysis of (3.41) one can derive that the continuous spectrum of
H3d

α,Y is purely absolutely continuous and coincides with the positive real axis.
The discrete spectrum consists of (at most) n negative eigenvalues given by
the possible solutions E < 0 of the equation det [Γ3d

α,Y (−E)] = 0.

3.2.2 Point interaction in R2

With the same approach of the previous section we apply the Krein formula in
order to describe point interaction in R2.
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For R2 the Green function reads:

Gz(x) =
i

4
H

(1)
0 (k|x− y|) (3.42)

here H
(1)
0

(
η
)

is the Bessel function of third kind (also called Hankel function).

We recall that H
(1)
0

(
η
)

tends to zero as |η| → ∞ for ℑη > 0 and that it has a
logarithmic singularity in zero

H
(1)
0

(
η
)

=
2i

π
ln
η

2
+ 1 +

2iγ

π
+ O(ln(η)η2)) , (3.43)

where γ is Euler constant. Following the results contained in [9] (see Theorem
5.2 and 5.3) we can conclude that the family of local point interaction Hamilto-
nians, with interaction center in y ∈ R2, is indexed by a real parameter α and,
for each α, has resolvent and domain

(H2d
α,y − z)−1 = (H0 − z)−1 +

2π

2πα+ γ + ln(k/2i)
(Gz(· − y), ·)Gz(· − y) (3.44)

D(H2d
α,y) =

{
f ∈ L2(R2)|f = Φλ + q Gλ(· − y), Φλ ∈ H2(R2), q =

2π

2πα + γ + ln(k/2i)

}

(3.45)
where Gλ = Gz=−λ.
The action of H2d

α,y on D(Hα,y)
2d is easily found to be

(H2d
α,y − λ)f = (−∆ + λ)Φλ

From the resolvent it is easy to obtain the spectral properties:

σ(H2d
α,y) = [0,∞) −∞ 6 α 6 ∞

σ(H2d
α,y) =

{
−4e−2[2πα+γ]

}
∪ [0,∞) α < 0

- for every value of α there is only one simple eigenvalue and the correspond-
ing normalized eigenfunction is

ψα(x) = − i

4
H

(1)
0

[
2ie−(2πα+γ)|x− y|

]

- for any α ∈ R, corresponding to each positive energy E in the continuous
spectrum there are infinitely many generalized eigenfunction

Φ2d
y,±(x, k) = e±ik·x +

iπ/2

2πα + γ + ln(k/2i)
e±ik·yH(1)

0 (k|x− y|)
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In [10] an explicit formula for the propagator in this case is given.
Now we give the results for the most general case of n point interactions placed
in Y = {y1, ..., yn}, yi ∈ R

2. The family of local point interaction Hamiltonians
is indexed by n real constants α1, ..., αn and each Hamiltonian has domain and
resolvents given by:

D(H2d
α,Y ) =

{
u ∈ L2(R3) | u = φλ +

n∑

k=1

qk Gλ(· − yk), (3.46)

φλ ∈ H2(R2), φλ(yj) =

n∑

k=1

[Γ2d
α,y(λ)]jk qk, j = 1, ..., n

}
(3.47)

(H2d
α,Y + λ)u = (−∆ + λ)(u−Gλ

yq) (3.48)

with

Gλ
Y q ≡

n∑

j=1

qjG
λ(· − yj) (3.49)

where

[Γ2d
α,Y (λ)]jk =

(
2παj + γ + ln

(
k

2i

))
δjk − G̃λ(yj − yk)(1 − δjk) (3.50)

G̃λ =

{
Gλ(x) x 6= 0

0 x = 0

From the behavior of the function in the point yj we see that the interaction is
local. The explicit expression for the resolvent is

(H2d
α,Y + λ)−1 = Gλ +

n∑

j,k=1

[Γ2d
α,Y (λ)]−1

jk G
λ(· − yj)G

λ(· − yk) (3.51)

From the analysis of (3.41) one can derive that the continuous spectrum ofH2d
α,y

is purely absolutely continuous and coincides with the positive real axis. The
discrete spectrum consists of (at most) n negative eigenvalues given by the
possible solutions E < 0 of the equation det [Γ2d

α,y(−E)] = 0.

3.2.3 Point interaction in R

The Green function in R reads

Gz(x− y) = −e
i
√

z|x−y|

2i
√
z

z ∈ C\R
+, ℑ(

√
z) > 0 (3.52)
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In d = 1 even the derivative of the Green function

(Gz)′(x− y) = −sgn(x− y)

2
ei
√

z|x−y| z ∈ C\R
+, ℑ(

√
z) > 0 (3.53)

is in L2(R). Then {Gi, (Gi)′} and {G−i, (G−i)′} span respectively the deficiency

spaces N i and N−i and the deficiency indices of Ĥ are (2, 2).
Two orthonormal basis of N z and N z̄ are {gz, gz

1} and {gz̄, gz̄
1} respectively

where

gz(x− y) =
Gz(x− y)

‖Gz‖ = i

√
|z|ℑ(

√
z)√

z
ei
√

z|x−y| (3.54)

gz
1(x− y) =

(Gz)′(x− y)

‖(Gz)′‖ = −
√

ℑ(
√
z)sgn(x− y)ei

√
z|x−y| (3.55)

z ∈ C\R
+, ℑ√z > 0 .

Following the von Neumann construction we have that if U is a unitary appli-
cation from N i to N−i, operator HU defined by

D(HU) =
{
ψ : ψ = ψ0 + c1g

i + c2g
i
1 + c′1g

−i + c′2g
−i
1 ; ψ0 ∈ D(Ĥ),

c1, c2 ∈ C, c′m =
∑

n=1,2

Umncn, m = 1, 2
} (3.56)

HUψ = Ĥψ0 + i(c1g
i + c2g

i
1 − c′1g

−i − c′2g
−i
1 ) (3.57)

where Umn is the 2 × 2 unitary matrix representing the unitary application U
in the basis {gi, gi

1} and {g−i, g−i
1 }, is self-adjoint and is an extension of H0.

The more general 2 × 2 unitary matrix can be written as

U =

(
−eiθ cosω ei(θ+ρ) sinω

−ei(ϕ−ρ) sinω −eiϕ cosω

)
(3.58)

ω, θ, ϕ, ρ ∈ [0, 2π) .

Following the results of [26] we have a classification of the selfadjoint exten-
sions depending on the value of the parameters in the matrix U .
The extension given by ω = θ = ϕ = 0 corresponds to the operator

D(H0) =
{
ψ : ψ = ψ0 + c1(g

i − g−i) + c2(g
i
1 − g−i

1 ) ;

ψ0 ∈ D(Ĥ), c1, c2 ∈ C

} (3.59)

H0ψ = Ĥψ0 + i(c1(g
i + g−i) + c2(g

i
1 + g−i

1 )) . (3.60)
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Functions in the domain of H0 are continuous and have continuous derivative
in y, from its definition the operator H0 coincides with the “free” Hamiltonian
i.e.

D(H0) = H2(R) H0ψ = − d2

dx2
ψ ψ ∈ D(H0) . (3.61)

Operator H1d
α,y = −∆ +αδy is given by ω = ϕ = 0, and the domain is written as

D(H1d
α,y) =

{
ψ ∈ H1(R) ∩H2(R\{y}) :

ψ′(y+) − ψ′(y−) = αψ(y), −∞ < α ≤ ∞
} (3.62)

H1d
α,y = − d2

dx2
. (3.63)

with α is related to θ by formula

α =

√
2(cos θ + sin θ − 1)

1 − sin θ
(3.64)

Interaction given by Hamiltonian H1d
α,y is often referred to as δ-interaction.

We indicate with H ′1d
β,y the other extension of H0 given by ω = θ = 0, and the

domain is

D(H ′1d
β,y) =

{
ψ ∈ H2(R\{y}) : ψ′(y+) = ψ′(y−),

ψ(y+) − ψ(y−) = βψ′(y), −∞ < β ≤ ∞
} (3.65)

H ′1d
β,y = − d2

dx2
. (3.66)

Constant β is related to ϕ by formula

β =

√
2(cosϕ− sinϕ− 1)

1 + sinϕ
(3.67)

Interaction given by Hamiltonian H ′1d
β,y is often referred to as δ′-interaction.

In order to obtain the spectrum is preferable to describe the point interaction
with the Krein formula for the resolvent (3.14).
We indicate withHΘ the generic self-adjoint extension ofH , usually it is useful
to express the resolvent of HΘ with respect to the “free” resolvent (H0 − z)−1:

(HΘ − z)−1 = (H0 − z)−1 +
∑

m,n=1,2

(Γ(z))−1
mn(φz̄

n, · )φz
m z ∈ ρ(HΘ) (3.68)

where functions φz
m are defined by

φz
1(x) = Gz(x− y) ; φz

2(x) = (Gz)′(x− y) z ∈ C\R
+ (3.69)
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By direct calculation one can check that φz
m satisfy relation

φz
m = φz0

m + (z − z0)(H0 − z)−1φz0
m m = 1, 2; z, z0 ∈ ρ(H0) (3.70)

Matrix Γ(z) is defined by

Γ(z)mn − Γ(z′)mn = (z′ − z)(φz̄
n, φ

z′

m) m, n = 1, 2; z, z′ ∈ ρ(HΘ) (3.71)

and
Γ(z)∗ = Γ(z̄) z ∈ ρ(HΘ) (3.72)

Functions Γ(z)mn and φz
m, are analytic in z ∈ ρ(HΘ), notice that ρ(HΘ) ⊆ ρ(Ĥ).

Relation (3.71) does not define univocally the matrix Γ(z), by direct calculation
one can verify that

Γ(z) =

(
1

2i
√

z
0

0
√

z
2i

)
+ Θ , (3.73)

where Θ is a 2 × 2 arbitrary, constant, Hermitian matrix, satisfies conditions
(3.71) and (3.72). Then the resolvent is found by inverting the matrix Γ(z) and
by formula (3.68). Matrix Θ plays the role of the unitary application U in the
von Neumann construction, in fact a 2 × 2 Hermitian matrix is determined by
four real independent parameters.
The domain of HΘ is then given by the range of the resolvent (HΘ − z)−1.
It is a simple exercise to write down the resolvent of H1d

α,y.
The maximal common part is

Ḧ = − d2

dx2
, D(Ḧ) =

{
ψ ∈ H2(R) : ψ(y) = 0

}
, (3.74)

its adjoint is

Ḧ∗ = − d2

dx2
, D(Ḧ∗) = H2(R\{y}) ∩H1(R) . (3.75)

Then the only independent solution of equation

(Ĥ∗ − z)φz = 0 φz ∈ L2(R), z ∈ C\R (3.76)

is Gz(x− y). Function

Γ(z) =
1

2i
√
z
− 1

α
(3.77)

with α ∈ R satisfies

Γ(z) − Γ(z′) = (z′ − z)(Gz̄, Gz′) z, z′ ∈ ρ(H1d
α ) (3.78)

and
Γ(z) = Γ(z̄) z ∈ ρ(H1d

α ) (3.79)
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Then resolvent of H1d
α,y ca be written as

(H1d
α,y − z)−1 = (H0 − z)−1 − 2α

√
z

iα + 2
√
z

(Gz̄(· − y), · )Gz(· − y)

z ∈ ρ(H1d
α )

(3.80)

and operator H1d
α,y can be defined as

D(H1d
α,y) =

{
ψ ∈ L2(R) :ψ = ψz − 2α

√
z

iα + 2
√
z
ψz(y)Gz(· − y);

ψz ∈ D(H), z ∈ ρ(H1d
α,y), ℑ

√
z > 0

} (3.81)

(H1d
α,y − z)ψ = (H − z)ψz (3.82)

Function ψz is called regular part of ψ, if ψz(y) = 0 then ψ = ψz and H1d
α,yψ =

Hψ. Starting from formula (3.81) it is easy to verify that functions in D(H1d
α,y)

satisfy boundary condition

ψ′(y+) − ψ′(y−) = αψ(y) (3.83)

An exhaustive analysis of all the singular perturbations of −∆ in one dimen-
sion is in [10].
From the resolvent it is easy to obtain the spectral properties for a δ interaction
in R.

σ(H1d
α,y) = [0,∞) α ≥ 0

σ(H1d
α,y) =

{
−α

2

4

}
∪ [0,∞) α < 0

- for α < 0 the only eigenvalue is simple and the corresponding normalized
eigenfunction is

ψα(x) =

√
−α

2
e

α
2
|x−y|

- for any α ∈ R, corresponding to each positive energy E in the continuous
spectrum there are infinitely many generalized eigenfunction

Φ1d
y,±(x, k) = e±ik·x − α

α− 2i|k|e
±ik·yei|k||x−y|)

In the article [10] is contained an explicit formula for the propagator in the one
dimensional case for a δ like interaction.

The generalization to a finite or infinite number of points is contained in [9].
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Now we give only the results for point interactions placed at Y = {y1, ..., yn}
yi ∈ R with parameters of interaction α = {α1, ..., αn}, αi ∈ R.
The domain and the action of H1d

α,Y , the selfadjoint operator expressing point
interaction in Y , are

D(H1d
α,Y ) = {u ∈ H1(R) ∩H2(R \ {y1, . . . , yn}) | u′(y+

j ) − u′(y−j ) = αju(yj), j = 1, . . . , n}
(3.84)

(H1d
α,Y + λ)u = (−∆ + λ)

(
u−

n∑

j=1

q1d
j G

λ(· − yj)

)
(3.85)

where λ > 0, q1d
j = −αju(yj) and Gλ(x − x′) is the Green’s function of the free

laplacian
The domain (3.84) consists of functions belonging to the domain of the free
laplacian except at the position of the interactions, where the derivative has a
jump and a boundary condition is satisfied. In fact it is easy to see that each
element of the domain can be represented as u = φλ+

∑n
j=1 q

1d
j G

λ(·−yj), where

φλ ≡ u−∑n
j=1 q

1d
j G

λ(· − yj) ∈ H2(R).
If the operator (3.85) is applied to a smooth function u vanishing at y1, ..., yn

then it reduces to the free laplacian.
The solution of a standard boundary value problem for the laplacian on the
real line yields to the explicit expression for the resolvent

(H1d
α,y + λ)−1 = Gλ +

n∑

j,k=1

[Γ1d
α,y(λ)]−1

jk G
λ(· − yj)G

λ(· − yk) (3.86)

where

[Γ1d
α,y(λ)]jk = α−1

j δjk +Gλ(yj − yk)(1 − δjk) (3.87)

All the spectral properties of (3.85) can be easily derived from the resolvent
(3.86). We simply list them.
The continuous spectrum is purely absolutely continuous and coincides with
the positive real axis. Moreover there are at most n negative eigenvalues given
by the possible solutions E < 0 of the equation det [Γ1d

α,y(−E)] = 0.
The proper and the generalized eigenfunctions can also be explicitly com-
puted.
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Chapter 4

A model of scattering based on
point interaction

In this section we give a rigorous treatment of the asymptotic dynamics of
a quantum particle undergoing a single scattering event with a much lighter
particle. As seen in the previous chapter the knowledge of such a process is
the necessary preliminary step for the formulation of a realistic model for the
dynamics of a quantum particle evolving in an environment made up of many
light particles.

The Joos and Zeh formula, discussed in detail in chapter 2, states that, in the
roughest approximation, the scattering process is described by the instanta-
neous transition

ϕ(R)χ(r) → ϕ(R)
(
SRχ

)
(r) (4.1)

where SR is the scattering operator for the light particle corresponding to the
heavy one fixed at the position R. TheR dependence of the scattering operator
indicates that entanglement has taken place in the sense that the state of the
scattered light particle keeps track of the position of the heavy one.

Details of the process of entanglement dynamically induced by a single scat-
tering event was analyzed in a series of papers ( [39], [38] and [5]) for different
models of two body interaction. In [38] and [5] the authors gave rigorous esti-
mates of the asymptotic dynamics, in the limit of a small mass ratio, for parti-
cles interacting respectively via a point interaction in dimension one and for a
class of smooth potential in three dimensions. Their results can be considered
as a rigorous formulation of the Joos and Zeh formula (4.1).

In this section we will give a detailed analysis of the dynamics of a three di-
mensional system made up of two quantum particles interacting via a repul-
sive δ-like potential. The “free” Hamiltonian describing two non interacting
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particles of mass M and m is the operator

D(H0) = H2(R3, dR) ⊗H2(R3, dr) H0 = − ~2

2M
∆R − ~2

2m
∆r . (4.2)

where R and r are the coordinates relative to the particle of mass M and m
respectively while ∆R and ∆r indicate the Laplacian with respect to the coor-
dinates R and r. To simplify notation we fix M = 1 and ~ = 1 and we define
ε ≡ m

M
. At formal level the operator (4.2 ) can be written as

Hǫ
0 = H0 ⊗

1

ǫ
H0 (4.3)

In the system of coordinates of the center of mass x ≡ R+εr
1+ε

and of the relative
coordinate y ≡ r − R the Hamiltonian for a three dimensional system of two
particles interacting via point interaction in L2(R3, dx) ⊗ L2(R3, dy) reads

Hε = Hν
0 ⊗Hµ

α (4.4)

where ν = (1 + ε) is the total mass of the system, µ = ε
1+ε

is the reduced
mass and Hν

0 indicates the free Hamiltonian relative to a particle of mass ν and
coordinate x and Hµ

α is a point interaction Hamiltonian for a particle of mass
µ . Notice that in (4.4) with Hµ

α we mean 1
µ
Hα suggesting that a rescaling of

the coupling constant α has been made (compare with the cases of two body
potentials [38] and [5]).
We consider the problem

i
∂Ψε(t)

∂t
= HεΨε(t) (4.5)

Ψε(0;R, r) = ϕ(R)χ(r) (4.6)

in the limit of small ε.
The initial conditions (4.6) states that the positions of the two particles are un-
correlated at time zero. Nevertheless the dynamics is not factorized with re-
spect to the coordinates R and r. The mutual interaction of the two particles,
described by the static δ-like potential in the relative coordinate, will eventu-
ally produce correlations between the positions of the two particles.
Our main result is expressed in the following theorem where we indicate with
‖ · ‖ the L2(R6)-norm.

Theorem 4.0.1. There exist two constants A > 0 and B > 0 such that for any initial
state (4.6) and any fixed α > 0 and t > 0, one has

‖Ψε(t) − Ψa(t)‖ ≤ A
(ε
t

) 3
4

+Bε (4.7)
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where

Ψa(t) = e−itHε
0Ψa

0 (4.8)

Hε
0 = H0 ⊗

1

ε
H0 (4.9)

Ψa
0(R, r) = ϕ(R)

[(
ΩR

+

)−1
χ
]
(r) (4.10)

and the constants A and B depend only on the initial state (see below for details) and
on the constant α.

The result of theorem 4.0.1 expressed by (4.8), (4.9), (4.10) can be thought as
an exact formulation of the Joos and Zeh conjecture (4.1) for the special case
of point interactions in three dimensions. As stressed by many authors (see
e.g. [85], [52], [38], [5], ) formula (4.1) can not be correct, as it stands, inasmuch
as one is looking for a relation between initial and scattering states and not
between in and out states. Roughly speaking (4.10) shows that the approxima-
tion formula holds true if in (4.1) the scattering matrix SR is replaced with the
wave operator (ΩR

+)−1

The proof of the theorem is contained in the Appendix A

4.1 Decoherence induced by scattering

We want to apply the results contained in theorem 4.0.1 to the analysis of the
decoherence effects induced by a single scattering event.
The often called “naive” interpretation of decoherence in quantum systems
that we introduced in the last chapter will be the main idea behind the con-
siderations which follow. Roughly speaking that interpretation insists on the
almost obvious statement that entanglement causes a diffusion of quantum
correlations out of every subsystem in interaction with a large environment.
We recall that the mechanism is essentially described as follows: suppose to
have a subsystem of a large system which is initially in a pure state. Entangle-
ment induced by the interaction of the subsystem with its environment forces
the quantum correlations between local observables to migrate into the whole
system. Trace over the exterior degrees of freedom partially cancels correla-
tions making the reduced density matrix, describing the evolution of the sub-
system, a statistical mixture.
In the following we will find an estimate for the effect of decoherence resulting
from a single scattering event at the level of approximation of the dynamics
given by the Joos and Zeh formula. As it was done in the one dimensional
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case [38], the estimate allows to compute how much quantum interference
observed in the evolution of the state of the heavy particle, initially in a su-
perposition state, is decreased by the presence of the light particle. We will
interpret the decreasing of interference as a sign of a more classical behavior
of the heavy particle.
The reduced density matrix for the heavy particle in the spatial coordinates
representation is the positive, trace class operator ρε(t) inL2(R3) with Tr ρε(t) =
1 with integral kernel

ρε(t;R,R′) =

∫

R3

drΨε(t;R, r)Ψε(t;R′, r) (4.11)

where Ψε(t;R, r) is the solution of problem (4.5), (4.6).
In the small mass ratio limit, using the results contained in theorem 4.0.1, one
easily obtains the following approximation for the density matrix (4.11)

ρa(t) = e−itH0ρa
0e

itH0 (4.12)

where

ρa
0(R,R

′) = ϕ(R)ϕ(R′)I(R,R′) (4.13)

I(R,R′) = ((ΩR
+)−1χ, (ΩR′

+ )−1χ) (4.14)

It is easily seen that the following proposition holds

Proposition 1. Under the same assumptions of the theorem 4.0.1 one has

Tr |ρε(t) − ρa(t)| 12 ≤ A
(ε
t

) 3
4

+Bε (4.15)

Without interaction the dynamics of the heavy particle is described by the free
evolution of the density matrix ρ0(R,R

′) = ϕ(R)ϕ(R′). Being ρ0(R,R
′) a pro-

jector operator one has

Tr(ρ(t))2 = Tr(ρ0)
2 = 1 (4.16)

The amount of entanglement due to the interaction at the order of approxima-
tion of the Joos and Zeh formula is expressed by the term I(R,R′) in the initial
density matrix. Given the unitarity of the operators (ΩR

+)−1 it is obvious that
for R 6= R′ one has |I(R,R′)| < 1. This implies that

Tr(ρa(t))2 = Tr(ρa
0)

2 < 1 (4.17)

which in turns means that the reduced density matrix (4.12) describes a mixed
state.
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In addition to these immediate consequences of the unitarity of (ΩR
+)−1 it is in

principle possible in our specific model to compute explicitly I(R,R′).
Given the unitarity of the Fourier transform and the definition of (ΩR

+)−1 we
can write

I(R,R′) = (FR
+χ,FR′

+ χ) (4.18)

We introduce the notation

FR
+ = F +KR (4.19)

where F is the usual Fourier transform and KR is the operator

[KRχ] (|k|) =

∫

R3

dr

(2π)
3
2

e−ikR

4πα− i|k|
ei|k||r−R|

|r −R| χ(r) (4.20)

with this notation

I(R,R′) = (χ, χ) + (KRχ,Fχ) + (Fχ,KR′χ) + (KRχ,KR′χ) (4.21)

Notice that because the unitarity of (ΩR
+)−1, I(R,R) = (χ, χ) and (4.21) implies

(KRχ,Fχ) = −(Fχ,KRχ) − (KRχ,KRχ) (4.22)

To get an estimate for the amount of decoherence we consider a normalized
state (χ, χ) = 1 and compute the quantity 1 − I(R,R′). From (4.21) and (4.22)
we obtain

1 − I(R,R′) = (Fχ, (KR −KR′)χ) + (KRχ, (KR −KR′)χ) (4.23)

We will analyze (4.23) in the particular relevant case in which the initial state
of the light particle is given by a symmetric wave packet centered at the origin,
in particular let us choose

χ(r) =
e−

|r|2

2σ2

(πσ2)
3
4

(4.24)

We will address our efforts on the special case in which R′ = −R and we will
evaluate I(R,−R). It is easy to see that for every state such that χ(r) = χ(−r)

(Fχ, (KR −K−R)χ) = 0 (4.25)

Under the same assumption on χ(r) the second term in the r.h.s. of (4.23) can
be written as
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(KRχ, (KR −K−R)χ) =

=

∫

R3

dk

(2π)3

1 − e2ikR

(4πα)2 + |k|2
∫

R3

dr
e−i|k||r|

|r| χ(r +R)

∫

R3

dr′
ei|k||r′|

|r′| χ(r′ +R)
(4.26)

The two integrals in r and r′ in the r.h.s. of the last expression are one the
complex conjugate of the other. Using the specific form (4.24) of χ(r) we obtain

∣∣∣∣
∫

dr
e−i|k||r|

|r| χ(r +R)

∣∣∣∣
2

=

= 2π
3
2
σ3

|R|2 e
−|k|2σ2

∣∣∣ei|k||R|erf(z) + e−i|k||R|erf(z) − 2i sin |k||R|
∣∣∣
2

(4.27)

where z = |R|+i|k|σ2
√

2σ
. Inserting this in (4.26) and integrating on the angular part

of k we have

1 − I(R,−R) =
σ3

|R|2√π

∫ ∞

0

d|k| |k|2
(4πα)2 + |k|2

(
1 − sin(2|k||R|)

2|k||R|

)
e−|k|

2σ2×

×
∣∣∣ei|k||R|erf(z) + e−i|k||R|erf(z) − 2i sin |k||R|

∣∣∣
2

(4.28)
Expression (4.28) clearly shows that for every R one has 1 − I(R,−R) ≥ 0,
moreover it is easy to see that, for fixedR, 1−I(R,−R) is a decreasing function
of α. For this reason we focus our attention on the evaluation of (4.28) when
α = 0.
We define the dimensionless variables ξ ≡ |k||R| and R ≡ |R|

σ
. With this nota-

tion one has

1 − I(R,−R) =
1

|R|3√π

∫ ∞

0

dξ

(
1 − sin(2ξ)

2ξ

)
e−

ξ2

R2 ×

×
∣∣∣∣e

iξerf

( R√
2

+
i√
2

ξ

R

)
+ e−iξerf

( R√
2
− i√

2

ξ

R

)
− 2i sin ξ

∣∣∣∣
2

(4.29)
Analyzing the asymptotics of the positive integral in (4.29) it is easy to check
that 1 − I(R,−R) tends to zero as 1/R2 when R grows to infinity and as R
when R tends to zero.
It is more interesting to investigate the range of values of R for which quantum
interference is expected. The integral in (4.29) is not computable in closed
form; its numerically computed behavior as a function of the parameter R is
given in the figure.
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Together with the initial state (4.24) for the light particle, let us consider an
initial state of the heavy particle which is a coherent superposition of two wave
packets concentrated in regions symmetrically placed around the origin, at a
distance |R| each one with average momentum ±p0 heading toward the origin.

At a time approximatively given by the classical flight time |R|
|p0| one expects

quantum interference to take place for distances of the order of the dispersion
of the two wave packets.
Formula (4.13) for the approximate initial density matrix suggests that if σ is
of the same order of the distance of the wave packets a maximum decoherence
effect will take place.

As it was discussed in the last chapter many authors proceeded from the single
scattering event toward the analysis of the decoherence effects induced on the
heavy particle by the interaction with a gas of light particles.
In the case of a large number of non interacting light particles one expects to
be able to prove a generalization of theorem (4.0.1) in the direction suggested
by the Joos and Zeh formula. In turn this would imply a decoherence effect
which is exponentially increasing with the number of the particles of the envi-
ronment.
Although conceivably true on a heuristic basis, the above mentioned result is
not easy to prove, taking into account the complete Schrödinger dynamics. In
fact the light particles are coupled through the heavy one, in the sense that the
dynamics is not factorized in any coordinate system.
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Part II

Particle-Spin interaction
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Chapter 5

Interaction

5.1 Introduction

At the end of the last chapter we stressed the difficulties one encounters in in-
vestigating the Schrödingher dynamics of a set of particles when their number
exceeds two. In order to have models of a multipartite environment we should
consider an array of simple quantum systems interacting with the test particle.

In this chapter we construct models for the dynamics of one quantum particle
in interaction with any number of localized spins. In this way we are able to
define simple, but genuinely multi-component, quantum systems where con-
jectures and qualitative results in the theory of quantum open systems can, in
principle, be rigorously approached.

For the sake of simplicity we examine systems consisting of one spinless par-
ticle in interaction with localized 1/2 spins (in units where ~ = 1).

Physical phenomenology would suggest considering the particle with spin
and a spin-spin interaction conserving the total spin. It is easy to convince one-
self that, in the latter case, inside each channel characterized by a fixed value
of the total spin, the dynamics would be described by some Hamiltonian of
the type we consider here, possibly relative to a value of the spin larger than
1/2. Few examples of such Hamiltonians were already heuristically found and
used to study different problems, e.g., the spin dependent scattering [65] or the
interaction of one quantum particle with one or (several) quantum dots [14].
The straightforward generalization to higher values of the spin will not be
given here.

In Section 5.2.1 we introduce some notation and define the free quantum dy-
namics for the particle and the spins. In Section 5.2.2 we state and prove our
main results: we give a complete characterization of all zero-range perturba-
tions of the free dynamics in any dimension. At the end of Section 5.2.2 we
discuss with more detail two examples of spin-dependent point interactions
that, in our opinion, are of interest as non trivial solvable models. In order to
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make clearer our formulas, the resolvent in the simple case of N = 1 and d = 3
is written in an extended form.
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5.2 Particle-Spin interaction

5.2.1 Some notation and the free dynamics

In this section we define the state space for a quantum system consisting of
one particle and an array of N spins. Moreover we introduce some notation
and define the non-interacting Hamiltonian H0.
We will consider here the case of spin 1/2. The state of each spin placed in a
fixed position of space is represented by a unitary vector in C2.

Consider the first Pauli matrix, σ̂
(1)
j , where the index j = 1, . . . , N indicates

that such operator refers to the j-th spin. We indicate with χσj
the normalized

eigenvector of the operator σ̂(1)
j with eigenvalue σj = ±1

σ̂
(1)
j χσj

= σjχσj
σj = ±1 ; ‖χσj

‖C2 = 1 ; j = 1, . . . , N . (5.1)

With this notation the state of the j-th spin can be written as the linear super-
position aj χ+ + bj χ−, with aj , bj ∈ C and |aj|2 + |bj |2 = 1.
The natural Hilbert space for the description of a system of one particle in
dimension d and N spins 1/2 is then

H = L2(Rd) ⊗ SN , (5.2)

where

SN =

N︷ ︸︸ ︷
C

2 ⊗ · · · ⊗ C
2 (5.3)

We consider the cases d = 1, 2, 3. We indicate with a capital Greek letter a
generic vector in H.
Let us define Xσ = χσ1 ⊗ · · · ⊗ χσN

, where σ is the N-dimensional vector σ =
(σ1, . . . , σN). Trivially Xσ ∈ SN , ‖Xσ‖SN

= 1 and the following decomposition
formula holds

Ψ =
∑

σ

ψσ ⊗ Xσ Ψ ∈ H , (5.4)

where the sum runs over all the possible configurations of the vector σ while
ψσ ∈ L2(Rd) ∀σ is referred to as the wave function component of the state Ψ.
The choice of the Xσ as basis of SN is arbitrary, we consider the basis of eigen-

vectors of σ̂
(1)
j according to what will be our choice for the free Hamiltonian.

The scalar product in H is defined in a natural way by

〈Ψ,Φ〉 =
∑

σ

(ψσ, φσ)L2 Ψ,Φ ∈ H . (5.5)

Consider the operator in SN

Sj =

N︷ ︸︸ ︷
IC2 ⊗ · · · ⊗ σ̂

(1)
j ⊗ · · · ⊗ IC2 j = 1, . . . , N . (5.6)
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Vectors Xσ are eigenvectors of Sj,

SjXσ = σjXσ j = 1, . . . , N . (5.7)

The following operator is self-adjoint in H

D(H0) = H2(Rd) ⊗ SN (5.8)

H0 = − ~2

2m
∆ ⊗ ISN

+

N∑

j=1

IL2 ⊗ βjSj βj ∈ R , (5.9)

here H2(Rd) indicates the standard Sobolev space of functions in L2(Rd), m
indicates the mass of the particle and βj are real constants with the dimension
of an energy. The operator H0 defines the free Hamiltonian. In the following
we will fix ~ = 1 and 2m = 1.
By using the decomposition formula (5.4) it is easily seen that the action of H0

on vectors in its domain is given by

H0Ψ =
∑

σ

(
− ∆ + β σ

)
ψσ ⊗ Xσ Ψ ∈ H , (5.10)

where α is the N-dimensional real vector (β1, . . . , βN) and β σ =
∑N

j=1 βjσj .

The resolvent of H0, R(z) = (H0 − z)−1, is

R(z)Ψ =
∑

σ

(
− ∆ − z + β σ

)−1
ψσ ⊗ Xσ Ψ ∈ H; z ∈ ρ(H) , (5.11)

where ρ(H0) indicates the resolvent set of H0. We indicate with Gw(x − x′)

the integral kernel of the operator
(
− ∆ − w

)−1
. Its explicit expression is well

known and reads

Gw(x) :=





i
ei
√

w|x|

2
√
w

d = 1

i

4
H

(1)
0

(√
w |x|

)
d = 2

ei
√

w|x|

4π|x| d = 3

with w ∈ C\R
+ ; ℑ(

√
w) > 0

(5.12)
From the spectral properties of the operator −∆, with domainD(−∆) = H2(Rd),
it is easily seen that the spectrum of H0 is only absolutely continuous, in par-
ticular

σpp(H) = ∅ ; σess(H) = σac(H) = [µ,∞), µ = min
σ

(β σ) . (5.13)
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The solution of the Schrödinger equation

i
d

dt
Ψt = H0Ψ

t , (5.14)

with initial datum

Ψt=0 = Ψ0 =
∑

σ

ψ0
σ ⊗Xσ Ψ0 ∈ H , (5.15)

is formally written as e−itH0Ψ0. By using the property of the Laplace transform

L−1
(
L(f)(·+s)

)
(τ) = esτf(τ) we obtain the strongly continuous unitary group

e−itH0 (see, e.g., Th. VIII.7 [75])

Ψt = e−iH0tΨ0 =
∑

σ

U tψ0
σ ⊗ e−iβ σtXσ , (5.16)

where U t : L2(Rd) → L2(Rd) is the generator of the free dynamics for one
particle in d dimensions

(U tf)(x) =
1

(4πit)d/2

∫

Rd

ei
|x−x′|2

4t f(x′)dx′ . (5.17)

The Hamiltonian H0 does not give rise to any interaction among the particle
and the spins and of the spins among themselves.

5.2.2 Point perturbations of H

In this section we use the theory of self-adjoint extensions of symmetric op-
erators to derive the whole family of Hamiltonians that coincide with H on
functions whose support does not contain the set of points where the spins are
placed with the same approach followed in section 3.2 (see also [6] and [76]).
Let us indicate with Y the set {y1, . . . , yN}, where yj ∈ Rd indicates the position
of the j-th spin 1/2. Consider the symmetric operator on H

D(Ĥ) = C∞0 (Rd\Y ) ⊗ SN (5.18)

Ĥ = −∆ ⊗ ISN
+

N∑

j=1

IL2 ⊗ αjSj αj ∈ R (5.19)

Let Nz(Ĥ) = Ker[Ĥ∗ − z] with ℑ(z) 6= 0, where ∗ indicates the adjoint. To

evaluate the deficiency indices of Ĥ, n+(Ĥ) = dim[Ni] and n−(Ĥ) = dim[N−i],
we have to find all the independent solutions of the equation

(Ĥ∗ − z)Φz = 0 z ∈ C\R; Φz ∈ D(Ĥ∗) . (5.20)
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Define Φz =
∑

σ φ
z
σ ⊗Xσ, then equation (5.20) is equivalent to

(
φz

σ, (−∆ − z̄ + β σ)ψ
)

L2
= 0 φz

σ ∈ L2(Rd); ∀ψ ∈ C∞0 (Rd\Y ); z ∈ C\R .

(5.21)
The independent solutions of (5.20) in H are

{
Φz

0jσ = Gz−β σ(· − yj) ⊗ Xσ

Φz
1jσ = (Gz−β σ)′(· − yj) ⊗ Xσ

z ∈ C\R d = 1 (5.22)

Φz
jσ = Gz−β σ(· − yj) ⊗Xσ z ∈ C\R d = 2, 3 (5.23)

where Gw(x), w ∈ C\R+, is defined in (5.12).
(Gw)′ indicates the first derivative of Gw with respect to x

(Gw)′(x) = −sgn(x)
ei
√

w|x|

2
w ∈ C\R

+; ℑ(
√
w) > 0 d = 1 (5.24)

Since the index σ runs over 2N distinct configurations and j = 1, . . . , N , for
d = 1 the deficiency indices are n+ = n− = N2N+1 while for d = 2, 3 one has
n+ = n− = N2N . Von Neumann’s theory ensures that self-adjoint extensions

of Ĥ exist and they are parametrized by the unitary applications between Ni

and N−i. Accordingly the family of operators which are self-adjoint extensions

of Ĥ is characterized by (N2N+1)2 real parameters for d = 1 and by (N2N)2 real
parameters for d = 2, 3.

Let us denote with HU the self-adjoint extension of Ĥ corresponding, via the

von Neumann’s formula, to the unitary application U : Ni(Ĥ) → N−i(Ĥ). In
general, given U , it is not easy to obtain any information about the resolvent
of HU and the behavior of the wave function component of the generic vector
Ψ ∈ D(HU) in the points yj.
Since we want to stress the relation between a given self-adjoint operator and
the coupling between the wave function and the spin placed in yj we charac-
terize the self-adjoint extensions in terms of some generalized boundary con-
ditions satisfied by the wave function component of the vector Ψ.
As it is shown in appendix B there is a one to one correspondence between the

self-adjoint extensions of a given symmetric operator Ĥ and the self-adjoint

linear relations on C
m, where m = n+(Ĥ) = n−(Ĥ). We have reported some

results ( [11]) (see also [68]) where it was showed that, in a very general setting,
a generalized Krein’s formula for the resolvent exists. Such a formula explicitly
gives the resolvent of a self-adjoint extension of a given symmetric operator in
terms of the parameters characterizing the boundary conditions satisfied by
the vectors in its domain. Moreover the generalized formula for the resolvent
avoids the problem of finding the maximal common part of two extensions.
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In the following we use these results to obtain a complete characterization in
terms of generalized boundary conditions of all the self-adjoint extensions of

the operator Ĥ. Moreover we explicitly give a formula for the resolvent of each

self-adjoint extension of Ĥ .
Let use introduce the following notation. With µ we indicate the multi-index
µ = (pjσ) for d = 1 and µ = (jσ) for d = 2, 3. Indices p, p′, p′′ etc. always
assume the values 0 and 1. Indices j, j′ and so on run over 1, . . . , N . With σ, σ′,
etc., we indicate N-dimensional vectors, e.g., (σ1, . . . , σN ) where σj = ±1. As
an example with this notation the vectors in H defined by (5.22) and (5.23) are
shortly referred to as Φz

µ.
In the following δi,j indicates the Kronecker symbol

δi,j =

{
1 i = j

0 i 6= j
(5.25)

moreover
δσ,σ′ = δσ1,σ′

1
. . . δσN ,σ′

N
. (5.26)

Given two m×m matrices A and B, (A|B) indicates the m× 2m block matrix
with the first m columns given by the columns of A and the second m’s given
by the columns of B.

Theorem 5.2.1. (d = 1) Define the operator

D(HAB) =
{

Ψ =
∑

σ

ψσ ⊗ Xσ ∈ H
∣∣∣ ψσ ∈ H2(R\Y ) ∀σ ;

∑

µ′

Aµ,µ′qµ′ =
∑

µ′

Bµ,µ′fµ′ ; (5.27)

q0jσ = ψ′σ(y−j ) − ψ′σ(y+
j ) , q1jσ = ψσ(y−j ) − ψσ(y+

j ) , (5.28)

fpjσ = (−)p
ψ

(p)
σ (y+

j ) + ψ
(p)
σ (y−j )

2
, (5.29)

AB∗ = BA∗ , (A|B) of maximal rank N2N+1
}

(5.30)

HABΨ =
∑

σ

(−∆ + β σ)ψσ ⊗Xσ βj ∈ R , x ∈ R\Y . (5.31)

HAB is self-adjoint and its resolvent, RAB(z) = (HAB − z)−1, is given by

RAB(z) = R(z) +
∑

µ,µ′,µ′′

(
(ΓAB(z))−1

)
µ,µ′Bµ′,µ′′〈Φz̄

µ′′ , · 〉Φz
µ z ∈ ρ(HAB) . (5.32)

Where ΓAB(z) is the N2N+1 ×N2N+1 matrix defined as

ΓAB(z) = BΓ(z) + A . (5.33)
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with
(Γ(z))pjσ,p′j′σ′ = 0 σ 6= σ′

(Γ(z))pjσ,p′jσ = 0 p 6= p′

(Γ(z))0jσ,0j′σ = −Gz−β σ(yj − yj′)

(Γ(z))1jσ,1j′σ = −(z − β σ)Gz−β σ(yj − yj′)

(Γ(z))1jσ,0j′σ = (Gz−β σ)′(yj − yj′) j 6= j′

(Γ(z))0jσ,1j′σ = −(Gz−β σ)′(yj − yj′) j 6= j′ .

(5.34)

Functions Gw(x) and (Gw)′(x) are defined in (5.12) and (5.24).

Proof. Define two linear applications Λ : D(Ĥ∗) → Cm and Λ̃ : D(Ĥ∗) → Cm,
with m = N2N+1. Λ defines the charges qµ in (5.28) by

qµ = (ΛΨ)µ µ = (pjσ) ; Ψ =
∑

σ

ψσ ⊗ Xσ ∈ D(Ĥ∗) . (5.35)

Λ̃ defines fµ in (5.29)

fµ = (Λ̃Ψ)µ µ = (pjσ) ; Ψ =
∑

σ

ψσ ⊗Xσ ∈ D(Ĥ∗) . (5.36)

The linear functionals Λ and Λ̃ correspond to Γ1 and Γ2 defined in [11]. Inte-
grating by parts it follows that

〈Ψ1, Ĥ
∗Ψ2〉 − 〈Ĥ∗Ψ1,Ψ2〉 =

∑

µ

[
(ΛΨ1)µ(Λ̃Ψ2)µ − (Λ̃Ψ1)µ(ΛΨ2)µ

]
(5.37)

for all Ψ1, Ψ2 ∈ D(Ĥ∗). Moreover Λ and Λ̃ are surjective, this implies that the

triple (Cm,Λ, Λ̃) is a boundary value space for Ĥ, see, e.g., [48]. Then from The-

orem 3.1.6 in [48] we obtain that all the self-adjoint extensions of Ĥ correspond

to the restrictions of Ĥ∗ on vectors Ψ satisfying

∑

µ′

Aµ,µ′(ΛΨ)µ′ =
∑

µ′

Bµ,µ′(Λ̃Ψ)µ′ , (5.38)

whereAµ,µ′ andBµ,µ′ are twoN2N+1 matrices satisfying AB∗ = BA∗ (AB∗ Her-
mitian) and (A|B) with maximal rank N2N+1. This proves that the operators
HAB are self-adjoint.
We use the proposition proved in [11] (see also Theorem 10 in [68]) to write
down the resolvent of HAB.
Define γz : Cm → Nz in the following way: γz = (Λ|Nz)

−1. The action of γz on
a vector a ∈ Cm is given by

γza =
∑

µ

aµΦz
µ (5.39)
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where Φz
µ is defined in (5.22). In fact

(ΛΦz
p′j′σ′)pjσ = δσ,σ′δj,j′δp,p′

[
(Gz−β σ)′(0−)− (Gz−β σ)′(0+)

]
= δσ,σ′δj,j′δp,p′ . (5.40)

The adjoint of γz, γ∗z : H → Cm is defined by

(γ∗zΨ)µ = 〈Φz
µ,Ψ〉 (5.41)

in fact

〈Ψ, γza〉 =
∑

pjσ

apjσ

(
ψσ(·), (Gz−β σ)(p)(· − yj)

)

L2
=
∑

pjσ

(γ∗zΨ)pjσapjσ . (5.42)

By straightforward calculations it is possible to show that the matrix Γ(z) =
−Λ̃γz coincides with the definition given in (5.34). From the definition of the
domain of HAB it follows that the free Hamiltonian H is the self-adjoint exten-
sion of H0 corresponding to the choice A = 1 and B = 0. Then γz and Γ(z) are
analytic for z ∈ ρ(H) and

(Γ(z))µ,µ′ − (Γ(w))µ,µ′ = (w − z)〈Φz̄
µ,Φ

w
µ′〉 z, w ∈ ρ(H) . (5.43)

Making use of the result stated in [11] (see also Theorem 10 in [68]) we obtain
that for all z ∈ ρ(H0) ∩ ρ(HAB) the resolvent formula (5.32) holds. Since the
resolvent of HAB is a finite rank perturbation of the resolvent of H we have
σess(H

AB) = σess(H0) = σ(H0) (see, e.g., [7]), and ρ(H)∩ρ(HAB) = ρ(HAB).

Theorem 5.2.2. (d = 2)

D(HAB) :=
{

Ψ =
∑

σ

ψσ ⊗ Xσ ∈ H
∣∣∣ Ψ = Ψz +

∑

σ

qσΦz
σ ; Ψz ∈ D(H0); z ∈ ρ(HAB) ;

∑

σ′

Aσ,σ′qσ′ =
∑

σ′

Bσ,σ′fσ′ ; (5.44)

fσ = lim
|x|→0

[
ψσ(x) +

qσ
2π

ln(|x|)
]

(5.45)

AB∗ = BA∗ , (A|B) of maximal rank N2N (5.46)

(5.47)

HABΨ := H0Ψ
z + z

∑

σ

qσΦz
σ Ψ ∈ D(HAB) . (5.48)

HAB is self-adjoint and its resolvent, RAB(z) = (HAB − z)−1, is given by

RAB(z) = R(z) +
∑

σ,σ′,σ′′

(
(ΓAB(z))−1

)
σ,σ′Bσ′,σ′′〈Φz̄

σ′′ , · 〉Φz
σ z ∈ ρ(HAB) . (5.49)

Where ΓAB(z) is the N 2N ×N 2N matrix

ΓAB(z) = BΓ(z) + A , (5.50)
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with

(Γ(z))jσ,j′σ′ = 0 σ 6= σ′

(Γ(z))jσ,jσ =
ln(

√
z − σβ/2) + γ − iπ/2

2π
(Γ(z))jσ,j′σ = −Gz−β σ(yj − yj′) j 6= j′ .

(5.51)

Proof. Let us give a sketch of the proof, it strictly follows the proof of theorem
5.2.1

Define two linear applications Λ : D(S∗) → C
2 and Λ̃ : D(S∗) → C

2, Λ defines
the coefficient of singularity (the charge) of wave function part of vectors in
D(S∗),

(ΛΨ)σ = qσ = − lim
|x|→0

2π

ln(|x|)ψσ(x) Ψ =
∑

σ

ψσ ⊗ χσ ∈ D(S∗) (5.52)

Λ̃ defines the value in the origin of regular part of wave function, fσ,

fσ = (Λ̃Ψ)σ Ψ =
∑

σ

ψσ ⊗ χσ ∈ D(S∗) . (5.53)

A direct calculation shows that the triple (Cm,Λ, Λ̃) is a boundary value space
for S (see, e.g., Appendix B, [48]), i.e. for all Ψ1, Ψ2 ∈ D(S∗)

〈Ψ1, S
∗Ψ2〉 − 〈S∗Ψ1,Ψ2〉 =

∑

σ

[
(ΛΨ1)σ(Λ̃Ψ2)σ − (Λ̃Ψ1)σ(ΛΨ2)σ

]
(5.54)

and Λ and Λ̃ are surjective. Then all self-adjoint extensions of S are given by
restrictions of S∗ on vectors Ψ satisfying

∑

σ′

Aσ,σ′(ΛΨ)σ′ =
∑

σ′

Bσ,σ′(Λ̃Ψ)σ′ , (5.55)

where A and B are two 2 × 2 matrices satisfying AB∗ = BA∗ and (A|B) with
maximal rank (see e.g. Theorem 3.1.6 in [48]). This proves that operators HAB

are self-adjoint.

Resolvent of HAB comes directly from resolvent formula in [11] (see also The-
orem 10 in [68]).

An analogous theorem holds in the three dimensional case.
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Theorem 5.2.3. (d = 3) Define the operator

D(HAB) =
{

Ψ =
∑

σ

ψσ ⊗ Xσ ∈ H
∣∣∣ Ψ = Ψz +

∑

µ

qµΦz
µ ;

Ψz ∈ D(H0); z ∈ ρ(HAB) ;
∑

µ′

Aµ,µ′qµ′ =
∑

µ′

Bµ,µ′fµ′ ; (5.56)

qjσ = lim
|x−yj|→0

4π |x− yj |ψσ(x) , (5.57)

fjσ = lim
|x−yj |→0

[
ψσ(x) − qjσ

4π |x− yj|
]
, (5.58)

AB∗ = BA∗ , (A|B) of maximal rank N2N
}

(5.59)

HABΨ = H0Ψ
z + z

∑

j,σ

qjσΦ
z
jσ Ψ ∈ D(HAB) . (5.60)

HAB is self-adjoint and its resolvent, RAB(z) = (HAB − z)−1, is given by

RAB(z) = R(z) +
∑

µ,µ′,µ′′

(
(ΓAB(z))−1

)
µ,µ′Bµ′,µ′′〈Φz̄

µ′′ , · 〉Φz
µ z ∈ ρ(HAB) . (5.61)

Where ΓAB(z) is the N2N ×N2N matrix defined as

ΓAB(z) = BΓ(z) + A . (5.62)

with
(Γ(z))jσ,j′σ′ = 0 σ 6= σ′

(Γ(z))jσ,jσ =

√
z − β σ

4πi
(Γ(z))jσ,j′σ = −Gz−β σ(yj − yj′) j 6= j′ .

(5.63)

Function Gw(x) is defined in (5.12).

Proof. The proof of the self-adjointness of HAB is basically the same as in the

one dimensional case. Two linear, surjective applications Λ, Λ̃ : D(Ĥ∗) → Cm

define the charges qjσ and the values fjσ as it was done in the one dimensional
case, see (5.35) and (5.36). The von Neumann decomposition formula (see,

e.g., [76]) gives the following expression for the generic vector in D(Ĥ∗)

Ψ = Ψ0 +
∑

µ

(
aµΦi

µ + bµΦ−i
µ

)
aµ, bµ ∈ C; Ψ0 ∈ D(Ĥ) (5.64)

with Φ±i
µ as in (5.23). The action of Ĥ∗ on its domain can be written as

Ĥ∗Ψ = ĤΨ0 + i
∑

µ

(
aµΦi

µ − bµΦ−i
µ

)
aµ, bµ ∈ C; Ψ0 ∈ D(Ĥ) . (5.65)
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By using the symmetry of Ĥ it is easily proved that, given Ψ1,Ψ2 ∈ D(Ĥ∗)
such that

Ψk = Ψk,0 +
∑

µ

(
ak,µΦ

i
µ + bk,µΦ

−i
µ

)
ak,µ, bk,µ ∈ C; Ψk,0 ∈ D(Ĥ), k = 1, 2

(5.66)
the following relation holds

〈Ψ1, Ĥ
∗Ψ2〉 − 〈Ĥ∗Ψ1,Ψ2〉 =

= 2i
∑

j,j′,σ

(ā1,jσa2,j′σ − b̄1,jσb2,j′σ)
(
Gi−β σ(· − yj), G

i−β σ(· − yj′)
)

L2 .
(5.67)

On the other hand,

(ΛΨk)µ = qk,µ = ak,µ + bk,µ k = 1, 2 (5.68)

and

(Λ̃Ψk)jσ = fk,jσ = i

(
ak,jσ

√
i− β σ

4π
+ bk,jσ

√−i− β σ

4π

)
+

+
∑

j′ 6=j

(
ak,j′σG

i−β σ(yj − yj′) + bk,j′σG
−i−β σ(yj − yj′)

)
k = 1, 2 .

(5.69)

The right hand side of relation (5.37) then reads

∑

µ

[
(ΛΨ1)µ(Λ̃Ψ2)µ − (Λ̃Ψ1)µ(ΛΨ2)µ

]
=

=
i

4π
(ā1,jσa2,jσ − b̄1,jσb2,jσ)(

√
i− β σ −

√
−i− β σ)+

+
∑

j′ 6=j

(ā1,jσa2,j′σ − b̄1,jσb2,j′σ)
(
Gi−β σ(yj − yj′) −G−i−β σ(yj − yj′)

)
.

(5.70)

By using the resolvent identity on
(
Gi−β σ(·−yj), G

i−β σ(·−yj′)
)

L2 , for j 6= j′, and

by direct computation of ‖Gi−β σ‖2
L2 it is shown that (5.67) and (5.70) coincide.

Then, also for d = 3, the triple (Cm,Λ, Λ̃) is a boundary value space and the

restriction of Ĥ∗ to vectors satisfying (5.56) is self-adjoint, we indicate such a
restriction with H̃AB . Assume that Ψ ∈ H̃AB and that it is written as in formula
(5.64), posing

Ψ = Ψz +
∑

µ

qµΦz
µ (5.71)

with
Ψz = Ψ0 +

∑

µ

(aµΦi
µ + bµΦ−i

µ − qµΦz) , (5.72)
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and noticing that qµ = aµ + bµ, it follows that Ψz ∈ D(H0) and that the action
of H̃AB on its domain is given by (5.60). Then HAB is self-adjoint.
Define γz : Cm → Nz as before: γz = (Λ|Nz)

−1. Analogously to the one di-
mensional case, given a vector a ∈ Cm, γza =

∑
µ aµΦz

µ (see Theorem 5.2.1).
Its adjoint is γ∗z : H → C

m, (γ∗zΨ)µ = 〈Φz
µ,Ψ〉. As in the one dimensional case

it is possible to show that the matrix Γ(z) = −Λ̃γz coincides with the defini-
tion given in (5.63). The free Hamiltonian H corresponds to the choice A = 1
and B = 0, and the resolvent formula (5.61) follows as in the one dimensional
case.

If the matrix B is invertible the generalized Krein formula is easily reduced to
the standard formula with one matrix usually denoted with Θ, see [73].
The generalized boundary conditions of the form (5.27) and (5.56) include both
local and non local interactions. In our setting local means that the behavior of
the wave function in the point yj depends only on the state of the spin placed
in the point yj. The sub-family of local Hamiltonians HAB, the only ones gen-
erally considered physically admissible, is obtained by imposing some restric-
tions on the matrices A and B, i.e.

d = 1

Apjσ,p′j′σ′ = Bpjσ,p′j′σ′ = 0 ∀j 6= j′

Apjσ,p′jσ′ = Bpjσ,p′jσ′ = 0 if for some k 6= j, σk 6= σ′k (5.73)

Apjσ,p′jσ′ = apjσj ,p′jσ′
j
; Bpjσ,p′jσ′ = bpjσj ,p′jσ′

j
otherwise

d = 2, 3

Ajσ,j′σ′ = Bjσ,j′σ′ = 0 ∀j 6= j′

Ajσ,jσ′ = Bjσ,jσ′ = 0 if for some k 6= j, σk 6= σ′k (5.74)

Ajσ,jσ′ = ajσj ,jσ′
j
; Bjσ,jσ′ = bjσj ,jσ′

j
otherwise

where the (complex) constants apjσj ,p′jσ′
j
, bpjσj ,p′jσ′

j
(and ajσj ,jσ′

j
, bjσj ,jσ′

j
) are sub-

jected to the restriction (5.30) (and (5.59)).
We give the explicit form of two local Hamiltonians that we consider of special
interest.

Example 5.2.1. δ-like interactions.
Consider the following choice for the matrices A and B

d = 1 d = 2, 3

apjσj ,p′jσ′
j
= δp,p′δσj ,σ′

j
ajσj ,jσ′

j
= αjσj

δσj ,σ′
j

b0jσj ,0jσ′
j
= −2αjσj

δσj ,σ′
j

bjσj ,jσ′
j
= δσj ,σ′

j

bpjσj ,p′jσ′
j
= 0 for p 6= 0 or p′ 6= 0 with αjσj

∈ R

with αjσj
∈ R

(5.75)
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We indicate with Hδ the generic Hamiltonian in this sub-family of local interactions.
For d = 1, the wave function component of the generic state Ψ ∈ D(Hδ) is continuous
but with discontinuous derivative, in particular the following boundary conditions
hold

ψσ(y+
j ) = ψσ(y−j ) ≡ ψσ(yj) , ψ′σ(y+

j ) − ψ′σ(y−j ) = αjσj
ψσ(yj) . (5.76)

For d = 2, 3 the boundary conditions simply read

αjσj
qjσ = fjσ . (5.77)

Comparing the Hamiltonians we define in the one particle case in chapter 3 it is clear
that the Hδ are point interaction Hamiltonians with spin dependent strength. We
would like to stress that such boundary conditions are diagonal in the spin variables.
This means that the χ+ component of the j-th spin affects only the wave function
component relative to the configuration of the spins with the j-th one in the state χ+.
This implies that, given the initial state Ψt=0 = ψ0 ⊗ Xσ, the evolution generated by
Hδ gives Ψt = ψt ⊗Xσ. Here ψt(x) = (U t

βψ
0)(x), where U t

β is a strongly continuous

unitary group in L2(Rd).

Example 5.2.2. Off diagonal interactions.
Let us consider the local interactions defined by

d = 1 d = 2, 3

apjσj ,p′jσ′
j
= δp,p′δσj ,σ′

j
ajσj ,jσ′

j
= σjiα̂jσj

(1 − δσj ,σ′
j
)

b0jσj ,0jσ′
j
= −2σjiα̂jσj

(1 − δσj ,σ′
j
) bjσj ,jσ′

j
= δσj ,σ′

j

bpjσj ,p′jσ′
j
= 0 for p 6= 0 or p′ 6= 0 with α̂jσj

∈ R

with α̂jσj
∈ R

(5.78)

A simple calculation gives the corresponding boundary conditions. For d = 1

ψσ(y+
j ) = ψσ(y−j ) ≡ ψσ(yj)

ψ′σ(y+
j ) − ψ′σ(y−j ) = σjiαjσj

ψ(σ1...σ′
j ...σN )(yj) σ′j 6= σj .

(5.79)

and for d = 3
σjiα̂jσj

qj(σ1...σ′
j ...σN ) = fjσ σ′j 6= σj . (5.80)

The class of Hamiltonians proposed in this second example are the simplest off diagonal
ones. The interaction with the particle induces the spins to evolve towards a superpo-

sition state also when the initial state is such that every spin is in an eigenstate of σ̂
(1)
j ,

Ψt=0 = ψ0 ⊗ Xσ.

We regard as useful to give, at least in the simplest case of one spin, the explicit
expression of the resolvent of the Hamiltonians proposed in examples 5.2.1
and 5.2.2. This is done in the following:
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Example 5.2.3. One spin in dimension three.
Let us consider the case of one spin in dimension three placed in the point y ∈ R3.
We indicate with Rδ(z) the resolvent of the Hamiltonian Hδ defined in example 5.2.1
when N = 1. The resolvent Rδ(z) can be written as

Rδ(z) =
[
Gz−β +

4πi√
z − η + 4πiα+

Gz−β(· − y)Gz−β(y − ·)
]
⊗ (χ+, ·)C2χ++

+
[
Gz+β +

4πi√
z + β + 4πiα−

Gz+β(· − y)Gz+β(y − ·)
]
⊗ (χ−, ·)C2χ− .

(5.81)
The expressions in the square brackets are identical to the resolvent of the operator
formally written as “−∆ + βσδy” in dimension three (see [9]). Then all the results
concerning the delta-potential in dimension three can be adapted to Hδ. Let us recall

that the generator of the dynamics can be formally written as e−iHδt = −L−1
(
(Hδ −

·)−1
)
(−it), then, due to the presence of the projectors (χ+, ·)C2χ+ and (χ−, ·)C2χ− the

dynamics generated by Hδ is factorized in the spin components.
Let us indicate with Hod the Hamiltonian corresponding to the one defined in example
5.2.2, in dimension three and with N = 1. Its resolvent can be explicitly written with
the following large formula

Rod(z) = Gz−β ⊗ (χ+, ·)C2χ+ +Gz+β ⊗ (χ−, ·)C2χ−+

− 4πi
√
z + β

(4π)2α̂+α̂− −√
z − β

√
z + β

Gz−β(· − y)Gz−β(y − ·) ⊗ (χ+, ·)C2χ++

− 4πi
√
z − β

(4π)2α̂+α̂− −√
z − β

√
z + β

Gz+β(· − y)Gz+β(y − ·) ⊗ (χ−, ·)C2χ−+

− iα̂+

(4π)2α̂+α̂− −√
z − β

√
z + β

Gz−β(· − y)Gz+β(y − ·) ⊗ (χ−, ·)C2χ++

+
iα̂−

(4π)2α̂+α̂− −√
z − β

√
z + β

Gz+β(· − y)Gz−β(y − ·) ⊗ (χ+, ·)C2χ−+

(5.82)

The terms (χ−, ·)C2χ+ and (χ+, ·)C2χ− indicate that, in such a case, the dynamics
cannot be factorized in the spin components. Furthermore there are not “ready to use”
formulas that can be used to evaluate the spectrum or the propagator of Hod.
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Chapter 6

A model for a tracking chamber

Introduction

In the previous chapter we introduced a family of Hamiltonians describing the
dynamics of a quantum system consisting of one particle in interaction with
an array of localized spins.

We have found and made explicit different self-adjoint extensions of the free
Hamiltonian corresponding to different physical models of interaction between
the particle and the spins. We have seen that is possible to characterize partic-
ular subfamilies of extensions according to different features of the dynamics
they generate, in particular we identified the sub-family of δ-like Hamiltoni-
ans. In this case the spin dynamics is unaffected by the interaction, the particle
“feels” zero-range forces whose strength depends on the value of some spin
component of the localized spin.

In this chapter our aim is to build up simple models for a quantum measure-
ment apparatus detecting “the trajectory” of a quantum particle. In a seminal
paper [66] Sir Neville Mott was looking for an explanation of the appearance
of sharp classical-like tracks in particle detectors in high energy Physics ex-
periments. Mott’s paper remained almost unnoticed till the second half of the
last century when a renewed interest in the measurement problem showed
up in the community of theoretical physicists. Since that time the possibility to
understand at least some qualitative features of the measurement process thor-
oughly inside the framework of Quantum Mechanics, without relying on any
“reduction of the wave packet” postulate, has been matter of debate in funda-
mental and applied Theoretical Physics (see, e.g., [52], [57], [38], [5], [4], [27]).

We present in this chapter a model of a tracking chamber in which the detec-
tors are represented by spins placed in fixed positions of space and the interac-
tion between the particle and the spins is modelled by a zero range potential.
The Hamiltonian is chosen among the ones characterized in the previous chap-
ter for the three dimensional case. The knowledge of the resolvent and of the
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spectrum allows to avoid perturbation theory.

In the same spirit of Mott’s paper we consider the easiest case where the model
tracking chamber is made of only two spins. We prove that given an initial
state with the particle described by an outgoing spherical wave function cen-
tered in the origin and the spins both in the state down, the probability to find
the spins both in the state up as t goes to infinity has a maximum when the
positions of the spins are aligned with the origin.

6.1 The model

The system under analysis consists of one quantum particle in R3 and two
spins 1/2 placed in fixed positions of space, we indicate with y1, y2 ∈ R3 the
positions of the two spins.

Our system will be described in the Hilbert space

H = L2(R3) ⊗ C
2 ⊗ C

2 . (6.1)

According to the results of last chapter rephrased in the case of a two spin
system, we indicate with a capital Greek letter a vector in H; given Ψ ∈ H the
following decomposition formula holds

Ψ =
∑

σ

ψσ ⊗Xσ , (6.2)

where σ indicates the two-components vector σ = (σ1, σ2) with σ1, σ2 = ± and
the sum runs over all the possible choices of σ1 and σ2. The vector Xσ in C2⊗C2

is defined by

Xσ = χσ1 ⊗ χσ2 (6.3)

In our model of a tracking chamber the spins are detectors for the position
of the particle. For this reason, among all the Hamiltonians that are point
perturbations of H we chose the simplest ones generating a dynamics such
that the two spins change their states as a consequence of the interaction with
the particle, that is the ones described in section 5.2.2.

Now we give the characterization of the Hamiltonian: the domain of Hα and
its action clarifies some details of the interaction between the particle and the
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spins

D(Hα) =
{

Ψ =
∑

σ

ψσ ⊗ Xσ ∈ H : Ψ = Ψz +
∑

j,σ

qjσ
ei
√

z−β σ|·−yj |

4π| · −yj|
⊗ Xσ;

Ψz ∈ D(H0), z ∈ ρ(Hα), ℑ
√
z − β σ > 0, qjσ ∈ C,

lim
|x−y1|→0

(
ψ(±,σ2)(x) −

q1(±,σ2)

4π|x− y1|
)

= ±iαq1(∓,σ2)

lim
|x−y2|→0

(
ψ(σ1,±)(x) −

q2(σ1,±)

4π|x− y2|
)

= ±iαq2(σ1,∓)

}

(6.4)

HαΨ = H0Ψ
z + z

∑

j,σ

qjσ
ei
√

z−β σ|·−yj|

4π| · −yj |
⊗ Xσ ; Ψ ∈ D(Ĥ) . (6.5)

Following the standard terminology used for the point perturbations of the
Laplacian we refer to the constants qjσ as charges. Notice that

qjσ = lim
|x−yj |→0

4π|x− yj|ψσ(x) =
∑

j′,σ′

(Γα(z))−1
jσ,j′σ′ ψ

z
σ′(yj′) (6.6)

then qjσ is related to the coefficient of the singular term in the point yj of the
wave function part of the state Ψ relative to the configuration of the spins de-
fined by σ.

6.2 Scattering theory

To analyze the state of the system when t goes to infinity we will make use of
scattering theory. In this section we introduce some notation and we state the
main results about scattering theory for the pair of Hamiltonians Hα and H0.
Since H0 and Hα are two different self-adjoint extensions of the same symmet-
ric operator with finite deficiency indices, the wave operators

W± = s - lim
t→±∞

eiHαte−iH0t (6.7)

exist and are complete (see, e.g., Lemma 4.2.1 in [7]).

Proposition 1. Assume that (|y1 − y2|α)−1 ≪ 1 and α2 ≫ β then there are no
eigenvalues embedded in the continuous spectrum.

Proof. By a direct calculation one can show that

Det
[
Γα(z)

]
=

(
α2 +

√
z
√
z + 2β

(4π)2

)2(
α2 +

√
z
√
z − 2β

(4π)2

)2

+O
(
(|y1 − y2|α)−2

)
.

(6.8)
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Then the following series expansions hold for the eigenvalues, λ1 and λ2, of
Hα

λ1 = β −
√
β2 + (4πα)4 +O

(
(|y1 − y2|α)−2

)

λ2 = −β −
√
β2 + (4πα)4 +O

(
(|y1 − y2|α)−2

)
,

(6.9)

for α2 ≫ β both λ1 and λ2 are less than −2β.

In the following we will assume that the hypothesis of proposition 1 are satis-
fied, in this way we will avoid the occurrence of eigenvalues embedded in the
continuous spectrum for the Hamiltonian Hα.
With L2([σ β,∞),Ω) we indicate the Hilbert space with scalar product

(ψ1, ψ2)L2([σ β,∞),Ω) =

∫ ∞

σ β

dλ

∫

Ω

dωψ1(λ, ω)ψ2(λ, ω) (6.10)

where Ω is the solid angle.
Define the map

Fα : H →
⊕

σ

L2([σ β,∞),Ω) (6.11)

FαΨ :=
⊕

σ

〈Φσ
α,Ψ〉 =

⊕

σ

ψ̃σ
α (6.12)

where

Φσ
α(λ, ω) =

(λ− β σ)
1
4

4π
3
2

[
ei
√

λ−β σω · ⊗ Xσ+

+
∑

j′,σ′,j

(Γα(λ))−1
j′σ′,jσe

i
√

λ−β σωyj
e−i

√
λ−β σ′|·−yj′ |

4π| · −yj′|
⊗ Xσ′

]
; λ ≥ σ β , λ ≥ σ′ β ,

(6.13)
and

Φσ
α(λ, ω) =

(λ− β σ)
1
4

4π
3
2

[
ei
√

λ−β σω · ⊗ Xσ+

+
∑

j′,σ′,j

(Γα(λ))−1
j′σ′,jσe

i
√

λ−β σωyj
e−

√
β σ′−λ|·−yj′ |

4π| · −yj′|
⊗ Xσ′

]
; λ ≥ σ β , λ ≤ σ′ β ,

(6.14)
with

(Γα(λ))j′σ′,jσ = lim
ε→0+

(Γα(λ− iε))j′σ′,jσ . (6.15)

Under the assumptions of proposition 1 the essential spectrum of Hα is only
absolutely continuous and coincides with [β σ,+∞). We denote by Pσac(Hα) the
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projector on the continuous part of the spectrum of Hα. The map Fα is unitary
on Hac(Hα), where Hac(Hα) = Pσac(Hα)H, and its inverse is

F−1
α :

⊕

σ

L2([σ β,∞),Ω) → Hac(Hα) (6.16)

F−1
α

⊕

σ

ψ̃σ
α =

∑

σ

∫ ∞

σ β

dλ

∫

Ω

dωΦσ
α(λ, ω)ψ̃σ

α(λ, ω) . (6.17)

Define the map F : H →
⊕

σ

L2([σ β,∞),Ω)

FΨ :=
⊕

σ

〈Φσ,Ψ〉 =
⊕

σ

ψ̃σ (6.18)

where

Φσ(λ, ω) =
(λ− β σ)

1
4

4π
3
2

ei
√

λ−β σω · ⊗Xσ λ > σ β , (6.19)

the map F is unitary on H and its inverse is F−1 :
⊕

σ L
2([σ β,∞),Ω) → H

F−1
⊕

σ

ψ̃σ =
∑

σ

∫ ∞

σ β

dλ

∫

Ω

dωΦσ(λ, ω)ψ̃σ(λ, ω) . (6.20)

Given Ψ ∈ Hac(Hα), the wave operator W−1
+ : Hac(Hα) → H is given by

W−1
+ = F−1Fα . (6.21)

Given Ψ ∈ Hac(Hα), W−1
+ satisfies

lim
t→+∞

‖e−iHαtΨ − e−iH0tW−1
+ Ψ‖ = 0 . (6.22)

6.3 Asymptotic estimates

Consider the initial state

Ψ0 = ψ0 ⊗ X(−,−) ; with ψ0(x) = ψ0(|x|). (6.23)

In our setting ψ0(|x|) is a spherical wave function traveling out from the origin
O.
In the spirit of the result of Mott we want to show that the large-time proba-
bility of having both spins flipped is maximal if the spins lie on a straight line
passing through the origin. We assume that the initial state is orthogonal to
the eigenfunctions of Hα, i.e.,

Pσac
(Hα)Ψ0 = Ψ0 . (6.24)
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Define Ψt := e−iHαtΨ0, we denote by ψt
(+,+)(x) the function

ψt
(+,+)(x) := (Ψt,X+,+)C2⊗C2 . (6.25)

The asymptotic probability to find both the spin in the state up is

P := lim
t→+∞

‖ψt
(+,+)‖L2 . (6.26)

Proposition 1. Take Ψ0 like in (6.23). Assume that Ψ0 satisfies condition (6.24)
and that supp[ψ0] ⊆ [0, R], with R < |yj|, j = 1, 2. Assume moreover that (|y1 −
y2|α)−1 ≪ 1, α2 ≫ β and |y2| = |y1| + δ, with δ > 0 and δ ≪ |y2|. Then P has its
maximum in correspondence of the minimum of |y1 − y2|.

Proof. Define Ψ0
a := W−1

+ Ψ0 and Ψt
a := e−iH0tΨ0

a.
From formula (6.22) one obtains

lim
t→+∞

‖Ψt − Ψt
a‖ = lim

t→+∞

∑

σ

‖ψt
σ(·) − ψt

a,σ(·)‖L2 = 0 (6.27)

then
lim

t→+∞
‖ψt

σ(·) − ψt
a,σ(·)‖L2 = 0 ∀σ (6.28)

Since
e−iH0tΨ0 =

∑

σ

U tψ0
σ ⊗ e−iβ σXσ , (6.29)

with U t = e−i(−∆)t, and U t is unitary in L2(R3)

P = lim
t→+∞

‖ψt
(+,+)‖L2 = lim

t→+∞
‖ψt

a,(+,+)‖L2 = ‖ψ0
a,(+,+)‖L2 = ‖(W−1

+ Ψ0)(+,+)‖L2

(6.30)
From the definition of W−1

+

‖(W−1
+ Ψ0)(+,+)‖L2 =

∫

R3

dx

∣∣∣∣
∫ +∞

2β

dλ

∫

Ω

dωφ(+,+)(x;λ, ω)〈Φ(+,+)
α (λ, ω),Ψ0〉

∣∣∣∣
2

(6.31)

=

∫ +∞

2β

dλ

∫

Ω

dω
∣∣∣〈Φ(+,+)

α (λ, ω),Ψ0〉
∣∣∣
2

(6.32)

where

φ(+,+)(x;λ, ω) =
(λ− 2β)

1
4

4π
3
2

ei
√

λ−2βωx , (6.33)

and we used the fact that

∫

R3

dx

∣∣∣∣
∫ +∞

2β

dλ

∫

Ω

dωφ(+,+)(x;λ, ω)f̃(λ, ω)

∣∣∣∣
2

=

∫ +∞

2β

dλ

∫

Ω

dω
∣∣∣f̃(λ, ω)

∣∣∣
2

(6.34)
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From the definition of the generalized eigenfunctions (6.13), we obtain that for
λ ≥ 2β

〈Φ(+,+)
α (λ, ω),Ψ0〉 =

(λ− 2β)
1
4

4π
3
2

∑

j,j′

(
Γα(λ)

)−1

j′−−,j++
e−i
√

λ−2βωyj

∫

R3

dx
ei
√

λ+2β|x−yj′ |

4π|x− yj′|
ψ0(|x|) .

(6.35)
Let us pose

F (λ; |yj′|) :=

∫

R3

dx
ei
√

λ+2β|x−yj′ |

4π|x− yj′|
ψ0(|x|) . (6.36)

By a direct calculation one can verify that
(
Γα(λ)

)−1

1−−,1++
=
(
Γα(λ)

)−1

2−−,2++

and
(
Γα(λ)

)−1

1−−,2++
=
(
Γα(λ)

)−1

2−−,1++
. Let us denote by

A(λ) :=
(
Γα(λ)

)−1

1−−,1++
=
(
Γα(λ)

)−1

2−−,2++
(6.37)

B(λ) :=
(
Γα(λ)

)−1

1−−,2++
=
(
Γα(λ)

)−1

2−−,1++
(6.38)

Under our assumptions on the support of the initial state we obtain

F (λ; |yj′|) =
ei
√

λ+2β|yj′ |

|yj′|
f(λ) , (6.39)

where

f(λ) :=
1√

λ+ 2β

∫ R

0

d|x| |x| sin(
√
λ+ 2β|x|)ψ0(|x|) . (6.40)

Then

|〈Φ(+,+)
α (λ, ω),Ψ0〉|2 =

|√λ− 2β|
16π3

|f(λ)|2
∣∣∣∣A(λ)

(
e−i
√

λ−2βωy1+i
√

λ+2β|y1|

|y1|
+
e−i
√

λ−2βωy2+i
√

λ+2β|y2|

|y2|

)
+

+B(λ)

(
e−i
√

λ−2βωy1+i
√

λ+2β|y2|

|y2|
+
e−i
√

λ−2βωy2+i
√

λ+2β|y1|

|y1|

)∣∣∣∣
2

(6.41)
Under the assumption (|y1 − y2|α)−1 ≪ 1 one can see that A(λ) = O

(
(|y1 −

y2|α)−2
)

while B(λ) = O
(
(|y1 − y2|α)−1

)
, in particular

B(λ) = − e−i
√

λ|y1−y2|(4πα)3

(
(4πα)2 −

√
λ
√
λ+ 2β

)(
(4πα)2 −

√
λ
√
λ− 2β

) 1

|y1 − y2|α
+O
(
(|y1−y2|α)−3

)
.

(6.42)
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By assuming that |y2| = |y1| + δ, with δ > 0 and δ ≪ |y2|, and tacking account
of the estimate (6.42) one obtains the following estimate for the probability P

P =
64(4πα)4

|y2|2|y1 − y2|2
∫ ∞

2β

√
λ− 2β |f(λ)|2

(
(4πα)2 +

√
λ
√
λ+ 2β

)2(
(4πα)2 +

√
λ
√
λ− 2β

)2×

×
(

1 + cos(
√
λ+ 2βδ)

sin(
√
λ− 2β|y1 − y2|)√
λ− 2β|y1 − y2|

)
dλ+O

(
(|y1 − y2|α)−3, (δ/|y2|)

)
.

(6.43)
The statement of the proposition follows from the fact that the function

1

L2

(
1 + cos(

√
λ+ 2βδ)

sin(
√
λ− 2βL)√
λ− 2βL

)
(6.44)

is decreasing in L.

Proposition 1 indicates that if the positions of the spins are such that |y2| =
|y1|+δ with δ > 0 and δ ≪ |y2| then the probability to find both the spins in the
state up has a maximum when their distance y1−y2 has a minimum. In partic-
ular this indicates that if the distances |y1| and |y2| are fixed the configuration
in which the probability P has a maximum corresponds to the configuration
in which the spin are aligned with the origin.

In figure it is plotted the probability P when the initial state is of the form

ψ0(|x|) = N
e−

|x|2

2s2
+ik0|x|

|x| N =
1√

2sπ
3
4

, (6.45)

with s > 0 and k0 > 0, in a setting in which |y1| and |y2| are fixed. On the x-axis
of the plot there is the angle θ between y1 and y2, the plot clearly shows that
the probability has a maximum when θ = 0
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Part III

Resonances
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Chapter 7

Resonances

In the last years many important works (see for example [15], [50]) were ad-
dressing the study of the spectral properties of non relativistic electrons in a
atom, minimally coupled to the quantized electromagnetic field. The main re-
sults were: existence and uniqueness of a ground state and that the excited
bound states of the unperturbed system become unstable and turn into reso-
nances when the electrons are coupled with the radiation field. Resonances
are related to the well known phenomenon of spontaneous emission; in the
physics literature this problem is usually analyzed in time dependent pertur-
bation theory, where a periodic potential is chosen to take the role of the elec-
tromagnetic interaction. Main results of the theory is the well known Fermi
Golden Rule ( [70]) expressing the decay rates of the metastable states.

From a mathematical point of view resonances were the object of many in-
vestigations ( [34], [58], [55]). These studies suggest that the appearance of
metastable states comes as a consequence of a perturbation of Hamiltonian
with eigenstates embedded in the continuous part of the spectrum. When the
perturbation is switched on these eigenvalues can disappear and turn into res-
onances.

In chapter 5 we characterized a family of selfadjoint Hamiltonians generating
the dynamics of a quantum particle interacting, via zero range forces, with an
array of localized quantum systems with a finite number of energy levels. With
this family of Hamiltonians we can describe and analyze a system made up of
a localized quantum bit (a model-atom) in interaction with a non relativistic
quantum particle.

The analysis of the appearance of resonances and their time decay will pro-
ceed as follows. First we define an “unperturbed” Hamiltonian Hα belonging
to the family we introduced in chapter 5. We chose parameters in Hα in such a
way that the spectrum of Hα has one eigenvalue embedded in the continuous
spectrum. Then we define Hamiltonian Hǫ, always in the same family, that are
small perturbations (in resolvent sense) of Hα. We will show that the ground
state move slightly in energy and the embedded eigenvalue moves into a res-
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onance. Finally we estimate the decay times of such resonances.
It is shown that all the various characterizations of resonances discussed re-
cently [34], [58], [55] apply in our model. The extension of our results to
any multilevel localized system is straightforward . The generalization to the
case of a large number of non relativistic particles interacting with the local-
ized q-bit seems straightforward and is in progress. The model discussed
here appears as a simplified non-relativistic version of the system analyzed
in [15], [50]. In spite of their simplicity the Hamiltonians we define in the
following show interesting spectral features considered to be typical of more
complex and realistic systems.

7.1 Notation

In this section we review notation and results of chapter 5 when the quantum
system consists of one particle interacting with one spin.
A localized two levels system is well depicted by a spin 1/2 placed in a fixed
position of space, i.e. a unitary vector in C

2. Without losing ingenerality we
assume that the spin is placed in y = 0. The state of the spin is represented by
a linear superposition aχ+ + b χ−, with a, b ∈ C and |a|2 + |b|2 = 1.
The natural Hilbert space for a system made up of one particle in dimension d
and one spin 1/2 is

H := L2(Rd) ⊗ C
2 d = 1, 2, 3 . (7.1)

We denote by a capital Greek letter the generic vector in H. Ψ ∈ H can be
written in the following form

Ψ =
∑

σ

ψσ ⊗ χσ , (7.2)

where the sum runs over σ = ±.
Hamiltonians Hα and Hǫ will be defined as self-adjoint extensions of an as-
signed symmetric operator, in the way we presented in chapter 5 (see Theorem
5.2.1, Theorem 5.2.2 and Theorem 5.2.3), relative to suitable choices of matrices
A and B.

7.2 Unperturbed Hamiltonian

Definition 1. Let −∞ < α 6 ∞, then

D(Hα) :=
{

Ψ ∈ H
∣∣∣ Ψ = Ψz +

∑

σ

qσΦz
σ ; Ψz =

∑

σ

ψz
σ ⊗ χσ ∈ D(H0); z ∈ ρ(Hα) ;

qσ = −αfσ , d = 1 ; αqσ = fσ , d = 2 ; αqσ = fσ , d = 3
}

(7.3)
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HαΨ := H0Ψ
z + z

∑

σ

qσΦz
σ Ψ ∈ D(Hα) . (7.4)

Self-adjointness of Hα comes directly from Theorem 5.2.1, Theorem 5.2.2 and
Theorem 5.2.3 by taking A = I2 and B = −αI2 for d = 1, A = αI2 and B = I2

for d = 2, 3. In this way the Hamiltonian Hα defines a dynamics such that the
particle “feels” the qubit as a δ-like potential of strength α centered in x = 0.
The explicit formula for resolvent of Hα, as it was given in chapter 5, reads

Rα(z) = R(z) +
∑

σ,σ′

(
(Γ0(z))

−1
)

σ,σ′〈Φz̄
σ′ , · 〉Φz

σ z ∈ C\R , (7.5)

where R(z) = (H0 − z)−1 (H0 is defined in (5.9)) and

Γα(z) =



− i

2
√
z − β

− 1

α
0

0 − i

2
√
z + β

− 1

α


 d = 1

(7.6)

Γα(z) =




ln(
√
z − β/2) + γ − iπ/2

2π
+ α 0

0
ln(

√
z + β/2) + γ − iπ/2

2π
+ α


 d = 2

(7.7)

Γα(z) =




√
z − β

4πi
+ α 0

0

√
z + β

4πi
+ α


 d = 3 .

(7.8)

Let us characterize the spectum of Hα

Theorem 7.2.1 (Spectrum of Hα). For d = 1, 2, 3 the essential spectrum1 is given
by

σess(Hα) = [−β,+∞) . (7.9)

For d = 1, 2, 3 the point spectrum is given by the real roots of equation det Γα(z) = 0.

d = 1. If 0 6 α <∞ the point spectrum is empty. If −∞ < α < 0 the point spectrum
consists of two simple eigenvalues given by

Eα,− = −β − α2

4
; Eα,+ = β − α2

4
. (7.10)

1For a definition of essential spectrum see [75], pg 236.
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For all −∞ < α < 0 the lowest eigenvalue, Eα,−, is below the threshold of
the essential spectrum. For α < −2

√
2β also the second eigenvalue, Eα,+, is

below the threshold of the essential spectrum, in such a case the point spectrum
is only discrete and the essential spectrum is only absolutely continuous. If
−2

√
2β 6 α < 0 the upper eigenvalue is embedded in the continuous spectrum,

−β 6 Eα,+ < β.

d = 2. For all −∞ < α < ∞ the point spectrum consists of two simple eigenvalues
given by

Eα,− = −β − 4e−2(2πα+γ) ; Eα,+ = β − 4e−2(2πα+γ) . (7.11)

The lowest eigenvalue, Eα,−, is always below the threshold of the essential spec-

trum. For −∞ < α < −(ln(
√
β/2) + γ)/(2π) also the second eigenvalue,

Eα,+, is below the threshold of the essential spectrum, in such a case the point
spectrum is only discrete and the essential spectrum is only absolutely continu-

ous. If −(ln(
√
β/2) + γ)/(2π) 6 α <∞ the second eigenvalue is embedded in

the continuous spectrum, −β 6 Eα,+ < β.

d = 3. If 0 6 α <∞ the point spectrum is empty. If −∞ < α < 0 the point spectrum
consists of two simple eigenvalues given by

Eα,− = −β − (4πα)2 ; Eα,+ = β − (4πα)2 . (7.12)

The lowest eigenvalue,Eα,−, is always below the threshold of essential spectrum.
For −∞ < α < −√

2β/(4π) also the second eigenvalue, Eα,+, is below the
threshold of essential spectrum, in such a case the point spectrum is only discrete
and the essential spectrum is only absolutely continuous. If −√

2β/(4π) 6 α <
0 the second eigenvalue is embedded in the continuous spectrum, −β 6 Eα,+ <
β.

Proof.

The spectrum ofHα is easily obtained from (7.5) and from the spectral structure
of the “free” Schrödinger operator H0. The Weyl’s theorem ( [75], p.112 ) imply
that the essential spectrum of Hα and Hǫ coincides. The point spectrum of H0

is empty, and from the resolvent we have that the point spectrum is given only
by the zeros of the determinant of Γα(z).

Let us assume that, in any dimension, parameters are chosen so that there are
two eigenvalues and that the upper one is embedded in the continuos part of
the spectrum, like in the following figure
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Figure 7.1: The bound state Eα,− is below the threshold of the continuos spec-
trum where the eigenvalue Eα,+ is embedded

7.3 Turning to resonances, perturbation of the diag-

onal interaction

In the same way as we did for Hα we define Hǫ

Definition 2 (Hǫ). Let −∞ < α 6 ∞ and 0 < ε ≪ α, then

D(Hǫ) :=
{

Ψ ∈ H
∣∣∣ Ψ = Ψz +

∑

σ

qσΦz
σ ; Ψz =

∑

σ

ψz
σ ⊗ χσ ∈ D(H0); z ∈ ρ(Hǫ) ;

q± = −αf± − εf∓ d = 1 ;

αq± + εq∓ = f± d = 2 ;

αq± + εq∓ = f± d = 3
}

(7.13)

HǫΨ := H0Ψ
z + z

∑

σ

qσΦz
σ Ψ ∈ D(Hǫ) . (7.14)

Let us consider a perturbation ofH0,Hǫ such that the operatorHǫ is self-adjoint
and its resolvent, Rε(z) := (Hǫ − z)−1, is given by

Rε(z) = R(z) +
∑

σ,σ′

(
(Γε(z))

−1
)

σ,σ′〈Φz̄
σ′ , · 〉Φz

σ z ∈ ρ(Hǫ) , (7.15)

where

Γε(z) :=

(
1

2i
√

z−β
− 1

α
ε

ε 1
2i
√

z+β
− 1

α

)
d = 1 (7.16)

Γǫ(z) =




1
2π

ln

√
η(z−β)

i
iǫ

−iǫ 1
2π

ln

√
η(z+β)

i


 d = 2

Γǫ(z) =




√
z−β
4πi

− α iǫ

−iǫ
√

z+β
4πi

− α


 d = 3

85



with C real constant.
Comparing (7.5) and (7.15) it is clear that Hǫ has a resolvent that is a small
perturbation of the resolvent Hα. In the next section we study the modification
of the spectral structure due to the perturbation.

Resonances

In the following the spectral properties of Hǫ near Eα,+ are analyzed when ε is
“small enough” in a sense that will depend on the dimension. In d = 3 we will
mean that ǫ2/|α|2 ≪ 1.
Eigenvalues of Hǫ are real solutions of equation det Γε(λ) = 0.
It is very easy to check that a real solutions λ of the equation is a continuos
function of ǫ moving slightly from its position Eα,− from ǫ = 0.
Up to the second order in ǫ2

λ = Eα,− − 64π3α2

β
: ǫ2

.
We are interested in what happens around Eα,+. To this aim we consider only
the values of λ in the interval −β < λ < β. We will give details only for the
case d = 3.
In this case we have to solve

(
i
√
λ− β + 4πα

)(
i
√
λ+ β + 4πα

)
+ (4πε)2 = 0 . (7.17)

taking into account the signum of the imaginary part of the square root we can
rewrite the (7.17) as

−i
√
β2 − λ2 − 4πα

√
β − λ+ 4πα+i

√
β + λ+ (4π)2(α2ǫ2) = 0

which can be easily showed that have no zeros between −β and β with ǫ 6= 0
Let us look for complex solutions of the eigenvalue equation

(√
β − λ

4π
− α

)(√
β + λ

4π i
− α

)
= ǫ2 (7.18)

With the following position

ξ =

(√
β − λ

4π
− α

)
η = −

(√
β + λ

4π i
− α

)

the equation reads

ξ = −ǫ
2

η

We define the following recurrence procedure
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ξ = 0 ⇒
{

λ0 = β − (4πα)2

η0 = i

√
2β−(4πα)2

aπ
+ α

{
ξk = − ǫ2

ηk

ηk = α + i

√
2β−[4π(ξk−1α)]2

4π

(7.19)

From the definition we have that |ηk| > α and |ξk| < ǫ2

α
and being

ξk+1 − ξk =
ǫ2

ηk ηk+1
(ηk+1 − ηk)

we also have

|ξk+1 − ξk| 6
ǫ2

α2
|ηk+1 − ηk| (7.20)

Now we use the following estimate

√
2β − p2 −

√
2β − q2 =

∫ q

p

s√
2β − s2

ds 6 |p− q| sup(p, q) sup

(
1√

2β − s2

)

to obtain

|ηk+1 − ηk| =

∣∣∣∣∣

√
2β − [4π(ξkα)]2

4π
−
√

2β − [4π(ξk−1α)]2

4π

∣∣∣∣∣

6 |ξk − ξk−1|
ǫ2

α
C

(7.21)

From (5) and (6)

|ξk+1 − ξk| 6
ǫ2

α2
|ηk+1 − ηk| 6 |ξk − ξk−1|

ǫ4

α3
C

Summing the series

|ξ∞ − ξ0| 6
|ξ1 − ξ0|
1 − Cǫ4

α3

with

ξ1 − ξ0 =
4πiα

√
2β − (4πα)2

(
α + i

4π

√
2β − (4πα)2

)3 ǫ
4 +O(ǫ6)

At the first order

ξ0 = − ǫ
2

η0
= −

ǫ2
(
α− i

√
2β−(4πα)2

4π

)

2β
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so that at the order ǫ2 the location of the zero is

λres = β − [4π(ξ + α)]2

= β − (4πα)2

[
1 − (4παǫ)2

β

]
− i

α

β
(4π)3

√
2β − (4πα)2ǫ2

= x0 − iγ

with a negative imaginary part.
Notice that the result comes from an expansion on the real axis of

√
β − z

around E0,+. A negative imaginary part of the result means that the solution
λ is in the second Riemann sheet, just below the real axis (arg(λ) ≃ 4π) The
analysis of resonances can be done also using numerical methods. In this way
we have obtained the following plots showing the value of the imaginary part
of the resonances as function of ǫ for d = 1, 2, 3

Figure 7.2: Imaginary part of λres as function of ǫ in R3

Figure 7.3: Imaginary part of λres as function of ǫ in R
2
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Figure 7.4: Imaginary part of λres as function of ǫ in R

7.4 Exponential Decay

We started with an Hamiltonian with two true eigenvalues, one of which em-
bedded in the continuos part of the spectrum. The time evolution relative to
the Hamiltonian Hα of the relative eigenstate would amount to a phase factor.
When we switch on the perturbation we proved, in dimension d = 3, that this
eigenvalue “becomes complex”. The name given to “complex eigenvalues”
close to real axis, in the second Riemann sheet, is resonances. The presence of
resonances strongly modifies the local structure of the spectral density giving
important effects in a scattering event around that energy.
We will analyze this problem in a specific case. Again we limit the details to
the case d = 3.
From the explicit form of the resolvent we obtain the following expression for
the generalized eigenfunctions ofHǫ (the bounded solutions of (Hǫ−λ)Φλ = 0):

Φλ
(1)(ω) =

√
λ− β

4π3/2


eiω

√
λ−βx ⊗ χ+ +

√
λ+β
4πi

− α(√
λ−β
4πi

− α
)(√

λ+β
4πi

− α
)
− ǫ2

ei
√

λ−β|x|

4π|x| ⊗ χ++

+
iǫ(√

λ−β
4πi

− α
)(√

λ+β
4πi

− α
)
− ǫ2

ei
√

λ+β|x|

4π|x| ⊗ χ−



 λ > β, ω ∈ S2

Φλ
(2)(ω) =

√
λ+ β

4π3/2


eiω

√
λ+βx ⊗ χ− +

√
λ−β
4πi

− α(√
λ−β
4πi

− α
)(√

λ+β
4πi

− α
)
− ǫ2

ei
√

λ+β|x|

4π|x| ⊗ χ−+

+
ıǫ(√

λ−β
4πi

− α
)(√

λ+β
4πi

− α
)
− ǫ2

ei
√

λ−β|x|

4π|x| ⊗ χ+



 λ > −β, ω ∈ S2

We have all the ingredients to compute the probability that the system evolve
remaining in a small range of energy of amplitude ∆ around Eα,+
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P∆
++(t) =

∫

∆

ǫ2 e−ıλt

∣∣∣
(√

β−λ
4π

− α
)(√

β+λ
4πı

− α
)
− ǫ2

∣∣∣
2

e−2
√

β−λ|x|

16π2|x|2 dλ

=
ǫ2

(4π|x|)2

∫

∆

e−ıλte−2
√

β−λ|x|
((√

β−λ
4π

− α
)(√

β+λ
4πı

− α
)
− ǫ2

)((√
β−λ
4π

− α
)(

−√β+λ
4πı

− α
)
− ǫ2

)dλ

=
ǫ2

(4π|x|)2

∫

∆

h(λ)

f(λ)g(λ)
dλ

(7.22)

where

f(λ) =

(√
β − λ

4π
− α

)(√
β + λ

4πı
− α

)
− ǫ2 (7.23)

g(λ) =

(√
β − λ

4π
− α

)(
−
√
β + λ

4πı
− α

)
− ǫ2 (7.24)

h(λ) = e−ıλte−2
√

β−λ|x| (7.25)

and ∆ is a small energy interval around Eα,+. We evaluate the integral in
the last term of (7.22) extending the integrand in the bottom complex plane
following the trip in figure.

It is very easy to see that the integral along the path in the lower complex plane
is if order ǫ2∆ so that the only non negligible contribution comes from the pole

90



inside the circuit:

2πıResz=(x0−iγ)

[
h(z)

f(z)g(z)∗

]
= 2πı

h(λres)
df
dλ

∣∣
λ=λres

g(λres)
= Ae−ı x0 te−γ t

A =
(2πi)e−2

√
β−x0+iγ|x|

[
γ+ix0

(4π)2
√

β2−x2
0−γ2

+ α
8π

(
i√

β+x0−iγ
+ 1√

β−x0+iγ

)] [(√
β−x0−iγ

4π
− α

)(√
β+x0+iγ

4πı
− α

)
− ǫ2

]

Notice the typical decaying behavior with a decay time of order 1/ǫ2 given by
the inverse of the imaginary part of the position of the pole.
Summarizing we proved that of the two state of the unperturbed “atom” only
the ground state survives whereas the one embedded in the continuous part of
the spectrum becomes a metastable state with a lifetime explicitly computable
from the parameters of the model.
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Chapter 8

Conclusions

In this thesis we have presented models of quantum dynamics of systems con-
ventionally divided into a microscopic quantum subsystem and a large quantum
system called the environment. Main features we wanted to focus on was the
diffusion of quantum correlations into the environment and the reduced dy-
namics of the subsystem. Our main purpose was the analysis of the specific
process of information transfer, produced by the interaction between subsys-
tems, which leads to an evolution from an initial pure state to a final statistical
mixture.

Our choice has been to investigate the dynamics for the whole system given
by the Schrödingher equation without any statistical assumption on the ef-
fects of the interaction of the environment with the microscopic subsystem.
This choice forced us to analyze oversimplified models with very elementary
dynamical behavior. In particular we used solvable interaction, which means
Hamiltonians whose spectral properties are known in detail.
First we have analyzed one heavy particle interacting with an environment
made up of light particles. We proved a rigorous version of the so called
Joos and Zeh formula describing the dynamical transition induced by a sin-
gle scattering event between the heavy and one of the light particles. We were
able to compute the specific error one makes in using this formula instead of
the complete dynamics. We have used our results in order to study the de-
coherence phenomenon induced by the interaction: we considered an heavy
particle, with an initial state in a coherent superposition of two wave packets
centered symmetrically around the origin in position −R0 and R0 with mo-
mentum −P0 and P0, and a light particle at rest at the origin. Assuming a
factorized initial state for the whole system we obtained an estimate for the
loss of visibility of the interference pattern, after tracing out the light particle
degrees of freedom.
Those results were published in [43] and [27].
The decoherence effect is supposed to grow exponentially with the number
of particles of the environment interacting with the subsystem under study.
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Being systems of many particles well out of reach of any analytical investiga-
tion, our idea, borrowed from the techniques of quantum information theory,
was to consider the simplest quantum environments able to pick up informa-
tions from the subsystem under observation and affecting in the most negligi-
ble way the state of the subsystem. To this aim we developed a new scheme
of interaction between a particle and an array of spins, via point interactions
(see [28] were our results were published)

With this technical tool we worked out a model for a tracking chamber. In is
well known that, when revealed by detectors, quantum particles exhibit clas-
sical properties. This phenomenon was first investigated by N.F.Mott in 1929:
he studied a model able to explain the formation of straight lines in a α-decay
experiment. Mott deduced that the tracks were the consequence of the inter-
action between the α-particle and the environment. Using the results of our
work we gave a non perturbative proof of the Mott’s conjecture (see [29]).

In the last part of the thesis we presented a simple model for the formation of
metastable states.

Metastable states are connected with the phenomenon of spontaneous emis-
sion. It is well known that electrons in the the excited level of an atom make
transitions to the ground state emitting radiation . The connection of this
mechanism with the interaction with the quantized radiation field is defini-
tively subtle. The problem is usually addressed via a semiclassical model: a
quantum system with fixed energy levels is perturbed by a time dependent
potential. Using perturbation theory is possible to evaluate the decay rates of
the metastable states (Fermi Golden Rule).

During last years serious attempts to analyze the complete quantum system
successfully detailed the entire mechanism. Due to overwhelming technical
difficulties, it is very complicate to read the results and almost impossible to
use them in applications.

The mechanism was also analyzed in many mathematical papers: the mecha-
nism suggested is that states embedded in the continuos spectrum of the whole
system because of the perturbation turn these into resonances, characterized
by a slow exponential decay.

Using point interaction Hamiltonians we were able to define a class of sys-
tems made up of a model atom interacting with a particle. In the family of
selfadjoint operators we can pick up ”unperturbed” Hamiltonians with two
energy levels: a ground state under the threshold of the continuos spectrum
where the other eigenvalue is embedded. In the same family we can define
perturbed Hamiltonians and study their spectral properties.

Within this model we can analyze the formation of resonances and evaluate
the transition rate in an explicit way using a non perturbative approach.

The preliminary results contained in chapter seven can easy generalized in two
different directions:
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• extensions of our results to a multilevel localized system

• generalization to the case of a large number of non relativistic particles
interacting with the localized q-bit

Non trivial models of metastable states are required in many fields of funda-
mental and applied Quantum Mechanics. In particular we intend to use our
results to investigate a phenomenon which has been attracting much attention
in quantum physics in the last years: the quantum Zeno effect, the tendency to
the freezing of the dynamics induced in a quantum system by frequent mea-
surements.
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Appendix A

Proof of Theorem 4.0.1

Following the same line as in [38] and [5] we prove theorem 4.0.1 in three steps
each one consisting in the proof of a lemma.

Lemma 1. If condition A is satisfied then there exists a constant C1 > 0 such that,
for any t ∈ R+ one has

‖Ψε(t) − Ψε
1(t)‖ ≤ C1ε (A.1)

where we defined

Ψε
1(t;R, r) ≡

∫

R6

dx′ dy′ e−i t
1+ε

H0

(
R + εr

1 + ε
− x′

)
ϕ(x′)×

× e−i t(1+ε)
ε

Hα(r − R, y′)χ(y′ + x′)

(A.2)

Proof. Notice that Ψε(t) is the result of the evolution generated by the Hamil-
tonian Hε of the initial state Ψ(0; x, y) = ϕ

(
x− εy

1+ε

)
χ
(
x+ y

1+ε

)
. Making use

of the unitarity of the evolution we obtain

‖Ψε(t) − Ψε
1(t)‖2 = ‖Ψε(0) − Ψε

1(0)‖2 = (A.3)

=

∫

R6

dx dy

∣∣∣∣ϕ
(
x− εy

1 + ε

)
χ

(
x+

y

1 + ε

)
− ϕ(x)χ(x+ y)

∣∣∣∣
2

(A.4)

We get then the following estimate

‖Ψε(0) − Ψε
1(0)‖2 ≤ ε2

∫

R6

dx dy |y|2 |∇x (ϕ(x)χ(x+ y))|2 (A.5)

The r.h.s. of the last inequality is finite for ϕ ∈ H1,1(R3) and χ ∈ H1,1(R3) and
the proof is completed with

C2
1 ≡

∫

R6

dx dy |y|2 |∇x (ϕ(x)χ(x+ y))|2 (A.6)
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As we mentioned before the evolution of the system in the limit of small ε
has two different time scales. In the second lemma we quantify this statement
giving a rigorous estimate of how much the free evolution of the scattering
state [Ω−1

+ χ](y) approximates the exact evolution.

Lemma 1. If condition A is satisfied then there exists a constant C2 > 0 such that for
any t > 0 one has

‖Ψε
2(t) − Ψε

1(t)‖ ≤ C2

(ε
t

) 3
4

(A.7)

where

Ψε
2(t;R, r) ≡

∫

R3

dx′ e−i t
1+ε

H0

(
R + εr

1 + ε
− x′

)
ϕ(x′)×

×
∫

R3

dy′ e−i 1+ε
ε

tH0(r − R− y′)
[
Ω−1

+ χ(· + x′)
]
(y′)

(A.8)

Proof. Following the notation of [5] we define χx(y) ≡ χ(x + y). By direct
computation we have

‖Ψε
2(t) − Ψε

1(t)‖2 =

∫

R6

dx dy

∣∣∣∣∣

∫

R6

dx′ dy′e−i t
1+ε

H0 (x− x′)ϕ(x′)×

×
[
e−i 1+ε

ε
tH0(y − y′)

[
Ω−1

+ χx′

]
(y′) − e−i 1+ε

ε
tHα(y, y′)χx′(y′)

]∣∣∣∣∣

2

(A.9)

Define the unitary operator Ω+
τ = eiτHαe−iτH0 and its inverse (Ω+

τ )−1 = eiτH0e−iτHα .
Using the unitarity of the free propagator e−itH0 we obtain

‖Ψε
2(t) − Ψε

1(t)‖2 =

∫

R3

dx|ϕ(x)|2
∫

R3

dy

∣∣∣∣∣
[
Ω−1

+ χx

]
(y) −

[(
Ω+

1+ε
ε

t

)−1

χx

]
(y)

∣∣∣∣∣

2

(A.10)
Due to the unitarity of the operators Ω+

τ and Ω+ we have

∥∥(Ω−1
+ − (Ω+

τ )−1
)
χ
∥∥

L2(R3)
=
∥∥(Ω+ − Ω+

τ

)
Ω−1

+ χ
∥∥

L2(R3)
(A.11)

In the following we will prove that for any η ∈ L2
2(R

3)

∥∥(Ω+ − Ω+
τ

)
η
∥∥

L2(R3)
≤ C ′

τ
3
4

for τ → ∞ (A.12)

In fact from (3.30) we have
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[Ω+η] (x) = [F−1
+ Fη](x) =

1

(2π)3

∫

R6

dk dyΦ+(x, k)e−ikyη(y) (A.13)

whereas from its definition

[
Ω+

τ η
]
(y) =

∫

R6

dz dy′eiτHα(y, z)e−iτH0(z − y′)η(y′) (A.14)

By explicit computation we have

(
Ω+ − Ω+

τ

)
η = W0η +Wαη (A.15)

with

[W0η] (|x|) =
2i

(2π)2

1

|x|

∫ ∞

0

1 − e−i |x|
2−|y|2

4τ

|x|2 − |y|2 g(|y|)d|y| (A.16)

and

[Wαη] (|x|) =
8πiα

(2π)2

1

|x|

∫ ∞

0

d|y|g(|y|)|y|

∫ ∞

0

ds e−is|x| sin s|y|×

×
(

1

4πα + is
− e−i |x|

2−|y|2

4τ

√
−iπτez2

erfc(z)

) (A.17)

with z =
√
−iτ

(
4πα+ is + i |x|

2τ

)
and g(|x|) = |x|2

∫
η(|x|, xθ, xϕ)dΩx.

We start with an estimate for W0. From (A.16) we have

‖W0η‖2
L2(R3) ≤

16

(2π)3

∫ ∞

0

|g(|y|)|2Kτ (|y|)d|y| (A.18)

where

Kτ (|y|) =
1

16τ
3
2

∫ ∞

0

1 − cos
(
ξ − |y|2

4τ

)

(
ξ − |y|2

4τ

)2

1√
ξ
dξ ≤ 1

16τ
3
2

[
2 +

√
|y|2
4τ

+ 1

]
(A.19)

We obtain then

‖W0η‖2
L2(R3) ≤ D0

[
1

τ
3
2

∫ ∞

0

|g(|y|)|2d|y| + 1

τ 2

∫ ∞

0

|g(|y|)|2|y|d|y|
]

(A.20)

The estimate for the term Wαη in (A.17) will be given in few steps. We write
Wαη as the sum of four terms
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[Wαη] (|x|) =
8πiα

(2π)2

1

|x|

∫ ∞

0

d|y|g(|y|)|y|

∫ ∞

0

ds e−is|x| sin s|y|ei
|y|2

4τ ×

×
[
e−i

|y|2

4τ − 1

4πα + is
+

1 − e−i
|x|2

4τ

4πα+ is
+ e−i

|x|2

4τ

(
1

4πα + is
− 1

4πα+ is + i |x|
2τ

)
+

− e−i
|x|2

4τ

(
√
−iπτez2

erfc(z) − 1

4πα + is+ i |x|
2τ

)]

(A.21)
We have then

‖Wαη‖2
L2(R3) ≤W1 +W2 +W3 +W4 (A.22)

with

W1 =D

∫ ∞

0

d|x|
∣∣∣∣∣

∫ ∞

0

ds
e−is|x|

4πα+ is
S
(
g(|y|)
|y|

(
1 − ei |y|

2

4τ

)
, |y|
)

(s)

∣∣∣∣∣

2

(A.23)

W2 =2D

∫ ∞

0

d|x|
(

1 − cos
|x|2
4τ

)∣∣∣∣∣

∫ ∞

0

ds
e−is|x|

4πα + is
S
(
g(|y|)
|y| ei

|y|2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.24)

W3 =
D

4τ 2

∫ ∞

0

d|x| |x|2
∣∣∣∣∣

∫ ∞

0

ds
e−is|x|

(4πα+ is)(4πα + is+ i |x|
2τ

)
S
(
g(|y|)
|y| ei

|y|2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.25)

W4 =D

∫ ∞

0

d|x|
∣∣∣∣∣

∫ ∞

0

ds e−is|x|

(
√
−iπτez2

erfc(z) − 1

4πα+ is + i |x|
2τ

)
×

× S
(
g(|y|)
|y| ei |y|

2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.26)

where D = 16α2

π
and S

(
f(|y|), |y|

)
(s) =

∫ ∞

0

sin s|y|f(|y|)d|y| is the Fourier sin

transform of f(|y|). Let us define

h(s) =





1
4πα+is

S
(

g(|y|)
|y|

(
1 − ei

|y|2

4τ

)
, |y|
)

(s) s ≥ 0

0 s < 0
(A.27)

so that W1 = 2πD‖ĥ‖2
L2((0,∞)) ≤ 2πD‖ĥ‖2

L2(R) = 2πD ‖h‖2
L2(R), where ĥ is the

usual one dimensional Fourier transform of h(s). A straightforward computa-
tion gives
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W1 ≤
D1

τ 2

∫ ∞

0

|g(|y|)|2 |y|2d|y| (A.28)

It is easily seen from the definition of W2 that

W2 = 2D

∫ ∞

0

d|x|1 − cos |x|
2

4τ

(1 + |x|2)2

∣∣∣∣∣

∫ ∞

0

ds
(1 − d2

ds2 )e
−is|x|

4πα + is
S
(
g(|y|)
|y| ei |y|

2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.29)
An integration by parts in the variable s and an estimate of the integral in the
variable |x| for large τ give

W2 ≤
D

τ
3
2

{
1

(4πα)2

∫ ∞

0

d|y||g(|y|)|2+
∫ ∞

0

ds

∣∣∣∣∣

(
1 − d2

ds2

) S
(

g(|y|)
|y| e

i |y|
2

4τ , |y|
)

(s)

(4πα+ is)

∣∣∣∣∣

2}

(A.30)
We rewrite W3 in the following way

W3 =
D

4τ 2

∫ ∞

0

d|x|
∣∣∣∣

|x|
1 + |x|2

∣∣∣∣
2
∣∣∣∣∣

∫ ∞

0

ds
(1 − d2

ds2 )e
−is|x|

(4πα+ is)(4πα + is+ i |x|
2τ

)
S
(
g(|y|)
|y| ei |y|

2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.31)

and we use the inequality

∣∣∣∣
dm

dsm
1

4πα+is+i
|x|
2τ

∣∣∣∣
2

≤
∣∣ dm

dsm
1

4πα+is

∣∣2 ∀τ ≥ 0, ∀m ∈ N0

and ∀x ∈ R
3, to obtain

W3 ≤
D

τ 2

{
1

(4πα)4

∫ ∞

0

d|y||g(|y|)|2+
∫ ∞

0

ds

∣∣∣∣∣

(
1 − d2

ds2

) S
(

g(|y|)
|y| e

i |y|
2

4τ , |y|
)

(s)

(4πα + is)2

∣∣∣∣∣

2}

(A.32)
In the W4 term for τ → ∞ we have |z| → ∞ and we can use the asymptotic
expansion ez2

erfc(z) − 1√
πz

= − 1
2
√

πz3 + o
(

1
z5

)
. From the inequality

∣∣∣∣
dm

dzm

(
ez2

erfc(z) − 1√
πz

)∣∣∣∣ ≤
∣∣∣∣

1√
πz3+m

∣∣∣∣ for |z| → ∞ (A.33)

∀m ∈ N0, we obtain

W4 ≤
D

τ 2

∫ ∞

0

d|x| 1

1 + |x|2
∫ ∞

0

ds

∣∣∣∣∣

(
1 − d

ds

)
1

(
4πα+ is + i |x|

2τ

)3S
(
g(|y|)
|y| ei

|y|2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.34)
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With the same estimate used in (A.31) it is easily seen that

W4 ≤
πD

2τ 2

∫ ∞

0

ds

∣∣∣∣∣

(
1 − d

ds

)
1

(4πα + is)3
S
(
g(|y|)
|y| ei

|y|2

4τ , |y|
)

(s)

∣∣∣∣∣

2

(A.35)

Notice that if η ∈ L2
2(R

3) all the integrals in the (A.20), (A.28), (A.30), (A.32),
(A.35) are finite and we get estimate (A.12) .

From (A.10) and (A.11) in order to conclude the proof of lemma 2.2 we need to
show that if the initial state satisfies condition A then η = Ω−1

+ χx ∈ L2
2(R

3) for
every x ∈ R3 and

∥∥Ω−1
+ χx

∥∥
L2

2(R
3)
≤ C ′(1 + |x|2) 1

2 (A.36)

We omit the details of this last result that follows easily from an integration by
parts in the explicit definition of the L2

2 norm of Ω−1
+ χx.

To conclude the proof of theorem 4.0.1 we will show that the evolution of the
initial state ϕ(x)[Ω−1

+ χx](y) according to the dynamics generated by the Hamil-
tonian 1

1+ε
H0 ⊗ 1+ε

ε
H0 approximate at the order ε the dynamics of the initial

state ϕ(R)[(ΩR
+)−1χ](r) generated by the Hamiltonian Hε

0 .

Using the identity

e−i t
1+ε

H0

(
ε(r − r′) + (R− R′)

1 + ε

)
e−i 1+ε

ε
tH0(r−r′−(R−R′)) = e−itH0(R−R′)e−i t

ε
H0(r−r′)

(A.37)

we obtain

Ψε
2(t; r, R) =

∫

R6

dr′ dR′ e−itH0(R− R′)e−i t
ε
H0(r − r′)×

× ϕ

(
εr′ +R′

1 + ε

)[
Ω−1

+ χ

(
εr′ +R′

1 + ε
+ ·
)]

(r′ − R′)
(A.38)

We prove the last lemma

Lemma 1. There exists a constant C3 > 0 such that for any t ∈ R one has

‖Ψε
2(t) − Ψa(t)‖ ≤ C3ε (A.39)

Proof. Given the unitarity of the free propagator
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‖Ψε
2(t) − Ψa(t)‖2 =

∫

R6

dRdr

∣∣∣∣∣ϕ
(
εr +R

1 + ε

)[
Ω−1

+ χ

(
εr +R

1 + ε
+ ·
)]

(r − R)+

− ϕ (R)
[
Ω−1

+ χ (R + ·)
]
(r − R)

∣∣∣∣∣

2

(A.40)
where we used the relation

[
(ΩR

+)−1χ
]
(r) =

[
Ω−1

+ χR

]
(r − R). In the system of

coordinates of the center of mass this reads

‖Ψε
2(t) − Ψa(t)‖2 =

∫

R6

dx dy

∣∣∣∣∣ϕ (x)
[
Ω−1

+ χ (x+ ·)
]
(y)+

− ϕ

(
x− ε

1 + ε
y

)[
Ω−1

+ χ

(
x− ε

1 + ε
y + ·

)]
(y)

∣∣∣∣∣

2 (A.41)

In the limit of small ε we can write

‖Ψε
2(t) − Ψa(t)‖2 ≤ ε2

∫

R6

dx dy |y|2
∣∣∇x

[
ϕ(x)Ω−1

+ χx(y)
]∣∣2

≤ ε2 ((⋄1) + (⋄2)) (A.42)

Let us prove that the terms (⋄1), (⋄2) in (A.42) are finite. Using the definition
(3.30) of Ω−1

+ and the explicit form of the generalized functions Φ+(x, k) we
obtain

(⋄1) =

∫

R6

dx dy |∇xϕ(x)|2 |y|2
∣∣Ω−1

+ χx(y)
∣∣2 =

=

(
1

2π

)3 ∫

R6

dx dk |∇xϕ(x)|2
∣∣∣∣∇k

∫

R3

dz

(
e−ikz +

1

4πα− i|k|
ei|k||z|

|z|

)
χx(z)

∣∣∣∣
2

≤

≤(⋄3) + (⋄4)

(A.43)

The estimate of the term (⋄3) follows easily

(⋄3) =

(
1

2π

)3 ∫

R3

dx |∇xϕ(x)|2
∫

R3

dz | |z|χx(z)|2 ≤

≤
(

1

2π

)3 ∫

R3

dx |∇xϕ(x)|2
∫

R3

dz | |z|χx(z)| +
(

1

2π

)3 ∫

R3

dx |∇xϕ(x)|2 |x|2 ‖χ(z)‖2
L2(R3)

(A.44)
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For the term (⋄4) we have

(⋄4) =

(
1

2π

)3 ∫

R6

dx dk |∇xϕ(x)|2
∣∣∣∣
d

d|k|

∫

R3

dz
1

4πα− i|k|
ei|k||z|

|z| χx(z)

∣∣∣∣
2

≤ (⋄5) + (⋄6)

(A.45)

with

(⋄5) =

∫

R6

dx dk
|∇xϕ(x)|2

((4πα)2 + |k|2)2

∣∣∣∣
∫

R3

dz
ei|k||z|

|z| χx(z)

∣∣∣∣
2

(A.46)

In (A.46) the only problem is represented by the integral in the variable z.
Making explicit the x dependence of χx(z) we have

∣∣∣∣
∫

R3

dz
ei|k||z|

|z| χ(z + x)

∣∣∣∣
2

=

∣∣∣∣∣

∫

R3

dξ
ei|k||ξ−x|

|ξ − x|(1 + |ξ|2) 1
2

χ(ξ)(1 + |ξ|2) 1
2

∣∣∣∣∣

2

≤

≤
(∫

R3

dξ |χ(ξ)|2(1 + |ξ|2)
)(∫

R3

dξ
1

|ξ − x|2(1 + |ξ|2)

)
=

= ‖(1 + | · |2) 1
2χ‖2

L2(R3)

∥∥∥∥∥
1

| · |(1 + | · +x|2) 1
2

∥∥∥∥∥

2

L2(R3)

(A.47)

where we used Holder’s inequality. An explicit computation shows that

∥∥∥∥∥
1

| · |(1 + | · +x|2) 1
2

∥∥∥∥∥

2

L2(R3)

≤ π2

|x| (A.48)

We finally estimate the term

(⋄6) =

∫

R6

dx dk
|∇xϕ(x)|2

(4πα)2 + |k|2
∣∣∣∣
∫

R3

dz χx(z)e
−i|k||z|

∣∣∣∣
2

(A.49)

To ensure convergence we need that the integral in the variable z goes to zero
at infinity faster than 1/|k|1/2. In fact integrating by parts

∣∣∣∣
∫

R3

dz χ(z + x)ei|k||z|
∣∣∣∣
2

=

∣∣∣∣
∫

R3

dξ χ(ξ)ei|k||ξ−x|
∣∣∣∣
2

=

∣∣∣∣
∫

R3

dξ χ(ξ)
−i
|k|

ξ − x

|ξ − x|∇ξe
i|k||ξ−x|

∣∣∣∣
2

≤

≤ 1

|k|2
∫

R3

dξ |∇ξχ(ξ)|2 +
4

|k|2
∣∣∣∣
∫

R3

dξ
ei|k||ξ−x|

|ξ − x| χ(ξ)

∣∣∣∣
2

(A.50)

We are left to show that also the term (⋄2)

102



(⋄2) =

∫

R6

dx dy |ϕ(x)|2 |y|2
∣∣∇xΩ

−1
+ χx(y)

∣∣2 (A.51)

is finite. Notice that

∣∣∇xΩ
−1
+ χx(y)

∣∣2 =
3∑

i=1

∣∣∂xi
(Ω−1

+ χx)(y)
∣∣2 =

3∑

i=1

∣∣Ω−1
+ fi,x(y)

∣∣2 (A.52)

with fi,x(z) = ∂xi
χx(z) = ∂xi

χ(z+x) = fi(z+x). It follows that the estimate for
(⋄2) can be obtained with the same procedure used for (⋄1), the only difference
being that we must replace χ(x + z) with ∇χ(x + z). We conclude that all the
integrals are finite if condition A is satisfied.
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Appendix B

The modified Krein Formula

In this appendix is given a short introduction to the most general expres-
sion of the Kreǐn-Naimark formula following the works of S.Albeverio and
K.Pankrashkin [11]. This formula provides a parametrization of all selfadjoint
extensions of a symmetric operator, involving in the simplest way global pa-
rameters, as the boundary conditions, connected to the spectral properties of
the selfadjoint extansions.
Let S be a closed densely defined symmetric operator with deficiency indices
(n, n), 0 < n 6 ∞, acting on a Hilbert space H. Consider now an auxiliary
Hilbert space G such that dimG = n.
We introduce the definition of boundary triple Π = {G,Γ1,Γ2}, where Γ1 and
Γ2 are linear maps from the domain domS∗ of the adjoint of S to G and the
following two conditions are satisfied:

• a generalized Green identity

〈φ, S∗ψ〉 − 〈S∗φ, ψ〉 = 〈Γ1φ,Γ2ψ〉 − 〈Γ2φ,Γ1ψ〉 (B.1)

• the map (Γ1,Γ2) : domS∗ → G ⊕ G is surjective

While it is well known that the self-adjoint extensions are parametrized by
self-adjoint linear relation in G ⊗ G in many situations it can be more useful to
parametrize them with boundary conditions. Boundary conditions will take
the form the form AΓ1φ = BΓ2φ (where A and B are bounded linear operator
acting on G).
We want to write a formula for the resolvent in term of A and B that permits
to characterize the whole family of self-adjoint extensions of S

B.1 Parameterization of self-adjoint relations

We will need some notion from the theory of linear relations. Any linear sub-
space of G ⊕ G defines a linear relation on G. We recall briefly some usual
definitions for a linear relation Λ:
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• the domain domΛ = {x ∈ G : ∃y ∈ G with (x, y) ∈ Λ}

• the range ranΛ = {x ∈ G : ∃y ∈ G with (y, x) ∈ Λ}

• the kernel kerΛ = {x ∈ G : (x, 0) ∈ Λ}

We can define the linear relations:

• the inverse Λ−1 = {(x, y) : (y, x) ∈ Λ}

• the adjoint Λ∗ = {(x1, x2) : 〈x1, y2〉 = 〈x2, y1〉}

The graph of any linear operator L on G is a linear relation, which will be de-
noted by gr L. Clearly, if L is invertible, then gr L−1 = (gr L)−1. For arbitrary
linear operators L′, L′′ one has gr L′+gr L′′ = gr (L′+L′′). Therefore, the set of
linear operators is naturally embedded into the set of linear relations. In what
follows we consider mostly only closed linear relations, i.e. which are closed
linear subspaces in G⊕G. Clearly, this notion generalizes the notion of a closed
operator.
In analogy with operators, can be introducted the notions of the resolvent set
res Λ of a closed linear relation Λ by the rule res Λ = {λ ∈ C : ker(Λ − λI) =
0 and ran(Λ − λI) = G}, where I ≡ gr idG =

{
(x, x), x ∈ G

}
. In other words,

the condition λ ∈ res Λ means that (Λ − λI)−1 is the graph of a certain linear
operator defined everywhere; this operator is bounded due to the closed graph
theorem.
A linear relation Λ on G is called symmetric if Λ ⊂ Λ∗ and is called self-adjoint if
Λ = Λ∗. A linear operator L in G is symmetric (respectively, self-adjoint), iff its
graph is a symmetric (respectively, self-adjoint) linear relation. A self-adjoint
linear relation (abbreviated as s.a.l.r.) is always maximal symmetric, but the
converse in not true; examples are given by the graphs of maximal symmetric
operators with deficiency indices (m, 0), m > 0.
The self adjoint linear relations can be presented using two bounded linear
operators on G, called A and B. We introduce the notation

ΛA,B =
{
(x1, x2) ∈ G ⊕ G, Ax1 = Bx2

}
.

We say that a linear relation Λ is parameterized by the operators A and B if Λ =
ΛA,B. Conditions for ΛA,B to be self-adjoint can be written is many ways, see
e.g. [22, 36, 78].

Proposition 2 (Proposition B in [22]). Denote byMA,B an operator acting on G⊕G
by the rule

MA,B =

(
A −B
B A

)
, (B.2)
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then the linear relation ΛA,B is self-adjoint iff A and B satisfy the following two con-
ditions:

AB∗ = BA∗, (B.3)

kerMA,B = 0. (B.4)

Proposition 3 (Theorem 3.1.4 in [48]). For a given linear relation Λ in G there is
a unique unitary operator U in G (called the Cayley transform of Λ) such that the
condition (x1, x2) ∈ Λ is equivalent to i(1 +U)x1 = (1−U)x2, i.e. Λ = Λi(1+U),1−U .

Taking U in the form U = e−2iΦ, where Φ is a self-adjoint operator in G, one
write any s.a.l.r. as Λcos Φ,sinΦ.
Although proposition 3 claims that there exists a one-to-one correspondence
between s.a.l.r.s and unitary operators, for a given s.a.l.r. Λ it is difficult to find
its Cayley transform, but there are many other ways to represent it as ΛA,B

with suitable A and B.
In what follows we will need a parameterization of s.a.l.r. satisfying stronger
conditions than (B.3) and (B.4). More precisely, we replace the condition (B.4)
by

0 ∈ resMA,B. (B.5)

We say that a pair of bounded operators A and B satisfying (B.3) and (B.4)
is normalized if the condition (B.5) is satisfied. Clearly, in the case of finite-
dimensional G the conditions (B.4) and (B.5) are equivalent. Moreover, in this
case these conditions are equivalent to the following one [60]:

the n× 2n matrix (AB) has maximal rank.

(Note that this can be written also as det(AA∗+BB∗) 6= 0, which can be found
in the textbooks on operator theory [6, Section 125, Theorem 4]). In general,
the conditions (B.4) and (B.5) do not coincide: if one replaces A by LA and B
by LB, where L is a bounded linear operators with the subspace ΛA,B, but the
condition (B.5) will not be satisfied. Moreover, this construction is the only
source of “denormalization”.

Proposition 4. Let A, B, C, D be bounded operators in G and Λ be a s.a.l.r in G such
that Λ = ΛA,B = ΛC,D. Assume that A and B are normalized, then there exists a
bounded injective operator L on H with C = LA and C = LB.

Proof. Introduce operators M1,M2 : G ⊕ G → G by M1(x1, x2) = Ax1 − Bx2,
M2(x1, x2) = Cx1 − Dx2, x1, x2 ∈ G. The condition (B.5) says, in particular,
that ranM1 = G. Clearly, the null spaces of M1 and M2 coincide, kerM1 =
kerM2 = Λ, therefore, there exists an injective operator L in H such that M2 =
LM1, which implies C = LA and D = LB. Let us show that L is bounded.
Use the notation (B.2), then there holds MC,D = (L ⊕ L)MA,B . Due to the
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condition (B.5) the operator MA,B has a bounded inverse defined everywhere.

Therefore, L ⊕ L = MC,D
(
MA,B

)−1
is bounded and defined everywhere, so is

L.

It is important to emphasize that for a given s.a.l.r one can always find a nor-
malized parameterization, as the following proposition shows.

Proposition 5. (a) Let U be a unitary operator in G, then the operators A = i(1+U)
and B = 1 − U satisfy the conditions (B.3) and (B.5).

(b) Any s.a.l.r. can be parameterized by operatorsA andB satisfying (B.3) and (B.5).

Proof. (a) The condition (B.3) is obviously satisfied, so we prove only (B.5).
First of all note that the operator M∗ adjoint to M = MA,B is given by the
following operator-matrix:

M∗ =

(
A∗ B∗

−B∗ A∗,

)

or, in our case,

M∗ =

(
−i(1 + U∗) 1 − U∗

U∗ − 1 −i(1 + U∗)

)
.

Let us show that kerM∗ = 0. Assume x = (x1, x2) ∈ kerM∗, x1, x2 ∈ G, then

−i(1 + U∗)x1 + (1 − U∗)x2 = 0, (B.6)

(U∗ − 1)x1 − i(1 + U∗)x2 = 0. (B.7)

Multiplying (B.6) by i and adding the result to (B.7) one arrives at U∗(x1 −
ix2) = 0; as U∗ is unitary, we have x1 − ix2 = 0. On the other hand, multiply-
ing (B.6) by i again and subtracting (B.7) from it, we obtain x+ ix2 = 0, which
says that x1 = x2 = 0.
As (ranM)⊥ = kerM∗, the linear subspace ranM is dense in G. Now to prove
(B.5) it is sufficient to show that for any sequence (xn) ∈ G ⊕ G, xn = (xn

1 , x
n
2 ),

xn
1 , x

n
2 ∈ G, the condition limn→∞Mxn = 0 implies the convergence of (xn) to 0,

which we will do now.
Assuming the existence of the limits

lim
n→∞

(
i(1 + U)xn

1 + (U − 1)xn
2

)
= 0, lim

n→∞

(
(1 − U)xn

1 + i(1 + U)xn
2

)
= 0

one sees immediately that the sequences (xn
1+ixn

2 ) and
(
U(−xn

1+ixn
2 )
)

converge
to 0. As U is unitary, the sequence (−xn

1 + ixn
2 ) converges to 0 too, which shows

that limn→∞ xn
1 = limn→∞ xn

2 = 0.
(b) This is an obvious corollary of (a) and proposition 3.

Finally, we are able to give another description of a s.a.l.r. with the help of
its normalized parameterization.
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Lemma 2. Let bounded operators A, B parameterize a s.a.l.r. in G and be normalized,
then ΛA,B =

{
(B∗u,A∗u), u ∈ G

}
.

Proof. Set Λ′ :=
{
(B∗u,A∗u), u ∈ G}. Clearly, due to (B.3) there holds the

inclusion Λ′ ⊂ ΛA,B. Let us show that ΛA,B = Λ′. The condition (B.5) means,
in particular, that the operator (MA,B)∗ has a bounded inverse and, therefore,
maps closed sets to closed sets. As Λ′ = (MA,B)∗(0⊕G), Λ′ is closed. As ΛA,B is
also closed, it is sufficient to prove that (Λ′)⊥∩ΛA,B = 0. Assume x = (x1, x2) ∈
(Λ′)⊥ ∩ ΛA,B, x1, x2 ∈ G. The condition x ∈ ΛA,B means that Ax1 − Bx2 = 0,
and the equality 〈x, y〉 = 0 for any y ∈ Λ′ results in 〈x1, B

∗u〉 + 〈x2, A
∗u〉 = 0 or

〈Bx1 + Ax2, u〉 = 0 for any u ∈ G, i.e. Bx1 + Ax2 = 0. Therefore, MA,Bx = 0
and due to (B.5) there holds x = 0.

B.2 Resolvents of self-adjoint extensions

The language of linear relations is widely used in the theory of self-adjoint
extensions of symmetric operators [48, 59, 78]. We point out that any symmet-
ric operator with equal deficiency indices (finite or infinite) has a boundary
triple [48, Theorem 3.1.5].

Proposition 6 (Theorem 3.1.6 in [48]). Let S be a closed symmetric operator with
equal deficiency indices acting on a certain Hilbert space, and (G,Γ1,Γ2) be its bound-
ary triple, then there is a bijection between all self-adjoint extensions of S and s.a.l.r’s
on G. A self-adjoint extension HΛ corresponding to a s.a.l.r. Λ is the restriction of S∗

to elements φ ∈ domS∗ satisfying the abstract boundary conditions (Γ1φ,Γ2φ) ∈ Λ.

To investigate spectral properties of the self-adjoint extensions it is useful to
know their resolvents. To write Krein’s formula for the resolvents we need
some additional constructions [35]. For z ∈ C \ R, let Nz denote the corre-
sponding deficiency subspace for S, i.e. Nz = ker(S∗ − z). The restrictions of

Γ1 and Γ2 onto Nz are invertible linear maps from Nz to G. Put γ(z) =
(
Γ1|Nz

)−1

and Q(z) = Γ2γ(z); these maps form holomorphic families from C \ R to the
spaces L(G,H) and L(G,G) of bounded linear operators from G to H and from
G to G respectively. Denote by H0 the self-adjoint extension of S given by
the boundary condition Γ1φ = 0, then the maps γ(z) and Q(z) have analytic
continuations to the resolvent set resH0, and for all z, ζ ∈ resH0 one has, in
particular,

Q(z) −Q∗(ζ) = (z − ζ) γ ∗(ζ) γ(z). (B.8)

The maps γ(z) and Q(z) are called the Γ-field and the Q-function for the pair
(S,H0), respectively [44, 62, 64]. (The Q-function is called sometimes the Weyl
M-function of the boundary triple (G,Γ1,Γ2) [8, 25, 35].) Similar objects arise
naturally also in the study of singular perturbations of self-adjoint operators [73,
74].
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The following proposition describes the resolvents of the self-adjoint exten-
sions of S.

Proposition 7 (Krein’s resolvent formula, cf. Propositions 1 and 2 in [35]).
Let HΛ be a self-adjoint extension of S, which is the restriction of S∗ to the set of
functions φ ∈ domS∗ satisfying (Γ1φ,Γ2φ) ∈ Λ, where Λ is a s.a.l.r. in G. Then a

number z ∈ resH0 lies in the spectrum of HΛ iff 0 /∈ res
(
gr Q(z) − Λ

)−1
. For any

z ∈ resH0 ∩ resHΛ there holds

(HΛ − z)−1 = (H0 − z)−1 − γ(z)CΛ(z) γ ∗(z̄), (B.9)

where CΛ(z) is a bounded linear operator on G with gr CΛ(z) =
(
gr Q(z) − Λ

)−1
.

It is worth emphasizing that the correspondence between the spectral types
of HΛ and CΛ(z) (discrete spectra, essential spectra etc.) is a rather difficult
problem, cf. [8, 20, 25]
The calculation of CΛ(z) is a rather difficult technical problem, as it involves
“generalized” operations with linear relations. Such difficulties do not arise
if Λ is the graph of a certain self-adjoint linear operator L (i.e. if Λ can be
injectively projected onto G ⊕ 0); the boundary conditions take the form Γ2φ =
LΓ1φ, and such extensions are called disjoint to H0 because of the equality
domHΛ ∩ domH0 = domS (the operator S is then called the maximal common
part ofH0 andHΛ). Then the subspace gr Q(z)−Λ is the graph of the invertible

operator Q(z) − L, and CΛ(z) =
(
Q(z) − L

)−1
.

As we have shown in proposition 5, all self-adjoint boundary conditions
can be represented with the help of two bounded linear operators A and B by

AΓ1φ = BΓ2φ ⇔ (Γ1φ,Γ2φ) ∈ ΛA,B, (B.10)

where A and B satisfy (B.3) and (B.5). Our aim is to show that the resolvent
formula (B.9) admits a simple form in terms of these two operators.

Lemma 3. Let bounded operators A, B parameterize a s.a.l.r. in G and be normalized.
Then for any z ∈ resH0 the following three conditions are equivalent:

(a) 0 ∈ res
(
gr Q(z) − ΛA,B

)
,

(b) 0 ∈ res
(
BQ(z) −A

)
,

(c) 0 ∈ res
(
Q(z)B∗ − A∗

)
.

If these conditions are satisfied, then

(
gr Q(z) − ΛA,B

)−1
= gr B∗

(
Q(z)B∗ − A∗

)−1
= gr

(
BQ(z) −A

)−1
B. (B.11)
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Proof. Let us express the linear relation gr Q(z) − ΛA,B through A and B. Due
to lemma 2 one has ΛA,B = {(B∗u,A∗u), u ∈ G}. Therefore, dom

(
gr Q(z) −

ΛA,B
)

= ranB∗, and there holds

(
gr Q(z) − ΛA,B

)
=
{(
B∗u, Q(z)B∗u− A∗u

)
, u ∈ G

}
. (B.12)

Assume that (a) is satisfied and show (c). Clearly, ran(gr Q(z) − ΛA,B) =
ran

(
Q(z)B∗ − A∗

)
, and there holds ran

(
Q(z)B∗ − A∗

)
= G. We show now

that ker
(
Q(z)B∗ − A∗

)
= 0. Let

(
Q(z)B∗ − A∗

)
u = 0, u ∈ G. As ker

(
gr Q(z) −

ΛA,B
)

= 0, the corresponding first component in
(
B∗u, (Q(z)B∗ − A∗

)
u
)

must
vanish, i.e. B∗u = 0, and then A∗u = 0. But kerA∗ ∩ kerB∗ = 0 due to (B.5),
and u = 0. Therefore, the operator Q(z)B∗ − A∗ has a bounded inverse due to
the closed graph theorem. Hence (a) implies (c).
Now let (c) hold, then we can rewrite (B.12)

gr Q(z) − ΛA,B =
{(
B∗(Q(z)B∗ −A∗)−1x, x

)
, x ∈ G

}
, (B.13)

and we get immediately ran
(
Q(z) − ΛA,B

)
= G and ker

(
Q(z) − ΛA,B

)
= 0,

which exactly (a). Therefore, we have shown that (a) is equivalent to (c).
Note that the condition (a) and, therefore, also (c), is invariant under the change
z ↔ z̄, because they define the resolvent set of the self-adjoint operator HA,B,
and the resolvent set is symmetric under the complex conjugation. The equiv-
alence of (b) and (c) follows from the fact thatQ(z̄)B∗−A∗ has 0 in the resolvent
set if and only if its adjoint BQ(z)−A has the same property (here one can use
the equality Q(z) = Q∗(z) following from (B.8)).

We have already proved the first equality in (B.12), see (B.13). Let us show
the second one. Let us the the notation of proposition 7. Replacing z in (B.9) by
z̄ and taking the adjoint on the both sides one sees immediately that C∗Λ(z̄) =
CΛ(z) for any z ∈ resH0. On the other hand, we have shown already that for

Λ = ΛA,B one has CΛ(z) = B∗
(
Q(z)B∗ − A∗)−1, therefore,

(
BQ(z) − A

)−1
B =

C∗Λ(z̄) = CΛ(z) = B∗
(
Q(z)B∗ − A∗)−1.

Now we are in position to reformulate proposition 7 completely in the operator
language, withour using linear relations.

Theorem B.2.1 (Resolvent formula for normalized parameters). Let HA,B be
the self-adjoint extension of S corresponding to the boundary conditions (B.10) with
normalizedA andB. A number z ∈ resH0 lies in specHA,B iff 0 ∈ spec

(
BQ(z)−A)

or, equivalently, 0 ∈ spec
(
Q(z)B∗ −A∗). For any z ∈ resH0 ∩ resHA,B there holds

(HA,B − z)−1 = (H0 − z)−1 − γ(z)B∗
(
Q(z)B∗ −A∗

)−1
γ ∗(z̄), (B.14)

(HA,B − z)−1 = (H0 − z)−1 − γ(z)
(
BQ(z) −A

)−1
B γ ∗(z̄). (B.15)
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Proof. Follows from lemma 3.

Note that by setting A = i(1 + U), B = 1 − U one obtains a global expression
for the resolvents which covers the whole family of self-adjoint extensions. A
finite-dimensional case of this resolvent formula was obtained in [11] in the
context of singular quantum-mechanical interactions.

Theorem B.2.2 (Eigenvalues of self-adjoint extensions). Let HA,B be the self-
adjoint extension of S corresponding to the boundary conditions (B.10) with A and B
satisfying (B.3) and (B.4). The value z ∈ resH0 is an eigenvalue ofHA,B iff ker

(
BQ(z)−

A
)
6= 0, and in this case one has ker(HA,B − z) = γ(z) ker

(
BQ(z) −A

)
.

Proof. Let us show first that γ(z) ker
(
BQ(z) − A

)
⊂ ker(HA,B − z). For any

ξ ∈ ker
(
BQ(z)−A

)
the element f(z, ξ) := γ(z) ξ is an eigenfunction of S∗ with

the eigenvalue z, because γ(z) is an isomorphism between ker(S∗ − z) and G.
Moreover, one has Γ1f(z, ξ) = Γ1Γ

−1
1 ξ = ξ and Γ2f(z, ξ) = Γ2γ(z)ξ = Q(z)ξ,

therefore, AΓ1f(z, ξ) − BΓ2f(z, ξ) = −
(
BQ(z) − A

)
ξ = 0, which means that

f(z, ξ) is in the domain of HA,B. Therefore, f(z, ξ) is an eigenvector of HA,B

with eigenvalue z.
Now let z ∈ resH0 be an eigenvalue of HA,B and f be a non-zero element of
the corresponding subspace. Then f is also an eigenvector of S∗. As γ(z) is
an ismorphism between ker(S∗ − z) and G, there exists ξ ∈ G \ {0} such that
f = γ(z)ξ. As previously, there holds Γ1f = ξ, Γ2f = Q(z)ξ, and the condition
f ∈ domHA,B takes the form AΓ1f −BΓ2f ≡ −

(
BQ(z) −A

)
ξ = 0.
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