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Introduction

I.1. Thermal effects in semiconductor devices

Communication and information systems are subject to faster and faster changes. The increasing complexity of electronics systems, requiring higher and higher packing densities and faster circuit speeds, led to an increase in power dissipation and consequently to enhanced self-heating effects. In addition, in order to minimize cross-talk effects and improve high-frequency performances, isolation schemes based on buried oxide layers or deep trench are widely adopted in both bipolar and MOS technologies. These devices are extremely affected by self-heating effects, due to the low thermal conductivity of the buried oxide and the material filling the trench compared to that of silicon. Self-heating effects have become a crucial issue also in heterojunction bipolar transistors (HBTs) due to the high current levels these devices are devised to handle.

Unfortunately, it is well known that thermal effects can affect the reliability and performance of the system so that an exact prediction of the thermal behavior becomes of fundamental importance during device/circuit design. For this purpose an accurate investigation of thermal phenomena must be carried out in order to develop high-performance, low-cost and high-reliability electronic systems for high-frequency applications.

In principle, fully 3-D numerical simulations, which are predictive and allow accounting for all the details of an arbitrarily complex geometry, can be performed.

However, even if numerical simulation tools may reduce expensive technological efforts, the fine discretization requested to achieve satisfying simulation accuracy makes such methods too computationally demanding, thus becoming impracticable when
dealing with a large number of transistors. As an alternative, one can resort to high-efficiency analytical approaches, since they require a lower computational cost and can be easily included in electrothermal circuit simulation tools. Unfortunately, this is not a trivial task due to inherent structural complexity of the modern devices.

It is clear that both solutions present some disadvantages so that a proper choice about the option to be adopted in a given problem is very important and complex.

I.2. Thesis contents

This thesis deals with the analysis of the thermal behavior of bipolar transistors characterized by isolation schemes (i.e., deep trench, shallow trench, buried oxide layer) aimed at improving the high-frequency performance of the devices/circuits. The investigation focuses on three types of bipolar transistors: BJT isolated by deep trench and fabricated on SOI (silicon-on-insulator) substrates (i.e., characterized by a buried oxide layer), BJT isolated by deep trench and fabricated on conventional silicon bulk substrates, HBT SiGe characterized by deep and shallow trenches.

In Chapter 1, a brief introduction to the state-of-the-art isolation schemes is presented. In Chapter 2, the thermal behavior of deep trench isolated structures on SOI substrates is thoroughly analyzed. Detailed 3-D numerical simulations have been performed to investigate the heat transfer capability of silicon-trenches and silicon-buried oxide interfaces and the impact of all technological and material parameters of interest. It has been shown that the heat transfer phenomena across the silicon island sidewalls can be well approximated by considering simplified convective boundary conditions with uniform heat transfer coefficients. Based on such a result, a novel analytical model has been developed for evaluating the temperature field in a trench SOI structure, which is based on the reduction of the domain under analysis to a silicon rectangular parallelepiped with convective boundary conditions at lateral and bottom faces. An extensive comparison with numerical results proves that the model, that is
entirely predictive, is extremely accurate in the overall parameter range (the accuracy has been demonstrated to lie within 5%) and can be adopted for a fast evaluation of the thermal resistance of a trench SOI device as well as of the temperature gradients within the silicon island surrounded by trenches and buried oxide in order to improve the thermal ruggedness during circuit design.

In Chapter 3, a complete and comprehensive analysis of the thermal behavior of trench-isolated bipolar transistors fabricated on conventional bulk-silicon substrates has been carried out. Fully 3-D numerical simulations are performed to analyze the impact of all technological parameters of interest. Based on numerical results, a novel strategy to analytically evaluate the temperature field is proposed, which allows accurately accounting for the heat propagation through the trench and the nonuniform temperature/heat flux distributions over the interface between the silicon trench box and the underlying substrate. The strategy is based on the reduction of the domain under analysis to a simplified structure subdivided into the silicon-only trench box with convective boundary conditions at lateral sidewalls and the silicon substrate. The resulting analytical model is (i) entirely predictive, namely, the thermal behavior of any trench-isolated bipolar transistor can be analyzed starting only from information concerning geometrical and material parameters; (ii) effective, since proper approaches have been chosen to describe the thermal process in both the trench well and the silicon substrate: a few seconds are indeed needed to evaluate a thermal resistance value; and (iii) highly accurate compared to all other predictive models available from the literature: an error <2% is obtained with respect to 3-D numerical simulations in a wide range of values for all technological parameters. As a consequence, the proposed model can be employed for an accurate, yet fast evaluation of the thermal resistance of a trench-isolated device as well as of the temperature gradients within the silicon box surrounded by the trench. Hence, it can be suggested as an effective means for optimizing the thermal design of bipolar transistors fabricated in deep-trench technology with both oxide lined and filled trenches.

Finally, in Chapter 4, the thermal behavior of SiGe heterojunction bipolar transistors (HBTs) is analyzed. Fully 3-D numerical simulations are performed to analyze the impact on the thermal behavior of all technological elements (e.g., shallow trench, metal slot
contacts, deep trench). The numerical results evidenced that the thermal behavior of the overall structure is similar to the one exhibited by a simplified structure in which the heat source is embedded in a bulk silicon substrate and laterally isolated by deep trench. Such a result allows extending to SiGe HBTs the model proposed for trench-isolated bipolar transistors. An accurate parametric analysis allows evaluating the influence on the thermal behavior of all technological parameters of interest (i.e., emitter length, deep and shallow trench depths, heat source thickness, distance between the active region and trench, trench geometry). The scaling effects on thermal resistance are also analyzed as well as the nonlinear effects introduced by the dependence of the silicon and tungsten thermal conductivity on temperature. An extensive comparison with numerical results proves that the model is rather accurate in the overall parameter range (a maximum error of 12% has been relieved).
Chapter 1

Isolation schemes in bipolar technology

A lot of improvements were introduced in bipolar technology since, around 1958, Jack Kilby of Texas Instruments and Robert Noyce of Fairchild Semiconductor independently co-invented the integrated circuit: the epitaxial collector regions above heavily doped buried layers were produced, LOCOS isolation was adopted in place of the junction isolation, narrow base regions were fabricated by means of the implantation of impurities and so on. In order to increase the cutoff frequencies, a reduction of device vertical dimensions was needed. Such aim was reached by realizing arsenic-doped emitters with shallow boron-doped bases. The current gain was further improved by fabricating emitter contacts in polysilicon. It was indeed observed that polysilicon contacts to monocrystalline emitter regions produced gains 4-5 times larger than the ones of comparable metal-contacted emitters. In 1980s, thanks to the plasma-etching processes, the concept of self-alignment was introduced, that allowed reducing significantly the device lateral dimensions and led to the fabrication of the device that represents the state-of-the-art of silicon high-frequency bipolar transistors [1].

Further advances were made by adopting novel isolation techniques, e.g., silicon-on-insulator schemes or shallow/deep trench isolation.

This Chapter briefly discusses the modern isolation techniques with their advantages and drawbacks.

1.1. Trench isolation

An integrated circuit is based on the concept that many components (passive and active) are fabricated together on the same semiconductor substrate. This target can be achieved only thanks to
In an ideal situation, in order to assure that the operation of one transistor does not affect the neighboring ones, each device would be surrounded by a perfect electrical insulator. Unfortunately, in reality this is not possible when dealing with semiconductors.

The earliest type of isolation was introduced by Noyce and it is known as junction isolation [2]. The junction isolation is based on the physical property of the silicon PN junction: current cannot flow in a reverse-biased junction. Therefore, the electrical isolation is assured providing the correct voltages to the materials keeping the PN isolation junctions in reverse bias. However, some non-ideal properties affect the PN junction behavior.

1. In a reverse-biased junction a current, even if low, always flows. This leakage current increases with temperature and results in a higher power dissipation by the devices that should be isolated, and therefore in a gain reduction.

2. There is an intrinsic capacitance associated with a PN junction depending on the reverse voltage applied across it. This capacitance can limit the circuit operating frequency and produce a higher harmonic distortion creating nonlinearities.

3. The junction isolation consumes a large amount of silicon area because of lateral diffusions. Furthermore, in high-voltage technologies the space required can become excessively large since the junction isolation size must increase with the applied voltage.

4. Finally, if the voltage applied across the reverse-biased junction generates an electric field exceeding the so-called critical electric field, the semiconductor will destroy and the current will begin to flow.

Fortunately, around 1980s, the advances in silicon etching technology (i.e., the capability to remove specific silicon areas) allowed realizing the first trenches separating physically the devices.

Nowadays many bipolar processes are based on trench isolation to improve packing density [3], reduce parasitic capacitances, minimizing cross-talk interference, and favor latch-up immunity [4]-[7] so as to improve high-frequency device performance.

Shallow trench isolation (STI), also referred to as BIT (Box Isolation Technique), prevents leakage current between adjacent
devices/circuits integrated on the same chip. STI is created during the semiconductor device fabrication process, before realizing active devices. The most important steps of the STI fabrication involve etching a pattern of trenches in silicon, depositing one (or more) dielectric materials to fill the trenches, and removing the excess dielectric using a technique such as chemical/mechanical planarization. STI results in higher packing densities, scaled design rules and lower parasitics that allow reaching higher yields for both CMOS and bipolar circuits. Although demanding on further process steps (i.e., etching and refilling), STI allows reducing the area needed for isolation between circuit elements and consequently the die size, cutting in this way the device cost [8]. However, the shallow trenches are not thick enough to penetrate the epitaxial and buried layers, and do not provide a complete electrical isolation [3]. As a consequence, also the deep trench isolation (DTI) is often adopted, since it provides a further parasitics and crosstalk reduction [6]. As stated before, shallow and deep trenches allow cutting the parasitic capacitances; in particular, they are employed to reduce the base–collector junction capacitance and the collector–substrate one, respectively [9], [10] (a capacitance reduction of 4 times can be obtained thanks to the deep trench employment [11]).

Fig. 1.1 shows the scanning electron microscope (SEM) view of a trench-isolated self-aligned NPN bipolar transistor.

![Fig. 1.1. SEM view of a self-aligned NPN transistor. Both shallow and deep trenches are integrated.](image-url)
The adoption of isolation techniques based on deep trenches allows: a chip area reduction of the order 20-25% with respect to technologies employing standard junction isolation schemes [12]; a decrease by more than 6 orders of magnitude in the parasitic currents injected in the substrate [11]; a current holding increase of 10 times and a reduction in the current gain of the lateral parasitic transistors of about 6 times as compared to trench-free bulk transistors [13].

In conclusion, trench isolation, based on the use of non-conducting materials to isolate the transistors, allows overcoming almost all the non-idealities of junction isolation.

However trench isolation also exhibits some drawbacks. The trenches are typically filled with an insulator (e.g., SiO$_2$) or polysilicon lined with SiO$_2$. Unfortunately, due to the poor thermal conductivity of the trench-filling materials, the heat flow coming from the active transistor area is mostly confined within the silicon-only region enclosed by the trench before spreading into the substrate, thereby leading to exacerbated thermal issues with respect to bulk-silicon transistors of comparable size.

Furthermore, even if the parasitic capacitances are reduced, transistors separated by a deep trench structure are still capacitively coupled to each other and this can affect the electric characteristics of adjacent transistors in dependence of voltage and frequency [8].

### 1.2. Silicon-on-insulator

To be fully isolated a transistor should be isolated on all sides. As concerns the top isolation, in trench-isolated technology, a SiO$_2$ layer is used (as well as in junction-isolated technology). The bottom isolation, on the contrary, can lead to relevant improvements in the circuit performance.

In the silicon-on-insulator (SOI) technology, the top of the wafer (where the transistors/circuits are located) is electrically insulated by a SiO$_2$ layer from the silicon substrate. The buried oxide layer can be formed both by a thermal oxidation of the top silicon layer (e.g., [14]) and by an oxygen implantation on a screened oxide silicon wafer (e.g., [15]).
The employment of SOI substrates presents some advantages.

Firstly, a further electrical insulation is provided by the buried oxide [16] that results in a reduction of parasitic capacitances, crosstalk, substrate noise, and latch-up. For this technology, collector-substrate capacitances and collector resistance are lower, resulting in increased operating speeds [17]-[19] (a speed increase of 20-35% is obtained compared to bulk CMOS operating speeds [20]). Furthermore, a reduced power is required to achieve high performance (a 2 to 4 times lower power is needed to operate at the same speed as bulk CMOS [20]). The performance of passive components such as inductors and capacitors, are also improved [21]. In addition, the fabrication process is simplified since an N-type collector/substrate isolation region is no longer needed for the PNP transistor and different voltages may be used on different devices without adding processing steps required for triple wells [20].

Fig. 1.2 shows the SEM view of a transistor realized on SOI substrate.

![Fig. 1.2. SEM view of a SiGe HBT fabricated on SOI substrate.](image)

Even if SOI complementary bipolar technology requires higher initial wafer costs, the reduction in the process complexity and the increase in circuit density fully justify its employment in most technologies.

However, the trend toward smaller and smaller device geometry and higher and higher operating current density leads to a greater sensitivity to thermal effects in bipolar transistors fabricated using the aforementioned technology. The buried oxide exhibits a very low thermal conductivity compared with the silicon one. Therefore the
thermal power produced by device junctions can be hardly removed resulting in enhanced self-heating effects that can have deleterious consequences on the reliability and performance of the transistors [22], [23].

1.3. Trench-isolated bipolar transistors on SOI substrates

Nowadays advanced technology solutions based on the concurrent adoption of deep trench isolation and buried oxide schemes are increasingly employed due to the need of electrically insulating the active devices from neighboring transistors and substrate. This solution allows overcoming the electrical drawbacks of junction isolation leading to negligible leakage current, reduced parasitic capacitances, and capacitance values independent of the applied voltage variations. In addition, an enhanced immunity to substrate noise and cross-talk are achieved [17], [19], [23].

These features result in faster operating frequencies (since distortion decreases and linearity improves) and lower manufacturing cost (since the isolation size and consequently the die size diminish).

In a trench SOI technology, the active area lies within a silicon island completely enclosed by dielectric layers that ensure the requested full electrical isolation. Fig. 1.3 shows a SEM view of a trench-isolated transistor realized on SOI substrate.

![Fig. 1.3. SEM view of a trench-isolated transistor on SOI substrate.](image)
Unfortunately, the poor thermal conductivities of trench materials and buried oxide make the heat removal from the active regions more difficult giving rise to excessively high junction temperatures, if compared to bulk transistors of comparable size embedded in silicon-only substrates, which results in performance and reliability degradation.

1.4. Thermal issues

As claimed before, due to the poor thermal conductivity of the trench-filling materials and buried silicon dioxide, the heat flow coming from the active transistor area, before spreading into the substrate, is mostly confined within the silicon-only region enclosed by the insulating layers. Therefore the adoption of isolation schemes based on deep trench and buried oxide layer makes the devices noticeably affected by self-heating effects with respect to bulk-silicon transistors of comparable size. This statement will be better clarified in the following.

In a bulk-silicon device the heat originated from the active region can flow radially (Fig. 1.4a). Fig. 1.4b shows the corresponding temperature field.

![Fig. 1.4. Thermal behavior of a bulk bipolar transistor: (a) heat flux lines and (b) temperature field.](image)

In a trench-isolated device the heat flows more hardly through the trench (Fig. 1.5a) so that the temperature reaches higher values in proximity of the heat source (Fig. 1.5b).
Finally, in a bipolar transistor characterized by the simultaneous adoption of deep trench and buried oxide layer, no silicon paths are available for the heat removal from the active region, so that the heat flow is mostly confined within the silicon island (Fig. 1.6a). This performance exacerbates electrothermal issues with respect to other less drastic isolation schemes, i.e., based only on either trenches or a buried oxide layer, leading to higher temperature peaks (Fig. 1.6b).

This is evidenced in Fig. 1.7., which illustrates the temperature rise above ambient normalized to dissipated power along a vertical line crossing the active area center for various structures, as evaluated through the commercial 3-D numerical simulator Comsol based on the finite element method [24].
It is shown that the self-heating thermal resistance\(^1\) of the trench-isolated SOI transistor, evaluated on the projection of the heat source center on the top surface, amounts to 1860 K/W, while values of (a) 550, (b) 650, and (c) 850 K/W were obtained by (a) removing both trenches and buried oxide (i.e., considering a conventional bulk-silicon device), (b) eliminating only the trenches (i.e., considering a trench-free SOI structure), and (c) removing only the buried oxide (i.e., considering a pure trench bipolar transistor), respectively.

References


\(^1\) The self-heating thermal resistance \(R_{TH}\) represents an indicator of the device capability to dispose of heat and it is defined as the temperature rise above ambient normalized to dissipated power: \(R_{TH} = (T_f - T_{amb})/P_D\).


Chapter 2

Trench-isolated bipolar transistors on SOI substrates

Nowadays, the demand for increasingly smaller chip sizes and higher operation frequencies results in a growing number of processes making a concurrent use of deep trench isolation and silicon-on-insulator schemes. As stated before, this solution allows electrically insulating the active devices from both neighboring transistors and substrate, which leads to a number of attractive features, e.g., reduced parasitic capacitances, low leakage currents, and enhanced immunity to substrate noise and crosstalk [1]-[4].

Unfortunately, the poor thermal conductivities of trench materials and buried oxide, which surround the active area confining the heat flow coming from it, lead to enhanced self-heating effects with respect to bulk-silicon devices of comparable size. Hence, an accurate prediction of the thermal behavior of these structures is needed in order to optimize their design.

In principle, one can resort to fully 3-D numerical simulations, which allow accounting for all the geometry details. However, they are CPU/memory demanding, thus becoming unviable when the number of transistors becomes considerable. As an alternative, high-efficiency analytical approaches can be pursued, since they require a lower computational cost.

Unfortunately, developing analytical thermal models is not a trivial task due to inherent structural complexity of trench-isolated SOI bipolar transistors. Some analytical approaches have been conceived to evaluate the thermal resistances of either trench [5]-[9] or SOI structures [5], [10]. On the other hand, analyses that simultaneously account for deep trenches and SOI are rarely encountered in literature, although the trench and SOI combination is increasingly employed in ICs in order to achieve a full electrical
isolation of the active devices [11]-[13]. An estimate of the thermal resistance of a trench-isolated SOI structure can be obtained by considering the parallel of thermal resistances associated with the individual sidewalls and buried oxide layers [5]. However, this approach does not allow evaluating the whole temperature distribution in the silicon island surrounded by insulators. To our knowledge, only an attempt to solve this problem has been made in [14], where the authors develop a physics-based analytical model that describes the thermal process in trench SOI devices under transient conditions. However, the resulting mathematical formulation is based on severe assumptions (e.g., a 1-D heat flux through buried oxide and trenches) that adversely affect its accuracy, thus leading to a rather large discrepancy when compared to 3-D numerical results.

In this Chapter, a thorough investigation of the thermal behavior of trench-isolated devices fabricated on SOI substrates under steady-state conditions is presented. The Chapter is organized as follows.

First, detailed thermal-only 3-D numerical simulations are performed to analyze the influence of all geometrical and material parameters on the temperature distribution as well as the heat removal capability of the interfaces between silicon and insulating layers. It is demonstrated that the interfaces between the silicon island and the surrounding insulated materials exhibit a nonuniform proneness to transfer heat.

Subsequently, starting from the numerical results, a novel modeling strategy is developed, which involves the replacement of the actual domain with a simplified silicon-only one with proper boundary conditions that allow describing the thermal process. In particular, convective boundary conditions are adopted, which involve a proper choice of the heat transfer coefficients\(^2\) [W/\(\mu\)m\(^2\)K] (also referred to as trench conduction parameters [15]). Therefore empirical expressions for the heat transfer coefficients are derived to account for their dependence upon all relevant parameters.

Afterward, based on the adopted strategy, an analytical model for the thermal resistance of trench SOI structures was developed. The resulting model is fully predictive, i.e., it allows evaluating the

\(^2\) The heat transfer coefficient [W/\(\mu\)m\(^2\)K] is defined as the ratio between heat flux and temperature increase above ambient and describes the surface capability to transfer heat [see Eq. (2.2)].
thermal behavior of the structure only from information concerning the corresponding technological details (i.e., geometry and material properties).

Finally, the thermal behavior of a trench SOI structure as a function of all relevant geometry and material parameters is analyzed by means of the model and numerical data. An extensive comparison with 3-D numerical simulations has allowed proving that, despite its simplicity, the model is extremely accurate in a wide range of values for all relevant geometrical and material parameters playing a role. Besides, it requires extremely short simulation times without convergence problems. As a consequence, it can be conveniently used to predict technology-scaling trends as well as to detect temperature gradients within the silicon island.

2.1. Numerical analysis

The domain under analysis is shown in Fig. 2.1a and b, and is comprised of a silicon island surrounded by deep trenches and a buried oxide layer, embedded in a 300-μm thick silicon substrate, with bottom surface assumed to be in an intimate contact with an ideal heat sink at temperature $T_{\text{AMB}} = 300$ K.

An exact analytical description of the thermal process in a trench SOI structure is prohibitive due to its intrinsic geometrical complexity. For this reason, we have conceived an effective strategy to simplify the problem, which is similar to the approach exploited in [6] for trench-only devices, and can be summarized as follows: the actual domain (Fig. 2.1a and b) is replaced by a silicon-only domain identical to the silicon island with convective boundary conditions at bottom and lateral faces, and adiabatic top surface (Fig. 2.1c and d).

A convective boundary condition (also referred to as condition of 3rd kind or Robin condition) imposes a proportionality relationship between heat flux and temperature through the heat transfer coefficient [see Eq. (2.8)] at an assigned surface. It is noteworthy that, despite its nomenclature, the convective condition is used to describe a heat conduction phenomenon, namely, the heat transfer through the trench sidewalls and buried oxide.
The proposed approach requires an adequate choice for the values of heat transfer coefficients associated with the convective conditions, which represent tuning parameters to describe the outward flux through the trench and buried oxide sidewalls in the actual structure. This task was accomplished by resorting to an extensive numerical analysis of the trench SOI structure. Such an investigation has been aimed at achieving a better understanding of the thermal behavior and its dependence upon all relevant geometrical and physical parameters, and deeply studying the heat removal capability of trenches and buried oxide. The analysis is carried out as follows.

A reference structure, with parameter values listed in Table 2.1, was defined. The numerical analyses were performed by varying an assigned parameter and keeping all other parameters constant and equal to the reference ones. All geometrical quantities have been varied, namely, the silicon island width/length, trench depth, buried oxide and trench thickness, and position and geometry of the heat source. The variations were chosen within ranges typical of bipolar technologies (see Table 2.1). The heat source region is represented as a rectangular parallelepiped with length and width equal to those of the emitter window, and vertically coinciding with the base-collector
space charge region. The heat generated by the source is assumed to be due to uniform power dissipation. The trenches have been initially assumed to be entirely filled with silicon dioxide, whose thermal conductivity was chosen to be $1.4 \times 10^{-6}$ W/µmK (while $1.4 \times 10^{-4}$ W/µmK was assumed for silicon).

Table 2.1
Geometrical parameters of the trench SOI structure.

<table>
<thead>
<tr>
<th>parameter</th>
<th>description</th>
<th>reference domain [µm]</th>
<th>variation range [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>silicon island width</td>
<td>4</td>
<td>2 ± 20</td>
</tr>
<tr>
<td>L</td>
<td>silicon island length</td>
<td>22</td>
<td>22 ± 40</td>
</tr>
<tr>
<td>t</td>
<td>trench thickness</td>
<td>1</td>
<td>0.5 ± 1.5</td>
</tr>
<tr>
<td>d</td>
<td>trench depth</td>
<td>5.5</td>
<td>1 ± 10</td>
</tr>
<tr>
<td>tOX</td>
<td>buried oxide thickness</td>
<td>0.4</td>
<td>0.4 ± 1.2</td>
</tr>
<tr>
<td>tOX,̅</td>
<td>trench oxide thickness</td>
<td>0.1</td>
<td>—</td>
</tr>
<tr>
<td>tpoly</td>
<td>thickness of the trench polysilicon</td>
<td>$t_t-2tOX,̅$</td>
<td>—</td>
</tr>
<tr>
<td>WHS</td>
<td>heat source width</td>
<td>0.5</td>
<td>0.5 ± 3</td>
</tr>
<tr>
<td>LHS</td>
<td>heat source length</td>
<td>20</td>
<td>9 ± 21</td>
</tr>
<tr>
<td>tHS</td>
<td>heat source thickness</td>
<td>0.05</td>
<td>—</td>
</tr>
<tr>
<td>dHS</td>
<td>heat source depth</td>
<td>0.05</td>
<td>—</td>
</tr>
<tr>
<td>d1</td>
<td>distance between trench and heat</td>
<td>1.75</td>
<td>0.25 ± 4.75</td>
</tr>
<tr>
<td></td>
<td>source</td>
<td></td>
<td>(at W = 10 µm)</td>
</tr>
</tbody>
</table>

2.1.1. Heat transfer coefficient evaluation procedures

In order to study the heat transfer properties of the trench and buried oxide sidewalls, we analyze the corresponding heat transfer coefficient $h$. In fact, as stated before, the heat transfer coefficient describes the surface proneness to transfer heat out of the silicon-only domain (referred to as silicon island). For this purpose we followed two different $h$ evaluation strategies:

1. **Punctual $h$**: in this case the heat transfer coefficient is evaluated as

$$h = \frac{f(x_p, y_p, z_p)}{T(x_p, y_p, z_p) - T_{AMB}}$$  \hspace{1cm} (2.1)
where \( f(x_p, y_p, z_p) \) and \( T(x_p, y_p, z_p) \) are the heat flux and temperature in the projection of the MGC\(^4\) of the heat source on the top surface, respectively, and \( T_{AMB} \) is the ambient temperature.

2. Averaged \( h \): in this case the heat transfer coefficient is evaluated as

\[
\bar{h} = \frac{1}{S} \int \frac{f(x, y, z) dS}{\int \frac{1}{S} T(x, y, z) dS - T_{AMB}}
\]

(2.2)

being \( S \) the area of the surface at which \( h \) is associated.

### 2.1.2. Self-heating thermal resistance evaluation: adopted approaches and nomenclature

In our investigation, three approaches are adopted in order to (numerically) evaluate the self-heating thermal resistance \( R_{TH} \):

1. **Punctual** \( R_{TH} \) approach: the temperature increase above ambient is evaluated on the projection of the MGC of the heat source on the top surface (see Fig. 2.2a).

2. **Surface-averaged** \( R_{TH} \) approach: the temperature increase above ambient is evaluated as an average over a rectangular domain corresponding to the projection of the overall heat source on the top surface (see Fig. 2.2b).

3. **Volume-averaged** \( R_{TH} \) approach: the temperature increase above ambient is evaluated as an average over the whole heat source volume (see Fig. 2.2c).

---

\(^4\) MGC is the acronym for mass gravity center (of the heat source). It will be widely used in the following for simplicity.
22 Chapter 2. Trench-isolated bipolar transistors on SOI substrates

Fig. 2.2. The different approaches adopted for self-heating thermal resistance evaluation: punctual $R_{TH}$ (a); surface-averaged $R_{TH}$ (b); and volume-averaged $R_{TH}$ (c).

Now, let us introduce the nomenclature adopted for the self-heating thermal resistance numerical evaluation:

1. **Actual** $R_{TH}$ is the self-heating thermal resistance of the complete structure with trench and buried oxide layer (see Fig. 2.1a).
2. **Punctual-h** $R_{TH}$ is the self-heating thermal resistance of the “fictitious” reduced silicon domain (see Fig. 2.1c). In this case the heat transfer coefficients are calculated from the values of temperature and heat flux evaluated on the projections of the mass gravity center of the heat source on the (lateral and bottom) faces by simulating the overall actual structure.
3. **Averaged-h** $R_{TH}$ is the self-heating thermal resistance of the “fictitious” reduced silicon domain (see Fig. 2.1c). In this case the heat transfer coefficients are calculated from the averaged temperature and heat flux evaluated on the (lateral and bottom) faces by means of simulations of the overall actual structure.

For each case the self-heating thermal resistance will be evaluated by means of the 3 approaches addressed before.

### 2.1.3. Buried oxide thickness variation

Let us analyze the influence of the buried oxide thickness on the heat transfer capability of the silicon island sidewalls.
In the reference structure the buried oxide thickness amounts to 0.4 µm. In the analysis presented in this Paragraph such a thickness spans from 0.4 to 1.2 µm (see Table 2.1). Firstly, the impact on the bottom silicon/buried oxide surface is analyzed.

As evidenced in Fig. 2.3, the proneness of the bottom surface to transfer heat away from the silicon island decreases with increasing buried oxide thickness (which is an intuitive result), both in the punctual and in the averaged case. Besides, an inspection of the figure reveals that the punctual \( h \) is lower than the averaged one. As will be evidenced in the following, this result holds for all the boundary surfaces in almost all the performed analyses.

![Heat transfer coefficient over z=dt (µW/µm²K)](image)

**Fig. 2.3.** Heat transfer coefficient over the bottom of the silicon island as a function of buried oxide thickness: both the punctual (red line) and averaged \( h \) (blue) are depicted.

Fig. 2.4a and b illustrate the temperature distribution over the bottom surface (i.e., the interface at \( z = d \), between silicon and buried oxide) as obtained through a 3-D FEM simulation of the reference structure (\( t_{OX} = 0.4 \) µm) and of the structure corresponding to the case of the largest analyzed oxide thickness (\( t_{OX} = 1.0 \) µm), respectively. A dissipated power density of 20 mW/µm³ is assumed. Note that due to the inherent symmetry of the structures, only one quarter of the domain has been simulated (see Fig. 2.1a). It is evident that the maximum temperature occurs at the projection of the MGC on the bottom surface (since this is the surface point closest to the heat
source). Furthermore, for \( t_{OX} = 1.0 \, \mu m \) the temperature values are obviously higher than those corresponding to the 0.4 \( \mu m \) case since the heat is more hardly removed from the silicon domain surrounded by oxide.

Fig. 2.4. Temperature distributions over one quarter of the bottom surface of the silicon island as evaluated by numerical simulations for: (a) \( t_{OX} = 0.4 \, \mu m \), and (b) \( t_{OX} = 1.0 \, \mu m \).

Fig. 2.5 shows the heat flux distribution over the bottom surface for the two previously analyzed cases.

Fig. 2.5. Heat flux distributions over one quarter of the bottom surface of the silicon island as evaluated by numerical simulations for: (a) \( t_{OX} = 0.4 \, \mu m \), and (b) \( t_{OX} = 1.0 \, \mu m \).

As can be seen in Fig. 2.5a, the flux distribution significantly increases in the close proximity of the lateral trenches, while being low (and approximately uniform) far from them. This behavior occurs also by increasing the buried oxide thickness, as evidenced by Fig. 2.5b. Furthermore, a peak is reached on the corner located between trench and buried oxide. This clearly illustrates that this point represents the favorite way for the heat flux to leave the silicon island.
within which the active device region is located. It should be noted that the flux distribution over the edge $x = 0$ (which faces the longest heat source side) is higher than that over the edge $y = 0$.

As evidenced in Fig. 2.4 and Fig. 2.5, the buried oxide thickness enlargement results in a flux decrease and temperature increase.

Finally, Fig. 2.6 depicts the $h$ distribution over the bottom surface.

![Fig. 2.6. Heat transfer coefficient distributions over one quarter of the bottom surface of the silicon island as evaluated by numerical simulations for: (a) $t_{OX} = 0.4$ µm, and (b) $t_{OX} = 1.0$ µm.](image)

Some observations are in order.

1. A noticeably uneven $h$ distribution arises: such a parameter exhibits a sharp growth along the edges between lateral trenches and buried oxide with a peak in the corner (point B in Fig. 2.1a), while a plateau region with a lower and uniform value occurs far away from the borders, due to the balance between the nonuniform heat flux and temperature distributions. It is therefore evidenced that:
   - the heat removal is more effective in correspondence of the boundaries between walls;
   - corners represent the preferential way for the heat to leave the silicon island.

2. This behavior allows clarifying why the averaged $h$ value (which accounts for the $h$ distribution nearby the surface borders) is higher than the punctual $h$ (which is located well within the plateau region).

3. Both the plateau values and the border ones decrease with increasing the thickness of the buried oxide. As claimed before, this is a foreseeable behavior, since the bottom surface
more hardly allows the heat propagation toward the substrate for larger $t_{OX}$ values.

Fig. 2.7 shows the $h$ behavior over the bottom interface along a cut taken through the center of the bottom surface for two values of buried oxide thickness $t_{OX}$. As can be seen, the surface capability to transfer heat out of the silicon island reduces by increasing $t_{OX}$.

In Fig. 2.8 the averaged and punctual $h$ on the lateral faces $x = 0$ and $y = 0$ are reported (the behavior is identical on the opposite walls due to symmetry).
In both cases, the heat transfer coefficient slightly reduces with increasing the buried oxide thickness (as shown before, a noticeable variation instead occurs for coefficient $h$ on the $z = d_f$ face). Besides, the punctual $h$ is lower than the averaged one.

Fig. 2.9a and b illustrate the temperature field over the lateral surface $x = 0$ as obtained through a 3-D FEM simulation of the two structures under analysis (i.e., those with $t_{OX} = 0.4 \text{ µm}$ and $t_{OX} = 1.0 \text{ µm}$, respectively). The maximum temperature occurs on the top surface at $y = y_c$. Conversely, the minimum value arises on the bottom surface at $y = 0$ (which is the farthest point from the heat source MGC). The temperature obviously attains higher values when the buried oxide is thicker ($t_{OX} = 1.0 \text{ µm}$ in Fig. 2.9b). As we will see, also the heat flux is higher, since the heat flows more easily through the lateral faces than through the bottom surface when the buried oxide thickness increases.

Fig. 2.9a and b illustrate the temperature field over the lateral surface $x = 0$ as obtained through a 3-D FEM simulation of the two structures under analysis (i.e., those with $t_{OX} = 0.4 \text{ µm}$ and $t_{OX} = 1.0 \text{ µm}$, respectively). The maximum temperature occurs on the top surface at $y = y_c$. Conversely, the minimum value arises on the bottom surface at $y = 0$ (which is the farthest point from the heat source MGC). The temperature obviously attains higher values when the buried oxide is thicker ($t_{OX} = 1.0 \text{ µm}$ in Fig. 2.9b). As we will see, also the heat flux is higher, since the heat flows more easily through the lateral faces than through the bottom surface when the buried oxide thickness increases.

Fig. 2.9a and b illustrate the temperature field over the lateral surface $x = 0$ as obtained through a 3-D FEM simulation of the two structures under analysis (i.e., those with $t_{OX} = 0.4 \text{ µm}$ and $t_{OX} = 1.0 \text{ µm}$, respectively). The maximum temperature occurs on the top surface at $y = y_c$. Conversely, the minimum value arises on the bottom surface at $y = 0$ (which is the farthest point from the heat source MGC). The temperature obviously attains higher values when the buried oxide is thicker ($t_{OX} = 1.0 \text{ µm}$ in Fig. 2.9b). As we will see, also the heat flux is higher, since the heat flows more easily through the lateral faces than through the bottom surface when the buried oxide thickness increases.

Fig. 2.9. Temperature distributions over half of the lateral surface $x = 0$ (see inset) as evaluated by numerical simulations for: (a) $t_{OX} = 0.4 \text{ µm}$, and (b) $t_{OX} = 1.0 \text{ µm}$.

Fig. 2.10 shows the heat flux distribution over the lateral surface $x = 0$ for the same values of buried oxide thickness.

As can be seen, the flux reaches the maximum value where the temperature is minimum, while being low and uniform far from the oxide walls. Similar results are obtained for the $y = 0$ surface.
Fig. 2.10. Heat flux distributions over half of the lateral surface $x = 0$ as evaluated by numerical simulations for: (a) $t_{OX} = 0.4 \, \mu m$, and (b) $t_{OX} = 1.0 \, \mu m$.

Fig. 2.11 shows the heat transfer coefficient distribution over the $x = 0$ surface for buried oxide thicknesses equal to 0.4 µm (Fig. 2.11a) and 1.0 µm (Fig. 2.11b).

The following considerations can be drawn:

1. in the plateau region (located far from the borders), the heat transfer coefficient values remain almost unchanged, since the features of such a region do not vary in this analysis;
2. in a similar fashion, the heat transfer distribution along the trench-trench edge ($y = 0$) does not change;
3. the $h$ values along the border between the surface and the buried oxide (i.e., $z = d_t$) decrease by increasing the buried oxide thickness: as a consequence, the averaged $h$ on the
overall surface (also for the “border” values) lowers with increasing \( t_{OX} \).

Fig. 2.12 details the behavior of the self-heating thermal resistance \( R_{TH} \) of the real (complete) domain as the buried oxide thickness \( t_{OX} \) increases. As can be seen, \( R_{TH} \) increases with \( t_{OX} \) since a large oxide thickness makes the heat removal from the heat source harder.

![Fig. 2.12. Self-heating thermal resistance of the actual structure. All the introduced approaches for the evaluation of \( R_{TH} \) are illustrated: punctual (blue line), surface-averaged (red), and volume-averaged (green).](image)

All the introduced approaches (punctual, surface-, and volume-averaged) are exploited for the evaluation of \( R_{TH} \). The punctual procedure provides larger values, since the temperature increase over ambient spotted in the projection of the MGC is close to the maximum value in the overall domain. It is noteworthy that the surface and volume-averaged strategies give almost identical results due to the heat source proximity with the top silicon surface and the thin heat source height.

Fig. 2.13 depicts the behavior of the punctual (a), surface- (b), and volume-averaged (c) \( R_{TH} \) as \( t_{OX} \) increases. A comparison is performed between the thermal resistances of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the \( h \) values extracted at the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the \textit{averaged} \( h \) (red curves). Let us note that the geometry of heat source and silicon domain surrounded by oxide remains unchanged as the buried oxide thickness changes; as a consequence, the thermal
behavior of the fictitious structures only depends on the $h$ values adopted for the convective b.c.. Fig. 2.13 shows that, independently of the approach adopted to evaluate the self-heating thermal resistance, the punctual-$h$ $R_{TH}$ noticeably overestimates the actual thermal resistance (the error amounts to around 7%), while the averaged-$h$ $R_{TH}$ provides an excellent agreement (a maximum error of 0.7% is found). It will be shown that such a discrepancy reduces when the b.c. influence on the self-heating thermal resistance decreases (i.e., for low $t_{OX}$ values).

Fig. 2.13. The exploited approaches for the evaluation of $R_{TH}$ are depicted: (a) punctual, (b) surface-averaged, and (c) volume-averaged. For all the approaches the self-heating thermal resistance of the actual structure (blue lines), the averaged-$h$ (red), and punctual-$h$ (green) $R_{TH}$ are reported.

The following figures show the temperature increase over ambient $\Delta T(x,y,z)$ normalized to dissipated power $P_D$ along the $x$, $y$, and $z$ axis as a function of buried oxide thickness. In the real domain the normalized temperature field can be numerically evaluated in the silicon island, oxide layers (both trenches and buried oxide), and silicon substrate. Conversely, in the fictitious cases (both for the punctual and averaged $h$), such a quantity is – obviously – defined only in the silicon island. The analysis is performed for three $t_{OX}$ values, i.e., 0.4, 0.8, and 1.2 µm, respectively.

Fig. 2.14 provides the normalized temperature distribution in the actual (complete) domain over the top surface ($z = 0$) for $y = y_c$.

As can be observed, it rapidly decreases over the oxide trench, due to the extremely low (1.4×10^{-6} W/µmK) thermal conductivity of the oxide itself. Furthermore, a figure inspection shows that the

---

5 Such a quantity can be reviewed as a thermal resistance field, and is only dependent upon the geometric and material parameters of the analyzed domain.
normalized temperature distribution tends to be flat nearby the oxide trench interface, that is, such a surface is almost adiabatic.

![Normalized temperature distribution](image)

**Fig. 2.14.** Numerically evaluated normalized temperature distribution of the actual structure along $x$ over the top surface for three values of buried oxide thickness: 0.4 µm (blue line), 0.8 µm (red), and 1.2 µm (green). The cut is taken through the MGC heat source projection on the top surface.

Fig. 2.15 illustrates the normalized temperature field along the $x$ axis within the silicon island for the same $t_{OX}$ values (0.4, 0.8, and 1.2 µm). For each thickness value, a comparison is performed between the normalized temperature fields of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the $h$ values extracted on the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the averaged $h$ (red curves).

![Normalized temperature fields](image)

**Fig. 2.15.** Normalized temperature fields along $x$ over the top surface for three values of buried oxide thickness: (a) 0.4 µm, (b) 0.8 µm, and (c) 1.2 µm. The temperature is evaluated numerically by 3-D FEM simulations: for the actual structure (blue lines), through the averaged-$h$ approach (red), and the punctual-$h$ one (green). The cut is taken through the projection of the MGC of the heat source on the top surface.
As can be observed, the punctual-$h$ normalized temperature rise significantly overestimates the actual one, while the averaged-$h$ temperature provides an admirable agreement also in these cases. Note that the discrepancies between the fictitious punctual $h$ and averaged $h$ cases with the actual ones are almost independent of the $t_{OX}$ value.

3-D numerical simulations also proved that the normalized temperature behavior along the $y$ axis is quite similar to the one along the $x$ axis.

Fig. 2.16 provides the normalized temperature distribution in the actual domain along $z$ over a straight line that crosses the MGC as evaluated through 3-D numerical simulations. An insight into the normalized temperature behavior within the silicon substrate reveals that the thinner $t_{OX}$, the higher the temperature distribution, since the heat spreads more effectively toward the substrate itself.

![Normalized temperature distribution](image)

**Fig. 2.16.** Numerically evaluated normalized temperature distribution of the actual structure along $z$ through the MGC of the heat source for three values of buried oxide thickness: 0.4 µm (blue line), 0.8 µm (red), and 1.2 µm (green).

Fig. 2.17 illustrates once more the normalized temperature field along the $z$ axis within the silicon island for $t_{OX}$ equating 0.4, 0.8, and 1.2 µm, respectively. All considerations are similar to those expressed for the behavior along the $x$ axis.
2.1.4. Trench depth variation

Now, let us analyze the influence of the trench depth on the heat transfer capability of the silicon island sidewalls.

In the reference structure the trench depth (i.e., the depth of the interface between silicon island and buried oxide) amounts to 5.5 µm. In this investigation such a quantity spans from 1.0 to 10 µm (see Fig. 2.18).

It is to be noted that – contrarily to the former analysis – the area of the surfaces corresponding to $x=0$ and $y=0$ varies (that is, it increases with increasing the trench depth). By converse, the area of the surface $z = d_t$ ($d_t$ changing from 1.0 to 10 µm) remains constant.

As concerns the lateral sidewalls, numerical simulations evidenced that:
for any $d_t$:

1. the maximum temperature is reached on the MGC projection, while the minimum is located in correspondence of the corners between trench and buried oxide layer;
2. the heat flux increases toward the surface boundaries (particularly high values are reached at the interface with the buried oxide), whereas it is low and almost uniform far from such boundaries;
3. the heat transfer coefficient rapidly grows nearby the wall boundaries reaching a maximum where the temperature is minimum (i.e., at trench-buried oxide corners), while being constant elsewhere. Again, this plateau can be explained by considering that, far from the edges, the surface exhibits everywhere uniform features, and, therefore, an uniform proneness to transfer heat;

as the trench becomes deeper (i.e., $d_t$ increases):

1. the temperature values diminish due to the larger silicon volume surrounded by oxide that facilitates the heat spreading;
2. the heat flux distribution reaches lower values, since the silicon domain enlarges and the outgoing heat for unit area decreases;
3. the plateau value of the heat transfer coefficient (which coincides with the punctual $h$) remains unchanged, nearly independent of the trench depth, since the features of the “internal” wall portion do not vary;
4. the $h$ values along the borders are almost constant, since also the border features do not change;
5. the area of the regions nearby the borders where coefficient $h$ rapidly increases remains unchanged.

On the basis of these observations, we can easily explain the punctual and averaged $h$ behavior (red and blue lines in Fig. 2.19a and b, respectively) of the heat transfer coefficient over lateral sidewalls of the silicon island as a function of trench depth.
As can be seen:

1. the averaged $h$ decreases with increasing trench depth (rapidly for low depth values and slowly for high ones) and tends to the plateau value; the region where $h$ sharply increases is indeed characterized by same area and coefficient values, while the plateau area enlarges and plays a more important role;
2. the punctual $h$, on the contrary, remains almost unchanged over the whole trench depth range;
3. also in this analysis, the punctual $h$ is lower than the averaged one, even if the discrepancy reduces for large trench depth values.

As concerns the bottom surface ($z = d_t$), numerical simulations evidenced that:

1. the maximum temperature is located on the MGC projection (i.e., the center of the silicon island/buried oxide interface), while the minimum occurs in the corner between trench and buried oxide layer;
2. the flux is larger on the surface boundaries while being low and almost constant far from them;
3. with increasing trench depth, the silicon island volume enlarges so that the temperature peak lowers;
4. the heat transfer coefficient distribution remains almost identical on the overall surface as trench depth changes, since
both area and features of the bottom surface are insensitive to buried oxide depth and consequently also the proneness of the surface itself to transfer heat outside does not vary. Therefore both punctual and averaged $h$ are expected to be almost constant over all the range of trench depth as substantiated by Fig. 2.20.

Fig. 2.20 shows the punctual and averaged $h$ behavior as a function of trench depth over the bottom surface (silicon/buried oxide interface).

It can be plainly seen that:

1. also in this analysis, the averaged $h$ is larger than the punctual one;
2. the punctual $h$ raises for small trench depths. This can be intuitively explained as follows: when the bottom interface is extremely close to the heat source bottom, a localized “hill” in the $h$ distribution arises over the heat source projection on the bottom surface and the hill peak increases with lowering trench depth (and, therefore, reducing the vertical spacing between heat source and bottom interface).

An interesting phenomenon was noted as the trench depth increases. Let us consider $d_t = 10 \mu m$. Fig. 2.21 depicts the heat flux distribution over the lateral sidewall $x = 0$ of the silicon island.
Fig. 2.21. Heat flux distribution over half of the lateral surface of the silicon island $x = 0$ as evaluated by numerical simulations for $d_t = 10 \, \mu m$.

As one can see, far from the lateral and bottom borders, the heat flux distribution is not uniform any longer (there is no plateau region), but decreases with increasing distance from the top surface. This mechanism can be explained as follows: the heat generated from the active device (which is located in the close proximity of the top surface) reaches more easily the lateral sidewalls that are nearer to the heat source itself.

As concerns the heat transfer coefficient distribution, the usual expected behavior is detected: $h$ sharply increases nearby the wall borders (reaching a maximum in the corner), while being constant elsewhere.

Fig. 2.22 shows the behavior of the self-heating thermal resistance $R_{TH}$ of the actual domain as the trench depth $d_t$ increases.

Fig. 2.22. Self-heating thermal resistance of the actual structure vs. trench depth. All the introduced approaches for the evaluation of $R_{TH}$ are depicted: punctual (blue line), surface-averaged (red), and volume-averaged (green).
As can be seen, $R_{TH}$ reduces with $d_t$ since the silicon domain becomes larger, thus making the heat removal from the region surrounding the heat source easier.

All the approaches (punctual, surface-, and volume-averaged) are exploited for the evaluation of $R_{TH}$. Also in this analysis:

1. the punctual $R_{TH}$ provides larger values than the other ones, since the temperature $\Delta T$ at the MGC projection is close to the maximum $\Delta T$ value in the overall domain;
2. the surface- and volume-averaged $R_{TH}$ exhibit almost identical values. For this reason in the following investigations only the surface-averaged $R_{TH}$ will be analyzed.

Fig. 2.23 depicts the behavior of the punctual (a) and surface-averaged (b) $R_{TH}$ as $d_t$ increases. A comparison is performed between the thermal resistances of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the $h$ values extracted in the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the averaged $h$ (red curves).

As can be seen, the punctual-$h$ $R_{TH}$ significantly overestimates the actual thermal resistance for low/medium trench depth values, while the averaged-$h$ $R_{TH}$ provides an excellent agreement. However, as lucidly discussed before, the averaged $h$ approaches the punctual $h$ for deeper trenches. As a consequence, adopting punctual $h$ boundary conditions for the fictitious case for relatively deep silicon islands does not lead to significant inaccuracy any longer.
2.1.5. Trench thickness variation

Let us investigate the effect of the trench thickness on the device thermal behavior. In the reference domain, the trench thickness amounts to 1 µm. In this analysis such a thickness spans from 0.5 to 1.5 µm.

Fig. 2.24 details the $h$ behavior over the $x = 0$, $y = 0$ and $z = d$, walls, respectively.

As can be seen, the proneness of the lateral surfaces to transfer heat outside the silicon domain decreases with increasing trench thickness, both in the punctual and in the averaged case (see Fig. 2.24a and b). Furthermore, the punctual $h$ reduction in function of trench thickness is slightly faster than the averaged $h$ one. This is due to the fact that the punctual $h$ refers only to the plateau region that substantially depends on trench thickness. On the contrary, the averaged $h$ also accounts for the wall features along the bottom edge which are also affected by the buried oxide thickness, that does not change in this analysis. As a consequence, coefficient $h$ on this edge, and therefore also the averaged $h$, reduces with a slightly lower rate than that corresponding to the plateau region (i.e., the punctual $h$).

Fig. 2.24c shows that the averaged (blue line) and punctual (red) heat transfer coefficients on the bottom surface are almost independent of the trench thickness variation. This behavior was expected since in this analysis the area and the other features of such
surface are kept constant, so that its proneness to transfer heat outside (which determines the $h$ value) does not basically change.

Fig. 2.25 depicts the behavior of the punctual (a) and surface-averaged (b) $R_{TH}$ as $t_t$ increases. A comparison is performed between the thermal resistances of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the $h$ values extracted in the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the averaged $h$ (red curves). It can be seen that $R_{TH}$ increases with trench thickness since a larger oxide thickness makes the heat removal harder.

![Fig. 2.25. The employed approaches for the evaluation of $R_{TH}$ are depicted: (a) punctual, and (b) surface-averaged. For all the approaches the self-heating thermal resistance of the actual structure (blue lines), the averaged-$h$ (red), and punctual-$h$ (green) $R_{TH}$ are reported.](image)

Note that, like in the analysis concerning the buried oxide thickness variation, the geometry of the silicon domain surrounded by oxide is kept constant as the trench thickness changes. As a consequence, the thermal behavior of the fictitious structures only depends on the $h$ values adopted for the convective boundary conditions.

Another interesting effect that should be highlighted is that the punctual-$h$ $R_{TH}$ increases faster than the averaged-$h$ one, thus leading to a larger and larger discrepancy with respect to the actual $R_{TH}$, while the averaged-$h$ $R_{TH}$ provides a perfect agreement. In fact, as it was explained, the punctual $h$ grows faster that the averaged $h$ (see Fig. 2.24) since the latter includes the unchanging influence of the buried oxide. As a consequence, the punctual-$h$ $R_{TH}$ more and more overestimates the actual (and averaged-$h$) $R_{TH}$, thus leading to an increasing inaccuracy as the trench thickness increases.

Fig. 2.26a provides the normalized temperature distribution in the
actual domain through the MGC projection on the top surface as evaluated through 3-D numerical simulations. As can be seen, the normalized temperature field rapidly decreases over the oxide trench (due to the extremely low thermal conductivity of the oxide). Furthermore, the thinner the trench thickness, the higher the normalized temperature field in the silicon substrate, since the heat spreads more effectively toward the substrate itself through the trench. On the contrary, along $z$ axis, the normalized temperature distribution outside the silicon island is larger for larger trench thickness, since for larger trench thickness, the heat tends to spread more and more through the buried oxide (which is characterized – as repeatedly mentioned – by unchanging features in this investigation). This is evidenced in Fig. 2.26b that depicts the normalized temperature field over a straight line that crosses the mass gravity center.

![Fig. 2.26. Normalized temperature field in the actual structure (a) along x and (b) z axes for three values of trench thickness: 0.5 µm (blue lines), 1 µm (red), and 1.5 µm (green). (a) is taken on the top surface for $y = y_c$ while (b) through the MGC heat source.](image)

### 2.1.6. Silicon island size variation

Let us analyze the influence of the silicon island width (Fig. 2.27a) and length (Fig. 2.27b) on the heat transfer capability of the silicon island sidewalls.

In the reference domain the silicon island width $W$ and length $L$ amount to 4 and 22 µm, respectively. In our analysis, these parameters vary from 2 to 20 µm and from 22 to 40 µm, respectively.

Note that the area of the surfaces $y = 0$ ($x = 0$) and $z = d_t$ enlarges with increasing the silicon island width $W$ (length $L$). On the contrary,
the area of the surface $x = 0$ ($y = 0$) remains constant.

In Fig. 2.28 the behavior of averaged and punctual $h$ in function of the silicon island width (i.e., the distance between trenches along $x$) and length (i.e., the distance between trenches along $y$) on the bottom surface $z = d_t$ and lateral surfaces $y = 0$ and $x = 0$, respectively, are investigated.

Fig. 2.27. Silicon island width (a) and length (b) variations.

Fig. 2.28. Heat transfer coefficient over the sidewalls (a) $z = d_t$, and (b) $y = 0$ as a function of silicon island width, and over the sidewalls (c) $z = d_t$, and (d) $x = 0$ as a function of silicon island length. Both the punctual (red lines) and averaged $h$ (blue) are depicted.
Let us focus on the case in which $W$ changes (Fig. 2.28a and b). In this case, the averaged $h$ (blue lines) decreases with increasing the silicon island width (rapidly for low values and slowly for high ones), while the punctual $h$ (red lines) decreases only over $z = d_t$ (Fig. 2.28a). In fact, by increasing the silicon island width, the physical features of the trench sidewalls $z = d_t$ and $y = 0$ remain unchanged so that the $h$ value on the MGC projection (i.e., on the center of the plateau zone) does not vary. On the contrary, the area of these surfaces enlarges leading to a reduction of the medium $h$ since the plateau region (characterized by a lower $h$ value) plays a more important role.

Fig. 2.29a shows the punctual (red line) and averaged (blue) $h$ behavior over the sidewalls $x = 0$ in function of the silicon island width. As can be seen, both $h$ values decrease. In particular, the averaged $h$ reduces slowly while the punctual one rapidly for low values and slowly for high ones. The averaged $h$ slow reduction is due to the fact that in this analysis the area and the other features of the surface are kept constant, so that its proneness to transfer heat outside does not significantly change. The punctual $h$ behavior, instead, can be easily explained as follows. When the silicon island width is short, the $x = 0$ wall is close to the long heat source side. This implies the occurrence of a localized $h$ hill over the projection of the heat source on the surface itself, which makes the punctual $h$ higher. Since all the border features do not vary in this analysis, the $h$ distribution remains unchanged along the wall edge, so that the hill occurrence influences significantly the punctual $h$, which increases when reducing the width, and inappreciably the averaged $h$ value, which is almost constant.

![Fig. 2.29. Heat transfer coefficient over the sidewalls (a) $x = 0$ and (b) $y = 0$ as a function of silicon island width and length, respectively. Both the punctual (red lines) and averaged $h$ (blue) are depicted.](image-url)
Analogous considerations can be made for the $h$ behavior as the silicon island length varies (Fig. 2.28c and d and Fig. 2.29b).

Fig. 2.30 depicts the behavior of the punctual (Fig. 2.30a and c) and surface-averaged (Fig. 2.30b and d) $R_{TH}$ as $W$ and $L$ increase. A comparison is performed between the thermal resistances of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the $h$ values extracted in the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the averaged $h$ (red curves).

It can be observed that:

1. $R_{TH}$ decreases with silicon island width and length since the silicon domain volume becomes larger, thus making the heat removal from the heat source easier;

2. also in this analysis the punctual-$h$ $R_{TH}$ significantly overestimates the actual thermal resistance, while the averaged-$h$ $R_{TH}$ guarantees an excellent agreement;
3. the higher the silicon island size (i.e., as width and length increase), the lower the discrepancy between the punctual-\( R_{TH} \) and the actual one due to a twofold reason: (1) the averaged \( h \) on the changing-area surfaces (i.e., \( y = 0 \) and \( z = d_i \) when \( W \) changes, and \( x = 0 \) and \( z = d_i \) when \( L \) changes) decreases with increasing the domain size, so that the error generated by the low punctual \( h \) values is lower; (2) the error due to the punctual \( h \) corresponding to \( x = 0 \) and \( y = 0 \) (as width and length change, respectively) plays a lower and lower role, since such boundaries are moving far from the heat source.

2.1.7. Heat source size variation

Let us now investigate the effects of heat source width and length (clarified in Fig. 2.31a and b respectively).

![Fig. 2.31. Heat source width (a) and length (b) variations.](image)

In the reference structure, the heat source width and length amount to 0.5 and 20 \( \mu \text{m} \), respectively. In this analysis such quantities span from 0.5 to 3 \( \mu \text{m} \) and from 9 to 21 \( \mu \text{m} \), respectively.

The investigation is performed by adjusting the volumetric power density in order to keep the total dissipated power constant.

The behavior of the punctual and averaged heat transfer coefficients as heat source width changes is depicted in Fig. 2.32. It is evident that both the averaged (blue lines) and the punctual \( h \) (red) are almost independent of heat source width. This can be explained by the
fact that the area and the other features of the boundary surfaces are constant in this investigation, so that their proneness to transfer heat outside does not considerably change. Moreover, it can be observed that, also in this case, the punctual $h$ is lower than the averaged one.

![Graphs showing heat transfer coefficients](image)

**Fig. 2.32.** Heat transfer coefficient as a function of heat source width over the silicon island sidewalls: (a) $x = 0$, (b) $y = 0$, and (c) $z = d$. Both the punctual (red lines) and averaged $h$ (blue) are depicted.

The slight increase of the punctual $h$ with source width on the wall $x = 0$ (see red line in Fig. 2.32a) is basically due to the reduction of the spacing between the long heat source side and the wall itself that produces a localized $h$ increase. Conversely, a small reduction in punctual $h$ over $y = 0$ is observed, due to the short heat source side enlargement by keeping constant the distance from the surface itself.

Analogous results were achieved for the heat source length variation. In this case, when the heat source length raises, a slight increase is observed in the punctual $h$ evaluated on surface $y = 0$, since the short side of the heat source approaches it. This behavior could be explained as follows. In principle, the heat transfer coefficient distribution over surface $y = 0$ should be independent of the heat source length (the features of such a surface do not vary indeed). However, the numerical simulation results show a somewhat different behavior: when the short side of the heat source is extremely close to the wall, the outgoing heat flux evaluated over the area corresponding to the heat source side projection on the wall grows faster than the temperature increase above ambient, that is, coefficient $h$ over such a circumscribed area becomes higher than in the remaining plateau region. Such a mechanism enhances with decreasing the distance between heat source edge and wall.

Fig. 2.33 depicts the behavior of the punctual (a) and surface-averaged (b) $R_{TH}$ as the active region width changes. A comparison is
performed between the thermal resistances of (i) the actual structure (blue curves), (ii) the fictitious reduced silicon domain with convective b.c. determined by the $h$ values extracted in the MGC projections (green curves), and (iii) the fictitious domain with b.c. established by the averaged $h$ (red curves). As can be seen, $R_{TH}$ decreases due to the volume enlargement of the dissipating region.

![Graphs](image1.png)

**Fig. 2.33.** The adopted approaches for the evaluation of $R_{TH}$ as a function of the heat source width are depicted: (a) punctual, and (b) surface-averaged. For all the analyzed approaches the self-heating thermal resistance of the actual structure (blue lines), the averaged-$h$ (red), and punctual-$h$ (green) $R_{TH}$ are reported.

**Fig. 2.34.** Numerically evaluated normalized temperature distribution of the actual structure along $x$ for three values of heat source width: 0.5 µm (blue line), 2 µm (red), and 3 µm (green). The cut is taken through the MGC heat source projection on the top surface.
It must be noted that the normalized temperature on the silicon-trench border increases by increasing the source width (green curve), since the heat emerges easily out of the generating region.

Analogous results were obtained by increasing the heat source length.

### 2.1.8. Variation of the heat source position along $x$ axis

The influence of the distance between trench and heat source (along $x$ axis) is investigated (Fig. 2.35). It is noteworthy that the reference domain has been properly modified by increasing the silicon island width (up to 10 μm) to allow a wide heat source “movement” along $x$. The distance between the silicon/trench interface and the heat source edge along $x$ spans from 0.25 to 4.75 μm.

![Silicon/trench interface - heat source distance variation](image)

Since the symmetry along $x$ does not hold any longer, half a domain has been simulated.

Firstly, the impact on the lateral faces $x = 0$ and $x = W$ is analyzed.

As evidenced in Fig. 2.36a, the averaged $h$ (blue line) remains almost constant with increasing distance, while the punctual $h$ (red) decreases. Conversely, over the face $x = W$ (Fig. 2.36b) both $h$ coefficients remain almost constant since the heat source is rather far from this wall.
In principle, the heat transfer distribution on the walls $x = 0$ and $x = W$ should be identical (the features of such surfaces are exactly the same). However, the numerical simulation results lead to a different conclusion: it is shown indeed that, when the long side of the heat source is extremely close to the wall, the outgoing heat flux evaluated over the area corresponding to the heat source side projection on the wall grows faster than the temperature increase above ambient, that is, coefficient $h$ over such an area becomes higher than in the remaining plateau region. Such a mechanism enhances with decreasing the distance between the heat source and the wall and will be further evidenced shortly.

Fig. 2.37 represents the heat transfer coefficient as a function of depth $z$ crossing the MGC projection over the $x = 0$ wall for two different distances between the heat source side and the lateral surface, i.e., 0.05 (red line) and 4.75 $\mu$m (blue line).

It can be seen that in the latter case the punctual $h$ equates the plateau value, while in the first one the punctual $h$ is evaluated in an area where a local $h$ peak is spotted, as an evidence of the previously explained mechanism. In both cases, a sharp $h$ increase can be observed nearby the border between trench ($x = 0$) and buried oxide ($z = 5.5$).
Let us now analyze the heat transfer coefficient behavior over the other surfaces. In Fig. 2.38 the averaged and punctual $h$ on the bottom surface $z = d_t$ and lateral face $y = 0$ are reported. As can be seen, for both cases, the averaged $h$ values are almost constant, whereas the punctual $h$ decreases (quickly for a low spacing and then more slowly).

It is interesting to understand the punctual $h$ behavior over the $y = 0$ wall as the heat source moves along the $x$ axis. For low distances
the MGC projection on the lateral $y = 0$ surface lies in the close proximity of the trench-trench border corresponding to $x = 0$. This implies that such a point is in the region where $h$ sharply increases so that the punctual $h$ reaches higher values. Conversely, when the heat source moves toward the domain center, the projection is located within the plateau region, and the punctual $h$ becomes independent of the distance (Fig. 2.38b).

Analogous considerations hold when considering the heat transfer coefficient distribution over the surface $z = d_t$. When the heat source is located in the close proximity of the $x = 0$ wall, the MGC projection on the $z = d_t$ plane lies in the “border area” where $h$ sharply increases, so that the punctual $h$ value is high. Conversely, when the heat source moves toward the domain center, the projection is located in the plateau zone, so that the $h$ value becomes constant as the distance increases. (Fig. 2.38a).

Fig. 2.39 details the behavior of the self-heating thermal resistance $R_{TH}$ of the actual domain as the distance between trench and heat source increases.

![Fig. 2.39](image)

Fig. 2.39. Self-heating thermal resistance of the actual structure as a function of the distance between the silicon/trench interface $x = 0$ and heat source. Two approaches for the evaluation of $R_{TH}$ are depicted: punctual (blue line) and surface-averaged (red).

As can be seen, $R_{TH}$ decreases with increasing distance since the influence of the - almost adiabatic - silicon/trench interface located at $x = 0$ does not affect significantly the temperature peak any longer.

Fig. 2.40 provides the distribution of the temperature field normalized to the dissipated power in the actual domain over the top...
surface \((z = 0)\) at \(y = y_c\) for distances between trench and heat source amounting to 0.25, 2.25, and 4.75 \(\mu\text{m}\).

It is evident that, when the heat source is located very close to the lateral \(x = 0\) wall (blue line), the normalized temperature field is strongly affected by the proximity of such a surface, which results in a higher peak value.

![Normalized temperature of the actual structure along \(x\) over the top surface for three values of the distance between the silicon/trench interface \(x = 0\) and heat source edge: 0.05 \(\mu\text{m}\) (blue line), 2.25 \(\mu\text{m}\) (red), and 4.75 \(\mu\text{m}\) (green). The cut is taken through the MGC heat source projection on the top surface.](image)

**Fig. 2.40.** Normalized temperature of the actual structure along \(x\) over the top surface for three values of the distance between the silicon/trench interface \(x = 0\) and heat source edge: 0.05 \(\mu\text{m}\) (blue line), 2.25 \(\mu\text{m}\) (red), and 4.75 \(\mu\text{m}\) (green). The cut is taken through the MGC heat source projection on the top surface.

### 2.1.9. Conclusions

The \(h\) behavior as a function of all technological parameters involved has been extensively analyzed through a large number of 3-D numerical simulations.

The most relevant results obtained are reported in the following.

1. By assuming that the heat dissipating region is relatively far from the surface under analysis, the \(h\) distribution exhibits a uniform plateau value far from the face edges.
2. Independently of the heat source proximity with the surface, the \(h\) distribution sharply grows nearby the above mentioned edges, where the heat flux attains higher values with respect to the internal wall region.
3. Similar nonuniform distributions arise independently of the domain geometry.
4. The \( h \) behavior over a given silicon-insulator interface is primarily dependent on the features of the latter (e.g., interface area, thickness and thermal conductivity of the associated insulating material), while being essentially insensitive to heat source geometry/position within the silicon island.

5. The heat transfer coefficient peak always arises in correspondence of the trench-trench-buried oxide corner, where the heat flux reaches the maximum value.

6. When the heat source is located in the close proximity of the wall, the heat transfer distribution exhibits a local peak within the region corresponding to the projection of the heat source side on the wall. This mechanism is due to the faster growth of the heat flux with respect to the temperature increase above ambient as the source approaches the surface itself (even if such a region is located far from the edges).

7. The punctual-\( h \) \( R_{TH} \) significantly overestimates the actual thermal resistance, while the averaged-\( h \) \( R_{TH} \) provides an excellent agreement.

### 2.2. Heat transfer coefficients empirical model

Unfortunately, the occurrence of an uneven \( h \) distribution over the silicon/insulator interfaces makes the development of analytical models rather cumbersome, since a unique \( h \) value should be associated with each surface. In the analysis proposed in [6] for trench devices, the \( h \) values to be included in the analytical model were determined so as to obtain the best fit with numerical results. However, since preliminary numerical simulations are required for any domain under analysis, the model is not predictive. In order to overcome this drawback, we conceived a strategy to evaluate analytical laws that empirically relate the heat transfer coefficients to all technological parameters playing a role. Such procedure is based on a preliminary numerical analysis that can be described as follows.

- For a given trench SOI domain, a 3-D numerical simulation is employed to obtain the \( h \) distributions over the lateral and bottom silicon-insulator interfaces.
Starting from the numerical $h$ distributions, a custom routine is adopted to automatically calculate the average $h$ values for each interface.

The results detailed in the previous Paragraph, in fact, show that the heat transfer mechanisms across the trench and SOI sidewalls can be well approximated by simplified convective boundary conditions with uniform heat transfer coefficients obtained by averaging the actual $h$ distributions. This implies that the thermal behavior of the silicon-only domain with convective boundary conditions described by the average heat transfer coefficients nearly coincides with that of the actual trench SOI structure. Hence, it can be concluded that the original problem – characterized by a high intrinsic complexity – can be turned into a simplified one, which can be easily handled analytically.

As stated before, the average $h$ values are a function of the geometrical and physical parameters of the actual structure. Since the $h$ distributions were numerically found to be almost insensitive to the heat source length/width and position, the same value of averaged heat transfer coefficient can be assigned to the interfaces $x = 0$ and $x = W$ (long silicon island sidewalls); we will denote as $h_x$ this common value. Similar considerations hold for the surfaces $y = 0$ and $y = L$ (short sidewalls); in this case, the common value is designated as $h_y$.

Lastly, the average heat transfer coefficient associated with the interface $z = d_t$ is referred to as $h_z$. It was shown that:

1. $h_x$ ($h_z$) is essentially dependent upon trench depth $d_t$, trench thickness $t_t$, and silicon island length $L$ (width $W$), while being almost insensitive to buried oxide thickness $t_{OXS}$ and silicon island width $W$ (length $L$).
2. $h_z$ is sensitive to buried oxide thickness $t_{OXS}$, and silicon island length $L$ and width $W$, while being almost independent of the trench features.

### 2.2.1. The model

An extensive dataset for $h_x$, $h_y$, and $h_z$ values was numerically evaluated by varying $d_t$, $t_t$, $t_{OXS}$, $L$, and $W$. Based on these data, the
following empirical dependence laws were determined for the average heat transfer coefficients:

\[
    h_x = \left( A_x \cdot e^{-a_x d_t} + B_x \cdot e^{-b_x L} + C_x \right) \cdot t_i^{-c} \tag{2.3}
\]

\[
    h_y = \left( A_y \cdot e^{-a_y d_t} + B_y \cdot e^{-b_y W} + C_y \right) \cdot t_i^{-c} \tag{2.4}
\]

\[
    h_z = \left( A_z \cdot e^{-a_z L} + B_z \cdot e^{-b_z W} + C_z \right) \cdot t_{OX}^{-c} \tag{2.5}
\]

The fitting parameter values have been adjusted through least-squares optimization routines and are reported in Table 2.2.

<table>
<thead>
<tr>
<th>symbol</th>
<th>value</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.627</td>
<td>A_y</td>
<td>9.53×10^{-7}</td>
</tr>
<tr>
<td>a_x</td>
<td>0.0113</td>
<td>A_x</td>
<td>1.96×10^{-7}</td>
</tr>
<tr>
<td>b_x</td>
<td>0.0141</td>
<td>B_x</td>
<td>3.1×10^{-7}</td>
</tr>
<tr>
<td>b_y</td>
<td>0.257</td>
<td>B_y</td>
<td>5.345×10^{-7}</td>
</tr>
<tr>
<td>b_z</td>
<td>0.145</td>
<td>B_z</td>
<td>3.29×10^{-7}</td>
</tr>
<tr>
<td>c</td>
<td>0.73</td>
<td>C_x</td>
<td>1.13×10^{-6}</td>
</tr>
<tr>
<td>c_z</td>
<td>0.843</td>
<td>C_z</td>
<td>1.318×10^{-6}</td>
</tr>
<tr>
<td>Ax</td>
<td>9.56×10^{-7}</td>
<td>C_y</td>
<td>1.174×10^{-6}</td>
</tr>
</tbody>
</table>

As shown in Fig. 2.41, Eqs. (2.3)-(2.5) provide a very good agreement with the numerical values. Fig. 2.41a reports the \( h_x \) behavior as a function of \( d_t, t_i, \) and \( L \) as obtained from Eq. (2.3) and numerical simulations. Some observations are in order:

1. \( h_x \) rapidly reduces with widening trench thickness, which increasingly inhibits the heat removal from the silicon island;
2. \( h_x \) decreases as the trench depth and silicon island length grow since the plateau area – which is characterized by a uniformly low \( h \) value in the actual structure – enlarges, thus playing a more and more important role when averaging over the whole surface.

Similar considerations hold for the average coefficient \( h_y, \) as can be evinced from Fig. 2.41b, which details the \( h_y \) behavior as a function of \( d_t, h_t, \) and \( W. \) Lastly, Fig. 2.41c illustrates the \( h_z \) dependence upon \( t_{OX}, L, \) and \( W. \) As can be seen, a noticeable \( h_z \) lowering arises when the buried oxide thickness increases, while a less marked reduction occurs
when increasing the horizontal dimensions of the silicon island, which again is a consequence of the enlarging plateau region.\footnote{Although the average coefficients $h_x$ and $h_z$ appear to be almost insensitive to the silicon island length $L$ (see Fig. 2.41a and Fig. 2.41c), accounting for this dependence in the model through an exponential law allows almost halving the error obtained in the evaluation of the thermal resistances for most trench SOI bipolar transistors of interest.}

2.2.2. Modeling the heat transfer coefficients dependence on thermal conductivity of the trench filling material

In the above analysis, the trenches have been considered to be entirely filled with oxide. However, deep trenches are often fabricated, with polysilicon as a filling material surrounded by thin oxide layers as liners so as to form an oxide-polysilicon-oxide sandwich (see Figs. 2.1a and 2.1b) \cite{11}, \cite{17}-\cite{19}. The heat transfer coefficient

---

Fig. 2.41. Medium heat transfer coefficients (a) $h_x$ as a function of trench thickness, trench depth, and silicon island length; (b) $h_y$ as a function of trench thickness, trench depth, and silicon island width; (c) $h_z$ as a function of buried oxide thickness, silicon island width, and silicon island length. The model given by Eqs. (2.3)-(2.5) (solid lines) is compared to numerical results (symbols).
model given by Eqs. (2.3)-(2.5) can be straightforwardly adapted to account for poly-filled trenches by means of the following procedure:

- The trenches are assumed to be filled with a homogeneous material (Fig. 2.42) with thermal conductivity $k_m$ determined by a weighted average of polysilicon and oxide layers as

$$k_m = t_t \left( \frac{2 \cdot t_{OX,t} + t_{poly}}{k_{OX} + k_{poly}} \right)^{-1}$$  \hspace{1cm} (2.6)

where $t_{OX}$ and $k_{OX}$ are the thickness and thermal conductivity of the oxide layers, respectively, and $t_{poly}$ and $k_{poly}$ are the thickness and thermal conductivity of the polysilicon layer.

The accuracy of Eq. (2.6), which exactly works for a 1-D problem, was verified by performing a large number of 3-D numerical simulations of the actual domain and a simplified structure obtained by substituting the trench sandwich with a homogeneous material with thermal conductivity equal to $k_m$. It is to be noted that $k_{poly}$ can assume a wide range of values, depending upon various factors, e.g., deposition temperature, average grain size, dopant type and concentration [20]-[22]. In our analysis, we have covered a wide range of values spanning from $1 \times 10^{-5}$ to $5 \times 10^{-5}$ W/µmK. Fig. 2.43 shows the self-heating thermal resistance as a function of the trench filling material. Three different trench thicknesses are considered. As can be seen, an excellent agreement is obtained between the behaviors of the real structure and the simplified one.
Eqs. (2.3) and (2.4) were modified by simply multiplying their RHS by \( (k_m/k_OX)^\alpha \), without the need of a further optimization for \( A_{x,y}, B_{x,y}, \) and \( C_{x,y} \), whose values were extracted for the oxide-filled trench case. Parameter \( \alpha \) has been tuned to 0.766 through least-square optimization routines. As shown in Fig. 2.44, the properly modified versions of Eqs. (2.3) and (2.4) provide a very good agreement with the numerical values.
2.3. The analytical thermal model

In this Paragraph, the steady-state analytical solution of the heat flow equation in the silicon-only domain with convective boundary conditions at lateral and bottom faces and adiabatic top surface is derived via conventional procedures. Both the cases of a rectangular indefinitely thin heat source (THS) embedded within the silicon domain and of a volumetric heat source (VHS) shaped as a rectangular parallelepiped are discussed.\textsuperscript{7} Let us denote as $x_1, x_2, y_1, y_2$ the heat source coordinates along the $x$ and $y$ axis, respectively. As far as the THS case is concerned, the heat source is assumed to be placed at depth $z = d_{HS}$. For the VHS case, $z_1$ and $z_2$ represent the heat source coordinates along the $z$ axis. As for the numerical analysis, a uniform dissipation is assumed within the heat generating region.

2.3.1. The temperature field

The temperature rise above ambient $\vartheta(\vec{r}) = \Delta T = T(\vec{r}) - T_{\text{AMB}}$ at any point $\vec{r} = (x, y, z)$ within the silicon-only domain can be described by the following equation [Eq. (2.8)]:

\[ \nabla^2 \vartheta(\vec{r}) + \frac{g(\vec{r})}{k} = 0 \tag{2.7} \]

where $k$ is the thermal conductivity of silicon, and $g(\vec{r})$ is the power dissipated per unit volume by the heat source. The convective boundary conditions on the lateral and bottom surfaces are expressed as follows [Eqs. (B.9)-(B.11) in Appendix B]:

\textsuperscript{7} As detailed in [23], the commonly adopted modeling solution of a THS located at the top surface (i.e., at zero depth) appears to be unjustified for many devices, such as VDMOSTs operated in quasi-saturation and vertical BJTs where heat generation occurs far from the top surface. Conversely, using a THS or a VHS with a proper depth allows describing more accurately the actual temperature field.
where \( h \) is the heat transfer coefficient associated with the \( S \) surface and \( n \) denotes the outward-drawn normal at the boundary surface \( S \). The adiabatic condition at the top surface is given by [Eq. (B.12)]:

\[
\left. \frac{\partial \vartheta}{\partial z} \right|_{z=0} = 0
\]

Resorting to the separation of variables method, the temperature increase over ambient can be expressed in terms of a double Fourier series

\[
\vartheta(\vec{r}) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) Z_{nm}(z)
\]

where the eigenfunctions \( X_n(x) \), \( Y_m(y) \), and \( Z_{nm}(z) \) are evaluated by means of a standard procedure [24] and depend upon coefficients \( h_x \), \( h_y \), and \( h_z \), respectively. In particular, \( X_n(x) \) and \( Y_m(y) \) are defined as follows:

\[
X_n(x) = \frac{\beta_n \bar{X}_n(x) + A \cdot \bar{X}_n(x)}{D_n}
\]

\[
Y_m(y) = \frac{\alpha_m \bar{Y}_m(y) + B \cdot \bar{Y}_m(y)}{E_m}
\]

being \( \bar{X}_n(x) = \cos(\beta_n x) \), \( \bar{X}_n(x) = \sin(\beta_n x) \), \( \bar{Y}_m(y) = \cos(\alpha_m y) \), \( \bar{Y}_m(y) = \sin(\alpha_m y) \), and

\[
D_n = \left[ (\beta_n^2 + A^2) \cdot \frac{W}{2} + A \right]^{1/2}
\]

\[
E_m = \left[ (\alpha_m^2 + B^2) \cdot \frac{L}{2} + B \right]^{1/2}
\]
where \( A = h_i / k \), \( B = h_r / k \).

In the THS case, the eigenfunctions \( Z_{nm}(z) \) are given by

\[
Z_{nm}(z) = \frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} k} \cdot Z_{nm}(z) \times \left( k \gamma_{nm} \overline{Z}_{nm}(d_i - d_{HS}) + h_z \overline{Z}_{nm}(d_i - d_{HS}) + \right.

\left. + \begin{cases} 
0 & z < d_{HS} \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} k} \cdot \overline{Z}_{nm}(d_{HS} - z) & z \geq d_{HS}
\end{cases}
\right)
\]

while for the VHS case they are expressed as

\[
Z_{nm}(z) = \frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} k} \cdot \overline{Z}_{nm}(z) \times \left( k \gamma_{nm} \overline{Z}_{nm}(d_i) + h_z \overline{Z}_{nm}(d_i) \right.

\left. + \begin{cases} 
0 & z < z_1 \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} k} \cdot [1 - \overline{Z}_{nm}(z_1 - z)] & z_1 \leq z \leq z_2 \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} k} \cdot [\overline{Z}_{nm}(z_2 - z) - \overline{Z}_{nm}(z_1 - z)] & z > z_2
\end{cases}
\right)
\]

where \( \overline{Z}_{nm}(z) = \cosh(\gamma_{nm} z) \), \( \overline{Z}_{nm}(z) = \sinh(\gamma_{nm} z) \), \( \gamma_{nm}^2 = \beta_n^2 + \alpha_m^2 \), \( P_D \) [W] is the overall power dissipated by the heat source, \( \Gamma \) represents the heat source area \((W_{HS} \cdot L_{HS})\) for the THS case or the heat source volume \((W_{HS} \cdot L_{HS} \cdot t_{HS})\) for the VHS case, and the \( G_{nm} \) terms are expressed as

\[
G_{nm} = \frac{1}{D_n \cdot E_m} \times \]
The eigenvalues $\beta_n$ and $\alpha_m$ can be found by solving the transcendental equations given by

\[
\tan(\beta_n W) = \frac{2\beta_n A}{\beta_n^2 - A^2} \\
\tan(\alpha_m L) = \frac{2\alpha_m B}{\alpha_m^2 - B^2}
\]

The derivation of Eqs. (2.10)-(2.19) is discussed in detail in Appendix B\(^8\).

Adopting Eqs. (2.3)-(2.5) in order to analytically describe the heat transfer coefficients makes the proposed model fully predictive, namely, applicable to any trench SOI bipolar transistor without the need of further numerical simulations and coefficient optimizations.

### 2.3.2. The self-heating thermal resistance

The self-heating thermal resistance $R_{TH}$ is evaluated as the average of the temperature rise above ambient normalized to the dissipated power over the heat source projection on the top surface, i.e.,\(^9\)

\[
R_{TH} = \frac{1}{P_D \cdot W_{HS} \cdot L_{HS}} \int_{x_1}^{x_2} \int_{y_1}^{y_2} g(x, y, 0) dy dx 
\]

\(^8\)The equations derived in Appendix B must be particularized for $h_{s0} = h_{sw} = h_s$, $h_{so} = h_{ol} = h_o$, $B_1 = B_2 = A$, and $C_1 = C_2 = B$.

\(^9\)The self-heating thermal resistance can be also defined as the value of the normalized temperature rise at the projection of the heat source center on the top surface (as in e.g., [25], [26]). However, this may lead to an overestimation of thermal effects from the modeling point of view. On the other hand, the accuracy of the proposed model was demonstrated to be independent of the thermal resistance definition.
Substituting Eq. (2.10) into Eq. (2.20), we obtain:

\[ R_{TH} = \frac{1}{P_D \cdot W_{HS} \cdot L_{HS}} \times \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} Z_{nm} \left( z = 0 \right) \cdot \int_{x_1}^{x_2} X_n(x) \, dx \cdot \int_{y_1}^{y_2} Y_m(y) \, dy \]  

(2.21)

From Eq. (2.11), we have:

\[ \int_{x_1}^{x_2} X_n(x) \, dx = \int_{x_1}^{x_2} \frac{\beta_n \bar{X}_n(x) + A \cdot \bar{X}_n(x)}{D_n} \, dx = \frac{1}{D_n} \left[ \bar{X}_n(x) - \frac{A}{\beta_n} \bar{X}_n(x) \right]_{x_1}^{x_2} = \frac{1}{D_n} \left\{ \bar{X}_n(x_2) - \bar{X}_n(x_1) - \frac{A}{\beta_n} \left[ \bar{X}_n(x_2) - \bar{X}_n(x_1) \right] \right\} \]  

(2.22)

Analogously, it can be found that:

\[ \int_{y_1}^{y_2} Y_m(y) \, dy = \int_{y_1}^{y_2} \frac{\alpha_m \bar{Y}_m(y) + B \cdot \bar{Y}_m(y)}{E_m} \, dy = \frac{1}{E_m} \left[ \bar{Y}_m(y) - \frac{B}{\alpha_m} \bar{Y}_m(y) \right]_{y_1}^{y_2} = \frac{1}{E_m} \left\{ \bar{Y}_m(y_2) - \bar{Y}_m(y_1) - \frac{B}{\alpha_m} \left[ \bar{Y}_m(y_2) - \bar{Y}_m(y_1) \right] \right\} \]  

(2.23)

Substituting Eqs. (2.22) and (2.23) combined with Eq. (2.17) into Eq. (2.21), we have:

\[ R_{TH} = \frac{1}{P_D \cdot W_{HS} \cdot L_{HS}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} G_{nm} \cdot Z_{nm} \left( z = 0 \right) \]  

(2.24)

where from Eqs. (2.15) and (2.16)
\[ Z_{nm}(z = 0) = \frac{P_0}{\Gamma} \frac{G_{nm}}{\gamma^2 k} \times \]
\[ k \gamma_{nm} \bar{Z}_{nm}(d_t - d_{HS}) + h_z \bar{Z}_{nm}(d_t - d_{HS}) \]
\[ k \gamma_{nm} \bar{Z}_{nm}(d_t) + h_z \bar{Z}_{nm}(d_t) \]
\[ \text{(2.25)} \]

and

\[ Z_{nm}(z = 0) = -\frac{P_0}{\Gamma} \frac{G_{nm}}{\gamma^2 k} \frac{1}{k \gamma_{nm} \bar{Z}_{nm}(d_t) + h_z \bar{Z}_{nm}(d_t)} \times \]
\[ \left\{ k \gamma_{nm} \left[ \bar{Z}_{nm}(d_t - z_2) - \bar{Z}_{nm}(d_t - z_1) \right] \right\} \]
\[ + h_z \left[ \bar{Z}_{nm}(d_t - z_2) - \bar{Z}_{nm}(d_t - z_1) \right] \]
\[ \text{(2.26)} \]

in the THS and VHS cases, respectively.

2.3.3. Remarks

It should be remarked that this approach allows for considerably short CPU times due to a twofold reason:

1. Since only the steady-state case was analyzed, we resorted to the double Fourier series expansion, which allows achieving convergence with a much lower number of terms as compared to the Green’s function approach (adopted in e.g., [27] for bulk silicon devices and [6] for trench transistors). As far as the reference structure is concerned, the summations are to be performed up to \((n, m) = (40, 25)\) to converge within 0.02%.

2. In principle, Eqs. (2.18) and (2.19) should be solved numerically (as in e.g., [6]), but this step would require an additional simulation time. In our strategy, this was avoided by resorting to approximate, yet accurate analytical closed-form solutions obtained by properly modifying those available in [24].

\[ \text{The simulation time for the evaluation of a self-heating thermal resistance value is about 0.1 s on a PC with a 2 GHz processor.} \]
Furthermore, it should be noted that in the above treatment we have neglected nonlinear thermal effects due to the silicon thermal conductivity dependence on temperature as well as the cooling action due to metallization layers. However, the proposed model can be effortlessly generalized to account for both effects: the nonlinear thermal effects can be taken into account by resorting to the Kirchhoff transformation [28] (see Appendix F), whilst the metallization influence can be included by following the approach proposed in [6], namely, by adding a parallel thermal resistance to describe the heat flow through the metal path.

In particular, as concerns a multifinger structure, the cooling/coupling effect due to the metal lines can be easily accounted for. Let us refer to Fig. 2.45. It shows two fingers, denoted by 1 and 2, respectively, embedded in a silicon island surrounded by trenches and buried oxide. Accounting for metallization layers would have a twofold effect: first, the self-heating thermal resistance of the elementary fingers will reduce due to the additional path through the metal; second, the mutual thermal resistance (i.e., the thermal coupling degree) will increase. Let us indicate the self-heating thermal resistances as $R_{11}$ and $R_{22}$ and the mutual thermal resistance as $R_m$ in the absence of metal lines. Let us remember that differently from the heat fluxes, the heat transfer coefficients are primarily dependent on the physical nature of the surface; as a consequence, they are independent of metal terminals and insensitive to the presence of neighboring fingers and to the heat source geometry/position. Furthermore, $R_{11}$, $R_{22}$, and $R_m$ remain unchanged when accounting for the presence of neighboring fingers and/or metallization so that we are able to evaluate them via the proposed model. As concerns the metallization, 3-D numerical simulations of actual structures demonstrated that the metallization effect can be modeled by considering two additional parallel thermal resistances associated with the individual devices and an extra mutual resistance between them (referred to as $R_{11,Metal}$, $R_{22,Metal}$, and $R_{m,Metal}$, respectively, in Fig. 2.45).
2.4. Simulation results

The proposed model has been extensively compared to fully 3-D numerical results obtained for the actual trench SOI structure in a wide range of values for all technological parameters of interest. The analysis was performed by varying a chosen parameter while keeping the others equal to the reference ones.

2.4.1. Self-heating thermal resistance dependence on technological parameters

First, the impact of enlarging the thickness of the insulating layers surrounding the silicon island was analyzed. Fig. 2.46 shows that the self-heating thermal resistance $R_{TH}$ grows with both $t_{OX}$ and $t_t$ since the heat removal from the silicon island becomes increasingly hard. As can be seen, the analytical model agrees well with numerical results. A small discrepancy is observed for large $t_{OX}$ values since coefficients $h_x$ and $h_y$ associated with the lateral walls exhibit a slight dependence upon the features of the buried oxide, which has been neglected in Eqs. (2.3) and (2.4) for the sake of simplicity. It was indeed verified that such an approximation does not appreciably affect the model accuracy: an error amounting to less than 3% is found to occur at $t_{OX} = 1.2 \, \mu m$. 
Fig. 2.46. Self-heating thermal resistance of the trench SOI structure as a function of trench and buried oxide thicknesses. The model given by Eq. (2.24) (solid lines) is compared to numerical results (symbols).

Fig. 2.47 shows the influence of the variation of the silicon island dimensions. As can be seen, $R_{TH}$ decreases with both $W$ and $L$ due to the larger silicon volume where the heat can easily spread from the active transistor area. Increasing the silicon island width results in a faster thermal resistance decrease since the trench walls are moving away from the long side of the emitter stripe. In this case, an excellent agreement is obtained between model and numerical data.
Lastly, Fig. 2.48 illustrates the thermal resistance behavior as the trench depth changes for various trench materials, i.e., pure silicon dioxide and oxide-polysilicon-oxide sandwich with two different polysilicon thermal conductivities.

![Fig. 2.48. Self-heating thermal resistance of the trench SOI structure as a function of trench depth for the cases of oxide-filled trench and oxide-polysilicon-oxide trench for two values of the thermal conductivity of polysilicon. The model given by Eq. (2.24) (solid lines) is compared to numerical results (symbols).]

\[ R_{TH} \] lowers as the trench depth increases due to the silicon island volume enlargement, and tends to a constant value for high trench depth values since the influence of the bottom interface on the temperature distribution in the heat dissipating region becomes negligible. In a similar fashion, \( R_{TH} \) decreases when increasing the average thermal conductivity of the trenches, which is an expected result.

Let us note that when considering a trench SOI structure with trenches uniformly filled with oxide, the analytical model provides an overall excellent agreement with numerical results. A maximum error amounting to about 3% has been found by simultaneously varying all geometrical parameters in the ranges of interest. On the other hand, the accuracy slightly reduces when considering a more complex domain with trenches filled with an oxide-polysilicon-oxide sandwich, which was accounted for through the approximated formula (2.6). In this case, we found that the maximum error grows to 5% by varying all technology parameters in a wide range of \( k_{poly} \) values.
2.4.2. Scaling effects on the self-heating thermal resistance

Another important feature of the proposed model is the capability of quantitatively predicting scaling-induced thermal effects in a trench SOI technology. Fig. 2.49 shows the $R_{TH}$ behavior with varying the heat source length for various width values. The thermal resistance increase as the device shrinks is easily observable. As can be seen, $R_{TH}$ spans from 1810 K/W for a $0.8 \times 20 \, \mu m^2$ emitter area to 8380 K/W for a $0.2 \times 0.5 \, \mu m^2$ one, both embedded in a $4 \times 22 \times 5.5 \, \mu m^3$ silicon island. It can be also seen that:

1. the influence of the source width on the thermal resistance reduces for longer sources;
2. the discrepancy between the thermal behaviors of a trench SOI device and the bulk-silicon counterpart (i.e., that obtained by removing all the insulating layers) diminishes for small heat sources; this is an expected result, since the silicon-insulator borders are located far away from the active transistor area, thereby slightly affecting the junction temperature.

![Fig. 2.49. Self-heating thermal resistance of the trench SOI structure as a function of heat source length for various values of heat source width. The model (solid lines) is compared to numerical results (symbols). Dashed lines refer to devices fabricated on conventional silicon-only substrates.](image)

Fig. 2.50 shows the thermal resistance behavior as a function of heat source area for various values of the aspect ratio $L_{HS}/W_{HS}$. The figure reveals that – for an assigned source area – the thermal
resistance reduces by increasing the aspect ratio, while reaching the maximum value for a square source.

![Graph showing self-heating thermal resistance of the trench SOI structure](image)

**Fig. 2.50.** Self-heating thermal resistance of the trench SOI structure as a function of heat source area for various aspect ratio values. The model (solid lines) is compared to numerical results (symbols).

Once again, the model matches numerical data with high accuracy. This suggests its adoption to predict the device scaling effects on the thermal behavior of a trench SOI structure.

All the obtained results show that the concurrent adoption of trenches and buried oxide drastically affects the thermal characteristics of the devices.

### 2.4.3. Temperature distributions evaluation

It should be remarked that, similarly to the approach developed in [6] for trench-only devices, the proposed model also allows evaluating the temperature distribution within the silicon island, a capability absent in other works dealing with either trench [5], [8], [9] or SOI structures [5]. As a main benefit, the mutual thermal coupling between transistors integrated in the same island can be estimated. This represents a key feature, since the thermal interaction between individual transistors has been demonstrated to play an important role in the electrothermal behavior of multifinger devices [29] as well as of basic analog circuits [30].
The following figures show the temperature rise field normalized to the dissipated power in the reference domain as evaluated by the model and 3-D numerical simulations.

Fig. 2.51 illustrates the contour curves over the cross-section of the silicon island, while Fig. 2.52 and Fig. 2.53 show the normalized temperature rise distribution along the $x$ and $z$ axis, respectively.

**Fig. 2.51.** Temperature rise normalized to dissipated power in the reference domain. The model (red lines) is compared with 3-D numerical data (blue): contour plots over the cross-section of the silicon island.

**Fig. 2.52.** Temperature rise normalized to dissipated power in the reference domain. The model (red lines) is compared with 3-D numerical data (blue): normalized temperature rise field vs. $x$ axis. The horizontal cut is taken through the heat source center.
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Fig. 2.53. Temperature rise normalized to dissipated power in the reference domain. The model (red lines) is compared with 3-D numerical data (blue): normalized temperature rise field vs. $z$ axis. The vertical cut is taken through the heat source center.

An inspection of the figure reveals that:

1. an excellent agreement is obtained between the analytical model and numerical results within the silicon island, especially in the heat generating region;
2. a moderate temperature gradient occurs in both the island and substrate due to the large thermal conductivity of silicon, whereas a significant variation arises inside the trench.
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Chapter 3

Trench-isolated bipolar transistors on bulk substrates

Nowadays many bipolar processes are based on deep trench isolation to reduce parasitic capacitances, minimizing cross-talk interference, and favor latch-up immunity [1]-[3]. Unfortunately, due to the poor thermal conductivity of the trench-filling materials, the heat flow coming from the active transistor area is mostly confined within the silicon-only region enclosed by the trench (also referred to as trench box or trench well throughout the Chapter) before spreading into the substrate, thereby leading to exacerbated thermal issues with respect to bulk-silicon transistors of comparable size (Fig. 3.1).

![Normalized temperature rise](image)

**Fig. 3.1.** Temperature rise above ambient normalized to dissipated power along the $x$ axis as obtained by 3-D numerical simulations. An active region of $1\times20 \, \mu\text{m}^2$ is considered. The cut is taken through the heat source center projection on the top surface. The cases of a bulk-silicon transistor (blue line) and a trench-isolated device (red) are compared.

Various approaches are therefore sought in order to predict the impact of all technological parameters on the thermal behavior of DTI devices. Numerical finite-element solutions [4] are predictive but
typically demanding in terms of (i) pre-computational time, since the mesh is to be properly designed to obtain a reasonable accuracy, (ii) computational time, and (iii) memory storage; moreover, any change in domain geometry would need the repetition of the meshing process, thus making parametric analyses rather laborious. An alternative – generally preferred – approach involves the development of analytical models relating power dissipation to temperature at any point of the structure. However, an exact analytical evaluation of the temperature field is only feasible for oversimplified device geometries like transistors embedded in conventional bulk substrates (e.g., [5], [6]). Consequently, simplifying assumptions are to be necessarily adopted when dealing with DTI transistors due to their inherent geometrical complexity. On the other hand, the resulting approximate models should be (i) predictive, namely, suited to evaluate the temperature distribution starting only from technological data, (ii) accurate enough, and (iii) easy to be included into device/circuit simulation programs.

In this scenario, a number of analytical approaches have been conceived and published in the literature to describe the thermal behavior of trench-isolated bipolar transistors [7]-[10]. The limitations of such strategies will be discussed later.

The aim of this Chapter is to present a detailed investigation of the thermal behavior of trench-isolated bipolar transistors under steady-state conditions. The Chapter is organized as follows.

First, accurate thermal-only 3-D numerical simulations are performed to analyze the heat transfer capability of the trench lateral walls as well as of the interface between trench box and silicon substrate.

Subsequently, starting from numerical results, a novel modeling approach is developed to evaluate the temperature field in a DTI structure, which employs convective boundary conditions to describe the finite heat leakage through the trench and a partitioning strategy to model the heat transfer from the trench box to the substrate.

Afterward, the details of the proposed analytical model, that results fully predictive and requires extremely short simulation time, are provided.

Finally, a plain and detailed overview of the thermal behavior of DTI transistors is given for a wide range of geometrical/material parameters typical of bipolar technologies by means of both the model
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and numerical results. Moreover, the model usefulness to improve the thermal device design is discussed and the comparison with the other models is presented. It will be seen that the resulting model is more accurate than the other models available from the literature.

3.1 Numerical analysis and modeling strategy

The domain under analysis is shown in Fig. 3.2a and b, and is comprised of a silicon box surrounded by DTI embedded in a 300-μm-thick silicon substrate, with bottom surface assumed to be in intimate contact with an ideal heat sink at temperature $T_{AMB} = 300$ K. The heat source is represented as a rectangular parallelepiped with length and width assumed equal to those of the emitter window, and thickness vertically coinciding with that of the base-collector depletion region, where the heat dissipation takes place. The heat generated by the source is assumed to be due to a uniform power dissipation.

![Fig. 3.2. (a) Analyzed trench domain and (b) cross-section corresponding to the trench region; (c) simplified silicon-only domain partitioned into subdomains 1 and 2 and (d) cross-section of the related trench box. Also evidenced are the boundary conditions (b.c.) adopted in the proposed modeling strategy.](image)

As a first step, 3-D thermal-only simulations were performed through the commercial tool Comsol, which is based on the finite
element method [11]. The numerical investigation was aimed at better understanding the thermal process in trench-isolated bipolar transistors, with particular emphasis to the heat transfer capability of trench walls and bottom of the trench box (i.e., the interface between trench box and substrate located at $z = d_t$, also referred to as *trench bottom* in the following). The analysis was carried out as follows.

A reference DTI structure, with geometrical parameters listed in Table 3.1, was defined. The numerical simulations were performed by varying an assigned parameter while keeping all other parameters constant and equal to the reference ones. All geometrical quantities were varied, i.e., width/length of the trench box, trench depth/thickness, width/length and position of the heat source (horizontally centered within the trench box in the reference structure). The variations were chosen within ranges typical of bipolar technologies (see Table 3.1). The trench was initially assumed to be filled only with silicon dioxide (as in e.g., [3]), whose thermal conductivity was chosen to be $1.4 \times 10^{-6}$ W/µmK, while $1.4 \times 10^{-4}$ W/µmK was assumed for silicon.

<table>
<thead>
<tr>
<th>parameter</th>
<th>description</th>
<th>reference domain [µm]</th>
<th>variation range [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>trench box width</td>
<td>9</td>
<td>$5 \pm 21$</td>
</tr>
<tr>
<td>$L$</td>
<td>trench box length</td>
<td>23</td>
<td>$22 \pm 34$</td>
</tr>
<tr>
<td>$t_t$</td>
<td>trench thickness</td>
<td>1</td>
<td>$0.4 \pm 2.5$</td>
</tr>
<tr>
<td>$d_t$</td>
<td>trench depth</td>
<td>6</td>
<td>$2 \pm 12$</td>
</tr>
<tr>
<td>$t_{OX,t}$</td>
<td>trench oxide thickness</td>
<td>0.1</td>
<td>—</td>
</tr>
<tr>
<td>$t_{poly}$</td>
<td>thickness of the trench polysilicon layer</td>
<td>$t_t - 2t_{OX,t}$</td>
<td>—</td>
</tr>
<tr>
<td>$W_{HS}$</td>
<td>heat source width</td>
<td>1</td>
<td>$0.15 \pm 3.15$</td>
</tr>
<tr>
<td>$L_{HS}$</td>
<td>heat source length</td>
<td>20</td>
<td>$1 \pm 20$</td>
</tr>
<tr>
<td>$t_{HS}$</td>
<td>heat source thickness</td>
<td>0.2</td>
<td>—</td>
</tr>
<tr>
<td>$d_{HS}$</td>
<td>heat source depth</td>
<td>0.4</td>
<td>—</td>
</tr>
</tbody>
</table>

For the structures exhibiting geometrical symmetries, only a portion of the domain was simulated, with adiabatic boundary
conditions to virtually restore the missing parts. This allowed reducing the number of elements to be accounted for within the program environment, thus decreasing the CPU time/memory storage requirements. As far as the reference domain is concerned, a self-heating thermal resistance amounting to 481 K/W was evaluated, whilst 362 K/W was obtained for the bulk-silicon counterpart (i.e., the corresponding trench-free device). An increase of 33% was therefore observed, as a consequence of the heat confinement within the trench well. Numerical simulations also evidenced that the contribution to the overall thermal resistance due to the heat flow within the trench box (i.e., the flow along the path from heat source to trench bottom) amounts to about 60% in the reference transistor.

In this investigation, the heat transfer capability of the trench sidewalls was analyzed by numerically evaluating the distribution of the corresponding heat transfer coefficient, which is defined as

\[ h(x, y, z) = \frac{f(x, y, z) - T_{AMB}}{T(x, y, z) - T_{AMB}} \]  

(3.1)

where \( f(x, y, z) \) [W/\( \mu \)m²] and \( T(x, y, z) \) [K] are the normal heat flux distribution and temperature field over the sidewall \( S \), respectively, and \( T_{AMB} \) is the ambient temperature.

The main results of the numerical investigation are in order:

1. The assumption of adiabatic trench walls (as in [7], [8]) leads to an error amounting to 10% when evaluating the self-heating thermal resistance of the reference structure. Moreover, such a discrepancy increases for DTI devices with deeper and/or poly-filled trenches, where the heat loss through the trench

---

11 For trench-isolated transistors with heat source centered within the trench box (i.e., located symmetrically between the trench sidewalls, as for the reference domain) only one quarter of the structure was simulated.

12 The heat transfer coefficient represents an indicator of the surface capability to transfer heat. In an electrical analogy, with voltage drop and current density corresponding with temperature increase over ambient and heat flux, respectively, the heat transfer coefficient can be reviewed as a specific conductance.
plays a more important role. This demonstrates that the lateral heat dissipation via trench cannot be safely neglected with respect to the downward heat flow in modeling approaches.

2. The distribution of heat transfer coefficient over the trench sidewalls is actually nonuniform, as evidenced in Fig. 3.3. It can be observed that: (i) a sharp growth occurs along the edges between lateral trench surfaces; (ii) a lower, and almost constant, value is reached far away the borders; (iii) both the (low) plateau and the (high) edge values reduce in the proximity of the bottom of the silicon-only trench box.

![Fig. 3.3. Heat transfer coefficient distribution over half of the trench sidewall as evaluated by numerical simulations for the reference domain.](image)

A large number of 3-D numerical simulations evidenced that this qualitative behavior is independent of the domain geometry.

3. Contrarily to the simplifying assumption adopted in [7], the temperature and heat flux distributions over the bottom of the trench box may be significantly nonuniform in various cases. As an evidence, Fig. 3.4 shows the distribution of the temperature rise above ambient normalized to dissipated power over the trench bottom of the reference domain. As can be

---

13 When replacing the silicon dioxide trench with a poly-filled one in the reference domain, the error exceeds 15%.
seen, the normalized temperature ranges from 140 to more than 210 K/W, which occurs at the projection of the heat source. An even larger temperature gradient is observed for small trench depths (i.e., small heights of the trench box) and high box-to-source size ratios.14

\[\begin{array}{c}
\text{Fig. 3.4. Contour plots of the temperature rise above ambient normalized to dissipated power over half of the trench bottom (located at } z = d_t \text{) for the reference domain, as obtained by 3-D numerical simulations.}
\end{array}\]

In principle, an analytical model predicting the temperature field in a DTI transistor should accurately describe the heat loss through the trench and the heat flow from the trench box toward the substrate. However, this is undeniably not a trivial task due to the numerical analysis results. In fact, it was observed that:

1. the trench sidewalls exhibit an uneven capability to transfer heat out of the trench box;
2. the temperature and flux distributions arising over the trench bottom are nonuniform.

In order to properly account for these features in a mathematically treatable problem, we conceived a modeling approach that can be summarized as follows.

\[\begin{array}{c}
14 \text{ As concerns a DTI structure with } d_t = 3 \text{ µm and all other technological parameters equal to those of the reference transistor, the normalized temperature over the bottom of the trench box is numerically evaluated to span from 115 to 250 K/W.}
\end{array}\]
1. First, we represent the actual DTI structure under analysis with a simplified one (Fig. 3.2c and d) that is partitioned into two subdomains, namely, one corresponding to the silicon box surrounded by the trench (i.e., the trench box, also referred to as subdomain 1) and another corresponding to the underlying silicon substrate (also indicated as subdomain 2). In the following, all the quantities related to subdomains 1 and 2 are denoted by subscripts 1 and 2, respectively.

2. Let us refer to subdomain 1. Similarly to the approaches exploited in [12] for trench-isolated transistors and in [13] for fully-isolated DTI devices on silicon-on-insulator substrates, we assume convective boundary conditions\(^{15}\) at the lateral sidewalls to describe the heat propagation that takes place through the trench in the actual structure. In principle these conditions should account for the nonuniform distribution of the heat transfer coefficients. Nevertheless, an extensive numerical analysis was performed, which demonstrated that the thermal behavior of subdomain 1 can be accurately reproduced by associating an optimized \(h\) value to the four lateral sidewalls of the trench box. This implies that the heat loss through the trench can be conveniently described by adopting convective boundary conditions that simply involve this common \(h\) value.

3. In order to accurately model the uneven heat flow through the trench bottom, we resort to a procedure similar to that recently proposed for the thermal analysis of flip-chip mounted semiconductor optical amplifiers [14]: the interface is partitioned into a given number of elementary rectangles, each of them characterized by a uniform heat flux.

4. Subdomain 2 is modeled as a laterally infinite domain with isothermal bottom surface at ambient temperature, and top surface adiabatic everywhere except for the interface with subdomain 1.

\(^{15}\) As already discussed in Chapter 2 for the case of trench-isolated bipolar transistors on SOI substrates, the convective condition is used to describe a heat conduction phenomenon, namely, the heat transfer through the trench sidewalls.
5. The temperature expressions are evaluated in both subdomains as a function of the unknown fluxes at the interface using standard procedures. Subsequently, the temperature continuity is imposed at the centers of all the elementary rectangles in which the interface is discretized. This allows calculating the fluxes, and, consequently, the temperature field in both subdomains.

### 3.2 Heat transfer coefficients empirical model

The proposed approach obviously requires a proper choice of the $h$ value (uniform and common to the four lateral surfaces) to be included in the model for simulating an assigned trench-isolated transistor, since $h$ represents a tuning parameter to describe the outward flux through the trench sidewalls. In [12], an approach is proposed, which involves the optimization of such a parameter so as to guarantee the best fit with numerical results. However, the resulting model is not predictive due to the need for a 3-D numerical simulation for any domain under analysis. In order to overcome this drawback, we evaluated an analytical law that empirically relates the heat transfer coefficient to all technological parameters playing a role. The derivation of this law is based on a preliminary analysis that can be summarized as follows.

- A custom routine to automatically extract the $h$ value that yields the best agreement with the numerical temperature field corresponding to a given domain was developed.
- This extraction was performed for a large number of DTI devices in order to cover the parameter ranges reported in Table 3.1.

It was evidenced that $h$ is dependent upon trench thickness $t_t$ and depth $d_t$, while being almost insensitive to width $W$ and length $L$ of the trench box.

Based on the evaluated dataset, the following empirical law was determined for the heat transfer coefficient:

$$ h = (A \cdot e^{-a_d} + B) \cdot t_t^{-b} \quad (3.2) $$
where the fitting parameters $A$, $B$, $a$, and $b$ were adjusted through least-squares optimization routines for the case of fully oxide-filled trenches. The values are listed in Table 3.2.

### Table 3.2
Optimized values for the fitting parameters adopted in Eq. (3.2).

<table>
<thead>
<tr>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.409</td>
</tr>
<tr>
<td>$b$</td>
<td>0.54</td>
</tr>
<tr>
<td>$A$</td>
<td>$3.84 \times 10^{-6}$</td>
</tr>
<tr>
<td>$B$</td>
<td>$1.19 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Eq. (3.2) can be straightforwardly extended to the case of silicon dioxide lined trenches with polysilicon fill (as in e.g., [1], [2]) by means of the procedure adopted in Chapter 2 for the case of DTI SOI bipolar transistors [13]. It relies on the assumption of trenches filled with a homogeneous material with thermal conductivity $k_m$ obtained by a weighted average of the polysilicon and oxide layers as

$$
\frac{1}{k_m} = t_{OX,1} \cdot \left( \frac{2 \cdot t_{OX,2} + t_{poly}}{k_{OX} + k_{poly}} \right)^{-1}
$$

where $t_{OX,1}$ and $k_{OX}$ are the thickness and thermal conductivity of the oxide layers, respectively, and $t_{poly}$ and $k_{poly}$ are the thickness and thermal conductivity of the polysilicon layer.

Also in this case the accuracy of Eq. (3.3), which exactly works for a 1-D problem, was verified by performing a large number of 3-D numerical simulations of the actual trench-isolated transistor and a simplified structure obtained by filling the trench with a homogeneous material with thermal conductivity equal to $k_m$. This analysis was carried out by covering the wide $k_{poly}$ range spanning from $1 \times 10^{-5}$ to $5 \times 10^{-5}$ W/µmK, in which this parameter, as it was claimed in Chapter 2, can vary depending on various factors, e.g., deposition temperature, average grain size, dopant type and concentration [15]-[17].

In conclusion, in order to account for the case of silicon dioxide lined trenches with polysilicon fill, Eq. (3.2) was modified by simply multiplying the RHS by $(k_m/k_{OX})^\alpha$ with $\alpha = 0.216 \cdot d_i^{0.5}$, while keeping all other empirical parameters equal to those extracted for oxide-filled trenches:
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\[ h = (A \cdot e^{-a_d} + B) \cdot t_i^{-b} \left( \frac{k_m}{k_{OX}} \right)^{0.216 \sqrt{d}} \]  

(3.4)

Fig. 3.5 shows the heat transfer coefficient behavior as a function of \( d_t, t_t, \) and \( k_m \) as obtained by the above model and by extracting the optimum \( h \) values from the numerical temperature field. As can be seen, the heat transfer capability of the trench sidewalls reduces with increasing trench thickness and depth, and grows with increasing the average thermal conductivity associated with the trench. An inspection of the figure also reveals that the empirical relationships presented above are fairly accurate within the ranges of technological parameters playing a role, thus avoiding the need for further numerical \( h \) extractions.

![Fig. 3.5. Heat transfer coefficient as a function of trench thickness, trench depth, and average thermal conductivity of the material filling the trenches. The model (solid lines) is compared to the optimized values extracted from numerical simulations (symbols).](image)

3.3 The analytical thermal model

In this Paragraph, the expressions of the temperature field under steady-state conditions in subdomains 1 and 2 are derived.
3.3.1 The temperature field in subdomain 1

Subdomain 1 is represented as a silicon-only rectangular parallelepiped – coinciding with the trench box – with adiabatic top surface, convective boundary conditions at lateral faces, and bottom surface characterized by a nonuniform outward heat flux (Fig. 3.6).

![Fig. 3.6. Subdomain 1 with the adopted boundary conditions.](image)

By resorting to the effects superposition principle (ESP), the temperature rise above ambient at an arbitrary point \( \vec{r} = (x, y, z) \) can be calculated as

\[
\vartheta_i (\vec{r}) = T_i(\vec{r}) - T_{\text{AMB}} = \vartheta_{i,P}(\vec{r}) + \vartheta_{i,f}(\vec{r})
\]

(3.5)

where the terms \( \vartheta_{i,P}(\vec{r}) \) and \( \vartheta_{i,f}(\vec{r}) \) account for the power dissipated by the heat source and the (uneven) outward flux through the partitioned bottom interface, respectively.

The contribution \( \vartheta_{i,P}(\vec{r}) \) (Fig. 3.7) satisfies the steady-state heat flow equation given by [Eq. (C.7)]:

\[
\nabla^2 \vartheta_{i,P}(\vec{r}) + \frac{g(\vec{r})}{k} = 0
\]

(3.6)

where \( k \) is the thermal conductivity [W/µmK] of silicon, and \( g(\vec{r}) \) is the nonzero power density [W/µm³] dissipated by the heat source.
The power dissipation region is modeled as either a rectangular indefinitely thin heat source (THS) embedded within the silicon domain or a volumetric heat source (VHS) shaped as a rectangular parallelepiped. Let us denote as $x_1$, $x_2$, $y_1$, $y_2$ the heat source coordinates along the $x$ and $y$ axis, respectively. As far as the THS case is concerned, the heat source is assumed to be placed at depth $z = d_{HS}$. For the VHS case, $z_1$ and $z_2$ represent the heat source coordinates along the $z$ axis. As for the numerical analysis, a uniform dissipation is assumed within the heat source region.

The convective boundary conditions at the lateral surfaces are expressed as follows [Eqs. (C.8) and (C.9)]:

$$ k \frac{\partial \mathcal{G}_{\mu,P}(\vec{r})}{\partial n} \bigg|_S + h \mathcal{G}_{\mu,P}(\vec{r}) \bigg|_S = 0 $$

(3.7)

where $h$ is the heat transfer coefficient associated with the surface $S$ and $n$ denotes the outward-drawn normal to $S$. According to the results of the preliminary numerical analysis, $h$ is nonuniform over the sidewalls, so that this parameter should be in principle considered as a function of the arbitrary point of $S$ in Eq. (3.7). However, as discussed in Paragraph 3.2, the heat evacuation through the lateral sidewalls of

---

16 As discussed in [18] for bulk-silicon devices, the modeling solution of a THS located at a proper nonzero depth $d_{HS}$ (e.g., at the base-collector junction) allows accurately describing the temperature field except for $z \to d_{HS}$, where the peak predicted is higher than the numerical data due to the volumetric nature of the power dissipation region.
subdomain 1 can be suitably described by adopting the $h$ value given by Eq. (3.2).

The adiabatic conditions at the top and bottom surfaces are given by [Eq. (C.10)]:

$$\frac{\partial g_{1,p}(\bar{r})}{\partial z} \bigg|_{z=0,d_i} = 0$$  \hspace{1cm} (3.8)

The above defined heat flow problem can be solved by resorting to the separation of variables technique; as a result, the temperature increase over ambient $g_{1,p}(\bar{r})$ can be expressed in terms of a double Fourier series

$$g_{1,p}(\bar{r}) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x)Y_m(y)Z_{nm,p}(z)$$  \hspace{1cm} (3.9)

where the eigenfunctions $X_n(x)$, $Y_m(y)$, and $Z_{nm,p}(z)$ can be evaluated by means of a standard procedure [19] and depend upon the heat transfer coefficient $h$. In particular, $X_n(x)$ and $Y_m(y)$ are defined as follows:

$$X_n(x) = \frac{\beta_n \cdot \widetilde{X}_n(x) + A \cdot \overline{X}_n(x)}{D_n}$$  \hspace{1cm} (3.10)

$$Y_m(y) = \frac{\alpha_m \cdot \widetilde{Y}_m(y) + A \cdot \overline{Y}_m(y)}{E_m}$$  \hspace{1cm} (3.11)

being  $\overline{X}_n(x) = \cos(\beta_n x)$,  $\overline{X}_n(x) = \sin(\beta_n x)$,  $\overline{Y}_m(y) = \cos(\alpha_m y)$,  $\overline{Y}_m(y) = \sin(\alpha_m y)$,  $A = h/k$, and

$$D_n = \left[ \left( \beta_n^2 + A^2 \right) \cdot \frac{W}{2} + A \right]^{1/2}$$  \hspace{1cm} (3.12)

$$E_m = \left[ \left( \alpha_m^2 + A^2 \right) \cdot \frac{L}{2} + A \right]^{1/2}$$  \hspace{1cm} (3.13)

In the THS case, the eigenfunctions $Z_{nm,p}(z)$ are given by
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\[
Z_{nm,P}(z) = \frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} \cdot k} \cdot \frac{Z_{nm}(d_i - d_{HS})}{Z_{nm}(d_i)} \cdot \bar{Z}_{nm}(z) + \begin{cases} 
0 & z < d_{HS} \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} \cdot k} \cdot Z_{nm}(d_{HS} - z) & z \geq d_{HS}
\end{cases}
\] (3.14)

while for the VHS case they are expressed as

\[
Z_{nm,P}(z) = \frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} \cdot k} \cdot \frac{Z_{nm}(z_2 - d_i) - Z_{nm}(z_1 - d_i)}{Z_{nm}(d_i)} \times \begin{cases} 
0 & z < z_1 \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} \cdot k} \cdot \left[1 - Z_{nm}(z_1 - z)\right] & z_1 \leq z \leq z_2 \\
\frac{P_D}{\Gamma} \cdot \frac{G_{nm}}{\gamma_{nm} \cdot k} \times \left[ Z_{nm}(z_2 - z) - Z_{nm}(z_1 - z)\right] & z > z_2
\end{cases}
\] (3.15)

where \( Z_{nm}(z) = \cosh(\gamma_{nm}z) \), \( \bar{Z}_{nm}(z) = \sinh(\gamma_{nm}z) \), \( \gamma_{nm} = \beta_n^2 + \alpha_m^2 \), \( P_D \) [W] is the overall power dissipated by the heat source, \( \Gamma \) represents the heat source area \((W_{HS} \cdot L_{HS})\) for the THS case or the heat source volume \((W_{HS} \cdot L_{HS} \cdot t_{HS})\) for the VHS case, and the \( G_{nm} \) terms are expressed as

\[
G_{nm} = \frac{1}{D_n \cdot E_m} \times \frac{\bar{X}_n(x_2) - \bar{X}_n(x_1) - A_n}{\beta_n} \left[ X_n(x_2) - X_n(x_1) \right] \times \frac{\bar{Y}_m(y_2) - \bar{Y}_m(y_1) - A_m}{\alpha_m} \left[ Y_m(y_2) - Y_m(y_1) \right]
\] (3.16)

The eigenvalues \( \beta_n \) and \( \alpha_m \) can be found by solving the transcendental equations given by
The derivation of Eqs. (3.9)-(3.18) is discussed in detail in Appendix C\textsuperscript{17}.

The (negative) contribution $\mathcal{Q}_{i,j}(\bar{r})$ [see Eq. (3.5)] represents the solution of the heat flow equation with zero power dissipation (Fig. 3.8), i.e. [Eq. (D.7)]:

$$\nabla^2 \mathcal{Q}_{i,j}(\bar{r}) = 0$$

(3.19)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{subdomain1.png}
\caption{Subdomain 1: $\mathcal{Q}_{i,j}(\bar{r})$ contribution.}
\end{figure}

The boundary conditions at the lateral sidewalls and top surface are expressed by Eqs. (3.7) and (3.8), respectively, while a nonzero – and nonuniform – outward heat flux $\bar{f}(x, y)$ is assumed at the bottom surface (i.e., the interface with subdomain 2), that is,

$$-k \frac{\partial \mathcal{Q}_{i,j}(\bar{r})}{\partial z} \bigg|_{z=d_b} = \bar{f}(x, y)$$

(3.20)

\textsuperscript{17} The equations derived in Appendix C must be particularized for $h_{in} = h_{sur} = h_{in} = h_{sur} = h$ and $B_1 = B_2 = C_1 = C_2 = A$. 
As mentioned in Paragraph 3.2, the uneven heat flow from the trench box to the substrate is described by partitioning the trench bottom into \( R_x \times R_y \) elementary rectangles, each of them characterized by a uniform outward heat flux \( f_{ij} \), namely, the nonuniform heat flux distribution is approximated as

\[
\vec{f}(x, y) = f_{ij} \quad \forall (x, y) \in R_y
\]  

being \( R_y \) an arbitrary rectangle. Consequently, \( \partial_{t,f}(\vec{r}) \) can be evaluated by ESP as the sum of individual contributions \( \partial_{t,f_{ij}}(\vec{r}) \) (Fig. 3.9), each obtained by enabling one of the fluxes \( f_{ij} \) and keeping the others equal to zero (i.e., considering all the elementary rectangles adiabatic except for one), that is,

\[
\partial_{t,f}(\vec{r}) = \sum_{i=1}^{R_x} \sum_{j=1}^{R_y} \partial_{t,f_{ij}}(\vec{r})
\]

Analogously to \( \partial_{t,f}(\vec{r}) \), the elementary terms \( \partial_{t,f_{ij}}(\vec{r}) \) must satisfy the heat flow equation given by Eq. (3.19) and the boundary conditions expressed by Eqs. (3.7) and (3.8) for the lateral and top surfaces, respectively, whereas the boundary condition at the trench bottom becomes [Eq. (D.11)]:

\[
-k \frac{\partial \partial_{t,f_{ij}}(\vec{r})}{\partial z} \bigg|_{z=d_i} = \begin{cases} f_{ij} & \forall (x, y) \in R_y \\ 0 & \text{elsewhere} \end{cases}
\]
As for $\vartheta_{1,\rho}(\vec{r})$, the temperature rises $\vartheta_{i,j}(\vec{r})$ can be expressed as a double Fourier series

$$
\vartheta_{i,j}(\vec{r}) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) Z_{nm,f_{ij}}(z) \tag{3.24}
$$

where the eigenfunctions $X_n(x)$ and $Y_m(y)$ are given by Eqs. (3.10) and (3.11), respectively. The eigenfunctions $Z_{nm,f_{ij}}(z)$ are linearly dependent on the unknown heat fluxes $f_{ij}$ and are given by

$$
Z_{nm,f_{ij}}(z) = \frac{F_{nm,f_{ij}}}{\gamma_{nm}Z_{nm}(d_{ij})} \cdot Z_{nm}(z) \tag{3.25}
$$

where

$$
F_{nm,f_{ij}} = -\frac{f_{ij}}{k \cdot D_{m0} \cdot E_m} \times
\left\{ \frac{\overline{X}_n(x_{jF}) - \overline{X}_n(x_{j0})}{A_{nm}} \left[ \overline{X}_n(x_{jF}) - \overline{X}_n(x_{j0}) \right] \right\} \times
\left\{ \frac{\overline{Y}_m(y_{iF}) - \overline{Y}_m(y_{i0})}{A_{nm}} \left[ \overline{Y}_m(y_{iF}) - \overline{Y}_m(y_{i0}) \right] \right\} \tag{3.26}
$$

The derivation of Eqs. (3.24)-(3.26) is discussed in detail in Appendix D\textsuperscript{18}.

Fig. 3.10 shows the interface between subdomains 1 and 2.

Let us note that:

- $x_{j0} = \frac{j-1}{R_x}W = \frac{j}{R_x}W - \frac{W}{R_x} = x_{jF} \frac{W}{R_x}$

therefore, recalling that:

- $\sin(\alpha - \beta) = \sin \alpha \cos \beta - \cos \alpha \sin \beta$
- $\cos(\alpha - \beta) = \cos \alpha \cos \beta + \sin \alpha \sin \beta$

\textsuperscript{18} The equations derived in Appendix D must be particularized for $h_{1n} = h_{2n} = h_{10} = h_{20} = h$ and $B_1 = B_2 = C_1 = C_2 = A$. 
Fig. 3.10. Partitioned interface between subdomain 1 and subdomain 2.

- $\sin \alpha = 2 \sin \frac{\alpha}{2} \cos \frac{\alpha}{2}$
- $\cos \alpha = 1 - 2 \sin^2 \frac{\alpha}{2}$

we can observe that:

$$\bar{x}_n(x_f) - \bar{x}_n(x_{j0}) = \sin(\beta_n x_f) - \sin(\beta_n x_{j0}) =$$

$$= \sin(\beta_n x_f) - \sin(\beta_n x_f - \beta_n \frac{W}{R_x}) =$$

$$= \sin(\beta_n x_f) - \sin(\beta_n x_f) \cos(\beta_n \frac{W}{R_x}) + \cos(\beta_n x_f) \sin(\beta_n \frac{W}{R_x}) =$$

$$= \sin(\beta_n x_f) - \sin(\beta_n x_f) \left[ 1 - 2 \sin^2 \left( \beta_n \frac{W}{2R_x} \right) \right] +$$

$$+ \cos(\beta_n x_f) 2 \sin \left( \beta_n \frac{W}{2R_x} \right) \cos \left( \beta_n \frac{W}{2R_x} \right) =$$

$$= 2 \sin(\beta_n x_f) \sin^2 \left( \beta_n \frac{W}{2R_x} \right) +$$

$$+ 2 \cos(\beta_n x_f) \sin \left( \beta_n \frac{W}{2R_x} \right) \cos \left( \beta_n \frac{W}{2R_x} \right) =$$
\[
= 2 \sin \left( \frac{\beta_n W}{2R_s} \right) \left[ \sin(\beta_n x_{jF}) \sin \left( \frac{\beta_n W}{2R_s} \right) + \cos(\beta_n x_{jF}) \cos \left( \frac{\beta_n W}{2R_s} \right) \right] = \\
= 2 \sin \left( \frac{\beta_n W}{2R_s} \right) \cos \left( \frac{\beta_n x_{jF}}{2R_s} - \frac{W}{2R_s} \right) = 2 \bar{X}_n \left( x_{jF} - \frac{W}{2R_s} \right) = 2 \bar{X}_n (\bar{x}) \cdot \bar{X}_n (x_j) \quad (3.27)
\]

where \( \bar{x} = W/(2 \cdot R_s) \), and \( x_j = \bar{x} \cdot (2 \cdot j - 1) \);

and:
\[
\bar{X}_n (x_{jF}) - \bar{X}_n (x_{j0}) = \cos(\beta_n x_{jF}) - \cos(\beta_n x_{j0}) = \\
= \cos(\beta_n x_{jF}) - \cos \left( \frac{\beta_n W}{2R_s} \right) = \\
= \cos(\beta_n x_{jF}) - \cos(\beta_n x_{jF}) \cos \left( \frac{\beta_n W}{2R_s} \right) - \\
\quad \cdot \sin(\beta_n x_{jF}) \sin \left( \frac{\beta_n W}{2R_s} \right) = \\
= \cos(\beta_n x_{jF}) - \cos \left( \beta_n x_{jF} \right) \left[ 1 - 2 \sin^2 \left( \frac{\beta_n W}{2R_s} \right) \right] + \\
\quad - \sin(\beta_n x_{jF}) 2 \sin \left( \frac{\beta_n W}{2R_s} \right) \cos \left( \frac{\beta_n W}{2R_s} \right) = \\
= 2 \cos \left( \beta_n x_{jF} \right) \sin^2 \left( \frac{\beta_n W}{2R_s} \right) - \\
\quad - 2 \sin(\beta_n x_{jF}) \sin \left( \frac{\beta_n W}{2R_s} \right) \cos \left( \frac{\beta_n W}{2R_s} \right) = 
\]
\[
\begin{align*}
&= 2 \sin \left( \frac{\beta_n W}{2R_s} \right) \cos \left( \beta_n x_{jf} \right) \sin \left( \frac{\beta_n W}{2R_s} \right) - \\
&\quad - \sin \left( \beta_n x_{jf} \right) \cos \left( \frac{\beta_n W}{2R_s} \right) \\
&= -2 \sin \left( \frac{\beta_n W}{2R_s} \right) \sin \left( \beta_n \left( x_{jf} - \frac{W}{2R_s} \right) \right) \\
&= -2 \bar{X}_n \left( \frac{W}{2R_s} \right) \bar{X}_n \left( x_{jf} - \frac{W}{2R_s} \right) = -2 \cdot \bar{X}_n (\bar{x}) \cdot \bar{X}_n (x_j) \quad (3.28)
\end{align*}
\]

Analogously:
\[
\begin{align*}
\bar{Y}_m (y_{jf}) - \bar{Y}_m (y_{i0}) &= 2 \cdot \bar{Y}_m (\bar{y}) \cdot \bar{Y}_m (y_j) \quad (3.29) \\
\bar{Y}_m (y_{jf}) - \bar{Y}_m (y_{i0}) &= -2 \cdot \bar{Y}_m (\bar{y}) \cdot \bar{Y}_m (y_j) \quad (3.30)
\end{align*}
\]

where \( \bar{y} = L / (2 \cdot R_s) \), and \( y_i = \bar{y} \cdot (2 \cdot i - 1) \).

Therefore, substituting Eqs. (3.27)-(3.30) into Eq. (3.25) combined with Eq. (3.26), we have:
\[
\begin{align*}
Z_{nm,fj} (z) &= -\frac{4 \cdot f_{ij} \cdot \bar{X}_n (\bar{x}) \cdot \bar{Y}_m (\bar{y})}{k \cdot \gamma_{nm} \cdot D_n \cdot E_m \cdot \bar{Z}_{nm} (d_i) \cdot \bar{Z}_{nn} (z)} \times \bar{Y}_m (y_j) + \frac{A}{\alpha_n} \bar{Y}_m (y_j) \quad (3.31)
\end{align*}
\]

### 3.3.2 The temperature field in subdomain 2

As stated in Paragraph 3.2, subdomain 2 is represented as a laterally infinite domain\(^{19}\) with isothermal bottom surface at ambient

\(^{19}\) The assumption of a laterally infinite domain does not affect the model accuracy since the DTI device is assumed to be embedded in a silicon chip, whose edges – typically located far away from active area and trench bottom – negligibly influence the temperature field. Nevertheless, the model can be straightforwardly extended to account for adiabatic lateral faces by horizontally applying the image method, namely, adding lateral fictitious sources.
temperature and top surface adiabatic everywhere except for the interface with subdomain 1, where a nonuniform inward flux is assumed (Fig. 3.11).

As for $\vartheta_{1,f}(\bar{r})$, the temperature increase above ambient at an arbitrary point $\bar{r}$ can be evaluated via ESP by summing the elementary contributions due to the unknown heat fluxes $f_{ij}$ as

$$\vartheta_2(\bar{r}) = \sum_{i=1}^{R_x} \sum_{j=1}^{R_x} \vartheta_{2,f_{ij}}(\bar{r})$$

(3.32)

The expressions of terms $\vartheta_{2,f_{ij}}(\bar{r})$ (Fig. 3.12) are derived through the technique adopted in e.g., [6], [20], (see Appendix E for the details).
If the boundary condition at the bottom surface is disregarded by considering the simplified problem of a semi-infinite homogeneous medium with adiabatic top surface and a THS coinciding with the elementary rectangle $R_{ij}$ and dissipating a power density equal to $f_{ij}$, the expression of the temperature field is given by

$$\vartheta_{0,j} (x, y, z) = \frac{f_{ij}}{2 \cdot \pi \cdot k} \times \left[ \psi \left( \delta x_j, \delta y_i, \delta z \right) - \psi \left( \delta x_j, \delta y_{i-1}, \delta z \right) \right. \\
\left. - \psi \left( \delta x_{j-1}, \delta y_i, \delta z \right) + \psi \left( \delta x_{j-1}, \delta y_{i-1}, \delta z \right) \right]$$

(3.33)

where

$$\psi \left( \delta x, \delta y, \delta z \right) = -\delta z \cdot \arctan \frac{\delta x \cdot \delta y}{\delta z \cdot \sqrt{\delta x^2 + \delta y^2 + \delta z^2}} + (3.34)$$

$$+ \delta x \cdot \log \left[ \delta y + \sqrt{\delta x^2 + \delta y^2 + \delta z^2} \right] +$$

$$+ \delta y \cdot \log \left[ \delta x + \sqrt{\delta x^2 + \delta y^2 + \delta z^2} \right]$$

being $\delta x_j = x - 2 \cdot j \cdot \bar{X}$, $\delta y_i = y - 2 \cdot i \cdot \bar{Y}$, and $\delta z = z - d_z$.

Eq. (3.33), also referred to as 0th-order solution [6], does not account for the finite thickness of the chip (300 µm for the case under analysis), i.e., the temperature field $\vartheta_{0,j} (x, y, z)$ is not influenced by the isothermal boundary condition at the bottom surface. In order to include this effect without affecting the adiabatic condition at the top, a series of vertical fictitious mirror sources can be added [6], [20]. The $p$th-order solution is given by [6]

$$\vartheta_{2,p} (x, y, z) = \sum_{v=1}^{p} \left[ (-1)^{v-1} \cdot \vartheta_{20,ij} (x, y, z + 2 \cdot (v - 1) \cdot H) \right] + (-1)^{v} \cdot \vartheta_{20,ij} (x, y, z - 2 \cdot v \cdot H)$$

(3.35)

being $H$ the thickness of subdomain 2 (see Fig. 3.2a).

The derivation of Eqs. (3.33)-(3.35) is discussed in detail in Appendix E.
3.3.3 The temperature field in the overall domain

Once the temperature expressions have been evaluated in both subdomains as a function of the unknown fluxes \( f_{ij} \), the temperature continuity is imposed at the centers of all the elementary rectangles \( R_{ij} \), that is,

\[
\vartheta_1(x_j, y_i, d_i) = \vartheta_2(x_j, y_i, d_i)
\]  

(3.36)

Solving the resulting linear system of \( R_x \times R_y \) equations allows determining the fluxes \( f_{ij} \) so that the temperature field can be evaluated in both subdomains.

3.3.4 The self-heating thermal resistance

Having determined the temperature distribution in subdomain 1, we are in a position to evaluate the self-heating thermal resistance \( R_{TH} \), that is, also in this analysis, calculated as the average of the temperature rise above ambient normalized to the dissipated power over the heat source projection on the top surface, i.e.,

\[
R_{TH} = \frac{1}{P_D \cdot W_{HS} \cdot L_{HS}} \int_{x_1}^{x_2} \int_{y_1}^{y_2} \vartheta_1(x, y, 0) \, dy \, dx
\]  

(3.37)

Substituting Eq. (3.5) into Eq. (3.37), and using Eqs. (3.9), (3.22), and (3.24), we obtain

\[
R_{TH} = \frac{1}{P_D \cdot W_{HS} \cdot L_{HS}} \times \left\{ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left[ Z_{nm,0} (z = 0) + \sum_{i=1}^{R_x} \sum_{j=1}^{R_y} Z_{nm,f_{ij}} (z = 0) \right] \times \left( \int_{x_1}^{x_2} X_n (x) \, dx \right) \int_{y_1}^{y_2} Y_m (y) \, dy \right\}
\]  

(3.38)

Combining Eq. (3.38) with Eqs. (3.10), (3.11), and (3.16) yields
\[ R_{\text{TH}} = \frac{1}{P_D \cdot W_{\text{HS}} \cdot L_{\text{HS}}} \times \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} G_{nm} \cdot Z_{nm,P}(z = 0) + \sum_{i=1}^{R_i} \sum_{j=1}^{R_j} Z_{nm,f}(z = 0) \] (3.39)

where from Eqs. (3.14) and (3.15)

\[ Z_{nm,P}(z = 0) = \frac{P_D}{\Gamma} \frac{G_{nm}}{\gamma_{nm}^2 \cdot k} \frac{\overline{Z}_{nm}(d_1 - d_{\text{HS}})}{\overline{Z}_{nm}(d_i)} \] (3.40)

and

\[ Z_{nm,P}(z = 0) = \frac{P_D}{\Gamma} \frac{G_{nm}}{\gamma_{nm}^2 \cdot k} \frac{\overline{Z}_{nm}(z_2 - d_i) - \overline{Z}_{nm}(z_1 - d_i)}{\overline{Z}_{nm}(d_i)} \] (3.41)

for the THS and VHS cases, respectively, and from Eq. (3.31)

\[ Z_{nm,f}(z = 0) = -\frac{4 \cdot f_{ij} \cdot \overline{X}_n(x) \cdot \overline{Y}_m(y)}{k \cdot \gamma_{nm} \cdot D_n \cdot E_m} \frac{\overline{Z}_{nm}(d_i)}{\overline{Z}_{nm}(d_i)} \times \left[ \overline{X}_n(x) + \frac{A}{\beta_n} \overline{X}_n(x) \right] \cdot \left[ \overline{Y}_m(y) + \frac{A}{\alpha_m} \overline{Y}_m(y) \right] \] (3.42)

It must to be remarked that using Eq. (3.2) – or its modified version accounting for silicon dioxide lined trenches with polysilicon fill – to analytically describe the heat transfer coefficients as a function of technological parameters in Eq. (3.5) makes the proposed model fully predictive, namely, applicable to any trench-isolated bipolar transistor without the need of further numerical simulations and coefficient optimizations.

### 3.3.5 Remarks

Some considerations concerning the proposed modeling strategy are in order.

1. Let us refer to subdomain 1. Since only the steady-state case is described, we resorted to the Fourier series expansion, which
requires a lower number of terms to converge within a given accuracy compared to the Green’s function method (adopted in e.g., [12] for trench-isolated transistors and suggested in [18], [21] for bulk-silicon devices with VHS and THS, respectively).

2. The proposed approach involves a proper choice of the interface discretization level as well as of the number of terms to be accounted for in Eq. (3.5). An in-depth convergence analysis was therefore performed. A 4×8 discretization was found to converge within 1% over the whole range of technological parameters by taking into account a high number of terms in Eqs. (3.9) and (3.24). Fig. 3.13 shows the convergence analysis for the reference domain. As can be seen, finer discretizations exponentially increase the simulation times without sensibly improving the accuracy.

![Graph showing convergence analysis for the reference domain.](image)

**Fig. 3.13.** Self-heating thermal resistance of the trench-isolated transistor as a function of discretization level chosen at the interface. The model (solid red line) is compared to the numerically calculated value (blue line). Dashed line corresponds to the percentage error.

---

As concerns the reference structure, the error is relatively low even when accounting for a coarse interface discretization: a 1×2 partitioning implies an error amounting to about 3%. However, higher errors are obtained when considering reduced trench depths (i.e., with shortened vertical spacing between heat source and trench bottom) and/or a higher box-to-source size ratio. As an example, if a 1×2 discretization is adopted, the error increases to (i) 8% when simulating a structure with \(d_t = 3 \, \mu m\) and all other technological parameters equal to those of the reference transistor and (ii) 12% when a 1×3 \(\mu m^2\) emitter stripe is considered concurrently with \(d_t = 3 \, \mu m\).
Fig. 3.14 shows the 12×24 discretization effect on the heat flux distribution for the reference domain over the bottom of the silicon trench box. In Fig. 3.14a the heat flux distribution above one quarter of the bottom evaluated by the proposed model is compared with the actual one obtained through a 3-D FEM simulation, while Fig. 3.14b shows the same comparison along the y axis crossing the center of a column of elementary rectangles $R_{ij}$. The figure shows the good agreement between the model and numerical results.

![Fig. 3.14. Heat flux distribution for the reference domain over the bottom of the trench box (a) above one quarter of the surface (b) along $x = 0.375$ $\mu$m (cut line crossing the center of a column of individual rectangles $R_{ij}$). A 12×24 discretization was chosen. The model (grey) is compared to numerical results (blue) as obtained through a 3-D FEM simulation by assuming a dissipated power density of 10 mW/$\mu$m$^3$.](image)

3. If a 4×8 discretization is chosen, the summations of Eqs. (3.9) and (3.24) were shown to converge within 0.2% when performed up to $(n, m) = (15, 9)$ for the reference domain (Fig. 3.15), while $(30, 20)$ can be safely considered when dealing with downscaled devices (i.e., with emitter stripes shrunk up to $0.5 \times 1$ $\mu$m$^2$).

4. In principle, Eqs. (3.17) and (3.18) should be solved numerically (as in e.g., [12]), but this step would require a considerable extra simulation time. In our strategy, this is avoided by resorting to approximate, yet accurate analytical
closed-form solutions obtained by properly modifying those available in [19].

![Fig. 3.15](image1.png)

**Fig. 3.15.** Convergence analysis for the reference domain: self-heating thermal resistance calculated by the proposed model as a function of the number of the terms accounted for in Eq. (3.5).

5. Let us consider subdomain 2. In this case, exploiting the double Fourier expansion technique would require a prohibitively high number of terms to ensure convergence within an acceptable accuracy due to the large chip-to-source size ratio. This, in turn, would drastically increase the CPU time needed for the simulation. Conveniently, using the approach described in Paragraph 3.3.2 allows tackling this issue (see e.g., [6] for further considerations). It is worth noting that, as far as the reference device is concerned, the 3rd-order solution (corresponding with 11 fictitious heat sources to be accounted for concurrently with the “real” one [see Eq. (3.35)]) accurately satisfies the boundary conditions at top and bottom surface of this subdomain. Nevertheless, it was found that the self-heating thermal resistance $R_{TH}$ can be also evaluated by adopting the 0th-order solution given by Eq. (3.33) for the temperature field in subdomain 2 without appreciable loss of accuracy.22

---

21 An interesting evaluation of the increase in CPU time with the number of terms accounted for in the double Fourier series solution for a multilayered structure is performed in [22].

22 Self-heating resistance values amounting to 485 and 487 K/W are calculated by considering the 3rd- and 0th-order solutions for subdomain 2, respectively.
6. The time elapsed to calculate a self-heating thermal resistance value amounts to a few seconds on a PC with a 2 GHz CPU, which proves the effectiveness of the proposed model. The details concerning the accuracy will be given in the next Paragraph.

7. It is worth noting that in the above treatment we have disregarded the cooling effect due to metallization, that is, the proposed modeling approach allows predicting only the so-called *intrinsic* thermal resistance of the devices. Nevertheless, it can be effortlessly generalized to account for the cooling effect due to metallization layers by following the strategy illustrated in [12], namely, by adding a parallel thermal resistance depending upon the metal geometry to describe the heat flow along the metal path.

8. Another effect neglected in this analysis is the dependence of the thermal conductivity on temperature. As well-known, this effect can be easily accounted for by means of the Kirchhoff transform in homogeneous domains [23]-[25] (see Appendix F). On the other hand, the Kirchhoff transform is in principle not applicable to inhomogeneous structures where the materials exhibit different functional forms for the thermal conductivity dependence on temperature [26], e.g., in the case of trench-isolated silicon transistors with oxide-filled trenches. In fact, the thermal conductivity of silicon reduces with temperature according to the power law
\[ k(T) = k_0 \left( \frac{T}{T_0} \right)^m \]
where \( T_0 \) is a reference temperature, \( k_0 = k \left( T_0 \right) \), and the power factor \( m \) has been estimated to be in the range 1.25 ÷ 1.33 (see e.g., [24], [25]), whilst that of silicon dioxide films slightly increases with temperature [27]. Nevertheless, we showed that the Kirchhoff transform can be successfully applied also to DTI devices by assuming for silicon dioxide the same thermal conductivity dependence law of silicon. In fact, the comparison between model results and “realistic” 3-D numerical simulations carried out by associating to silicon dioxide its actual functional form was found to be excellent up to a dissipated power of about 0.2 W for the reference structure (Fig. 3.16).
3.4 Simulation results

The purpose of this Paragraph is threefold:

1. it is intended to offer a complete overview of the thermal behavior of a single-emitter DTI device as a function of all technological parameters playing a role;
2. it provides evidence of the model accuracy by an extensive comparison to fully 3-D numerical simulations and all the predictive models available from the literature;
3. it demonstrates that the model can be effectively adopted to enhance the thermal design of single- and multi-finger trench-isolated bipolar transistors.

3.4.1 Analysis of the single-finger DTI transistor

This analysis was performed by varying a chosen parameter while keeping the others equal to the reference ones (Table 3.1).

First, the impact of the trench features (i.e., trench depth and thickness) on the thermal behavior of the DTI transistor was analyzed. Fig. 3.17 shows that the self-heating thermal resistance $R_{TH}$ of the
device grows almost linearly with trench depth due to the lengthening of the path where the heat flow is trench-confined. The figure also illustrates that $R_{TH}$ slightly increases with trench thickness for thin trenches (i.e., with $t_t < 1.0 \ \mu\text{m}$), while nearly saturating to a constant value for thicker trenches, that is, above a certain value the normalized temperature field nearby the heat source becomes insensitive to trench thickness.

![Graph showing the self-heating thermal resistance of the trench-isolated transistor as a function of depth and thickness of the trench. The model (solid lines) is compared to numerical results (symbols).](image)

**Fig. 3.17.** Self-heating thermal resistance of the trench-isolated transistor as a function of depth and thickness of the trench. The model (solid lines) is compared to numerical results (symbols).

Fig. 3.18 depicts the thermal resistance behavior as the dimensions of the trench box vary. As can be seen, $R_{TH}$ decreases with both $W$ and $L$ due to the larger silicon volume where the heat can easily spread from the active transistor area. Enlarging the width of the trench box results in a faster thermal resistance lowering since the trench walls are increasingly far away from the long side of the emitter stripe.

All the above results hold as far as the case of oxide-filled trench is concerned. As can be seen, the proposed model provides an excellent agreement with numerical data: a maximum error amounting to about 1% was found by simultaneously varying all parameters in the ranges of interest.
Fig. 3.18. Self-heating thermal resistance of the trench-isolated transistor as a function of width and length of the trench box. The model (solid lines) is compared to numerical results (symbols).

Fig. 3.19 shows the thermal resistance behavior as the trench depth changes for various trench materials, namely, pure silicon dioxide and oxide-polysilicon-oxide sandwich with two different polysilicon thermal conductivities.

Fig. 3.19. Self-heating thermal resistance of the trench-isolated transistor as a function of trench depth for the cases of oxide-filled trench and oxide-polysilicon-oxide trench for two values of thermal conductivity of polysilicon. The model (solid lines) is compared to numerical results (symbols).
As can be observed, $R_{TH}$ increases for all the cases, with growth rates rising with lowering the average thermal conductivity of the trench-filling material. It should be noted that the thermal behavior of the structure is independent of the trench material when the trench depth is approaching 2 µm, since the heat flow becomes mostly radial in all cases; conversely, the trench material increasingly affects the thermal resistance as the trench depth grows, which is an expected result. Also when describing the more complex case of bipolar transistors with poly-filled trenches, the model exhibits a good degree of accuracy: a peak error of about 2% in comparison with numerical data was found by concurrently varying all technological parameters.

The model can be conveniently exploited to accurately quantify scaling-induced thermal effects in trench technology. Fig. 3.20a shows the self-heating thermal resistance behavior as the heat source length (i.e., the emitter stripe length) varies for various values of heat source width. The increase in thermal resistance as the device shrinks is plainly illustrated. As can be seen, $R_{TH}$ spans from 450 K/W for a $2\times20$ µm² emitter area to 1920 K/W for a $0.5\times1$ µm² one, both embedded in a $9\times23\times6$ µm³ silicon-only trench box.

Fig. 3.20a shows the self-heating thermal resistance behavior as the heat source length (i.e., the emitter stripe length) varies for various values of heat source width. The increase in thermal resistance as the device shrinks is plainly illustrated. As can be seen, $R_{TH}$ spans from 450 K/W for a $2\times20$ µm² emitter area to 1920 K/W for a $0.5\times1$ µm² one, both embedded in a $9\times23\times6$ µm³ silicon-only trench box.

**Fig. 3.20.** Self-heating thermal resistance of the trench-isolated transistor as a function of: (a) heat source length for various values of heat source width and (b) heat source area for various aspect ratio values. The model (solid lines) is compared to numerical results (symbols). Dashed lines correspond to conventional bulk-silicon devices.

Fig. 3.20b depicts the thermal resistance behavior as a function of the heat source area for various values of the aspect ratio $L_{HS}/W_{HS}$. It can be observed that the thermal resistance diminishes by considering a high aspect ratio for the heat source, while reaching the maximum value for a square heat source by keeping the area constant.
Consequently, strongly asymmetrical emitter stripes (i.e., stripes characterized by a high perimeter/area ratio) are to be preferred from a thermal viewpoint. The figure also illustrates the thermal resistance curve corresponding to a square heat source embedded in a bulk-silicon substrate. An inspection of the figure reveals that the thermal resistance dependence on the heat source area in a trench-isolated device is reduced with respect to the bulk-silicon case since the heat flow process is also dependent on the trench features. It is worth noting that the analytical and numerical results can be considered virtually identical.

### 3.4.2 Comparison with other approaches

A few analytical approaches have been conceived and published in the literature to describe the thermal behavior of trench-isolated bipolar transistors.

1. **Walkey et al.** [7] assume ideal thermally-insulating trenches (i.e., with zero outgoing heat flux) and a 1-D heat flow at the bottom of the trench box. Based on these approximations, the structure is divided into two subdomains, namely, the silicon-only region enclosed by the trench (i.e., the above defined trench box) with top/lateral faces adiabatic and bottom surface isothermal, and the silicon substrate, which is modeled as a semi-infinite medium with a plate source located at the top surface to account for the inward flux coming from the trench box. The individual thermal resistances of both subdomains are evaluated via the well-known Joy and Schlig expression [5] coupled with the image method (see e.g., [6], [20], [22]) to satisfy the adiabatic conditions associated with the thermally insulating trench sidewalls (i.e., the silicon/trench interfaces). The thermal resistance of the overall structure is then computed as the series of the aforementioned individual resistances.

2. **Rieh et al.** [8] evaluate the self-heating thermal resistance of the trench-isolated transistor as the summation of partial thermal resistances associated with elementary portions of the heat path. The strategy is based on a twofold simplifying
hypothesis: first, the heat flux emerging from the active area is assumed to be confined within a $45^\circ$-angled cone; second, similarly to the approach proposed in [7], the trench is considered as a perfect thermal insulator that entirely guides the heat flow. It will be shown that simultaneously making these assumptions leads to a considerable overestimate of the thermal resistance.

3. Pacelli et al. [9] provide a closed-form expression for the thermal resistance that – differently from [7], [8] – accounts for a finite heat flow through the trench. In particular, the authors evaluate the thermal resistance as the combination of individual resistances, which describe (i) the radial heat flow coming from the active area and the one spreading into the silicon substrate from the bottom of the trench box, (ii) the vertical 1-D heat flow along the trench box, and (iii) the lateral heat loss through the trench sidewalls.

4. Vanhoucke and Hurkx [10] propose an approach similar to that presented in [9]. In particular, they (i) assume that the heat flow originating from the bottom of the trench box to radially spread into the substrate is determined by the geometrical features of the trench rather than by the emitter area, and (ii) use conformal mapping techniques to derive the analytical expressions for the thermal resistances corresponding with (ii-a) the heat vertically flowing along the trench well and (ii-b) that leaving the power dissipation region; for the latter, similarly to [8], they assume a $45^\circ$ spreading angle.

In this Paragraph, the proposed model was compared with all the predictive models above presented [7]-[10]. For this purpose, the self-heating thermal resistance was evaluated by means of all models and 3-D numerical simulations by varying trench depth and heat source length. Results are depicted in Fig. 3.21a and b, respectively, while Table 3.3 addresses the values – and the corresponding percentage errors – obtained for the reference domain.
Fig. 3.21. Comparison between the proposed model and all predictive models available from the literature by varying (a) trench depth and (b) heat source length. Numerical results are also reported (symbols).

Table 3.3
Self-heating thermal resistance of the reference domain.

<table>
<thead>
<tr>
<th></th>
<th>$R_{TH}$ [K/W]</th>
<th>error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-D FEM simulation</td>
<td>481</td>
<td>-</td>
</tr>
<tr>
<td>Proposed model</td>
<td>485</td>
<td>0.8</td>
</tr>
<tr>
<td>Walkey et al.</td>
<td>567</td>
<td>17.9</td>
</tr>
<tr>
<td>Pacelli et al.</td>
<td>516</td>
<td>7.3</td>
</tr>
<tr>
<td>Vanhoucke and Hurkx</td>
<td>508</td>
<td>5.6</td>
</tr>
<tr>
<td>Rieh et al.</td>
<td>663</td>
<td>37.8</td>
</tr>
</tbody>
</table>

As can be plainly observed, the proposed model guarantees a higher degree of accuracy with respect to all other approaches. The model of Rieh et al. [8] gives rise to a significant overestimate (i.e., up to more than 100%) of the thermal resistance, mainly due to the twofold approximation of a 45° spreading angle around the heat source and of adiabatic trench sidewalls. Similarly to [8], the approach from Walkey et al. [7] ignores the amount of heat flowing out of the silicon box through the trench, thereby becoming rather inaccurate when the impact of the trench on the temperature distribution is stronger, e.g., for large trench depths and long heat sources (errors up to 28% are observed with respect to numerical data). Contrarily to the above approaches, the models developed by Pacelli et al. [9] and Vanhoucke and Hurkx [10] account for the finite heat loss through the trench. However, the latter strongly deviates from numerical values as the heat source length reduces (i.e., for downscaled devices), which can be explained as follows. When the heat source shrinks, the
thermal resistance contribution due to the heat leaving the source (referred to as $R_{THradial}$ in [10]) dominates; unfortunately, this term suffers from the severe assumption of a 45° spreading angle for the heat flow, which was numerically proved to be less realistic than the uniformly-diffusing heat model. Conversely, the model by Pacelli et al. [9] provides an acceptable degree of accuracy over the range of parameters considered (a maximum error of about 15% is obtained), and can be in principle adopted when a fast, yet approximate evaluation of the thermal resistance value of a trench-isolated single-finger transistor is required.

### 3.4.3 Thermal design optimization

Similarly to the approaches developed in [7], [12], the proposed model allows also evaluating the temperature distribution within both the silicon trench box and substrate, a capability absent in other formulations [8], [9]. As an evidence, Fig. 3.22 shows the temperature rise over ambient normalized to dissipated power in the reference domain, as evaluated by the model and 3-D numerical simulations. In particular, Fig. 3.22a illustrates the contour curves over the cross-section of subdomain 1, while Fig. 3.22b depicts the normalized temperature rise field along the $x$ axis. The graphs clearly show that the model agrees well with numerical data in the overall silicon domain.

![Fig. 3.22](image_url)

**Fig. 3.22.** Temperature rise normalized to dissipated power in the reference domain. The model (solid red lines) is compared with 3-D numerical data (dotted blue): (a) contour plots over the cross-section of the silicon box and (b) temperature rise field vs. $x$ axis (cut taken through the heat source center).
As a main benefit of this feature, the mutual thermal coupling between elementary heat sources (i.e., emitter stripes) integrated within the same trench can be estimated, thereby allowing the analysis of design solutions to counteract thermal effects without affecting the current handling capability of the device, such as the emitter finger segmentation and the layout optimization of multi-finger transistors.

The positive effect of emitter segmentation from a thermal standpoint has been already shown experimentally for a trench-isolated SiGe HBT with a single-emitter finger [28] and numerically for a multi-finger device [29]. The proposed model was exploited to analyze the effect of this technique on a 1×12 µm² emitter stripe lying within a 9×21×6 µm² silicon box surrounded by a 1-µm-thick oxide-filled trench. As can be seen in Fig. 3.23a, the emitter segmentation was applied so as to obtain two segmented-emitter (SE) configurations characterized by two 1×6 µm² (structure SE2) and four 1×3 µm² (structure SE4) emitter pieces, respectively, by keeping unchanged the total emitter length and the trench geometry, as well as the spacing between the emitter segments. Fig. 3.23b illustrates the temperature rise normalized to dissipated power along the y axis as obtained by the model and 3-D numerical simulations for all the layouts shown in Fig. 3.23a. The normalized temperature peak reduces from 710 K/W for the single-emitter finger to about 650 and 590 K/W for structures SE2 and SE4, respectively.

![Fig. 3.23.](image)

*Fig. 3.23.* (a) Layouts of trench-isolated transistors without and with segmented emitter (SE) finger. For the SE case, devices with two (SE2) and four (SE4) segments are represented; (b) temperature rise normalized to dissipated power vs. y axis as evaluated by model (solid lines) and 3-D numerical simulations (dotted) for the considered structures (cuts taken through the centers of the heat sources). Note that the total emitter length (and area) as well as the silicon area enclosed by the trench are fixed for all cases analyzed.
Multi-finger transistors, in which various emitter fingers located in close proximity are connected in parallel, are commonly used to allow a large power handling capability in small areas. Some works have been presented, which analyze the thermal behavior of bipolar transistors with multiple emitter fingers (e.g., [30], [31]). All these papers show that the maximum temperature increase takes place over the fingers lying at the center of the array, which suffer from the power dissipation of the neighboring emitter stripes more than the outer ones (i.e., those located in the periphery of the array). A particularly improper layout design may exacerbate this effect, thus favoring electrothermal instability phenomena such as the collapse of current gain occurring in multi-finger GaAs-based HBTs [32]. A possible strategy to potentially weaken thermal issues in these structures involves the adoption of configurations with nonuniform – and optimized – spacing between emitter fingers or finger length (see e.g., [33]). In this scenario, the proposed model was adopted to analyze the layout influence on the thermal behavior of a multi-finger bipolar transistor with five $0.5 \times 20 \, \mu \text{m}^2$ emitter stripes that lie within a $34.5 \times 23 \times 6 \, \mu \text{m}^3$ silicon box surrounded by a 1-µm-thick oxide-filled trench (Fig. 3.24).

![Fig. 3.24](image-url)

**Fig. 3.24.** (a) Five-finger trench-isolated transistors with different layouts and (b) temperature rise normalized to dissipated power vs. $x$ axis as evaluated by model (solid lines) and 3-D numerical simulations (dotted) for the considered structures (cuts taken through the centers of the heat sources). Both the total emitter width (and area) and the silicon area enclosed by the trench are fixed.

Two DTI structures are considered, whose top-views with the corresponding geometrical parameters are evidenced in Fig. 3.24a. Fig. 3.24b shows the temperature rise normalized to dissipated power.
along the x axis as obtained by the model and 3-D numerical simulations for both devices. As can be observed, a more uniform (and lower) temperature rise distribution occurs over the structure denoted with MF2, where the lateral emitter fingers are located further away from the central one with respect to the uniformly-spaced transistor MF1.

It is worth noting that the proposed model compares favorably with numerical data for all the design solutions analyzed.
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Chapter 4

SiGe heterojunction bipolar transistors

This Chapter is focused on the thermal behavior of state-of-the-art SiGe heterojunction bipolar transistors (HBTs) for high frequency applications.

First, a brief introduction to SiGe HBT technology is presented. Then, an accurate numerical analysis of the SiGe HBT thermal behavior is performed to analyze the influence of each element (i.e., shallow trench, metal slot contacts, deep trench) forming a part of the overall structure. Subsequently, a sensitivity analysis is presented that allows evaluating the influence on the thermal resistance of all technological parameters of interest (i.e., emitter length, deep and shallow trench depths, heat source thickness, distance between the active region and trench, trench geometry). The scaling effects on thermal resistance are also analyzed as well as the nonlinear effects due to the dependence of the thermal conductivity of some materials (e.g., silicon and tungsten) on temperature.

Finally, a comparison with 3-D numerical simulations has allowed proving that the model developed for trench-isolated bipolar transistors (see Chapter 3) can be conveniently extended to predict the thermal behavior of “complete” (i.e., not only confined to the intrinsic semiconductor domain) SiGe HBT structures.

4.1. SiGe bipolar technology: a historical perspective

The operating speed of a transistor strongly depends on the velocity of the carriers to be transported through the device in assigned operating voltages. Unfortunately, the carriers’ mobility in Si
is rather limited as well as the maximum velocity that they can reach forced by high electric fields.

The III–V compound semiconductors (e.g., GaAs and InP) might solve these problems. In fact, they exhibit higher mobilities and saturation velocities. Furthermore, due to their direct gap nature, they are much more versatile. Unfortunately, their employment is very complex: for instance, it is not possible to attain a robust thermally grown oxide for GaAs or InP, wafers are smaller with much higher defect densities, break more easily, and are worse heat conductors. These drawbacks lead to lower levels of integration as well as more difficult and expensive fabrication processes [1].

Therefore, it would be attractive to improve Si transistors performance so as to be competitive with III–V devices for high-performance applications, while keeping their low costs and manufacturing advantages. This is possible thanks to the progress in epitaxial deposition techniques, that allows realizing thin base layers of SiGe\(^{23}\) on silicon substrate without significantly affecting the lattice constant.

Fig. 4.1 shows a SEM SiGe HBT cross section.

![Fig. 4.1. SEM view of a SiGe HBT.](image)

SiGe bipolar transistors are able to reach larger current gains and cutoff frequencies, due to the wider bandgap of Ge that limits the minority-carrier injection into the emitter region. In fact, Ge content in SiGe layers changes with position so as to realize a graded base, i.e., a base region in which the bandgap diminishes from the emitter to

---

\(^{23}\) Let us recall that germanium (Ge) was the earliest semiconductor used by the Bell Laboratories.
collector [2]. This generates an electric field that reduces the base transit time while increasing cutoff frequency [3], [4].

The first study of SiGe alloys was performed in 1958 [5]. However, only around 1960 the epitaxy allowed fabricating more robust and controllable transistors [6]. In order to obtain a chemically pure and pristine interface Si/Si-epi, early Si epitaxy was conducted under high-temperature processing conditions, in the range of 1100°C. High-temperature Si-epi has been widely used for over 40 years. Nowadays, epitaxial depositions of thin Si layers on large Si substrates, for both p- and n-type doping, and with very high precision and doping control, are required. These goals are pursued only through low-temperature Si-epi (around 500-600°C) that also improves the compatibility between elements of different bandgaps [1].

Subsequently, in 1975, the first SiGe strained layer was grown in Germany [7].24

In 1996 an unexpected discovery was made: incorporating small amounts of carbon into a SiGe epi layer strongly limits the diffusion of the boron base layer during subsequent thermal cycles [8]. This discovery was very important since an accurate control of the thin base profile during fabrication is a fundamental aspect in SiGe technology process.

The first high-power SiGe HBTs were presented in 1996 using thick collector doping profiles [9], [10]. The boundary of 200 GHz in $f_T$ peak was overcome in November 2001 for a nonself-aligned device [11], and in February 2002 for a self-aligned one [12]. A SiGe HBT technology with a peak $f_T$ of 350 GHz was presented in December 2002 that is a record for room temperature operation [13] (while at cryogenic temperatures $f_T$ can go above 500 GHz). Finally, in June 2004, an optimized SiGe HBT with both $f_T$ and $f_{max}$ above 300 GHz was presented, that is still a record [14].

Further details can be found in [1].

---

24 Since Si and Ge exhibit different lattice constants, a strain is inevitably induced in the composite film so that the notion of critical thickness of a film beyond which strain relaxation occurs was introduced.
4.1.1. **The state-of-the-art Infineon SiGe technology**

A significant progress in the high-speed performance of SiGe HBTs has been allowed due to the accurate control of impurity profile in the SiGe base – improving transit time and base resistance – and the development of self-aligned transistor architectures – reducing parasitic capacitances and extrinsic series resistances [1].

Infineon’s high-frequency SiGe bipolar technology is based on a double-polysilicon self-aligned (DPSA) transistor configuration, in which the shallow and highly boron-doped SiGe base layer is integrated by means of selective epitaxial growth (SEG) [15]-[18]. Let us note that SEG is not the only suitable technique for the integration of the SiGe base; other technologies use, in fact, nonselective epitaxial growth (NSEG).

When, in 1999, Infineon presented its first DPSA HBT, it exhibited transit and maximum oscillation frequencies of about 75 GHz [19]. Then, thanks to the adoption of SEG technique for the SiGe base fabrication, Infineon’s HBT performance improved considerably, achieving transit and maximum oscillation frequencies of 200 GHz or above [20]-[23]. SEG, in fact, allows improving shallow base formation technology, which leads to reduced base thickness even for high base boron doping levels, and minimizing transistors size, which results in a decrease of base resistance and emitter–base/base–collector capacitances.

As concerns Infineon’s actual high-frequency SiGe bipolar technology, it provides a transit frequency of 200 GHz, a maximum oscillation frequency of 275 GHz, and a ring oscillator gate delay time of 3.5 ps [23].

Fig. 4.2 shows a transmission electron microscopy (TEM) cross section of a NPN transistor in SiGe technology.

As can be seen, the transistor size can be kept small due to the completely planar surface topography of transistor isolation that allows decreasing feature sizes and lithographic alignment tolerances.

Both deep and shallow trench are employed, in order to increase transistor packing densities in circuits and reduce subcollector dimensions and consequently the collector–substrate capacitances.
As previously detailed, the transistor has a DPSA emitter–base configuration, with highly boron-doped and silicided polysilicon layers for contacting the SiGe base of the active transistor. A thin oxide spacer separates, by means of a self-alignment process, the base P⁺-polysilicon from the emitter heavily-doped arsenic. The self-alignment of the emitter–base structure allows reaching values of base resistance and base–collector capacitance lower than in a transistor where the separation of the emitter from the extrinsic base regions is made by a proper photolithographic step [1]. Moreover, the SiGe base layer is integrated by SEG, which also allows fabricating a self-aligned base–collector structure [15]-[18], [24], [25].

Other features of this technology are:

1. the presence of carbon in SiGe base to obtain very thin and highly boron-doped base layers with vertical doping profile gradients [26], [27];
2. the realization of heavily arsenic-doped monocrystalline emitter contacts, that reduce the emitter resistance as compared to conventional polysilicon emitters [23], [28], [29];
3. the use of copper metallizations that improve electromigration hardness and lifetime at high operating current densities with respect to conventional aluminum metallizations [1].

4.2. Numerical analysis

The SiGe HBT under analysis, that will be denoted as reference structure, is depicted in Fig. 4.3 and Fig. 4.4. In particular, Fig. 4.3
shows the cross-section along $x$ axis as well as the details of the active region. The top-views corresponding to prescribed depths are depicted in Fig. 4.4.

In the reference structure the heat source is represented as a rectangular parallelepiped with length and width assumed equal to those of the emitter window (i.e., $0.2 \times 2.67 \, \mu m^2$) and thickness vertically coinciding with that of the base-collector depletion region of the transistor, where the power dissipation takes place (see e.g., [30], [31]). As illustrated in Fig. 4.5, we assume a $0.06 \, \mu m$-thick depletion region within the self-aligned ion-implanted collector (SIC), i.e., the SIC is assumed to be partially-depleted. In conclusion, a $0.2 \times 2.67 \times 0.06 \, \mu m^3$ heat source is considered. The dependence of the thermal behavior of the structure upon the heat source thickness will be discussed in the following.

---

25 The geometrical variation of the depletion region with biasing conditions leads to a heat source thickness modulation, which, in turn, affects the thermal behavior of the transistor [31].
The silicon box where the transistor lies is laterally enclosed by a poly-filled deep trench (DT). In addition, the active region is surrounded by a shallow trench (ST).

*All geometrical parameters corresponding to the reference domain will be designated with the subscript “ref” in the following.*

Top-view *a* is taken along the top of the polysilicon emitter; the resulting figure also evidences the tungsten slot contacting the polysilicon base. Top-view *b* is cut along the top of the polysilicon base, and shows the whole P⁺ polysilicon ring with silicided regions at the top. Lastly, top-view *c* gives an insight into the heat source and the surrounding ST.
4.2.1. The reference domain

Fully 3-D thermal-only simulations were performed through the commercial software Comsol [32] in order to evaluate the self-heating thermal resistance $R_{TH}$ of the device. The analysis was carried out as follows. First, a simplified structure comprising only the DT and the heat source embedded in a silicon substrate with adiabatic top surface and isothermal bottom was considered. Then, increasingly complex domains were obtained by adding elementary portions (so as to “gradually” build the actual structure, namely, the reference one represented in Fig. 4.1) and simulated. Such an analysis was performed in order to understand the individual contribution of each element of the actual structure to the overall thermal resistance. The values of the thermal conductivities adopted for the numerical simulations are reported in Table 4.1.

<table>
<thead>
<tr>
<th>material</th>
<th>thermal conductivity @ T = 300 K [W/µmK]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bulk silicon</td>
<td>$1.48 \times 10^{-4}$</td>
</tr>
<tr>
<td>silicon dioxide</td>
<td>$1.40 \times 10^{-6}$</td>
</tr>
<tr>
<td>tungsten</td>
<td>$1.77 \times 10^{-4}$</td>
</tr>
<tr>
<td>titanium silicide</td>
<td>$2.15 \times 10^{-4}$</td>
</tr>
<tr>
<td>emitter polysilicon (heavily doped with arsenic)</td>
<td>$4.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>trench polysilicon (undoped)</td>
<td>$2.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>base polysilicon (doped with boron)</td>
<td>$3.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>germanium</td>
<td>$6.0 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

The heat generated by the source is assumed to be due to a uniform power dissipation. The self-heating thermal resistance $R_{TH}$ was evaluated by averaging the temperature rise above ambient over

---

$^{26}$ The bottom surface of the domain under analysis is assumed to be in intimate contact with an ideal heat sink at temperature $T_{AMB} = 300$ K. Such an assumption will be adopted for all the structures investigated.
the base-emitter junction and dividing the result by the dissipated power.\textsuperscript{27}

Basic (simplified) structure: rectangular vs. round bottom of the deep trench

Let us consider the simplified structure with top surface adiabatic, bottom surface isothermal, and heat source located in a silicon box laterally enclosed by DT. As a first step, we carried out a numerical analysis to understand the influence of the shape of the trench bottom (that is round-shaped in the actual structure) by simulating two HBT domains, namely, one with a “rectangular” trench, denoted as Structure 1 (the 2-D representation is reported in Fig. 4.6), and another with a round trench bottom, designated as Structure 2 (Fig. 4.8). As concerns Structure 1, a self-heating thermal resistance \(R_{TH1}\)\textsuperscript{28} amounting to 4148 K/W was numerically evaluated. The corresponding temperature rise normalized to dissipated power along the vertical \(z\) axis crossing the heat source center (dashed line in Fig. 4.6) is shown in Fig. 4.7.

Conversely, when considering the actual round shape of the DT bottom (Fig. 4.8), \(R_{TH2} = 4118\) K/W was numerically determined.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig_4.6.png}
\caption{Structure 1: cross-section.}
\end{figure}

\textsuperscript{27} As concerns the simplified structures where emitter is not present (i.e., Structures 1 and 2), the thermal resistance is calculated by averaging the temperature rise above ambient over the projection of the heat source on the top surface.

\textsuperscript{28} In the following treatment, \(R_{THi}\) will designate the self-heating thermal resistance associated with the \(i\)-th HBT structure.
Fig. 4.7. Structure 1: (a) temperature rise normalized to the overall dissipated power vs. $z$ axis and (b) detail of the heat source region.

Fig. 4.8. Structure 2 (accounting for the round-shaped DT bottom): cross-section.

**Emitter structure**

As an additional step, the domain is “enriched” (with respect to Structure 1) by replacing the adiabatic condition at the top surface with an oxide layer containing the actual T-shaped emitter structure, which is composed by heavily arsenic-doped polysilicon and monocrystalline silicon (the latter in the active transistor region), as shown in Fig. 4.9 and Fig. 4.10. The resulting domain is denoted as Structure 3. The self-heating thermal resistance was calculated to be $R_{TH} = 3968$ K/W. Thus, a reduction of 4.34% in the thermal resistance is found with respect to Structure 1 due to the finite heat propagation through the polysilicon and – in a lower amount – through the oxide layer. The normalized temperature rise above
ambient along the dashed line crossing the heat source center (depicted in Fig. 4.9) is shown in Fig. 4.11.

Fig. 4.9. Structure 3 (accounting for the T-shaped poly-Si/mono-Si emitter structure): cross-section.

Fig. 4.10. Structure 3: detail of the emitter/heat source region.

Fig. 4.11. Structure 3: (a) normalized temperature rise vs. $z$ axis and (b) magnification illustrating the emitter/heat source region. Also shown is the comparison with the oversimplified Structure 1 (blue curve).
Shallow trench (ST)

Subsequently, the shallow oxide trench is accounted for, as depicted in Fig. 4.12 (the domain is referred to as Structure 4).

In this case, a thermal resistance $R_{TH4} = 4265$ K/W was evaluated. As a consequence, an increase amounting to 7.48% with respect to the ST-free Structure 3 is obtained, since ST represents an obstacle for the heat to flow away from the heat source. Besides, an increase of 2.82% arises with respect to the oversimplified Structure 1. This demonstrates that the ST “barrier” to the radial heat flow (a positive contribution to $R_{TH}$) prevails over the upward heat propagation (a negative contribution to $R_{TH}$), which is zero in Structure 1. In conclusion, it is found that the shallow trench plays a significant role from the thermal viewpoint.

![Fig. 4.12. Structure 4 (accounting for ST): cross-section.](image)

Fig. 4.13 and Fig. 4.14 show the temperature rise normalized to dissipated power along the red (horizontal) and black (vertical) dashed lines depicted in Fig. 4.12, respectively.
Base region geometry refinement

As a further step, the base region is finely defined by inserting an oxide layer that surrounds the silicon intrinsic base region (Structure 5 in Fig. 4.15). In this case, a thermal resistance $R_{TH5}$ equal to 4285 K/W was numerically calculated. A slight increase (0.47%) is therefore obtained with respect to $R_{TH4}$, as a consequence of the small effect of such a layer on the heat propagation. By converse, a significant increase (about 8%) is achieved with respect to Structure 3 due to the concurrent influence of ST and the aforementioned thin oxide layer.
Germanium influence

In the previous analysis, the base is assumed to be entirely composed by silicon. In this section, we account for the SiGe base (Structure 6 represented in Fig. 4.16).

The real SiGe structure is less thermally conductive than the Si counterpart since germanium exhibits a thermal conductivity lower (i.e., more than halved) than that of silicon (see Table 4.1). In order to properly describe the SiGe base from a thermal standpoint, we implemented within the numerical simulator the following analytical law, which describes the thermal conductivity as a function of depth $z$ and mole fraction of germanium in silicon [33]:

$$\kappa(z, x) = \kappa_{\text{Si}} (1 - x) + \kappa_{\text{Ge}} x$$
\[
\begin{align*}
k_{\text{SiGe}}(z) &= \frac{1}{k_S} + \frac{1}{k_G} \frac{1-x_{\text{SiGe}}(z)}{x_{\text{SiGe}}(z)} + \frac{1-x_{\text{SiGe}}(z)}{x_{\text{SiGe}}(z)} \cdot x_{\text{SiGe}}(z) \\
&= \frac{1}{k_S} + \frac{1}{k_G} + c_k
\end{align*}
\]

(4.1)

where \( c_k = 2.8 \cdot 10^{-6} \text{ W/} \mu\text{mK} \) and \( x_{\text{SiGe}}(z) \) is the Ge mole fraction, whose profile can be approximated as the sum of three Gaussians29

\[
x_{\text{SiGe}}(z) = N_{p1} \cdot e^{-\left(\frac{z-R_{p1}}{\sigma_1}\right)^2} + N_{p2} \cdot e^{-\left(\frac{z-R_{p2}}{\sigma_2}\right)^2} + N_{p3} \cdot e^{-\left(\frac{z-R_{p3}}{\sigma_3}\right)^2}
\]

(4.2)

It was found that \( R_{TH6} = 4346 \text{ K/W} \). Hence, the thermal resistance remains almost unchanged compared to Structure 5 (which exhibits a pure silicon base): an increase of only 1.42% is observed.

Fig. 4.17 shows the temperature rise normalized to dissipated power along the vertical line crossing the heat source center. It can be observed that the normalized temperature corresponding to Structure 6 is higher than that of Structure 5 within the low-thermal-conductivity base region, while remaining relatively unchanged over the B-E junction.

Unsilicided base polysilicon ring

The base P⁺ polysilicon ring is then accounted for in a simplified form, namely, it is assumed to be entirely unsilicided (Structure 7 in Fig. 4.18). In this case, a self-heating thermal resistance \( R_{TH7} = 4171 \text{ K/W} \) was evaluated, that is, a reduction of 4.03% is obtained compared to Structure 6 due to the heat propagation through the polysilicon ring (that operates as a heat spreader).

In Fig. 4.19, the normalized temperature rise along the vertical line crossing the heat source center is represented. It can be observed that

29 As an alternative, one can describe the thermal behavior of the SiGe base by adopting an effective (and space-independent) thermal conductivity \( k_{\text{eff}} \), which is evaluated as \( \langle z_1 - z \rangle \int_1 \frac{dz}{k_{\text{SiGe}}(z)} \), where \( k_{\text{SiGe}}(z) \) is expressed by (4.1). Such a simplified approach could be employed without significant loss of accuracy: as concerns the “complete” domain with slot contacts thermally floating (Structure 9 in Fig. 4.21) a discrepancy of 2.8% was found by using \( k_{\text{eff}} \) instead of (4.1).
the normalized temperature corresponding to Structure 7 is lower than that of Structure 6 due to the heat spreading effect favored by the P+ base polysilicon ring.

**Fig. 4.17.** Structure 6: (a) normalized temperature rise vs. z axis and enlargements of (b) emitter and (c) heat source regions. Also shown is the comparison with the Si-base Structure 5 (blue curve).

**Fig. 4.18.** Structure 7 (accounting for the base P+ polysilicon ring): cross-section.
Silicided base polysilicon ring

Afterward, the presence of TiSi in the silicided regions of the polysilicon base is accounted for (Structure 8 in Fig. 4.20).[^30] A self-heating thermal resistance $R_{TH} = 4122\ \text{K/W}$ was calculated, which implies a 1.17% reduction with respect to Structure 7 due to the higher thermal conductivity of TiSi compared to the base polysilicon one.

[^30]: As concerns the thermal conductivity of the TiSi layer, $2.15\times10^{-4}\ \text{W/µmK}$ was adopted for the 3-D numerical simulations (see Table 4.1); such a value was calculated as the average of the values reported in the literature.
**Tungsten slot contacts**

As a final step, the analysis was carried out on the real (complete) structure, which is obtained by adding the base/emitter/collector tungsten slot contacts (Structure 9 in Fig. 4.21). The simulations were performed by adopting a threefold approach to describe the boundary conditions at the top of the contacts:

1. The top surfaces of the contacts are assumed to be all “thermally floating” (adiabatic boundary condition), that is, they operate as heat spreader. In this case, a self-heating thermal resistance $R_{TH9-floating}$ amounting to 4068 K/W was numerically found, which corresponds to a negligible reduction (1.31%) compared to the metallization-free Structure 8.

2. The top surfaces of the contacts are assumed to be all “thermally grounded”, i.e., in an ideal contact with a heat sink at temperature $T_{AMB} = 300$ K (isothermal boundary condition). In this case, a self-heating thermal resistance $R_{TH9-grounded}$ amounting to 1940 K/W was numerically found. Contrarily to the floating case, the grounded metallization plays a role of major importance: simulations show indeed that the heat massively flows toward the isothermal top surfaces of the contacts, thereby leading to a reduction in the thermal resistance of 52.94% compared to Structure 8.

3. Only the top surface of the emitter contact is assumed to be thermally grounded, whereas those of base and collector contacts are thermally floating. In this case, a self-heating thermal resistance $R_{TH9-Egrounded}$ amounting to 2149 K/W was numerically evaluated. An increase of only 10.77% is therefore obtained with respect to $R_{TH9-grounded}$, thereby proving that most of the upward heat propagates through the emitter tungsten slot.
In the following, some distributions of the temperature rise normalized to dissipated power are shown for the “complete” Structure 9, in order to provide a comprehensive overview of the thermal behavior of the SiGe HBT devices under analysis. In particular, the comparison between the floating, grounded, only emitter grounded, and Structure 8 (i.e., the one without the tungsten slot contacts) is shown. The horizontal temperature rise distribution along the dashed red line of Fig. 4.21 (which crosses the B-E junction) is illustrated in Fig. 4.22. Such a figure is represented 4 times to insert more labels that help to plainly understand the influence of the elementary portions of the domain on the temperature field. Fig. 4.23 shows the normalized temperature rise along y axis, i.e., that orthogonal to the cross-sections illustrated throughout the investigation. The vertical temperature rise field along the dashed black line of Fig. 4.21 (which crosses the heat source center) is depicted in Fig. 4.24.
Fig. 4.22. Structure 9: normalized temperature rise along the horizontal red dashed line of Fig. 4.21 (which crosses the B-E junction). Also shown is the comparison with the metallization-free Structure 8.

Fig. 4.23. Structure 9: normalized temperature rise along y axis (which is orthogonal to the cross-section represented in Fig. 4.21 and crosses the B-E junction). Also shown is the comparison with the metallization-free Structure 8.
Fig. 4.24. Structure 9: normalized temperature rise along $z$ axis (i.e., the black dashed line in Fig. 4.21). Also shown is the comparison with the metallization-free Structure 8.

The thermal behavior of the totally grounded SiGe HBT structure (characterized by a self-heating thermal resistance equal to 1940 K/W) was thoroughly analyzed by evaluating the individual cooling contributions of the B, E, and C slot contacts since the thermal behavior of the entirely grounded HBT can be described as the parallel of 4 thermal resistances (Fig. 4.25), namely:

1. thermal resistance $R_{THS}$ associated to the path heat source–substrate bottom, namely, that of the metallization-free HBT (Structure 8) estimated to be equal to 4122 K/W;
2. thermal resistance $R_{TH,E}$ associated to the path heat source–emitter contact top;
3. thermal resistance $R_{TH,B}$ associated to the path heat source–base contact top;
4. thermal resistance $R_{TH,C}$ associated to the path heat source–collector contact top.

Fig. 4.25. Thermal resistance paths in Structure 9 with entirely grounded contacts.
The thermal resistances associated to the paths heat source–top of the contacts B/E/C were evaluated by applying the superposition principle, namely, by “eliminating” the slot contacts corresponding to two terminals and evaluating the effect of the remaining one. The thermal resistances corresponding to the HBT structures with only emitter contact, only base contact, and only collector contact were evaluated to be 2152 ($R_{TH8-E}$), 3772 ($R_{TH8-B}$), and 3672 K/W ($R_{TH8-C}$), respectively. Hence, the thermal resistances associated to the paths heat source–contact top can be finally calculated:

- thermal resistance associated to the path heat source–emitter contact top:

\[
R_{TH-E} / / R_{TH8} = R_{TH8-E} \quad \Rightarrow \quad R_{TH-E} = \frac{R_{TH8-E} R_{TH8}}{R_{TH8} - R_{TH8-E}} = 4501.3 \text{ K/W}
\]

- thermal resistance associated to the path heat source–base contact top:

\[
R_{TH-B} / / R_{TH8} = R_{TH8-B} \quad \Rightarrow \quad R_{TH-B} = \frac{R_{TH8-B} R_{TH8}}{R_{TH8} - R_{TH8-B}} = 4431 \text{ K/W}
\]

- thermal resistance associated to the path heat source–collector contact top:

\[
R_{TH-C} / / R_{TH8} = R_{TH8-C} \quad \Rightarrow \quad R_{TH-C} = \frac{R_{TH8-C} R_{TH8}}{R_{TH8} - R_{TH8-C}} = 33597 \text{ K/W}
\]
Lastly, we can evaluate \( R_{\text{TH}} \)-grounded as:
\[
R_{\text{TH}}\text{-grounded} = \frac{R_{\text{TH,E}}}{R_{\text{TH,B}} / R_{\text{TH,C}} / R_{\text{TH}}} = 1934 \text{ K/W}
\]

that almost coincides to the value extracted by the numerical simulation (1940 K/W).

**Summary**

All results obtained by the 3-D thermal simulations as well as the domain portions accounted for in each structure are included in Table 4.2.

### Table 4.2

<table>
<thead>
<tr>
<th>Structure</th>
<th>Rectangular trench</th>
<th>Round trench</th>
<th>Emitter</th>
<th>Poly trench</th>
<th>Shallow trench</th>
<th>Oxide layer</th>
<th>SiGe base</th>
<th>Poly base</th>
<th>TSi</th>
<th>Contacts</th>
<th>R_{TH} [K/W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure 1</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4148</td>
</tr>
<tr>
<td>Structure 2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4118</td>
</tr>
<tr>
<td>Structure 3</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3968</td>
</tr>
<tr>
<td>Structure 4</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4265</td>
</tr>
<tr>
<td>Structure 5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4285</td>
</tr>
<tr>
<td>Structure 6</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4346</td>
</tr>
<tr>
<td>Structure 7</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4171</td>
</tr>
<tr>
<td>Structure 8</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>4122</td>
</tr>
<tr>
<td>Structure 9</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>4068</td>
</tr>
</tbody>
</table>

Floating E/B/C contacts grounded E/B/C contacts grounded E contact; B/C floating

\[
R_{\text{TH}} = 4068 \text{ K/W}
\]

\[
R_{\text{TH}} = 1940 \text{ K/W}
\]

\[
R_{\text{TH}} = 2149 \text{ K/W}
\]
A pictorial representation of the self-heating thermal resistance behavior as elementary portions of the domain are added is given by histogram 4.1. Histogram 4.2 illustrates the percentage variation in the thermal resistance of domain “i” with respect to that of domain “i-1”.

4.2.2. Parametric analyses

Let us consider the complete Structure 9. The self-heating thermal resistance variations are evaluated by changing the values of the following geometrical parameters:

1. emitter length (i.e., heat source length) $L_{HS}$;
2. heat source thickness;
3. emitter width (i.e., heat source width) $W_{HS}$;
4. deep trench depth $d_{DT}$;
5. shallow trench depth $d_{ST}$;
6. deep trench oxide thickness $t_{OX}$;
7. shorter distance between the active device region and deep trench $s_{3}$;
8. spacing between long emitter side and shallow trench $s_{7}$.

**Heat source length**

The emitter length was varied over the range 1÷10 µm for three $d_{DT}$ values ($d_{DT_{ref}}$, which corresponds to the reference domain, and other two given by $d_{DT_{ref}}/3$ and $5d_{DT_{ref}}/3$). The self-heating thermal
resistance behavior as $L_{HS}$ changes at $d_{DT} = d_{DT\text{ref}}$ is shown in Fig. 4.26.

As the floating case is concerned, $R_{TH\text{-floating}}$ reduces from 7042 K/W ($L_{HS} = 1.0 \, \mu m$) to 1542 K/W ($L_{HS} = 10 \, \mu m$), namely, a decrease of 78% is observed. For the entirely grounded case, $R_{TH\text{-grounded}}$ lowers from 3955 K/W to 613 K/W, with a reduction of about 85%.

The $R_{TH\text{-floating}}$ and $R_{TH\text{-grounded}}$ variations vs. $L_{HS}$ for the chosen $DT$ depths are depicted in Fig. 4.27.

As the floating case is concerned, $R_{TH\text{-floating}}$ reduces from 7042 K/W ($L_{HS} = 1.0 \, \mu m$) to 1542 K/W ($L_{HS} = 10 \, \mu m$), namely, a decrease of 78% is observed. For the entirely grounded case, $R_{TH\text{-grounded}}$ lowers from 3955 K/W to 613 K/W, with a reduction of about 85%.

The $R_{TH\text{-floating}}$ and $R_{TH\text{-grounded}}$ variations vs. $L_{HS}$ for the chosen $DT$ depths are depicted in Fig. 4.27.
Heat source thickness

The overall analysis is based on the assumption of a partially-depleted SIC, which implies choosing a 0.06 \( \mu \text{m} \)-thick heat source. However, the thickness of the depletion region within SIC actually depends upon the device operating conditions. In this section, we analyze the effect on the self-heating thermal resistance of the vertical heat source modulation due to the thickness variation of the depletion region \[31\]. The analysis was performed on both the floating and grounded versions of the reference structure by varying the thickness of the heat source within the range 0.03\( \div \)0.12 \( \mu \text{m} \). Results are shown in Fig. 4.28. It can be observed that \( R_{TH\text{-floating}} \) varies from 4210 to 3888 K/W (with an 8.3% reduction), whilst \( R_{TH\text{-grounded}} \) spans from 2027 to 1832 K/W (with a 10.6% reduction).

![Fig. 4.28. Self-heating thermal resistance vs. heat source thickness for both floating and grounded versions of Structure 9.](image)

Heat source width

The emitter width was varied over the range 0.05\( \div \)0.2 \( \mu \text{m} \) (the value in the reference transistor is 0.2 \( \mu \text{m} \)). Note that all the distances \( s_i \) \((i=1, 2, \ldots, 7)\) are kept constant and equal to the reference ones, while \( W_{\text{SiGe}}, W_{ST1}, \) and \( W_{\text{BOX}} \) vary (due to the \( W_{HS} \) change). The self-heating thermal resistance as a function of \( W_{HS} \) is shown in Fig. 4.29. 

\( R_{TH\text{-floating}} \) linearly reduces from 4438 K/W (at \( W_{HS} = 0.05 \mu \text{m} \)) to 4064 K/W (at \( W_{HS} = 0.2 \mu \text{m} \)), namely, a decrease of 8.4% is observed.
over the analyzed $W_{HS}$ range.

![Graph](image)

**Fig. 4.29.** Self-heating thermal resistance vs. emitter (heat source) width.

**Deep trench depth**

The deep trench depth $d_{DT}$ (see Fig. 4.3) was varied over the range $0 \, \mu m \div 5d_{DT\text{ref}}/3$ for assigned $L_{HS}$ values, i.e., 2.67 (the emitter length of the reference structure) 1.0, 4.0, 7.0, and 10 $\mu m$. The self-heating thermal resistance behavior as a function of trench depth $d_{DT}$ is shown in Fig. 4.30a (for the floating case) and b (for the totally grounded). It is worth noting that a similar analysis was performed for trench-isolated silicon bipolar transistors in [34] (see also Chapter 3).

![Graphs](image)

**Fig. 4.30.** Self-heating thermal resistance vs. DT depth for various $L_{HS}$ values (2.67 $\mu m$ is the length corresponding to the reference structure). Both the floating case (a) and the grounded one (b) are analyzed.

As the reference $L_{HS}$ value (2.67 $\mu m$) is concerned, $R_{TH\text{-floating}}$ spans from 2706 K/W (absence of DT) to 4471 K/W ($d_{DT} = 5d_{DT\text{ref}}/3$)
with an increase of about 65%, while $R_{TH\text{-}grounded}$ varies from 1572 to 2013 K/W, with a relatively low increase of 28%. In conclusion, it can be observed that the thermal behavior of a device with thermally grounded tungsten contacts is less sensitive to deep trench depth.

**Shallow trench depth**

The shallow trench depth $d_{ST}$ (see Fig. 4.3) was varied over the range $d_{ST\text{ref}}/3\div6d_{ST\text{ref}}$. The sum of $d_{DT}$ (deep trench depth) and $d_{ST}$ is kept constant in the analysis. The self-heating thermal resistance as a function of $d_{ST}$ is shown in Fig. 4.31.

![Fig. 4.31. Self-heating thermal resistance vs. shallow trench depth.](image)

$R_{TH\text{-}floating}$ grows from 3831 K/W ($d_{ST} = d_{ST\text{ref}}/3$) to 6124 K/W ($d_{ST} = 6d_{ST\text{ref}}$), namely, an increase of about 60% is detected. This can be explained by observing that the shallow trench becomes deeper and deeper, thus increasingly counteracting the spreading action of the heat emerging from the base-collector region (see Fig. 4.32).

![Fig. 4.32. Illustrative draw showing the increase of shallow trench depth.](image)
Deep trench oxide thickness

The deep trench oxide thickness $t_{OX}$ was varied from $t_{OX\text{ref}}/4$ to $9t_{OX\text{ref}}/4$ by keeping the deep trench width ($W_{DT}$) constant (note that the deep trench polysilicon width $W_{\text{poly-DT}}$ reduces). All the other parameters were kept equal to the reference ones. The self-heating thermal resistance behavior as $t_{OX}$ changes is shown in Fig. 4.33.

![Fig. 4.33. Self-heating thermal resistance vs. deep trench oxide thickness.](image)

It can be seen that $R_{TH\text{-floating}}$ spans from 3633 K/W ($t_{OX} = t_{OX\text{ref}}/4$) to 4280 K/W ($t_{OX} = 9t_{OX\text{ref}}/4$, which corresponds to deep trench totally filled with silicon dioxide), with an increase of about 18%. This is the consequence of a decreased medium thermal conductivity of the deep trench.

Shorter distance between the active device region and deep trench

The distance $s_3$ between active area and deep trench was varied over the range $0 \div 7s_{3\text{ref}}/2$. All the other parameters were kept equal to the reference ones, except for $W_{BOX}$ and $L_{BOX}$. The behavior of the self-heating thermal resistance as a function of $s_3$ is depicted in Fig. 4.34.
**Fig. 4.34.** Self-heating thermal resistance vs. distance between active area and deep trench.

\( R_{TH-floating} \) spans from 4787 K/W (for \( s_3 = 0 \) µm) to 3322 K/W (for \( s_3 = 7s_{3ref}/2 \)); this means that the \( s_3 \) increase leads to a significant 31% reduction.

**Spacing between long emitter side and shallow trench**

In order to vary parameter \( s_7 \), we actually modify \( s_6 \) (i.e., the spacing between the SiGe base and shallow trench, as shown in Fig. 4.3) by keeping unchanged the SiGe-base width \( W_{SiGe} \). Distance \( s_6 \) was varied over the range 0÷5\( s_{6ref}/2 \). Two cases were considered:

1. Spacing \( s_6 \) (and therefore \( s_7 \)) was varied by keeping \( s_3 \) unchanged. This means that the width (\( W_{BOX} \)) and length (\( L_{BOX} \)) of the silicon box (surrounded by deep trench) vary. In a similar fashion, some distances as e.g., \( W_{ST1} \), \( s_1 \), \( s_2 \) are modified;
2. Spacing \( s_6 \) (and consequently \( s_7 \)) was varied by keeping the silicon box size (i.e., \( W_{BOX} \) and \( L_{BOX} \)) unchanged. Therefore \( s_3 \) and \( s_4 \) decrease as \( s_6 \) increases.

The self-heating thermal resistance as a function of \( s_7 \) is depicted in Fig. 4.35 for both cases.

---

31 By carefully observing Fig. 4.3, one can note that there are two distances identified with “s3”. The \( s_3 \) spacing we are referring to in the text actually is that nearer to the active device region.
Fig. 4.35. Self-heating thermal resistance vs. distance between emitter side and shallow trench.

$R_{TH-floating}$ decreases from 4756 K/W (for $s_7 = 2s_{7\text{ref}}/5$) to 3478 K/W (for $s_7 = 2s_{7\text{ref}}$) and from 4527 K/W to 3896 K/W, for the cases 1 and 2, respectively. Reductions of about 27% and 14% were therefore observed. The higher decrease corresponds to the case in which the silicon box size increases, thereby leading to a larger silicon volume in which the heat can easily spread.

4.2.3. Downscaling analysis

Let us consider the analysis of the downscaling influence on the thermal resistance. We basically “emulated” an aggressive downscaling process by (linearly) reducing the values of all geometrical parameters (starting from those related to the reference structure); the downscaling action on the most relevant layout parameters is illustrated in Table 4.3.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_{BOX}</td>
<td>W_{BOX\text{ref}} $\rightarrow$ 40% W_{BOX\text{ref}}</td>
</tr>
<tr>
<td>L_{BOX}</td>
<td>L_{BOX\text{ref}} $\rightarrow$ 50% L_{BOX\text{ref}}</td>
</tr>
<tr>
<td>W_{JS}</td>
<td>0.2 $\rightarrow$ 0.12</td>
</tr>
</tbody>
</table>
We have performed a twofold investigation:

1. The emitter length $L_{HS}$ is kept constant (i.e., it does not shrink) while scaling all other geometrical parameters. This means that the aspect ratio $W_{HS}/L_{HS}$ of the emitter stripe decreases with downscaling. In this case, the emitter stripe area downscales up to 0.32 $\mu m^2$ (starting from the reference 0.534 $\mu m^2$ area).

2. The emitter length $L_{HS}$ is reduced by the same factor as the width $W_{HS}$, thereby leading to a constant aspect ratio during the downscaling process. In this case, $L_{HS}$ lowers up to 1.602 $\mu m$ (starting from 2.67 $\mu m$ in the reference device), leading to a downscaled emitter area equal to 0.192 $\mu m^2$.

Let us first consider case 1. Fig. 4.36a shows the self-heating thermal resistance increase as the downscaling process evolves. As can be seen, $R_{TH\text{- floating}}$ increases up to 7596 K/W. An increase of about 88% is therefore obtained with respect to the reference structure.

As far as case 2 is concerned, the thermal resistance increases up to 10844 K/W (Fig. 4.36b). A larger increase amounting to 168% is obtained with respect to the reference structure.

Finally, the emitter length was varied from 0.12 (in order to analyze a square heat source) to 10 $\mu m$ by keeping all the other parameters equal to the ones of the aggressively scaled structure, for $d_{DT}$ equal to $d_{DT\text{ref}}$, $d_{DT\text{ref}}/3$, and $5d_{DT\text{ref}}/3$. The self-heating thermal resistance behavior as $L_{HS}$ varies for the chosen DT depths is depicted in Fig. 4.37.
As it was expected, the self-heating thermal resistance decreases by increasing the aspect ratio (i.e., increasing $L_{HS}$ by keeping $W_{HS}$ constant) and reaches a maximum for a square source. In particular, for $d_{DT} = d_{DTref}$, $R_{TH-floating}$ reduces from 31190 K/W ($L_{HS} = 0.12 \mu m$) to 2596 K/W ($L_{HS} = 10 \mu m$), namely, a decrease of 92% is observed.

4.2.4. Nonlinear thermal effects

All previous results were obtained by disregarding nonlinear thermal effects, i.e., the thermal conductivities of all materials were assumed to be equal to their values at $T=300$ K and temperature-insensitive. This implies that the self-heating thermal resistance is independent of dissipated power. In this analysis, we account for nonlinear thermal effects by adopting the following temperature dependence laws for the thermal conductivities of Si, SiGe, and W:

$$k_{Si} = k_{Si}^{300} \left( \frac{T}{300} \right)^{-1.33} \quad [35]$$

$$k_{SiGe} = k_{SiGe}^{300} \left( \frac{T}{300} \right)^{-\alpha} \quad \text{where} \quad \alpha = -1.33 \cdot (1 - x_{SiGe}) - 1.25 \cdot x_{SiGe} \quad [33]$$
$k_{W} = k_{W}^{300} \cdot \left( \frac{T}{300} \right)^{-0.319}$ \[36\]

while assuming the thermal conductivities of silicon dioxide \[37\], polysilicon (regardless of doping level) \[38\], and TiSi as temperature-insensitive.

The analysis was carried out as follows. After including the above dependence laws in the simulator environment, 3-D simulations were performed by varying the dissipated power from almost 0 to 20 mW and evaluating the corresponding thermal resistance (solid lines in Fig. 4.38). It can be seen that $R_{TH-floating}$ rises from 4067 to 4738 K/W (with a 16.5% increase), whereas the thermal resistance $R_{TH-grounded}$ varies from 1940 to 2054 K/W (with an increase of about 5.9%). Also shown in the figure are the curves obtained by enabling only the silicon dependence law, namely, assuming $k_{SiGe}$ and $k_{W}$ as temperature independent (dashed lines).\[32\]

![Fig. 4.38. Self-heating thermal resistance vs. dissipated power by enabling the thermal conductivity dependence on temperature for Si, SiGe, W (solid lines) and only for Si (dashed). Both the floating (blue curves) and the grounded (red) versions of Structure 9 are analyzed.](image)

\[32\] Fig. 4.38 evidences that the thermal resistance is higher when disregarding the thermal conductivity dependence on temperature of SiGe and W (which is negligible). At a first glance, this result seems to be unjustified; however, one should consider that the SiGe layer is located in between heat source and B-E junction (where the thermal resistance is evaluated), so that a decrease in thermal conductivity for such a layer turns into a “cooling effect” for the B-E junction, thereby slightly lowering the thermal resistance.
4.2.5. 2-D vs. 3-D analysis

In this analysis, we compared the self-heating thermal resistances as obtained by fully 3-D numerical simulations for the grounded and floating cases to those evaluated by simply simulating the 2-D structure corresponding to the cross-section in the x-z plane and dividing by the actual emitter length $L_{HS}$. The comparison was performed over the whole range of emitter lengths analyzed. Results are reported in Fig. 4.39. It can be observed that the 2-D approximation, often employed in the literature, may lead to a significant overestimation of the thermal resistance, especially for reduced emitter lengths, for which the 3-D nature of the heat conduction plays a role of major importance. As far as the case $L_{HS} = 1 \mu m$ is concerned, $R_{TH\text{-floating-2D}}$ and $R_{TH\text{-grounded-2D}}$ are equal to 26372 and 7094 K/W, with overestimates of about 275 and 79% compared to the 3-D counterparts, respectively.

![Fig. 4.39](image.png)

**Fig. 4.39.** Self-heating thermal resistance vs. emitter length as obtained by fully 3-D (solid lines) and 2-D (short-dashed lines) numerical simulations. Both the grounded (red) and floating (blue) cases are shown.

4.2.6. Numerical vs. experimental results

Lastly, we compared the self-heating thermal resistances as evaluated by fully 3-D numerical simulations for both the grounded and floating cases to measurements performed on devices fabricated
in a similar technology (e.g., comparable design rules, about 0.2 µm-wide emitter, same metallization) obtained by varying $L_{HS}$ through the method described in [39]. Results are reported in Fig. 4.40.

It is worth noting that the measurements compare favorably with numerical data as far as $R_{TH-floating}$ is concerned.

![Fig. 4.40. Self-heating thermal resistance normalized to the maximum attained value vs. emitter length as obtained by fully 3-D numerical simulations (solid lines) and measurements (symbols). Both the grounded (red) and floating (blue) cases are shown.](image)

4.3. Analytical results

Developing an analytical thermal model suited to accurately predict the thermal behavior of trench-isolated SiGe HBT devices is a cumbersome task due to their inherent geometrical complexity. However, the 3-D numerical investigation allowed showing that the thermal behavior of the actual domains is almost identically exhibited by simplified structures (Structure 1) due to the “balance” between the effects of various device portions (which can be therefore removed without loss of accuracy). As a consequence, the thermal behavior of “complete” SiGe structures can be conveniently analyzed by simply referring to analytically manageable (intrinsic) deep-trench isolated domains (such as those investigated in Chapter 3). This allows
employing the analytical model developed in Chapter 3 for DTI bipolar transistors fabricated on bulk-silicon substrates.

The model was found indeed to be fairly suited to describe “complete” SiGe transistors through a comparison with 3-D numerical data: a maximum error amounting to about 12% was indeed found by concurrently varying all parameters within the ranges of interest.

Fig. 4.41 depicts the comparison between the analytical and numerical simulations performed by varying the deep trench depth $d_{DT}$ over the range $0 \div 5d_{DTref}/3$ for assigned $L_{HS}$ values, i.e., 2.67 (the emitter length for the reference structure) 1.0, 4.0, 7.0, and 10 µm. As concerns the numerical simulations, only the floating case is reported. It can be seen that the error increases as the emitter length decreases.

![Fig. 4.41. Self-heating thermal resistance vs. DT depth for various $L_{HS}$ values (2.67 µm is the length corresponding to the reference structure). The model (solid lines) is compared to numerical results (symbols).](image)

Fig. 4.42 and Fig. 4.43 show the self-heating thermal resistance by varying the heat source thickness and length, respectively. As can be seen, the analytical model shows a good agreement with numerical results: a maximum error of 1.8% is obtained.
Fig. 4.42. Self-heating thermal resistance vs. heat source thickness. The model (solid lines) is compared to numerical results (symbols).

Fig. 4.43. Self-heating thermal resistance vs. emitter length for $d_{DT} = d_{DTref}$. The model (solid lines) is compared to numerical results (symbols).
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Appendix A

The heat equation

In this Appendix, the differential equation of heat conduction for a stationary, homogeneous, isotropic solid with heat generation within the region is derived [1], [2].

A.1 The heat equation

Let us consider a stationary, homogeneous, isotropic solid having volume \( V \) and bounding surface \( A \) with inner heat generation. The energy-balance equation for volume \( V \) can be written as:

\[
\left( \text{rate of energy storage in } V \right) = \left( \text{rate of heat entering } V \text{ through its bounding surfaces} \right) + \left( \text{rate of heat generation in } V \right) \tag{A.3}
\]

where:

\[
\left( \text{rate of energy storage in } V \right) = \int_V \rho c_p \frac{\partial T(\vec{r},t)}{\partial t} \, dV \tag{A.4}
\]

being \( \rho \) [Kg/\( \mu \)m\(^3\)] the mass density and \( c_p \) [J/KgK] the specific heat of the material.

\[
\left( \text{rate of heat entering } V \text{ through its bounding surfaces} \right) = -\int_A \vec{q}(\vec{r},t) \cdot \hat{u} \, dA = -\int_A \nabla \cdot \vec{q}(\vec{r},t) \, dA = -\int_V \nabla \cdot \vec{q}(\vec{r},t) \, dV \tag{A.5}
\]
being \(-\vec{q} \cdot \hat{u}\) the heat entering \(V\) through a small area \(dA\) on the bounding surface, \(\hat{u}\) the outward normal unit direction vector and \(\vec{q}\) the heat flux vector at \(dA\).

\[
\begin{bmatrix}
\text{rate of heat generation in } V \\
\end{bmatrix} = \int_V g(\vec{r}, t) dV \tag{A.6}
\]

being \(g(\vec{r}, t) \ [\text{W}/\mu\text{m}^3]\) the heat generation within volume \(V\) that can be function of position and time.

Substituting Eqs. (A.4)-(A.6) into Eq. (A.3) yields:

\[
\int_V \rho c_p \frac{\partial T(\vec{r}, t)}{\partial t} + \nabla \cdot \vec{q}(\vec{r}, t) - g(\vec{r}, t) dV = 0 \tag{A.7}
\]

and therefore:

\[
\rho c_p \frac{\partial T(\vec{r}, t)}{\partial t} + \nabla \cdot \vec{q}(\vec{r}, t) - g(\vec{r}, t) = 0 \tag{A.8}
\]

The basic law that relates the heat flow and the temperature gradient \(\nabla T(\vec{r}, t)\) for a stationary, homogeneous, isotropic solid is given by:

\[
\vec{q}(\vec{r}, t) = -k(\vec{r}, t) \cdot \nabla T(\vec{r}, t) \tag{A.9}
\]

being \(k \ [\text{W}/\mu\text{m}^2\text{K}]\) the thermal conductivity.

Substituting Eq. (A.9) into Eq. (A.8), finally one obtains:

\[
\rho c_p \frac{\partial T(\vec{r}, t)}{\partial t} = \nabla \cdot \left[ k(\vec{r}, t) \cdot \nabla T(\vec{r}, t) \right] + g(\vec{r}, t) \tag{A.10}
\]

that is the differential equation of heat conduction for a stationary, homogeneous, isotropic solid with heat generation within the solid itself.

Special cases of Eq. (A.10) can be considered.

1. Uniform thermal conductivity, i.e., independent of position and temperature:

\[
\rho c_p \frac{\partial T(\vec{r}, t)}{\partial t} = k_0 \nabla^2 T(\vec{r}, t) + g(\vec{r}, t)
\]
which can be rewritten as:

$$\frac{1}{\alpha} \frac{\partial T(\vec{r},t)}{\partial t} = \nabla^2 T(\vec{r},t) + \frac{g(\vec{r},t)}{k}$$  \hspace{1cm} (A.11)$$

being $\alpha = k_0/\rho c_p$ the thermal diffusivity of the medium.

2. Uniform thermal conductivity and no heat generation within the solid:

$$\frac{1}{\alpha} \frac{\partial T(\vec{r},t)}{\partial t} = \nabla^2 T(\vec{r},t)$$  \hspace{1cm} (A.12)

which is called Fourier equation of heat conduction.

3. Uniform thermal conductivity under steady-state conditions:

$$\nabla^2 T(\vec{r}) + \frac{g(\vec{r})}{k_0} = 0$$  \hspace{1cm} (A.13)

which is Poisson’s equation.

4. Steady state and no heat generation within the solid:

$$\nabla^2 T(\vec{r},t) = 0$$  \hspace{1cm} (A.14)

which is Laplace equation.

A.2 The boundary conditions

The differential equation of heat conduction will have infinite solutions unless a set of boundary conditions and an initial condition (for the time-dependent problem) are prescribed. The boundary conditions can be both linear and nonlinear. In this Paragraph we will consider only problems involving linear boundary conditions. Such conditions can be subdivided into the following three groups:

1. **Boundary condition of the first kind or Dirichlet condition**
   A temperature, that can be function both time and position, is imposed at the boundary $S_i$: 
Special cases can be considered, in which the temperature at the boundary surface is a function of position only:

\[ T(\vec{r},t) \big|_{S_i} = f(\vec{r}) \]  
\[ (A.16) \]

or of time:

\[ T(\vec{r},t) \big|_{S_i} = f(t) \]  
\[ (A.17) \]

Finally, a homogeneous boundary condition of the first kind is imposed when the temperature at the boundary is kept equal to zero:

\[ T(\vec{r},t) \big|_{S_i} = 0 \]  
\[ (A.18) \]

Let us note that a boundary surface at constant temperature \( T_0 \) (i.e., an isothermal surface) satisfies a homogeneous boundary condition of the first kind if the temperature rise on \( T_0 \) is considered.

2. **Boundary condition of the second kind or Neumann condition**  
A heat flux, that can be function both time and position, is imposed at the boundary \( S_i \):

\[ k \frac{\partial T(\vec{r},t)}{\partial n_i} \bigg|_{S_i} = f(\vec{r},t) \]  
\[ (A.19) \]

where the flux \( f \) is directed outward since \( \partial / \partial n_i \) denotes differentiation along the outward normal at surface \( S_i \). Also for this boundary condition there are special cases in which \( f \) is function only of position or time.

A homogeneous boundary condition of the second kind is imposed when the flux normal at the boundary vanishes:

\[ \frac{\partial T(\vec{r},t)}{\partial n_i} \bigg|_{S_i} = 0 \]  
\[ (A.20) \]
If Eq. (A.20) is verified, boundary $S_i$ does not allow the flux to leave the solid and it is called *adiabatic*.

3. **Boundary condition of the third kind or Robin condition.**
A linear combination of temperature and its normal derivative (i.e., the flux going out of $S_i$) is assigned at the boundary $S_i$:

$$ k \frac{\partial T(\tilde{r}, t)}{\partial n_i} \bigg|_{S_i} + h_i T(\tilde{r}, t) \bigg|_{S_i} = f(\tilde{r}, t) $$  \hspace{1cm} (A.21)

where term $h_i$ is called the *heat transfer coefficient* [W/μm²K]. A homogeneous boundary condition of the third kind is imposed when:

$$ k \frac{\partial T(\tilde{r}, t)}{\partial n_i} \bigg|_{S_i} + h_i T(\tilde{r}, t) \bigg|_{S_i} = 0 $$  \hspace{1cm} (A.22)

Let us point out that these three types of boundary conditions cover most cases of practical interest.
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Appendix B

The steady-state analytical solution of the heat flow equation: CASE 1

In this Appendix, the steady-state analytical solution of the heat flow equation in the silicon-only domain with convective boundary conditions at lateral and bottom faces and adiabatic top surface is derived via conventional procedures [1].

The problem to be analyzed is shown in Fig. B.1.

The substrate is assumed to be a rectangular parallelepiped defined by:

\begin{equation}
0 \leq x \leq W \quad 0 \leq y \leq L \quad 0 \leq z \leq d
\end{equation}

As concerns the heat source, both the cases of a rectangular indefinitely thin heat source (THS) embedded within the silicon domain and of a volumetric heat source (VHS) shaped as a rectangular parallelepiped are discussed. The heat source is defined by:

\begin{equation}
x_i \leq x \leq x_2 \quad y_i \leq y \leq y_2
\end{equation}
and \( z_1 \leq z \leq z_2 \) in the VHS case, while in the THS case it is assumed to be placed at depth \( z = d_{HS} \).

As can be seen in Fig. B.1, the boundary conditions are of 3rd kind [Eq. (A.21)] at all surfaces except at \( z = 0 \) where a boundary condition of 2nd kind [Eq. (A.20)] is assumed:

\[
\pm k \frac{\partial T(\bar{r})}{\partial x} \bigg|_{x=W, x=0} + h_{xi} T(\bar{r}) \bigg|_{x=W, x=0} = h_{ni} T_{AMB} \quad i = W, 0 \quad (B.3)
\]

\[
\pm k \frac{\partial T(\bar{r})}{\partial y} \bigg|_{y=L, y=0} + h_{ji} T(\bar{r}) \bigg|_{y=L, y=0} = h_{nj} T_{AMB} \quad j = L, 0 \quad (B.4)
\]

\[
k \frac{\partial T(\bar{r})}{\partial z} \bigg|_{z=d_i, z=0} = h_{zi} T_{AMB} \quad (B.5)
\]

\[
\frac{\partial T(\bar{r})}{\partial z} \bigg|_{z=0} = 0 \quad (B.6)
\]

If one considers:

\[
\vartheta(\bar{r}) = T(\bar{r}) - T_{AMB} \quad (B.7)
\]

Eq. (A.13) reduces to:

\[
\nabla^2 \vartheta(\bar{r}) + \frac{g(\bar{r})}{k} = 0 \quad (B.8)
\]

and Eqs. (B.3)-(B.6) become:

\[
\pm k \frac{\partial \vartheta(\bar{r})}{\partial x} \bigg|_{x=W, x=0} + h_{xi} \vartheta(\bar{r}) \bigg|_{x=W, x=0} = 0 \quad i = W, 0 \quad (B.9)
\]

\[
\pm k \frac{\partial \vartheta(\bar{r})}{\partial y} \bigg|_{y=L, y=0} + h_{ji} \vartheta(\bar{r}) \bigg|_{y=L, y=0} = 0 \quad j = L, 0 \quad (B.10)
\]

\[
k \frac{\partial \vartheta(\bar{r})}{\partial z} \bigg|_{z=d_i, z=0} = 0 \quad (B.11)
\]
\[
\frac{\partial \mathcal{G}(\hat{r})}{\partial z}\bigg|_{z=0} = 0 \quad (B.12)
\]

We assume that \( \mathcal{G}(\hat{r}) \) can be expressed as a product of a function of \( x \), a function of \( y \) and a function of \( z \):

\[
\mathcal{G}(\hat{r}) = X(x)Y(y)Z(z) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x)Y_m(y)Z_{nm}(z) \quad (B.13)
\]

where \( X(x) \) and \( Y(y) \) satisfy the following differential equations:

\[
\frac{d^2 X(x)}{dx^2} + \beta^2 X(x) = 0 \quad (B.14)
\]

\[
\frac{d^2 Y(y)}{dy^2} + \alpha^2 Y(y) = 0 \quad (B.15)
\]

By substituting Eq. (B.13) into Eq. (B.9), it is straightforward to obtain:

\[
\pm k \frac{\partial \mathcal{G}(\hat{r})}{\partial x}\bigg|_{x=W}^{x=0} + h_{x}\mathcal{G}(\hat{r})\bigg|_{x=W}^{x=0} = 0 \quad \Rightarrow
\]

\[
\Rightarrow \pm k \frac{\partial \left[ X(x)Y(y)Z(z) \right]}{\partial x}\bigg|_{x=W}^{x=0} + h_{x}\left[ X(x)Y(y)Z(z) \right]\bigg|_{x=W}^{x=0} = 0 \quad \Rightarrow
\]

\[
Y(y)Z(z) \left[ \pm k \frac{dX(x)}{dx}\bigg|_{x=W}^{x=0} + h_{x}X(x)\bigg|_{x=W}^{x=0} \right] = 0 \quad \Rightarrow
\]

\[
\begin{cases}
-k \frac{dX(x)}{dx}\bigg|_{x=0} + h_{x0}X(x)\bigg|_{x=0} = 0 \\
k \frac{dX(x)}{dx}\bigg|_{x=W} + h_{xW}X(x)\bigg|_{x=W} = 0
\end{cases} \quad (B.16)
\]

In the same fashion, the boundary conditions (B.10)-(B.12) can be rewritten in the form:
By combining Eqs. (B.14) and (B.15) with Eqs. (B.16) and (B.17), respectively, \( X(x) \) and \( Y(y) \) become the solutions of following one-dimensional problems having homogeneous boundary conditions:

\[
\begin{align*}
- k \frac{dY(y)}{dy} \bigg|_{y=0} + h_{y0} Y(y) \bigg|_{y=0} &= 0 \\
K \frac{dY(y)}{dy} \bigg|_{y=L} + h_{yL} Y(y) \bigg|_{y=L} &= 0 \\
K \frac{dZ(z)}{dz} \bigg|_{z=d_l} + h_z Z(z) \bigg|_{z=d_l} &= 0 \\
\frac{dZ(z)}{dz} \bigg|_{z=0} &= 0
\end{align*}
\]

(B.17) (B.18)

Let us determine the solution of problem (B.19). A general solution of Eq. (B.14) is:

\[
X(x) = a \cos(\beta x) + b \sin(\beta x)
\]

(B.21)
where \(a\) and \(b\) can be evaluated by imposing the boundary conditions at surfaces \(x = 0\) and \(x = W\).

It is straightforward to obtain from Eq. (B.21)\(^{33}\):

\[
\ddot{X}(x) = -a\beta \sin(\beta x) + b\beta \cos(\beta x)
\] (B.22)

Therefore, combining Eqs. (B.21) and (B.22) with Eq. (B.16), one obtains:

\[ -k \dddot{X}(x)|_{x=0} + h_{x0} X(x)|_{x=0} = 0 \quad \Rightarrow \]
\[
- k \beta \left[\sin(\beta x) + b \cos(\beta x)\right]|_{x=0} + h_{x0} \left[ \cos(\beta x) + b \sin(\beta x) \right]|_{x=0} = 0 \quad \Rightarrow
\]
\[
- k \beta b + h_{x0} a = 0 \quad \Rightarrow \quad \frac{b}{a} = \frac{h_{x0}}{k \beta}
\] (B.23)

\[ k \dddot{X}(x)|_{x=W} + h_{xW} X(x)|_{x=W} = 0 \quad \Rightarrow \]
\[
k \beta \left[\sin(\beta x) + b \cos(\beta x)\right]|_{x=W} + h_{xW} \left[ \cos(\beta x) + b \sin(\beta x) \right]|_{x=W} = 0 \quad \Rightarrow
\]
\[
[-a \beta + h_{xW} b] \sin(\beta W) = -[kb \beta + h_{xW} a] \cos(\beta W) \quad \Rightarrow
\]
\[
\tan(\beta \cdot W) = \frac{kb \beta + h_{xW} a}{ka \beta - h_{xW} b/a} = \frac{k \beta b/a + h_{xW}}{k \beta - h_{xW} b/a}
\] (B.24)

Substituting Eq. (B.23) into Eq. (B.24) leads to:

\[
\tan(\beta \cdot W) = \frac{h_{x0} + h_{xW}}{k \beta - h_{xW} h_{x0}/k \beta}
\] (B.25)

If we consider:

\[ B_1 = h_{x0}/k \] (B.26)
\[ B_2 = h_{xW}/k \] (B.27)

\(^{33}\) Throughout the overall treatment we will denote with \(\dot{X}\) and \(\dddot{X}\) the first and second derivative of function \(X(x)\) respect to \(x\), respectively.
Eq. (B.25) reduces to:

\[
\tan (\beta \cdot W) = \frac{B_1 + B_2}{\beta - B_1 B_2 / \beta}
\]  

(B.28)

Therefore, substituting Eq. (B.23) combined with Eq. (B.26), into Eq. (B.21), \( X(x) \) can be rewritten as:

\[
X_n(x) = a \left[ \cos(\beta_n x) + \frac{B_1}{\beta_n} \sin(\beta_n x) \right]
\]

(B.29)

where \( \beta_n \) are the positive eigenvalues of:

\[
\tan(W \cdot \beta_n) = \frac{\beta_n (B_1 + B_2)}{\beta_n^2 - B_1 B_2}
\]

(B.30)

We can determine \( a \) of Eq. (B.29) by imposing equal to 1 the norm of eigenfunctions \( X_n(x) \).

Let us evaluate norm \( N \) of eigenfunctions \( X_n(x) \):

\[
N = \int_0^W X_n^2(x) dx
\]

(B.31)

From Eq. (B.29) we have:

\[
X_n^2 = a^2 \left[ \cos(\beta_n x) + \frac{B_1}{\beta_n} \sin(\beta_n x) \right]^2
\]

\[
\left( \frac{\dot{X}_n}{\beta_n} \right)^2 = a^2 \left[ -\sin(\beta_n x) + \frac{B_1}{\beta_n} \cos(\beta_n x) \right]^2
\]

\[
\Rightarrow X_n^2 + \frac{\dot{X}_n^2}{\beta_n^2} = a^2 \left( 1 + \frac{B_1^2}{\beta_n^2} \right)
\]

\[
\Rightarrow X_n^2 = a^2 \left( 1 + \frac{B_1^2}{\beta_n^2} \right) - \frac{\dot{X}_n^2}{\beta_n^2}
\]

(B.32)

Therefore Eq. (B.31) can be rewritten as:
Recalling Eq. (B.14), Eq. (B.31) becomes:
\[
N = \frac{1}{\beta_n^2} \int_0^W \mathbf{X}_n \cdot \hat{\mathbf{X}}_n \, dx = \frac{1}{\beta_n^2} \left[ \mathbf{X}_n \cdot \hat{\mathbf{X}}_n \right]_0^W + \frac{1}{\beta_n^2} \int_0^W \hat{\mathbf{X}}_n^2 \, dx \quad (B.34)
\]

Now, adding Eq. (B.33) to Eq. (B.34), we have:
\[
2N = a^2 \left( 1 + \frac{B_1^2}{\beta_n^2} \right) W - \frac{1}{\beta_n^2} \left[ \mathbf{X}_n \cdot \hat{\mathbf{X}}_n \right]_0^W \quad (B.35)
\]

Combining Eq. (B.16) with Eq. (B.26) and (B.27) yields:
\[
\hat{\mathbf{X}}_n \big|_{x=0} = B_1 \mathbf{X}_n \big|_{x=0} \quad \Rightarrow \quad \mathbf{X}_n \big|_{x=0} \cdot \hat{\mathbf{X}}_n \big|_{x=0} = B_1 \mathbf{X}_n^2 \big|_{x=0} = B_1 \cdot a^2 \quad (B.36)
\]

\[
\hat{\mathbf{X}}_n \big|_{x=W} = -B_2 \mathbf{X}_n \big|_{x=W} \quad \Rightarrow \quad \left[ \mathbf{X}_n \big|_{x=W} \cdot \hat{\mathbf{X}}_n \big|_{x=W} = -B_2 \mathbf{X}_n^2 \big|_{x=W} \right] \quad (i)
\]

\[
\hat{\mathbf{X}}_n^2 \big|_{x=W} = B_2^2 \mathbf{X}_n^2 \big|_{x=W} \quad (ii)
\]

Substituting Eq. (B.37)(ii) into Eq. (B.32) leads to:
\[
\mathbf{X}_n^2 \big|_{x=W} = a^2 \left( 1 + \frac{B_1^2}{\beta_n^2} \right) - \frac{B_2^2 \cdot \mathbf{X}_n^2 \big|_{x=W}}{\beta_n^2} \quad \Rightarrow
\]
\[
\Rightarrow \left( 1 + \frac{B_2^2}{\beta_n^2} \right) \mathbf{X}_n^2 \big|_{x=W} = a^2 \left( 1 + \frac{B_1^2}{\beta_n^2} \right) \quad \Rightarrow
\]
\[
\Rightarrow \mathbf{X}_n^2 \big|_{x=W} = a^2 \frac{1 + B_2^2 / \beta_n^2}{1 + B_2^2 / \beta_n^2} \quad (B.38)
\]

Substituting Eqs. (B.36) and (B.37)(i) combined with Eq. (B.38) into Eq. (B.35), one obtains:
\[
2N = a^2 \left( 1 + \frac{B_2^2}{\beta_n^2} \right) W + \frac{a^2}{\beta_n^2} \left[ B_2 \frac{1 + B_2^2 / \beta_n^2}{1 + B_2^2 / \beta_n^2} + B_1 \right]
\]

Now, by equating the norm of eigenfunctions \( X_n(x) \) to 1, \( a \) can be evaluated:
Finally, substituting Eq. (B.39) into Eq. (B.29), we can evaluate the expression of eigenfunctions $X_n(x)$:

$$X_n(x) = \frac{\beta_n \cos(\beta_n x) + B_1 \sin(\beta_n x)}{D_n}$$  \quad (B.40)

where:

- $B_1 = h_{x0} / k$
- $B_2 = h_{xW} / k$
- $\beta_n$ are the positive eigenvalues of:

$$\tan(\beta_n \cdot W) = \frac{\beta_n (B_1 + B_2)}{\beta_n^2 - B_1 B_2}$$

$$D_n = \left[ \frac{\beta_n^2 + B_1^2}{2} \left( W + \frac{B_2}{\beta_n^2 + B_2^2} \right) + \frac{B_1}{2} \right]^{1/2}$$  \quad (B.41)

Analogously, it can be found that:

$$Y_m(y) = \frac{\alpha_m \cos(\alpha_m y) + C_1 \sin(\alpha_m y)}{E_m}$$  \quad (B.42)

where:

- $C_1 = h_{y0} / k$
- $C_2 = h_{yL} / k$
- $\alpha_m$ are the positive eigenvalues of:

$$\tan(\alpha_m \cdot L) = \frac{\alpha_m (C_1 + C_2)}{\alpha_m^2 - C_1 C_2}$$  \quad (B.43)
\[ E_m = \left[ \frac{\alpha_m^2 + C_1^2}{2} \left( L + \frac{C_2}{\alpha_m^2 + C_2} \right) + \frac{C_1}{2} \right]^{\frac{1}{2}} \]  

(B.44)

Let us evaluate \( Z_{nm}(z) \) so as to satisfy the problem (B.8) with the boundary conditions (B.18).

Substituting Eq. (B.13) into Eq. (B.8) gives rise to:

\[
\nabla^2 \vartheta(\vec{r}) + \frac{g(\vec{r})}{k} = 0 \Rightarrow \nabla^2 \left[ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) Z_{nm}(z) \right] + \frac{g(\vec{r})}{k} = 0 \Rightarrow
\]

\[
\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \ddot{X}_n(x) Y_m(y) Z_{nm}(z) + \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) \ddot{Y}_m(y) Z_{nm}(z) + 
\]

\[
+ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) \dddot{Z}_{nm}(z) + \frac{g(\vec{r})}{k} = 0 \quad (B.45)
\]

From Eq. (B.40) we have:

\[
X_n(x) = \frac{\beta_n \cos(\beta_n x) + B_n \sin(\beta_n x)}{D_n} \Rightarrow
\]

\[
\ddot{X}_n(x) = \frac{-\beta_n^2 \sin(\beta_n x) + B_n \beta_n \cos(\beta_n x)}{D_n} \Rightarrow
\]

\[
\dddot{X}_n(x) = \frac{-\beta_n^3 \cos(\beta_n x) - B_n \beta_n^2 \sin(\beta_n x)}{D_n} = -\beta_n^2 \frac{\beta_n \cos(\beta_n x) - B_n \sin(\beta_n x)}{D_n} = -\beta_n^2 X_n(x) \quad (B.46)
\]

Analogously, it can be found that:

\[
\dddot{Y}_m(y) = -\alpha_m^2 Y_m(y) \quad (B.47)
\]

Substituting Eqs. (B.46) and (B.47) into Eq. (B.45) leads to:

\[
- \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left( \beta_n^2 + \alpha_m^2 \right) X_n(x) Y_m(y) Z_{nm}(z) + 
\]

\[
+ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) \dddot{Z}_{nm}(z) + \frac{g(\vec{r})}{k} = 0 \quad \Rightarrow
\]
where:

\[ \gamma_{nm}^2 = \beta_n^2 + \alpha_m^2 \]  \hspace{1cm} (B.49)

Multiplying Eq. (B.48) by \( X_i(x)Y_j(y) \) and integrating in \( x \) and \( y \) over \([0, W]\) and \([0, L]\), respectively, we have:

\[ -\gamma_{nm}^2 Z_{ij}(z) + \mathcal{Z}_{ij}(z) = -\int_0^W \int_0^L \frac{g(x,y,z)}{k} X_i(x)Y_j(y)dydx \]  \hspace{1cm} (B.50)

In order to simplify the problem, we assume that \( g(\vec{r}) \) can be expressed as a product of a function of \( x \), a function of \( y \) and a function of \( z \):

\[ g(\vec{r}) = p(x)q(y)r(z) \]  \hspace{1cm} (B.51)

Therefore Eq. (B.50) reduces to:

\[ \mathcal{Z}_{ij}(z) - \gamma_{ij}^2 Z_{ij}(z) = -\frac{1}{k} G_{ij} \cdot r(z) \]  \hspace{1cm} (B.52)

where we defined:

\[ G_{ij} \triangleq \int_0^W p(x)X_i(x)dx \int_0^L q(y)Y_j(y)dy \]  \hspace{1cm} (B.53)

Therefore the problem to solve is:
Note that the results obtained are valid both in both THS and VHS cases.

The general solution of the homogeneous equation associated to Eq. (B.52) is:
\[
Z_{y0}(z) = A_y \cosh(\gamma_y z) + B_y \sinh(\gamma_y z)
\]
while its particular solution is:
\[
u(z) = w_1(z) \cosh(\gamma_y z) + w_2(z) \sinh(\gamma_y z)
\]
that will be evaluated by means of Lagrange method. Therefore:
\[
\begin{align*}
\left\{ \begin{array}{l}
  w_1'(z) \cosh(\gamma_y z) + w_2'(z) \sinh(\gamma_y z) = 0 \\
  w_1'(z) \sinh(\gamma_y z) + w_2'(z) \cosh(\gamma_y z) = -\frac{1}{k} G_y \cdot r(z)
\end{array} \right. \quad \Rightarrow (B.57)
\end{align*}
\]
\[
\begin{align*}
  w_1'(z) &= \frac{1}{k} \frac{G_y \cdot r(z)}{\gamma_y} \sinh(\gamma_y z) \\
  w_2'(z) &= -\frac{1}{k} \frac{G_y \cdot r(z)}{\gamma_y} \cosh(\gamma_y z)
\end{align*}
\]
\[
\begin{align*}
  w_1(z) &= \frac{G_y}{k} \int_0^z \sinh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} d\zeta \\
  w_2(z) &= -\frac{G_y}{k} \int_0^z \cosh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} d\zeta
\end{align*}
\]
Substituting Eqs. (B.58) into Eq. (B.56) yields:
\[ u(z) = \frac{G_y}{k} \left[ \cosh(\gamma_y z) \int_0^\zeta \sinh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} \, d\zeta - \sinh(\gamma_y z) \int_0^\zeta \cosh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} \, d\zeta \right] \]  
(B.59)

Therefore, from Eqs. (B.55) and (B.59), we have:

\[ Z_y(z) = Z_{y0}(z) + u(z) = \]
\[ = A_y \cosh(\gamma_y z) + B_y \sinh(\gamma_y z) - \]
\[ - \frac{G_y}{k} \left[ \sinh(\gamma_y z) \int_0^\zeta \cosh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} \, d\zeta - \cosh(\gamma_y z) \int_0^\zeta \sinh(\gamma_y \zeta) \frac{r(\zeta)}{\gamma_y} \, d\zeta \right] \]  
(B.60)

\( A_y \) and \( B_y \) can be determined by satisfying the boundary conditions at surfaces \( z = 0 \) and \( z = d \).

Combining Eq. (B.54)(ii) with Eq. (B.60), we have:

\[ \frac{dZ_y(z)}{dz} \bigg|_{z=0} = 0 \Rightarrow \frac{dZ_{y0}(z)}{dz} \bigg|_{z=0} + \frac{du(z)}{dz} \bigg|_{z=0} = 0 \Rightarrow B_y = 0 \]  
(B.61)

since:

\[ \Rightarrow \frac{dZ_{y0}(z)}{dz} = \frac{d}{dz} \left[ A_y \cosh(\gamma_y z) + B_y \sinh(\gamma_y z) \right] = \gamma_y \left[ A_y \sinh(\gamma_y z) + B_y \cosh(\gamma_y z) \right] \Rightarrow \]
\[ \Rightarrow \frac{dZ_{y0}(z)}{dz} \bigg|_{z=0} = \gamma_y B_y \]

\[ \Rightarrow \frac{du(z)}{dz} = \frac{d}{dz} \left[ w_1(z) \cosh(\gamma_y z) + w_2(z) \sinh(\gamma_y z) \right] = \]
\[ = \left[ w'_1(z) \cosh(\gamma_y z) + w'_2(z) \sinh(\gamma_y z) \right] + \gamma_y \left[ w_1(z) \sinh(\gamma_y z) + w_2(z) \cosh(\gamma_y z) \right] = \]
\[ = \gamma_y \left[ w_1(z) \sinh(\gamma_y z) + w_2(z) \cosh(\gamma_y z) \right] \Rightarrow \quad (B.62) \]

\[
\Rightarrow \quad \frac{du(z)}{dz} \bigg|_{z=0} = \gamma_y w_2(0) = 0
\]

being \( w_1'(z) \cosh(\gamma_y z) + w_2'(z) \sinh(\gamma_y z) = 0 \) by Eq. (B.57)(i)
and \( w_2(0) = 0 \) by Eq. (B.58)(ii).

Substituting Eq. (B.61) into Eq. (B.60), we have:

\[ Z_y(z) = A_y \cosh(\gamma_y z) + u(z) \quad (B.63) \]

From Eq. (B.54)(iii), combined with Eqs. (B.63), (B.62) and (B.56), one obtains:

\[
k\gamma_y A_y \sinh(\gamma_y d_i) + k u(z) \bigg|_{z=d_i} + h_z A_y \cosh(\gamma_y d_i) + h_u(z) \bigg|_{z=d_i} = 0 \Rightarrow
\]

\[
\Rightarrow \quad k\gamma_y A_y \sinh(\gamma_y d_i) + k\gamma_y \left[ w_1(d_i) \sinh(\gamma_y d_i) + w_2(d_i) \cosh(\gamma_y d_i) \right] + h_z A_y \cosh(\gamma_y d_i) + h_z \left[ w_1(d_i) \cosh(\gamma_y d_i) + w_2(d_i) \sinh(\gamma_y d_i) \right] = 0 \Rightarrow
\]

\[
\Rightarrow \quad \left[ k\gamma_y \sinh(\gamma_y d_i) + h_z \cosh(\gamma_y d_i) \right] A_y +
\]

\[
\quad + k\gamma_y \left[ w_1(d_i) \sinh(\gamma_y d_i) + w_2(d_i) \cosh(\gamma_y d_i) \right] +
\]

\[
\quad + h_z \left[ w_1(d_i) \cosh(\gamma_y d_i) + w_2(d_i) \sinh(\gamma_y d_i) \right] = 0 \Rightarrow
\]

\[
\Rightarrow \quad A_y = -\frac{\left( k\gamma_y \left[ w_1(d_i) \sinh(\gamma_y d_i) + w_2(d_i) \cosh(\gamma_y d_i) \right] +
\right.
\]

\[
\left. + h_z \left[ w_1(d_i) \cosh(\gamma_y d_i) + w_2(d_i) \sinh(\gamma_y d_i) \right] \right) }{k\gamma_y \sinh(\gamma_y d_i) + h_z \cosh(\gamma_y d_i)} \quad (B.64)
\]

### B.1 THS case

Assuming a uniform dissipation within the heat generating region in Eq. (B.51), we have:
Substituting Eq. (B.65) into Eq. (B.53), combined with Eqs. (B.40) and (B.42), it is straightforward to obtain:

\[ G_{nn} = \frac{q_s}{D_n \cdot E_m} \int \left[ \beta_n \cos(\beta_n x) + B_n \sin(\beta_n x) \right] dx \times \]
\[ \times \int \left[ \alpha_m \cos(\alpha_m y) + C_n \sin(\alpha_m y) \right] dy = \]
\[ = \frac{q_s}{D_n \cdot E_m} \left[ \sin(\beta_n x) - \frac{B_n}{\beta_n} \cos(\beta_n x) \right] \times \]
\[ \times \left[ \sin(\alpha_m y) - \frac{C_n}{\alpha_m} \cos(\alpha_m y) \right] = \]
\[ = \frac{q_s}{D_n \cdot E_m} \times \]
\[ \times \left\{ \sin(\beta_n x_2) - \sin(\beta_n x_1) - \frac{B_n}{\beta_n} \left[ \cos(\beta_n x_2) - \cos(\beta_n x_1) \right] \right\} \times (B.67) \]
\[ \times \left\{ \sin(\alpha_m y_2) - \sin(\alpha_m y_1) - \frac{C_n}{\alpha_m} \left[ \cos(\alpha_m y_2) - \cos(\alpha_m y_1) \right] \right\} \]

From Eqs. (B.58), combined with Eq. (B.66), we have:

\[ w_1(z) = \begin{cases} 0 & z < d_{HS} \\ \frac{G_{nn}}{\gamma_{nn} k} \sinh(\gamma_{nn} d_{HS}) & z \geq d_{HS} \end{cases} \]

\[ w_2(z) = \begin{cases} 0 & z < d_{HS} \\ -\frac{G_{nn}}{\gamma_{nn} k} \cosh(\gamma_{nn} d_{HS}) & z \geq d_{HS} \end{cases} \]
Substituting Eqs. (B.68) and (B.69) into Eqs. (B.56) and (B.64), we have:

\[
\begin{align*}
\gamma_0 & \sinh (\gamma_{nm} (d_{HS} - z)) & z < d_{HS} \\
\gamma_0 & \sinh (\gamma_{nm} (d_{HS} - z)) & z \geq d_{HS}
\end{align*}
\]  

(B.70)

\[
A_{nm} = \frac{G_{nm}}{\gamma_{nm}} \times \frac{k\gamma_{nm} \cosh (\gamma_{nm} (d_{HS} - d_I)) + h_z \sinh (\gamma_{nm} (d_I - d_{HS}))}{k\gamma_{nm} \sinh (\gamma_{nm} d_I) + h_z \cosh (\gamma_{nm} d_I)}
\]  

(B.71)

Finally, we can evaluate the expression of \( Z_{nm} (z) \) by substituting Eqs. (B.70) and (B.71) into Eq. (B.63).

### B.2 VHS case

Assuming, also in this case, a uniform dissipation within the heat generating region, Eq. (B.51) becomes:

\[
g(x, y, z) = q_v \cdot p(x) q(y) r(z)
\]  

(B.72)

where:

\[
p(x) = q(y) = r(z) = \begin{cases} 1 & \forall (x, y): \begin{cases} x_1 \leq x \leq x_2 \\ y_1 \leq y \leq y_2 \\ z_1 \leq z \leq z_2 \end{cases} \\ 0 & \text{elsewhere} \end{cases} \]  

(B.73)

Substituting Eq. (B.73) into Eq. (B.53) combined with Eqs. (B.40) and (B.42), it is straightforward to obtain:
\[ G_{nn} = \frac{1}{D_n E_m} \times \]
\[ \times \left\{ \sin(\beta_n x_2) - \sin(\beta_n x_1) - \frac{B_n}{\beta_n} \left[ \cos(\beta_n x_2) - \cos(\beta_n x_1) \right] \right\} \times \ (B.74) \]
\[ \times \left\{ \sin(\alpha_m y_2) - \sin(\alpha_m y_1) - \frac{C_m}{\alpha_m} \left[ \cos(\alpha_m y_2) - \cos(\alpha_m y_1) \right] \right\} \]

Combining Eqs. (B.58) with Eq. (B.73) yields:

\[ w_1(z) = \begin{cases} 0 & z < z_1 \\ \frac{G_{nn}}{\gamma_{nn}^2 k} \left[ \cosh(\gamma_{nn} z) - \cosh(\gamma_{nn} z_1) \right] & z_1 \leq z \leq z_2 \quad (B.75) \\ \frac{G_{nn}}{\gamma_{nn}^2 k} \left[ \cosh(\gamma_{nn} z_2) - \cosh(\gamma_{nn} z_1) \right] & z > z_2 \end{cases} \]

\[ w_2(z) = \begin{cases} 0 & z < z_1 \\ -\frac{G_{nn}}{\gamma_{nn}^2 k} \left[ \sinh(\gamma_{nn} z) - \sinh(\gamma_{nn} z_1) \right] & z_1 \leq z \leq z_2 \quad (B.76) \\ -\frac{G_{nn}}{\gamma_{nn}^2 k} \left[ \sinh(\gamma_{nn} z_2) - \sinh(\gamma_{nn} z_1) \right] & z > z_2 \end{cases} \]

Substituting Eqs. (B.75) and (B.76) into Eqs. (B.56) and (B.64), we have:

\[ u(z) = \begin{cases} 0 & z < z_1 \\ \frac{G_{nn}}{\gamma_{nn}^2 k} \left\{ 1 - \cosh(\gamma_{nn} (z_1 - z)) \right\} & z_1 \leq z \leq z_2 \quad (B.77) \\ \frac{G_{nn}}{\gamma_{nn}^2 k} \left\{ \cosh(\gamma_{nn} (z_2 - z)) - \cosh(\gamma_{nn} (z_1 - z)) \right\} & z > z_2 \end{cases} \]
Finally, we can evaluate the expression of \( Z_{nm}(z) \) in the VHS case by substituting Eqs. (B.77) and (B.78) into Eq. (B.63).
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Appendix C

The steady-state analytical solution of the heat flow equation: CASE 2

In this Appendix, the steady-state analytical solution of the heat flow equation in the domain with convective boundary conditions at lateral faces and adiabatic top and bottom surfaces is derived via conventional procedures [1].

The problem to be analyzed is shown in Fig. C.1.

![Fig. C.1. Domain under analysis. The boundary conditions are evidenced.](image)

The substrate is assumed to be a rectangular parallelepiped defined by:

\[ 0 \leq x \leq W \quad 0 \leq y \leq L \quad 0 \leq z \leq d_i \]  \hspace{1cm} (C.1)

As concerns the heat source, both the cases of a rectangular indefinitely thin heat source (THS) embedded within the silicon domain and of a volumetric heat source (VHS) shaped as a rectangular parallelepiped are discussed. The heat source is defined by:

\[ x_1 \leq x \leq x_2 \quad y_1 \leq y \leq y_2 \]  \hspace{1cm} (C.2)
and $z_1 \leq z \leq z_2$ in the VHS case, while in the THS case it is assumed to be placed at depth $z = d_{HS}$.

As can be seen in Fig. C.1, the boundary conditions are of 3rd kind [Eq. (A.21)] at all lateral surfaces ($x = 0, W$ and $y = 0, L$) while at $z = 0$ and $z = d_t$, boundary conditions of 2nd kind [Eq. (A.20)] are assumed:

\[
\pm k \frac{\partial T(\vec{r})}{\partial x} \bigg|_{x=W, x=0} + h_{i,y} T(\vec{r}) \bigg|_{y=0, y=L} = h_{i,y} T_{AMB} \quad i = W, 0 \quad (C.3)
\]

\[
\pm k \frac{\partial T(\vec{r})}{\partial y} \bigg|_{y=L, y=0} + h_{j,x} T(\vec{r}) \bigg|_{x=0, x=W} = h_{j,x} T_{AMB} \quad j = L, 0 \quad (C.4)
\]

\[
\frac{\partial T(\vec{r})}{\partial z} \bigg|_{z=d_t, z=0} = 0 \quad (C.5)
\]

If we consider:

\[
\vartheta(\vec{r}) = T(\vec{r}) - T_{AMB} \quad (C.6)
\]

Eq. (A.13) reduces to:

\[
\nabla^2 \vartheta(\vec{r}) + \frac{g(\vec{r})}{k} = 0 \quad (C.7)
\]

and Eqs. (C.3)-(C.5) become:

\[
\pm k \frac{\partial \vartheta(\vec{r})}{\partial x} \bigg|_{x=W, x=0} + \vartheta(\vec{r}) \bigg|_{x=W, x=0} = 0 \quad i = W, 0 \quad (C.8)
\]

\[
\pm k \frac{\partial \vartheta(\vec{r})}{\partial y} \bigg|_{y=L, y=0} + \vartheta(\vec{r}) \bigg|_{y=0, y=L} = 0 \quad j = L, 0 \quad (C.9)
\]

\[
\frac{\partial \vartheta(\vec{r})}{\partial z} \bigg|_{z=d_t, z=0} = 0 \quad (C.10)
\]

We assume that $\vartheta(\vec{r})$ can be expressed as a product of a function of $x$, a function of $y$, and a function of $z$: 
\[ \mathcal{G}(\vec{r}) = X(x)Y(y)Z(z) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x)Y_m(y)Z_{nm}(z) \] (C.11)

where the unknown functions \( X_n(x) \) and \( Y_m(y) \) are solutions of one-dimensional problems (B.19) and (B.20).

Therefore (see Appendix B), we have:

\[ X_n(x) = \frac{\beta_n \cos(\beta_n x) + B_1 \sin(\beta_n x)}{D_n} \] (C.12)

\[ Y_m(y) = \frac{\alpha_m \cos(\alpha_m y) + C_1 \sin(\alpha_m y)}{E_m} \] (C.13)

where:

- \( B_1 = \frac{h_{x0}}{k} \) (C.14)
- \( B_2 = \frac{h_{y0}}{k} \) (C.15)
- \( \beta_n \) are the positive eigenvalues of:
  \[ \tan(\beta_n \cdot W) = \frac{\beta_n (B_1 + B_2)}{\beta_n^2 - B_1 B_2} \] (C.16)
  \[ D_n = \left[ \frac{\beta_n^2 + B_1^2}{2} \left( W + \frac{B_2}{\beta_n^2 + B_2^2} \right) + B_1 \right]^{1/2} \] (C.17)
- \( C_1 = \frac{h_{y0}}{k} \) (C.18)
- \( C_2 = \frac{h_{x0} / k}{} \) (C.19)
- \( \alpha_m \) are the positive eigenvalues of:
  \[ \tan(\alpha_m \cdot L) = \frac{\alpha_m (C_1 + C_2)}{\alpha_m^2 - C_1 C_2} \] (C.20)
  \[ E_m = \left[ \frac{\alpha_m^2 + C_1^2}{2} \left( L + \frac{C_2}{\alpha_m^2 + C_2^2} \right) + C_1 \right]^{1/2} \] (C.21)

By assuming, as in Appendix B, that \( g(\vec{r}) \) can be expressed as a product of a function of \( x \), a function of \( y \), and a function of \( z \):

\[ g(\vec{r}) = p(x)q(y)r(z) \] (C.22)

and defining:
\( \gamma_{nm}^2 = \beta_m^2 + \alpha_m^2 \) \hspace{1cm} (C.23)

\[ G_{nm} \triangleq \int_0^L p(x)X_n(x)dx \int_0^L q(y)Y_m(y)dy \] \hspace{1cm} (C.24)

\( Z_{nm}(z) \) becomes the solution of the following one-dimensional problem:

\[ \begin{cases}
  \frac{d^2 Z_{nm}(z)}{dz^2} - \gamma_{nm}^2 Z_{nm}(z) = -\frac{1}{k} G_{nm} \cdot r(z) & (i) \\
  \frac{dZ_{nm}(z)}{dz} \bigg|_{z=0} = 0 & (ii) \\
  \frac{dZ_{nm}(z)}{dz} \bigg|_{z=d_i} = 0 & (iii)
\end{cases} \] \hspace{1cm} (C.25)

where:

\[ Z_{nm}(z) = Z_{nm0}(z) + u(z) \] \hspace{1cm} (C.26)

and:

\[ Z_{nm0}(z) = A_{nm} \cosh(\gamma_{nm} z) + B_{nm} \sinh(\gamma_{nm} z) \] \hspace{1cm} (C.27)

\[ u(z) = w_1(z) \cosh(\gamma_{nm} z) + w_2(z) \sinh(\gamma_{nm} z) \] \hspace{1cm} (C.28)

with:

\[ w_1(z) = \frac{G_{nm}}{k_i} \int_0^z \sinh(\gamma_{nm} \zeta) \frac{r(\zeta)}{\gamma_{nm}} d\zeta \] \hspace{1cm} (C.29)

\[ w_2(z) = -\frac{G_{nm}}{k_i} \int_0^z \cosh(\gamma_{nm} \zeta) \frac{r(\zeta)}{\gamma_{nm}} d\zeta \] \hspace{1cm} (C.30)

Also in this case, \( A_{nm} \) and \( B_{nm} \) can be determined by satisfying the boundary conditions at surfaces \( z = 0 \) and \( z = d_i \).

From Eq. (C.25)(ii), we have:

\[ \frac{dZ_{nm}(z)}{dz} \bigg|_{z=0} = 0 \Rightarrow B_{nm} = 0 \]
so that Eq. (C.26) becomes:

\[ Z_{nm}(z) = A_{nm} \cosh(\gamma_{nm}z) + u(z) \]  \hspace{1cm} (C.31)

Combining Eq. (C.25)(iii) with Eq. (B.62) leads to:

\[ \frac{dZ_{nm}(z)}{dz} \bigg|_{z=d_i} = 0 \Rightarrow A_{nm} \frac{d}{dz} \left[ \cosh(\gamma_{nm}z) \right] \bigg|_{z=d_i} + \frac{du(z)}{dz} \bigg|_{z=d_i} = 0 \Rightarrow \]

\[ \Rightarrow A_{nm} \gamma_{nm} \sinh(\gamma_{nm}d_i) + \frac{du(z)}{dz} \bigg|_{z=d_i} = 0 \Rightarrow \]

\[ \Rightarrow A_{nm} = -\frac{w_1(d_i) \sinh(\gamma_{nm}d_i) + w_2(d_i) \cosh(\gamma_{nm}d_i)}{\sinh(\gamma_{nm}d_i)} \]  \hspace{1cm} (C.32)

### C.1 THS case

Assuming a uniform dissipation within the heat generating region in Eq. (C.22) we have:

- \( p(x)q(y) = \begin{cases} 
q_s & \forall (x, y): x_1 \leq x \leq x_2 \\
0 & \text{elsewhere} 
\end{cases} \) \hspace{1cm} (C.33)

- \( r(z) = \delta(z - d_{iJS}) \) \hspace{1cm} (C.34)

Substituting Eq. (C.33) into Eq. (C.24) combined with Eqs. (C.12) and (C.13), it is straightforward to obtain:

\[ G_{nm} = \frac{q_s}{D_n \cdot E_m} \times \]

\[ \times \left\{ \sin(\beta_n x_2) - \sin(\beta_n x_1) - \frac{B_n}{\beta_n} \left[ \cos(\beta_n x_2) - \cos(\beta_n x_1) \right] \right\} \times \] \hspace{1cm} (C.35)

\[ \times \left\{ \sin(\alpha_m y_2) - \sin(\alpha_m y_1) - \frac{C_n}{\alpha_m} \left[ \cos(\alpha_m y_2) - \cos(\alpha_m y_1) \right] \right\} \]
From Eqs. (C.29) and (C.30), combined with Eq. (C.34), we have:

\[
\begin{align*}
\frac{\gamma_{nm}}{k}G_{nm} \sinh \left( \gamma_{nm} d_{HS} \right) & \quad z < d_{HS} \\
\frac{\gamma_{nm}}{k}G_{nm} \cosh \left( \gamma_{nm} d_{HS} \right) & \quad z \geq d_{HS}
\end{align*}
\]

(C.36)

\[
\begin{align*}
\frac{\gamma_{nm}}{k}G_{nm} \cosh \left( \gamma_{nm} d_{HS} \right) & \quad z < d_{HS} \\
\frac{\gamma_{nm}}{k}G_{nm} \sinh \left( \gamma_{nm} d_{HS} \right) & \quad z \geq d_{HS}
\end{align*}
\]

(C.37)

Substituting Eqs. (C.36) and (C.37) into Eqs. (C.28) and (C.32), we have:

\[
\begin{align*}
\frac{\gamma_{nm}}{k}G_{nm} \sinh \left[ \gamma_{nm} (d_{HS} - z) \right] & \quad z < d_{HS} \\
\frac{\gamma_{nm}}{k}G_{nm} \cosh \left[ \gamma_{nm} (d_{HS} - z) \right] & \quad z \geq d_{HS}
\end{align*}
\]

(C.38)

\[
\begin{align*}
\frac{\gamma_{nm}}{k}G_{nm} \cosh \left[ \gamma_{nm} (d_{HS} - d_z) \right] - \int \frac{\gamma_{nm}}{k}G_{nm} \sinh \left( \gamma_{nm} d_{HS} \right) \, dz
\end{align*}
\]

(C.39)

Finally, we can evaluate the expression of \(Z_{nm}(z)\) by substituting Eqs. (C.38) and (C.39) into Eq. (C.31).

### C.2 VHS case

Assuming, also in this case, a uniform dissipation within the heat generating region, Eq. (C.22) becomes:

\[
g(x, y, z) = q_v \cdot p(x)q(y)r(z)
\]

(C.40)

where:

\[
\begin{align*}
p(x) = q(y) = r(z) = \begin{cases} 
1 & \forall (x, y) : \begin{cases} x_1 \leq x \leq x_2 \\
y_1 \leq y \leq y_2 \\
z_1 \leq z \leq z_2 
\end{cases} \\
0 & \text{elsewhere}
\end{cases}
\end{align*}
\]

(C.41)
Substituting Eq. (C.41) into Eq. (C.24), combined with Eqs. (C.12) and (C.13), it is straightforward to obtain:

\[
G_{nm} = \frac{1}{D_n \cdot E_m} \times \\
\times \left\{ \sin (\beta_n x_2) - \sin (\beta_n x_1) - \frac{B_1}{\beta_n} \left[ \cos (\beta_n x_2) - \cos (\beta_n x_1) \right] \right\} \times (C.42)
\]

\[
\times \left\{ \sin (\alpha_m y_2) - \sin (\alpha_m y_1) - \frac{C_1}{\alpha_m} \left[ \cos (\alpha_m y_2) - \cos (\alpha_m y_1) \right] \right\}
\]

Combining Eqs. (C.29) and (C.30) with Eq. (C.34), we have:

\[
\begin{cases}
0 & z < z_1 \\
\frac{G_{nm}}{\gamma_{nm}^2 k} \left[ \cosh (\gamma_{nm} z) - \cosh (\gamma_{nm} z_1) \right] & z_1 \leq z \leq z_2 \ (C.43) \\
\frac{G_{nm}}{\gamma_{nm}^2 k} \left[ \cosh (\gamma_{nm} z_2) - \cosh (\gamma_{nm} z_1) \right] & z > z_2
\end{cases}
\]

\[
\begin{cases}
\frac{G_{nm}}{\gamma_{nm}^2 k} \left[ \sinh (\gamma_{nm} z) - \sinh (\gamma_{nm} z_1) \right] & z_1 \leq z \leq z_2 \ (C.44) \\
\frac{G_{nm}}{\gamma_{nm}^2 k} \left[ \sinh (\gamma_{nm} z_2) - \sinh (\gamma_{nm} z_1) \right] & z > z_2
\end{cases}
\]

Substituting Eqs. (C.43) and (C.44) into Eqs. (C.32) and (C.28) yields:

\[
A_{nm} = \frac{G_{nm}}{\gamma_{nm}^2 k} \frac{\sinh \left[ \gamma_{nm} (z_2 - d_i) \right] - \sinh \left[ \gamma_{nm} (z_1 - d_i) \right]}{\sinh (\gamma_{nm} d_i)} \quad (C.45)
\]
Finally, we can evaluate the expression of $Z_{nm}(z)$ in the VHS case by substituting Eqs. (C.45) and (C.46) into Eq. (C.31).
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Appendix D

The steady-state analytical solution of the heat flow equation: CASE 3

In this Appendix, the steady-state analytical solution of the heat flow equation in the domain with convective boundary conditions at lateral faces, adiabatic top surface and bottom surface adiabatic except for elementary rectangle $R$, that is characterized by a uniform heat flux, is derived via conventional procedures [1].

The problem to be analyzed is shown in Fig. D.1.

\[ 0 \leq x \leq W \quad 0 \leq y \leq L \quad 0 \leq z \leq d_i \quad (D.1) \]

As can be seen in Fig. D.1, no heat is generated within the domain and the boundary conditions are of 3rd kind [Eq. (A.21)] at all lateral surfaces ($x = 0$, $W$ and $y = 0$, $L$), of 2nd kind [Eq. (A.20)] at $z = 0$, while the bottom surface ($z = d_i$) is adiabatic (b.c. of 2nd kind) everywhere except for rectangle $R$, characterized by a uniform outward heat flux:
If we consider:
\[ \theta(\vec{r}) = T(\vec{r}) - T_{AMB} \]  

Eq. (A.14) reduces to:
\[ \nabla^2 \theta(\vec{r}) = 0 \]  

and Eqs. (D.2)-(D.5) become:
\[ \pm k \frac{\partial \theta(\vec{r})}{\partial x} \bigg|_{y=0} + h_{yi} \theta(\vec{r}) \bigg|_{y=0} = 0 \quad i = W, 0 \]  

\[ \pm k \frac{\partial \theta(\vec{r})}{\partial y} \bigg|_{y=0} + h_{ij} \theta(\vec{r}) \bigg|_{y=0} = 0 \quad j = L, 0 \]  

\[ \frac{\partial \theta(\vec{r})}{\partial z} \bigg|_{z=0} = 0 \]  

\[ -k \frac{\partial \theta(\vec{r})}{\partial z} \bigg|_{z=d_i} = \begin{cases} 0 & \text{elsewhere} \\ \forall (x, y, z): & x_0 \leq x \leq x_F, \\ & y_0 \leq y \leq y_F \end{cases} \]
Analogously to the treatments reported in the previous Appendixes, we assume that \( \vartheta(\vec{r}) \) can be expressed as a product of a function of \( x \), a function of \( y \), and a function of \( z \):

\[
\vartheta(\vec{r}) = X(x)Y(y)Z(z) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x)Y_m(y)Z_{nm}(z)
\]

(D.12)

where \( X_n(x) \) and \( Y_m(y) \) are solutions of one-dimensional problems (B.19) and (B.20).

Therefore (see Appendix B), we have:

\[
X_n(x) = \frac{\beta_n \cos(\beta_n x) + B_n \sin(\beta_n x)}{D_n}
\]

(D.13)

\[
Y_m(y) = \frac{\alpha_m \cos(\alpha_m y) + C_m \sin(\alpha_m y)}{E_m}
\]

(D.14)

where:

\checkmark \quad B_n = h_{s0}/k

(D.15)

\checkmark \quad B_n = h_{sW}/k

(D.16)

\checkmark \quad \beta_n \text{ are the positive eigenvalues of:}

\[
\tan(\beta_n, W) = \frac{\beta_n (B_1 + B_2)}{\beta_n^2 - B_1B_2}
\]

(D.17)

\checkmark \quad D_n = \left[ \frac{\beta_n^2 + B_1^2}{2} \left( W + \frac{B_2}{\beta_n^2 + B_2^2} \right) + \frac{B_1}{2} \right]^{1/2}

(D.18)

\checkmark \quad C_1 = h_{v0}/k

(D.19)

\checkmark \quad C_2 = h_{vW}/k

(D.20)

\checkmark \quad \alpha_m \text{ are the positive eigenvalues of:}

\[
\tan(\alpha_m, L) = \frac{\alpha_m (C_1 + C_2)}{\alpha_m^2 - C_1C_2}
\]

(D.21)

\checkmark \quad E_m = \left[ \frac{\alpha_m^2 + C_1^2}{2} \left( L + \frac{C_2}{\alpha_m^2 + C_2^2} \right) + \frac{C_1}{2} \right]^{1/2}

(D.22)

Substituting Eq. (D.12) into Eq. (D.7), and recalling Eqs. (B.46) and (B.47), we have:
\[
\n\nabla^2 g(\vec{r}) = 0 \quad \Rightarrow \quad \nabla^2 \left[ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) Z_{nm}(z) \right] = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \ddot{X}_n(x) Y_m(y) Z_{nm}(z) + \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \dot{X}_n(x) \ddot{Y}_m(y) Z_{nm}(z) + \\
\quad + \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) \dot{Y}_m(y) \ddot{Z}_{nm}(z) = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad - \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left( \beta_n^2 + \alpha_m^2 \right) X_n(x) Y_m(y) Z_{nm}(z) + \\
\quad + \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) \ddot{Z}_{nm}(z) = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) \left[ - \left( \beta_n^2 + \alpha_m^2 \right) Z_{nm}(z) + \ddot{Z}_{nm}(z) \right] = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} X_n(x) Y_m(y) \left[ - \gamma_{nm}^2 Z_{nm}(z) + \ddot{Z}_{nm}(z) \right] = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad \ddot{Z}_{nm}(z) - \gamma_{nm}^2 Z_{nm}(z) = 0 \quad \text{ (D.23)}
\]

where we defined
\[
\gamma_{nm}^2 = \beta_n^2 + \alpha_m^2 \quad \text{ (D.24)}
\]

A general solution of Eq. (D.23) is:
\[
Z_{nm}(z) = w_{nm} \cosh(\gamma_{nm} z) + d_{nm} \sinh(\gamma_{nm} z) \quad \text{ (D.25)}
\]

From Eq. (D.10) combined with Eq. (D.25), one obtains:
\[
\left. \frac{dZ_{nm}(z)}{dz} \right|_{z=0} = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad w_{nm} \gamma_{nm} \sinh(\gamma_{nm} z) \bigg|_{z=0} + d_{nm} \gamma_{nm} \cosh(\gamma_{nm} z) \bigg|_{z=0} = 0 \quad \Rightarrow \\
\quad \Rightarrow \quad d_{nm} \gamma_{nm} = 0 \quad \Rightarrow \quad d_{nm} = 0 \quad \text{ (D.26)}
\]

so that Eq. (D.25) becomes:
\[
Z_{nm}(z) = w_{nm} \cosh(\gamma_{nm} z) \quad \text{ (D.27)}
\]
where coefficients \( w_{nm} \) can be evaluated so as to satisfy the boundary condition (D.11).

Let us define the function \( F(x,y) \) as:

\[
F(x,y) = \frac{\partial \vartheta(x,y)}{\partial z} = \begin{cases} \frac{-f}{k} & \forall (x,y) : x_0 \leq x \leq x_F, \ \ y_0 \leq y \leq y_F \\ 0 & \text{elsewhere} \end{cases}
\]

and assume that \( F(x,y) \) can be expressed as a linear combination, by means of suitable coefficients \( F_{nm} \), of the products of eigenfunctions \( X_n(x)Y_m(y) \):

\[
F(x,y) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} F_{nm} X_n(x)Y_m(y)
\]

where coefficients \( F_{nm} \) are to be evaluated.

Multiplying Eq. (D.29) by \( X_i(x)Y_j(y) \) and integrating in \( x \) and \( y \) over [0, \( W \)] and [0, \( L \)], respectively, we have:

\[
\int_{0}^{W} \int_{0}^{L} X_i(x)Y_j(y) F(x,y) \, dx \, dy = F_{ij}
\]

where we accounted for the orthonormality of \( X_n(x) \) and \( Y_m(y) \).

Substituting Eq. (D.28) into Eq.(D.30):

\[
F_{ij} = \frac{-f}{k} \int_{x_0}^{x_F} \int_{y_0}^{y_F} X_i(x)Y_j(y) \, dx \, dy = \frac{-f}{k} \int_{x_0}^{x_F} X_i(x) \, dx \int_{y_0}^{y_F} Y_j(y) \, dy
\]

which can be rewritten in the form:

\[
F_{nm} = \frac{-f}{k} \int_{0}^{x_F} X_n(x) \, dx \int_{0}^{y_F} Y_m(y) \, dy
\]

Substituting Eqs. (D.13) and (D.14) into Eq. (D.31) yields:
\[ F_{nm} = -\frac{f}{kD_nE_m} \times \]
\[ \times \left\{ \sin(\beta_n x) - \sin(\beta_n x_0) - \frac{B_n}{\beta_n} \left[ \cos(\beta_n x) - \cos(\beta_n x_0) \right] \right\} \times \quad (D.32) \]
\[ \times \left\{ \sin(\alpha_m y) - \sin(\alpha_m y_0) - \frac{C_m}{\alpha_m} \left[ \cos(\alpha_m y) - \cos(\alpha_m y_0) \right] \right\} \]

Therefore the function \( F(x, y) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} F_{nm} X_n(x) Y_m(y) \) is totally known.

Substituting Eqs. (D.29) and (D.12) combined with Eqs. (D.32) and (D.27) into Eq. (D.28), we have:

\[ F(x, y) = \frac{\partial \vartheta(\vec{r})}{\partial z} \bigg|_{z=d_i} \Rightarrow \]
\[ \Rightarrow \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} F_{nm} X_n(x) Y_m(y) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{dZ_{nm}(z)}{dz} \bigg|_{z=d_i} \Rightarrow \]
\[ \Rightarrow F_{nm} = w_{nm} \gamma_{nm} \sinh(\gamma_{nm} d_i) \Rightarrow \]
\[ \Rightarrow w_{nm} = \frac{F_{nm}}{\gamma_{nm} \sinh(\gamma_{nm} d_i)} \quad (D.33) \]

Finally, substituting Eq. (D.33) into Eq. (D.27), the expression of functions \( Z_{nm}(z) \) can be evaluated:

\[ Z_{nm}(z) = \frac{F_{nm}}{\gamma_{nm} \sinh(\gamma_{nm} d_i)} \cosh(\gamma_{nm} z) \quad (D.34) \]

where \( F_{nm} \) are given by Eq. (D.32).
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Appendix E

The steady-state analytical solution of the heat flow equation: CASE 4

In this Appendix, the steady-state analytical solution of the heat flow equation in a laterally infinite domain with isothermal bottom surface at ambient temperature and top surface adiabatic everywhere except for elementary rectangle $R$, where a uniform inward flux is assumed, is derived through the effective approach adopted in e.g., [1]-[3].

The problem to be analyzed is shown in Fig. E.1.

First, the simplified problem of an infinite homogeneous medium with a THS coinciding with the elementary rectangle $R$ and dissipating a power density equal to $f$ is considered (Fig. E.2). Therefore, at this step we do not account for the boundary conditions at the top and bottom surfaces.
The expression of the temperature field within this infinite domain is evaluated by integrating the contribution due to an elementary source over the rectangle $R$ [3]:

$$
\vartheta_0(x, y, z) = \frac{f}{2 \cdot \pi \cdot k} \left[ \psi(\delta x_f, \delta y_f, z) - \psi(\delta x_f, \delta y_0, z) - \psi(\delta x_0, \delta y_f, z) + \psi(\delta x_0, \delta y_0, z) \right] \quad (E.1)
$$

where:

$$
\psi(\delta x, \delta y, z) = -\delta z \cdot \arctan \frac{\delta x \cdot \delta y}{\delta z \cdot \sqrt{\delta x^2 + \delta y^2 + z^2}} + \\
+\delta x \cdot \log \left[ \frac{\delta y + \sqrt{\delta x^2 + \delta y^2 + z^2}}{\sqrt{\delta x^2 + \delta y^2 + z^2}} \right] + \\
+\delta y \cdot \log \left[ \frac{\delta x + \sqrt{\delta x^2 + \delta y^2 + z^2}}{\sqrt{\delta x^2 + \delta y^2 + z^2}} \right] \quad (E.2)
$$

being $\delta x_i = x - x_i$, and $\delta y_i = y - y_i$.

Subsequently, the method of images (i.e., the adoption of vertical fictitious mirror sources) can be invoked to satisfy the adiabatic condition at the top surface (except for rectangle $R$, where a nonzero uniform inward flux $f$ is present) and the isothermal condition at the bottom face. In particular, accounting for one additional source geometrically coinciding with the “real” one (i.e., rectangle $R$) ensures that the adiabatic condition at the upper surface is satisfied (Fig. E.3).
Fig. E.3. Image method: a semi-infinite space with adiabatic top surface is analyzed.

The temperature distribution generated by the superposition of the two (real and fictitious) sources in the resulting semi-infinite space is expressed in a closed form and is given by:

\[ \vartheta(x, y, z) = \frac{f}{2 \cdot \pi \cdot k} \times \left[ \psi(\delta x_f, \delta y_f, \delta z) - \psi(\delta x_f, \delta y_0, \delta z) \right. \]
\[ \left. - \psi(\delta x_0, \delta y_f, \delta z) + \psi(\delta x_0, \delta y_0, \delta z) \right] \]  \hspace{1cm} (E.3)

Then, if an isothermal boundary condition at the bottom surface is forced, another negative source must be added (Fig. E.4a). Finally, in order to take into account both the adiabatic boundary condition at the top surface and the isothermal one at the bottom, a series of vertical fictitious mirror sources can be added (Figs. E.4b and c) [2], [3]. The \( p \)th-order solution is given by:

\[ \vartheta_{2,f}(x, y, z) = \sum_{v=1}^{p} \left[ (-1)^{v-1} \cdot \vartheta_{20}(x, y, z + 2 \cdot (v-1) \cdot H) + (-1)^{v} \cdot \vartheta_{20}(x, y, z - 2 \cdot v \cdot H) \right] \]  \hspace{1cm} (E.4)

being \( H \) the thickness of domain.
Appendix E

Fig. E.4. Image method. (a) Two image sources: the isothermal b.c. at bottom surface is satisfied. (b) Three image sources: the adiabatic b.c. at top surface is satisfied. (c) N image sources: both the adiabatic and isothermal b.c. are satisfied at top and bottom surfaces, respectively.
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Appendix F

The Kirchhoff transform

In semiconductor materials (e.g., Si) the thermal conductivity $k$ is dependent on temperature. In order to account for this effect, that makes the heat flow equation nonlinear [see Eq. (A.10)], the so-called Kirchhoff Transform [1]-[3] can be effectively invoked.

By means of this approach, the heat flow problem can be linearized and the actual temperature rises can be easily related with the ones evaluated by considering a temperature-insensitive thermal conductivity.

Let us define the linearized temperature:

$$ U(T) = \int_{T_0}^{T} \frac{k(T)}{k_0} d\tau $$  \hspace{1cm} (F.5)

where $k_0=k(T_0)$ and $T_0$ is a reference temperature.

As we will see, $U$ is called linearized temperature because it is the solution of the linear differential equation of the heat flow [Eq. (A.11)].

From Eq. (F.5) we have:

$$ \nabla U = \frac{dU}{dT} \nabla T = \frac{k(T)}{k_0} \nabla T \quad \Rightarrow \quad \nabla T = \frac{k_0}{k(T)} \nabla U $$  \hspace{1cm} (F.6)

Substituting Eq. (F.6) into the nonlinear term $\nabla \cdot \left[ k(T) \cdot \nabla T \right]$ yields:

$$ \nabla \cdot \left[ k(T) \cdot \nabla T \right] = k_0 \nabla^2 U $$  \hspace{1cm} (F.7)

so that the linearized temperature $U$ can be regarded as the solution of the linear heat equation in the ideal case of a thermal conductivity independent of temperature and equal to its actual value $k_0$ at the reference temperature $T_0$. 
Let us see now, how we can relate the linearized temperature $U$ to the actual one $T$.

The temperature-dependence of thermal conductivity is often expressed as:

$$k(T) = k(T_0) \left( \frac{T}{T_0} \right)^m$$  \hspace{1cm} (F.8)

For silicon, by assuming $T_0 = 300$ K, we can consider $k(T_0) = 1.4 \times 10^{-4}$ W/μm K, and $m = 4/3$.

Substituting Eq. (F.8) into Eq. (F.5), we obtain:

$$U(T) = \int_{T_0}^{T} \left( \frac{r}{T_0} \right)^m d\tau = \frac{T_0^m}{1-m} \left[ \left( \frac{r}{T_0} \right)^m \right]_{T_0}^{T} = \frac{T_0^m}{1-m} \left[ T^{1-m} - T_0^{1-m} \right] =$$

$$= \frac{T_0}{m-1} \left[ 1 - \left( \frac{T}{T_0} \right)^{1-m} \right]$$  \hspace{1cm} (F.9)

Eq. (F.9) allows evaluating the actual temperature $T$ from the linearized temperature $U$:

$$T = T_0 \left[ 1 - \left( \frac{m-1}{T_0} \right)^{1-m} U \right]$$  \hspace{1cm} (F.10)
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