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Chapter 1

Introduction

1.1 General

Aircraft design is a very complex process becauseersl
disciplines are involved at the same time: aeronyos,
structures, performances, propulsion, costs.

AERODYNAMICS GROUP

ELECTRICAL GROUP

Fig. 1 Some of the disciplines involved in aircraftlesign.
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From this point of view, the real aircraft is a qmomise
between several requirements, often each confljatith each
other.

An important consequence of this research of a good
compromise, is that, in general, the overall degigptess is a
succession of blocks, each one connected with rbloreks;
this means that it is not easy to decide when teede” a
configuration.

It is possible to find this block structure alsodiesign of single
components. In the case for example, of airfoiligtesthe
designer should take into account airfoil's aeragic
requirements, aircraft performances requirementsd an
feasibility requirements (Fig. 2).

| Preliminary Airfoil Selection |

:I Geometric M odifications

v

Airfoil aerodynamic
performance check

v
—| Aircraft performance check |

1
Feasibility check

— |
|

S

final airfoil

Fig. 2 Sequential block structured design loop; "Eay-fly" project.
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The main goal of the present research is to profjwsasage of
numerical optimization concepts as a new approachifcraft
design and investigate the potentialities of tlea/ mpproach.
Numerical optimization is the mathematical formidatof the
optimum-finding problem; more in general, numerical
optimization is central to any problem involving cg&on
making, whether in engineering or in economics. Tdsk of
decision making entails choosing between variotesradtives.
This choice is governed by our desire to make thest”
decision. In this sense, numerical optimization banapplied
also in design problems.

With reference at the previous example, from cohedpoint
of view, by applying numerical optimization apprbait is
possible to pass from a sequential design scheraalifferent
scheme in which any requirement and constrainbisidered
at the same time. In this way, the “optimal’ geamyethould
be closer to the final, “ready-to-construction” guat.

Initial Optimization /"""’ T
geometry Process ~—
ﬁ final airfoil

- - ™
Degrees of Objec?ive CorsmEis
frggdor_ﬂ Fu ncthn check
modification Evaluation

aerodynamic constraints

performance «Aerodynamic

«Aircraft constraints

performance *Feasibility
constraints

Fig. 3 Numerical optimization usage design loop.
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The main advantages of this approach are eviderily,
opportunity to reduce design time and developmestsc This
is because any kind of parameters regarding thailaor more
in general the aircraft and any kind of constraarts taken into
account during the same block of optimization psscén other
words, by using this approach it is possible todemsate
several steps in one step only.

In order to “build” an optimization process, sevengredients
are necessary:

» choice of optimization method
» choice of parameterization

» evaluation of objective function
* choice of constraints

In the present thesis the attention is focused evndynamic
and performances aspects of the aircraft design, the
approach is very versatile and easy to adapt téerdiit
contexts.

1.2 Summary of Proposed Work

As outlined in the previous paragraph, in ordefloild” an

optimization process, several ingredients shoulddesloped.
The first one of these ingredients is the choice tlo¢

optimization method. In the first part of the preseork, an
investigation about the different optimization nuath
developed during years is performed. This is dagwabse, in
dependence of the practical problem to solve, dicodar

optimization method can work better than anothe. dn this
context, the concept of better working is not aalgroblem in
terms of elapsed time to obtain the optimum, budohcerns
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the validity of the optimum configuration. This estigation is
the topic of the next chapter.

The rest of the research is developed in two differand
independent sections. In the first one, numeripéihazation is
applied to airfoil design problem; in the secondtiea,
numerical optimization is applied to lifting surésc design
problem.

In the third chapter of this work, the use of nuicedr
optimization for airfoil design problem is invesiigd; in
particular, both the shape and the position betweements
are used as degrees of freedom. The problems dednedh
the choice of geometrical parameterization and tcaimss have
been studied. In particular, several geometrical
parameterizations have been considered and compared
Different constraints, both geometrical and aeraayic, have
been implemented.

The fourth chapter is dedicated to lifting surfadesign. Here,
the work is focused on the development of a newderamic
solver, based on a new generalized formulatiomefRrandtl’s
lifting line theory. This formulation is deeply dgmed and
validated through a lot of numerical examples inalvh both
conventional and non conventional configuratioresised.

In both two chapters, a lot of importance is giventhe
practical use of numerical optimization to desigriods and
lifting surface.

At the end of the thesis, in appendix A, some maltlons are
present.
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Chapter 2

Numerical Optimization Methods

2.1 Basic Optimization Mathematical
Formulation
In the most general sense, numerical optimizatmues the

nonlinear, constrained problem to find the set @bsign
variables, X i=1, N, contained in vectof, that will
minimize F (X) eql

subjects to:

g;(X)=0 j=1M eq2
h (X)=0 k=1L eq3
XfsX <X j=1N eq 4

Eql defines the objective function which dependshenvalues
of the design variable¥X. Equations 2 and 3 are inequality and
equality constraints respectively, and equationefinds the
region of search for the minimum. The bounds defifoy
equation 4 are referred to as side constraints.
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2.2 Choice of Optimization Method

During years, a lot of optimization methddé have been
proposed and developed, often starting from thealet
concepts and logics very far each from each other.

In general it is very difficult to state which methis the best
because each one has several advantages and, attigaam
disadvantages; just referring to a particular aggpion, or
problem, it is possible to operate this choice.

In this section, a brief overview of the most paul
optimization methods is provided.

2.2.1 Gradient-Based Algorithms

Gradient-based (GB) search methods are a category of
optimization techniques that use the gradient ef dbjective
function to find an optimal solution. Each iterati@f the
optimization algorithm adjusts the values of thecisien
variables so that the simulation behaviour produzdswer
objective function value. Each decision variablehsanged by
an amount proportionate to the reduction in obyectunction
value. GB searches are prone to converging on lodaima
because they rely solely on the local values ofdhgctive
function in their search. They are best used or-beflaved
systems where there is one clear optimum. GB methat
work well in high-dimensional spaces provided thepaces
don’'t have local minima. Frequently, additional dimsions
make it harder to guarantee that there are not focama that
could trap the search routine. As a result, asdihgensions
(parameters) of the search space increases, thplexdty of
the optimization technique increases.

2.2.2 Response Surface Methodology

Response surface methodoldgRSM) is a statistical method
for fitting a series of regression models to thepat of a
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simulation model. The goal of RSM is to construétactional
relationship between the decision variables andotitput to
demonstrate how changes in the value of decisiorablas
affect the output. RSM is useful at finding the htig
combination of decision variables that will satisgome
specification. Relationships constructed from RS aften
called meta-models. RSM usually consists of a singephase
that eliminates unimportant variables in the sirtiata After
the screening phase, linear models are used td huslurface
and find the region of optimality. Then, seconchwher order
models are run to find the optimal values for deais
variables. Factors that cause RSM to form misleadin
relationships include identifying an incomplete egétecision
variables and failing to identify the appropriatnstraints on
those decision variables.

2.2.3 Genetic Algorithms

Genetic algorithm&* (GA) is a heuristic search method derived
from natural selection and evolution. At the stafta GA
optimization, a set of decision variable solutians encoded as
members of a population. There are multiple waysrioode
elements of solutions including binary, value, aheée
encodings. Crossover and mutation, operators based
reproduction, are used to create the next generaifothe
population. Crossover combines elements of solstionthe
current generation to create a member of the nemémtion.
Mutation systematically changes elements of a swlufrom
the current generation in order to create a membitre next
generation. Crossover and mutation accomplish eaitm of
the search space by creating diversity in the mesnbethe
next generation. One of advantages of GA is thatiphel areas
of the search space are explored to find a globalnmam.
Through the use of the crossover operator, GA argcplarly
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strong at combining the best features from differgiutions
to find one global solution. Through observation tbese
crossover combinations, the user gains insight ahow parts
of the simulation interact.

2.2.4 Simulated Annealing

Simulated annealiflg (SA) provides the user with an
opportunity to combine exploitation and exploration
Exploitation comes from using gradient search, mpe
algorithm that examines the nearby search spacemanes
towards the local minimum. Exploration comes from a
stochastic element of the algorithm that causesatem from
the local minimum to other regions where improvetusons
are possible. The stochastic nature of SA makeslit suited

to find the minimum in systems that at not well &edd. The
amount of randomness is controlled by two pararaetire
initial temperature and cooling rate. The initiaiperature
determines the level of randomness in the algoritimie the
cooling rate determines how quickly the level aidamness
decreases as the number of iterations of the #hgoiincrease.
Because of its exploration capabilty, SA is a good
optimization technique to use where there are gelaumber

of feasible solutions. If the algorithm is left tderate
indefinitely, the temperature slowly decreases,sicay the
amount of exploration to decrease and resultindysoovery of
the global minimum.

Despite of their “just” local high accuracy, gradidased
algorithms have been preferred in the present relsdrecause
of their intrinsic robustness and convergence spkeethe rest
of this chapter, the principles of gradient-baskgrthms are
extensively explained.
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2.3 Gradient-Based Algorithms

2.3.1 The General Idea

In order to explain the principles on which gradibased
algorithms are developed, a practical examplelustiated in
Fig. 4.

THE PHY SICAL PROBLEM

Fig. 4 Simple example of optimization problem.

Two characters stay on the side of a hill and ohthem is
blindfolded. The objective function is to maximizeis
elevation on the hill in order to reach the toghd hill (or stay
very close to the top). In terms of minimizationg wvill
minimize the negative of the elevation soXJE -Elevation.
Remembering this, we can define all mathematicse her
assuming we will minimize ). Also, our character must stay
inside of several fences on the hill. These represhe
inequality constraints.

Mathematically, the negative of the distance franhefence is
the amount by which you satisfy the constraintydlu are
touching a fence, the constraint value is zero. &eber that
you are blindfolded so you can’t see the highesttpon the
hill that is inside the fences. You must somehoarde for this
point. One approach would be to take a small ste¢pe north-
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south direction and another in the east-west domecnd from
that, estimate the slope of the hill. What you hdeee is to
calculate the gradient of the objective functioklévation).
This is a vector direction. The slope is the digettou might
chose to search since this will move you up thé dtilthe
fastest rate. This is called the “search” direction
Mathematically, this gradient of the objectiveeserred to as a
direction of “steepest ascent.” Because we wisimioimize
F(X), we would move in the negative gradient, or “ptes
descent” direction. It is possible to move in thigection until
the crest of the hill is reached or a fence is antered.

THE OPTIMIZATICN PROCESS

2y
- ._! <
- -ra-.-_?d_ -’J'\_- .i.'_'_,.-i"--r\\
e : = .
l"M = f""- (\ = "_'-_FHE,:.,.—'!""‘ \
I:E g o /"F/ . ot R . ‘\.;,:73"\..,.
_:_- = o -'fJ \'\.\H‘\‘ . R "J_._‘_.:"'h}l_
i \\ _,_,-v-:' R a N

Fig. 5 Optimization scheme.. .

With reference at Fig. 5, it is possible to defifeas the initial
position and X as the position at the end of the first iteration.

X'=X%+a'st eq5

Where $ is the search direction at the first iteration arids

the optimal amplitude of movement along direction. By
iterating this procedure, the complete optimizajoocess can
be described.
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2.3.2 The Mathematical Formulation

The optimization problem is a process in which steps are
iteratively performed:

* Find a direction that will improve the objective weh
staying inside the fences.

e Search in this direction until no more improvemea
be made by going in this direction.

About the search direction, this should be an “lesémsible”
direction, where a usable direction is one thatroups the
objective and a feasible direction is one that Wélep you
inside of the fence.

From a mathematical point of view, two conditiom®usld be
satisfied:

OF ()" (5< 0 (usable direction) eq 6
Og, (x)" (5< 0 (feasible direction) eq 7

In order to find the S direction, the left handesaf eq.6 should
be as negative as possible and, at same timeqthelkould be
satisfied.

In other words, there is a sub-optimization tasksédve, in

order to find the S direction.

Minimize: OF ()" [
Subject to:0g; ()" (<0 j=1,

In literature several gradient-based algorithms ehdeen
developed. In the present research some of these lheen
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implemented; in particular, Modified Feasible Diien
(MFD), Sequential Linear Programming (SLP) and ®edal
Quadratic Programming (SQP).

The basic difference between algorithms is the t@ayescribe
the objective function and the constraint functiamrder to
manage non linearity of these functions.

In the MFD algorithm, both objective and constrsirdre
considered with their non linearity. In the SLP althm a
Taylor series approximation to the objective anahst@int
functions are created. Then, this approximatiorused for
optimization instead of the original nonlinear ftinns. When
the optimizer requires the values of the objecéind constraint
functions, these are very easily and inexpensigalgulated
from the linear approximation. Also, since the apmate
problem is linear, the gradients of the objectind aonstraints
are available directly from the Taylor Series exgan. The
same concept is applied for the SQP algorithmt, fasTaylor
series approximation is generated to the objectared
constraint functions. However, instead of minimgirthe
linearized objective, a quadratic approximate dijedunction
is used; the constraints are linearized.

On one hand, the MFD algorithm is more general “ataser”
to the physic problem because it takes into accownt
linearity; on the other hand, the SLP and SQP é&lguos could
be faster because of their approximations. Moraildetan be
found in refs 5,6.
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Chapter 3

Airfoil Design and Optimization

3.1 Introduction

Both in aircraft design and in turbine design, ti®ice of
airfoils is critical because it affects overall gt performance.
Often, anad hocdesigned airfoil is used.

A popular approach to do this is the inverse degeghnique;
this method allows the airfoil geometry to be chdted from
the pressure distribution on the airfoil surface.

The aim of this chapter is to apply numerical ojation
concepts to the airfoil design problem.

In the next two paragraphs fundamental steps of emigal
optimization are detailed explained: the choice of
parameterization and the choice of constraints.

Then, several practical cases of airfoil designprogposed and
solved by using numerical optimization approach.

At the end of this chapter, a comparison betweenapproach
and the more “traditional” inverse design approiagbrovided.

3.2 Geometry Parameterization

One of the most important ingredients in numerical
optimization is the choice of design variables atick
parameterization of our system by using these bkasa

In general, an airfoil is given by its coordinatggically a set

of 150-200 points for panel codes; evidently, ineg possible

to use directly the airfoil's coordinates as designables.
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In order to reduce the number of parameters to iake
account necessary to describe the airfoil’'s shhpe without
geometrical information loss, several ~mathematical
formulations have been proposed in literature.

Some of these formulations are here considerectampared.

In particular, two criteria have been used to eatuthe
formulations: the mathematical descriptive potditis and
the usage complexity from the user’s point of view.

Parameterization Advantages Disadvantages
Hicks-Henne Harmonic expression
e s Few parameters
Not easy user usage
6" degree expression
6" degree Polynomial _ _
Legendre Function expression Not easy inflection
points controllability
3" degree Polynomial Necessity of
Spline Curves expression segmentation to
accurate description
Polynomial
expression
Direct connection
between
parameters and Necessity of
3" degree geometry y
Bezier Curves Easy inflection segmentation to
. accurate description
points
controllability
Easy user usage
Approximant
formulation

Table 1: Comparison between different mathematicalormulations.
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The first criterion takes into account the capéapiof the
formulation to describe and control the airfoil geaBecause
of the use in this context, regularity propertie®rivative
properties and control of inflection points are tatarly
important data to evaluate the potentialities ffrenulation.

The second criterion takes into account the quantit
parameters necessary to describe the curve argktmetrical
meaning of these parameters. The connection between
mathematical formulation and geometrical intergreta is
very important to help the designer to set up tlesigh
variables and to predict, for example, which zoh#he airfoll
will be modified; in this way also local modificatis are
possible.

Advantages and disadvantages for each formulatiom a
summarized in Table 1.

Because of their harmonic expression, just two rpatars
(amplitude and phase) are necessary to manage itkes-H
Henne functions, but, at same time, for the samsom, it is
quite difficult to control the position of inflectn points, their
guantity along the curve and in general to asdignrange of
variation for each parameter.

The main advantage of Legendre function is the rpmiyal
expression, quite easy to manage, but its sixthmedelpads to
the same problems of Hicks-Henne function abouptiesence
and the controllability of several inflection pant

From this point of view third degree Bezier cunaesl splines
are more attractive. At the end of this comparaéivaluation,
the Bezier curves have been chosen as geometry
parameterization; the advantages of this choicexpained in
detail in the next section.
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3.2.1 3" Degree Bezier Curves Properties

In the following equation, the Bernstein expressifna 3
degree Bezier curve is given.

P(t)=P,(1—-t)° +3Rt(1—-t)* +3Pt*(L-t) + Pt® eq 8
Where t is a parameter between 0 and 1.

In order to “build” a Bezier curve, its four coefients B, P,
P, and R are necessary. In this case, these four coeftgimmre
not just numbers, but they represent the coordinafethe
control points of a polygonal domain that contdhres curve.

P P

a) b)

Fig. 6 Examples of Bezier Curve Control Polygon.

By applying this formulation to the problem of aiffgeometry
description this characteristics allows the degigiee easily
control the four coefficients and set the rangevariation for
each one. Here, some other useful properties amgesh

* The two external control points coincide with thegim
and the end of the curve

* The derivates at the begin and the end of the curve
coincide with the directions of the control points
connecting lines

* The curve is inside the convex domain generateithdy
control points
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The last property is particularly interesting infail design
problems because it states that, if the domain insplg
connected, no inflection points will be in the cairfand vice
versa of course). First of all this means thatdbsigner can a
priori decide if he wishes or not, inflection pa@ngresence, but
it means also that in a numerical optimization peob no
special checks are necessary to control the presaric
inflection points; these checks are mandatory fa other
considered approaches.

By moving one of the control points, there will ba effect
along all the curve. In order to allow optimizatsoalso in
localized zones of an airfoil, in the present redea “piece-
wise” usage of Bezier curves is applied; in thig/whze airfoil
geometry is divided in four sectors and an indepah@ezier
curve is used for each sector. With reference gt ¥ the
control points from 1 to 4 cover the first secttire control
points from 4 to 7 the second sector, the contoahtg from 7
to 10 the third one, the control points from 1QL&the fourth
one. The control points 4, 7 and 10 are intersestizetween
different Bezier curves and they should be managed
special way.
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Fig. 7 Piecewise approach example.

3.2.2 3" Bezier Curves Usage in Airfoil Shape
Reconstruction

If the control points are assigned, no problemd Wwé to

generate the airfoil geometry and during an optatian

process this is the way to use Bezier curves. Udljycat

begin of a numerical optimization, it is necess@arknow the
initial values of our degrees of freedom (the coinfroints);

this means that if we decide to use a NACAOO12o#iis

baseline, we need to find the control points toegate the
NACA 0012 airfoil.

This step is very important and a special algorithas been
designed and implemented to do this. In order todate it,

several airfoils have been considered; in the vahg figures

the original shape and the shape generated stdrong the

calculated control points, are compared.

This is also the way to demonstrate that tfed8gree Bezier
curves offer a very general approach to obtain smaafoil

geometries.
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Fig. 8 NACA 0012 airfoil reconstruction (deformed).
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Fig. 9 NACA 4412 airfoil reconstruction (deformed)
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Fig. 11 S1223 airfoil reconstruction (deformed).
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3.2.3 A critical point: the connection between
two Bezier curves

The connection points between two consecutive Bezieves

represent a critical aspect of this proposed agprt@describe
the airfoil geometry. This is due to the fact that,order to

have a smooth geometry, the continuity of the cuave of its

derivates should be guarantee; during an optinoiagirocess,
specially when a gradient based algorithm is use@dn be not
easy to do.

In this section, a possible solution to this prable illustrated
and tested.

The idea is that the connection point between tvezid

curves and the directly connected ones shouldigeeal on the
same straight line; in this way, the connectioe loetween the
control points and its derivates are continuous, aofi

consequence, the airfoil geometry is smooth.

To test this idea, the NACAO012 airfoil has beemsidered
and its control points have been calculated; tla@narbitrary
modification to one of the control points adjacdnt the

intersection between two Bezier curves has beemsety by
using the “MDES” tool of XFoil code, the inviscidebcity

distribution on the airfoil has been calculated.
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‘— modified geometry — modified control points NACA0012

<+ Modified control point
|

Fig. 12 Effect of an arbitrary modification in the position of control
points; no correction.

— modified and corrected geometry -=—modified and corrected control points
— modified geometry ——modified control points
NACA0012
N g .
| e—— Modified control point

Fig. 13 Effect of an arbitrary modification in the position of control
points; correction.
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=t 5

Fig. 14 InV|SC|d pressure dlstrlbutlon without correction; XFoil
calculation.

F|g 15 |nVISCId pressure dlstrlbutlon with correcion; XFoil
calculation.
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From Fig. 14 and Fig. 15 it is evident the positftect of the
proposed correction: after correction there isimegularity or
“noise” in the pressure distribution.

3.3 Choice of Constraints

In airfoil design problems, in order to obtain aaligtic
geometry, several constraints should be taken autount;
some of these are geometrical constraints, sontbese are
aerodynamic constraints.

In the present research, both geometrical and weancic
constraints have been considered and integratedthen
optimization process (Table 2); in this paragrapfescription
for each constraint is provided.

Airfoil Minimum Thickness

Airfoil Maximum Thickness

Geometrical
Constraints

Minimum Gap
Minimum Thickness at specific
location

Minimum CI

Minimum Cmg,

Aerodynamic
Constraints

Cavitation Check
Table 2: Geometrical and aerodynamic constraints.
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3.3.1 Geometrical Constraints

About geometrical constraints, it is possible tesgribe limits
both on the airfoil's maximum thickness and the imum
thickness.

It is also possible to prescribe a lower boundtifi@ minimum
gap; this constraints is very important for twos@as. First of
all, by using this constraint it is possible to\m@et the case in
which, during the design process, there is an swarbetween
upper and lower surface that is clearly an absuvothfthe
practical point of view. By using this constrairitis also
possible to take into account limitations conneciath the
material used for the manufacture of the airfoile.(ithe
minimum thickness needed for correct placemenikoé fand
epoxy matrix in composite materials to guaranteentbicessary
strength).

In order to take into account the presence ofdleéthnk or the
strut inside the wing, it is possible to assign @aimum
thickness at a specific location along the chondthis way is
also possible to take into account structural ol and
weight limitations.

One of the advantages of the Bezier parameterizasidhat
there is a direct connection between mathematiestription
and airfoil geometry. This means that it is possildl manage
the geometrical limitations directly by correctlpcacarefully
prescribing modification ranges for control pointBy
explicitly assigning geometrical constraints, theaim
advantage is that the designer can set the degréesedom in
easier way without strict limitations.

3.3.2 Aerodynamic Constraints

It can be not difficult to manage the geometricatsiraints by
properly setting the degrees of freedom and awoidse the
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use of explicit constraints. In the case of aeradyic

constraints it is more difficult to do.

Both constraints on lift coefficient and moment fficent

have been implemented. Specially for aeronautigpli@ations
the opportunity to control the moment coefficierdncbe
useful.

If we consider the airfoil as part of an airplatiee constraint
on the moment coefficient allows the designer teetnto

account the trim drag of the horizontal plan andjrectly, the
weight of the airplane’s tail zone. This is dudhte fact that, in
order to balance an airfoil with a high negativeciping

moment, stronger equilibrium capabilities will bequired to
the horizontal plan; it means that it will be nesey to
increase the surface of horizontal plan and/odik&nce from
the wing and, in this way, the structural weightllwe

increased.

For marine applications, the cavitation phenomeplay an
important role. Cavitation is defined as the pheeonom of
formation of vapor bubbles of a flowing liquid in ragion

where the pressure of the liquid falls below itpaapressure.
If cavitation occurs on a blade, it can lead to ¢berosion of
the blade.

The parameter that controls the cavitation is theitation

parametero,, defined as:

g, = PP eq9
q
Where:
g is the dynamic pressurp, is the vapour pressure apgl is
the static pressure.
In this work a special constraint takes into ac¢dbe presence
of cavitation and allows the designer to avoid tbatitation

occurs for the prescribed design asset.
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3.4 Objective Function Evaluation

In order to obtain an efficient optimization proseshe
problem regarding the evaluation of objective fiugrctand
aerodynamic constraints cannot be neglected.

In this context, efficiency of the optimization pess means
that the airfoil's aerodynamic characteristics jotti during
the process should be as accurate and realisposssble; this
is because the optimum searching process is aativier
process in which each adjustment along the way raipen
the values predicted in each step. If these vahlres not
consistent with the physics of the problem in ex#me, final
result will be meaningless.

A practical example of these concepts can be theldement
of high lift airfoil. If an inviscid solver is usedhe separation
phenomenon will not be taken into account and ftinal f
geometry will be not realistic.

One of advantages of numerical optimization is ,thiatan
external code is used, this code will be usedrieatimode (the
geometry is prescribed and its aerodynamics isutatkd); this
means that, in principle, every software, both caruial or in
house developed, can be integrated.

v F(X) —
optimizer solver
i 9()

Script file Output file

Fig. 16 Optimizer-solver connection scheme.
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The only limitation is connected with the communiga needs
between the aerodynamic solver and the optimireardier to

preserve the autonomous characteristics of themigztion

process, this communication should be necessarilseimote
way, trough script files usage (Fig. 16).

So, integration means first of all establishing amahaging of
these communications, also providing special chetks
increase the general robustness of the process.

In the present research, three existing numeriodes have
been integrated to evaluate both objective functemd

aerodynamic constraints: XFQIIMSES'*® and the in house
developed TBVOR %13

3.5 Numerical Examples

By implementing the concepts explained in the mesi
paragraphs, a new numerical code, named Optfod, deen
developed and illustrated in Appendix B of the preésvork.

In this section, several practical examples arevigea to

demonstrate the potentialities of the numericalinogation

applied to the airfoil design problem. In each sebtion the
design of a particular airfoil to satisfy specifequirements is
illustrated; for each case time histories and otbetails

regarding the optimization process are provided.

Both single-objective and multi-objective cases sttewn. In
most of these tests the initial geometry (baselirge)the

NACAOQ012 airfoil; this choice is due to the facatlone of the
goals of these tests is to demonstrate that ibismandatory to
use an initial configuration close to the expeaptimum. The
NACAO0012 airfoil is not designed for high lift, Higefficiency

or low drag applications, but, despite of this,yvgood results
have been obtained. All the proposed examples enfermed

on a Intel Centrino CPU@1.7Ghz.
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3.5.1 High Lift Airfoil — Single Point Approach
The aim of this test is to develop an airfoil foglnlift needs; a

classical example of this class of airfoils is ®#&223 airfoil
designed by Self§*>

Fig. 17 S1223 airfoil.

The baseline for this test is the NACAO0012 airfoihe
objective is to maximize the lift coefficient atgle of attack
equal to 10°, with Reynolds number equal to 200800 free
transition. Table 3 summarizes these data.

Objl | Reynolds Number: | 200000
Max | Mach: 0
Cl | Transition: free
Prescribed Asset: a=10°
Table 3: Design parameters.

Fourteen degrees of freedom are used (Fig. 18)dhstraints
are a thickness between 12% and 12.5% referreldetaitfoil
chord and the minimum gap positive.

10
Fig. 18 NACAO0012 baseline and location of degreesfoeedom.

XFoil numerical code is used to evaluate the aerayc
performances of the airfoil.
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Fig. 19 shows the history of the objective functaord Fig. 20
shows the configuration out of trend indicated &5 “

25 T T T T
| | | |
| | | |
5 I A R R e s e s
3
v 1 1 |
| - | |
R SRR EEEEEE A Lo
“‘ I I I I
& . | | + Obj Function Evaluations
o 1 e - — - —— |- ——————— == m—————— === +-=-=-
| | | |
| | | |
: l : :
0-5 T - - - - - - -~ T - T T T T T T T - - - - - - -7 r--- - - - - -~ T 777
T
0 1 1 1 1
0 50 100 150 200
iterations

Fig. 19 Objective Function History.

Fig. 20 Configuration "A".

In Table 4, the initial and the final values of eftjve function
are shown with the information about the elapsexe i

Objective Function

Initial Final Elapsed | Obj Func
Value Value time (sec) Eval.
1.01 211 96 214

Table 4: Optimization results.
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/_ ) ,Nptimal shape
//’ ___________________________________________ _ \81223

e TN

N baseline (NACA0012) ==
Fig. 21 Comparison between the baseline, the fingeometry and the
S1223 airfoil.

Optimal shape
i 81 223

Fig. 22 Comparison between the baseline, the fingeometry and the
S1223 airfoil; trailing edge zone detail.

The optimal configuration is compared with the liaseand
the S1223 geometry (Fig. 21); a comparative nuaekri
analysis in design conditions, between the S122Btla final
geometry, has been performed by using XFoil. THe li
coefficient of S1223 is slightly higher but the mimum drag
coefficient of the optimal configuration is lower.

Optimal
S1223 Shape

Cl (a=109 2.18 211
Cdmin 0.0168 | 0.0144
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Starting from a NACA0012, an airfoil for high liftpplications,
very similar to the S1223 in a very short time #@shbeen
designed.

3.5.2 High Aerodynamic Efficiency Airfoll

In wind turbine and tidal turbine applications, Inig
aerodynamic efficiency (L/D) airfoils are required.

In this paragraph, the design of a high efficierasfoil is
proposed; in particular, both single point and dpaints
approaches are used. In this way, one of the dessilirces of
error by using numerical optimization approachligstrated
and the solution is explained.

In this case the baseline is the G1 airfoil andtien degrees
of freedom are used (Fig. 23); Table 5 shows thsigde
conditions. In this case a minimum thickness of 1496
prescribed and no cavitation should occur.

87 T
9v 10 11
Fig. 23 G1 airfoil and used degrees of freedom.

Initial Airfoil: Gl

Reynolds Number: | 500000.

Mach: 0.

Transition: free

Prescribed Asset: | Cl=1.1

Table 5: Design conditions.

3.5.2.1Single Point Approach

Two geometries have been designed by using the samber
of degrees of freedom but different ranges of Vianma
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The final geometries are shown in the followingufigs and a
comparison in terms of aerodynamic efficiency csnis
illustrated in Fig. 27.

Fig. 24 Optimal shape 1.

Fig. 25 Optimal shape 2.

Fig. 26 GT1 airfoil.

» Final Value
Objective Function: Initial Value - -
Aerodynamic Efficiency Optimal shapel | Optimal shape2
69.4 102.3 133.7
Elapsed time (sec): 36 54
Objective eval. calls: 98 178

Table 6: Optimization results.
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— GT1 — Optimal shape (single point) — Baseline (G1) Optimal shape? (single point) ‘

160 T
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100 +

80

L/D
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0.8 1 1.2 14 1.6 18
Cl

o |
o

0.2 0.4

Fig. 27 Comparison between aerodynamic efficiencyf geometries.

In both two cases, the final geometry representersible
enhancement compared with the initial configuration

In Fig. 27 there is also the aerodynamic efficiemcyve of

another airfoil, named GTL1. This airfoil has beesigned with
the same requirements, but the inverse design itpahrhas
been applied. By comparing the GT1 airfoil with theo

solutions, the optimal shapel is not good as thd,Ghe

optimal shape?2 is better than GT1, but just in espondence
of design conditions. In off-design conditions, tB&1 airfoil

is preferable.

This example leads to an important conclusion; igfigavhen

drag coefficient is used as objective function, theults of
numerical optimization are optimal just in the mmEsed

configuration. Out of these conditions, nothing esasure that
the characteristics are optimal again.

On one hand this is consistent with the formulatainthe

problem because we ask the optimizer to take intmunt a
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specific set of conditions and constraints; we &hewpect that
the solution is optimal just in these conditions.

On the other hand, in general, an airfoil will walso in off-
design conditions; so it can be preferable a swiutgood” (i.e.
GT1) in a wide range of operative conditions indted one
“optimal” (i.e. optimal shape?2) just in a specifoperative
condition.

In order to fix this problem in our approach, sooo&ceptual
correction should be add to our formulation; thes de done
by applying a dual point approach or, more in geher multi-
point approach.

3.5.2.2Multi Point Approach

The main difference between single-point and npoiit
optimization is that several objective functiongl/n several
sets of design conditions are taken into accousaiie time.
From the practical point of view, this approacimigre realistic
because in real design problems more than one rdesig
condition or objective function are involved; oftahese
objective functions are in contrast each one wéitheother.
This means that, in general, it doesn’t exists s optimal
solution, but a *“family” of optimal solutions; eachne
corresponding to a particular compromise betweesigde
conditions.

The most popular way to combine together differ@jective
functions, is a weighted linear combination of &g
objectives. Formerly, the problem is solved as mnglsi
objective problem; for a bi-objective problem:

F(X) =kf, + 1-K)f, eq 10

Wheref; andf, are the single objective functions akds a
parameter between 0 and 1.
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Table 7 summarizes the design conditions of intebesically,
a operative region is specified.

Objl | Reynolds Number: |500000
Max: | Mach: 0
L/D | Transition: free
Prescribed Asset: Cl=0.8
Obj2 | Reynolds Number: | 500000
Max: | Mach: 0
L/D | Transition: free
Prescribed Asset: Cl=1.3
Table 7: Design parameters.

By using the same baseline of single point approaekeral
values of k parameter have been used to take ictouat
different compromise conditions (Table 8).

k L/D L/D Obj | Elaps.
(CI=0.8) | (CI=1.3) | Eval.* | time
(sec)

0 89 134 166 132
0.25 96 130 227 184
0.4 96 126 127 90
0.5 96.4 125 154 107
0.6 91.8 130.6 142 121
0.75 110 80 138 107
1 114 72.6 108 85
Overall time | 826 sec (14min)
Overall calls | 1062 *
* The effective XFoil calls number is double

Table 8: Optimization results.

Some of the optimal geometries are representedhan t
following figures.
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A

Fig. 28 Optimal geometry; k=0.25.

Fig. 29 Optimal geometry; k=0.4.

Fig. 30 Optimal geometry; k=0.5.

(—\\

Fig. 31 Optimal geometry; k=0.6.

By representing all these partial solutions in shene graph, it
is possible to build the Pareto frontier. In thesingeneral case,
the Pareto frontier is the hyper-surface generdigdthe
solutions of partial optimization problems. In dupbint
problems the Pareto frontier is a curve in the lg. 32).
Both looking at Fig. 32 and Fig. 33, it is evide¢hat several
geometries have been obtained with good charatitsras the
GT1 airfoil; the advantage in usage of numericdinjation
approach is the time spent to obtain the geometBgausing
the inverse design approach, around a couple ofshbave
been necessary, instead of 14 minutes, to designGhl
airfoil. More details about the GT1 airfoil desigre available
in Appendix A.
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Fig. 32 Pareto frontier.
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Fig. 33 Aerodynamic efficiency curve; comparison kgveen different
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3.5.3 High Endurance Airfoil for Sailplanes —
Dual Point Approach

An example of this class of airfoils is the SM70itfcal
developed by Selig and Maughrifer The requirements for
this airfoil are in Table 9 and have been used esigd
conditions.

Objl | Reynolds Number: | 3000000
Min: | Mach: 0
Cd | Transition: free
Prescribed Asset: Cl=0.2
Obj2 | Reynolds Number: | 1500000
Min: | Mach: 0
Cd | Transition: free
Prescribed Asset: Cl=1.5
Table 9: Design parameters.

It is required an airfoil that minimizes the dragefficient at
same time in cruise condition (Cl=0.2) and in high
condition (CI=1.5). By using the dual point approad is
necessary to minimize an objective function F gibgreq.10.
The baseline is the NACA0012 and fourteen degrees o
freedom are used. The airfoil thickness should featgr than
16% of the chord and the moment coefficient shd@djreater
than -0.1 in order to limit the trim drag.

Table 10 shows the results for several valudsvadight factor.
The Pareto frontier is illustrated in Fig. 34; heetsame figure
the reference airfoil SM701 is indicated. As we san, all the
designed geometries are dominant compared with SNNa
they have been obtained after a very competitiveraltime
equal to 42 minutes.

Some of these geometries are shown and the georfwatry
k=0.6 and the SM701 are compared.



Table 10: Optimization results for several values fok parameter.

=1.5*10"6

=1.5, Re

cd (Cl

) cd Cd | Obj Func, | Fapsed

(CI=0.2) | (CI=1.5) Eval (sec)
0.3| 0.00626| 0.0105 293 462
0.5| 0.00619| 0.0108 222 656
0.55| 0.00611| 0.0104 311 823
0.6| 0.00592| 0.01273 127 431
0.7| 0.0059 0.05 150 123
elapsed time (min) 42

Total Obj Func evaluations | 1103

* the effective Xfoil calls number is double

‘0 Pareto curve —=— SM701  « NACAOOlG‘
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Fig. 34 Pareto frontier.
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Fig. 35 Final geometry; k=0.3.

Fig. 36 Final geometry: k=0.5.

Fig. 37 Final geometry: k=0.6.

_final shape (k=0.6)

I3

Fig. 38 Comparison between baseline, final geomet(k=0.6) and
SM701.

One of the constraints indicated by Selig and Maughis the
limit on the moment coefficient; each designedalinfespects
the prescribed value. This doesn’'t happens forSlWE01; its
moment coefficient is around -0.12, but the autlamsept this
fact because the SM701 respects the rest of regeits. By
using the numerical optimization approach, it issgble to
obtain several geometries respecting the complete o$
constraints in a competitive time.
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3.5.4 Low-Drag Airfoil — Dual Point Approach

In this case, the objective of the test is to minerof the drag
coefficient in two different conditions, in order tbtain a low
drag airfoil with the characteristic low-drag potke the polar
curve.

The baseline is the NACA0012 and fourteen degrees o
freedom are used (Fig. 18); in this case the onhstraint is
the airfoil thickness not less than 12% of the dhém Table 11
the design conditions are indicated.

Objl | Reynolds Number: | 1000000.
Mach: 0.
Min: Cd | Transition: free
Prescribed Asset: | Cl=0.2
Obj2 | Reynolds Number: | 1000000.
Mach: 0.
Min: Cd | Transition: free
Prescribed Asset: | Cl=0.6
Table 11: Design parameters.
K Cd Cd function elfilfnS:d
(CI=0.2) | (CI=0.6) calls (min)
0.2| 0.00556| 0.00499 447 6.8
0.3| 0.00541| 0.00495 457 7.5
0.5| 0.00484| 0.00535 368 5.1
0.6| 0.00464| 0.00582 306 5.05
0.8| 0.00456| 0.00674 430 6.85
1| 0.00457| 0.00914 182 2.95
total elapsed time (min): 34
total function calls: 2190

Table 12: Optimization results.
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In this case too, several valueskqgfarameters have been used;
the results of the optimization process are shawmable 12.
The calculated Pareto frontier is shown in Fig. 39.
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Fig. 39 Pareto frontier.

Some of the obtained geometries are shown in thewing
figures.

<

Fig. 40 Final geometry; k=0.2.

< I

Fig. 41 Final geometyry; k=0.3.
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< i

Fig. 42 Final geometry; k=0.5.

<

Fig. 43 Final geometry; k=0.8.

A comparison between these geometries in termsagf plolar
curve is illustrated in Fig. 44.

In each curve there is the characteristic low-dpagket as
required; by modifying the k parameter it it is pixée to finely
tune the shape of the polar curve.

|-+ baseline (NACA0012) —k=0.2  k=0.5 — k=0.8 — k=1 — k=0.6

0.8 ~
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0.4

0.2 A

Cl

0
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-0.4 4

-0.6
0.004 0.006 0.008 0.01 0.012 0.014 0.016

Cd

Fig. 44 Comparison between drag polar curves.
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3.5.5 Airfoil for a S.T.O.L. High-Speed Ultra-Light
Aircraft — Dual Point Approach

The last case study is the design of an airfoitaifed on a
ultra-light aircraft made in composite materialsthwihigh
cruise speed and S.T.O.L. performances. We needlirtmil
with good drag coefficient characteristics in ceuis
configuration and good high lift performances; TEakl3
summarizes the design conditions.

Objl | Reynolds Number: | 4000000.
Mach: 0.

Min: Cd | Transition: free
Prescribed Asset: | Cl=0.2
Obj2 | Reynolds Number: | 1000000.
Mach: 0.

Max: Cl | Transition: free
Prescribed Asset: | a=10°
Table 13: Design conditions.

In this case three constraints are used.

First of all, a minimum thickness of 13.5% referrexd the

chord is imposed.

Then a minimum gap not less than 0.2% of the clorgsed,;
this constraint is a consequence of the need ofposite

materials usage, in order to ensure a minimum ti@sk for the
correct positioning of composites and guaranteendeessary
structural strength.

The third limitation is prescribed on the minimunoment
coefficient: it should be greater than -0.035. Hrs tway, it is
possible to take into account the trim drag of hogizontal

plan and, indirectly, the weight of the airplants zone.

The baseline is the NACA0012 airfoil and fourteagtes of
freedom are used.

Table 14 shows the results for different valuek parameter.
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K Cd Cl elapsed Obj Func
(CI=0.2) (a=109 time (sec) eval*
0.02 0.00708 15 299 240
0.05 0.00562 1.43 298 235
0.07 0.00543 1.39 210 198
0.1 0.00521 1.382 234 210
0.2 0.00401 1.17 274 285
0.8 0.00379 1.06 204 190
total elapsed time (min) 25
total obj func. Eval* 1358

Table 14: Optimization results.

Some of the optimal geometries and the Pareto iéo@tre
illustrated in the following figures.

\ + optimal points = G1F a baseline (NACA 0012) ----Poli. (optimal points)\

1.6

154 - [ KZO.OS:' 7777777 -

Fig.

|
0.005 0.006
Cd (C1=0.2)

45 Pareto frontier.

07 0.008
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Fig. 46 Optimal geometry; k=0.02.

Fig. 47 Optimal geometry; k=0.05.

Fig. 48 Optimal geometry; k=0.07.

Fig. 49 Optimal geometry; k=0.1.

Fig. 50 Optimal geometry; k=0.8.

In the plot of Pareto frontier, also the point rede to the G1F
airfoil is present (Fig. 51); this airfoil has bedeveloped with
the same set of constraints, but by using the sevelesign
approach. As we can see, the optimal geometry fr1kis
dominant compared with the G1F airfoil. More detaabout
the G1F airfoil are available in Appendix A.
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<

Fig. 51 G1F airfoil.

3.5.6 Multi-Element Airfoil; Gap and Overlap
Optimization

In the previous cases the airfoil’s shape has beémized.

In this test the position between elements is nmedlifto

maximize the lift coefficient of the configuraticat Reynolds

number equal to 1000000, angle of attack equa#itcahd free

transition.

The baseline is the 30P30N (LB546A in McDonnell Diais

nomenclature) three component airfoil, one of tlestnpopular

multi-component configurations because of its Ls€BRD test

case.

The solver used during the optimization procesM&ES. In

this code just one sharp point is allowed per etgmier this

reason the geometry has been slightly modifiedhe ¢ove

zone. The lift curve at Reynolds number equal ta0®*has

been calculated and compared with experimental; daba

differences have been recognized due to this noadidin.

Fig. 52 30P30N airfoil.

Fig. 53 Modified 30P30N airfoil.
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Other minor modifications have been done to the dcfet
coordinates of the airfoil because of internal MSES&tures.
The total number of has been reduced from 500 ante m
points per element, to 141 points per element anek&ra point
has been added to the slat and the main compoment i
correspondence of the cove.

In Fig. 54 the initial configuration and the finane are
compared; in Table 15 the evolution in terms ofrdeg of
freedom and objective function are indicated. Camgawith
the previous examples, the elapsed time is quitg;lthis is
due to the MSES numerical code. In fact in thisecder each
iteration, in order to guarantee the numerical istalof the
code, it is necessary to perform not just the aislgt 14° but
all the angles of attack until 14°.

final position

Fig. 54 Comparison between initial and final configration.

Table 15: Evolution of degrees of freedom and objéige function

Initial Value | Final Value
Gap (%c) 2.75 1.50
Overlap (%c) 2.00 0
Cl (a=149 3.36 3.57
Elapsed time 8hr

during the optimization process.

Fig. 55 shows the objective function’s time history
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In order to validate the numerical results, theseschave been
compared with experimental results of Landman and
Britche'”. In their publication the same airfoil is
experimentally optimized; Fig. 56 shows the supposition
between numerical and experimental data. The ngaleri
values predicted by MSES are overestimated butrérel is
consistent with the experimental results.
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Fig. 55 Objective function time history.
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Fig. 56 Lift coefficient map; comparison between nmerical and
experimental data.
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3.6 Different Approaches Comparison

One of the most popular techniques to design &srfisi the
inverse design technique, proposed by Lighthill,dely
developed by Eppl&t'® and Drel& and implemented also in
“MDES” and “QDES” tools of XFoil code.

The basic principle of this design method is thiag, pressure
coefficient on the airfoil surface is prescribeddahe airfoil
geometry is created; in this way the designer camerpte a
geometry of an airfoil that fits specific requirem® by
iteratively modifying the pressure distribution ¢ime airfoil
surface.

Despite of its large usage, by using this technidbere are
several disadvantages in the following areas:

* User’s knowledge

e Optimum condition

* Aerodynamic solver limitations
* Autonomous process

3.6.1 User’s Knowledge

In order to reach good results, a strong backgroimd
aerodynamics and airfoil design is required. Thislue to the
fact that, it is necessary to edit the pressurériligion to

obtain the geometry of an airfoil with specific agynamic

characteristics; this means that the user shoutdvkmow and
how much to edit the pressure distribution.

By using numerical optimization approach, knowledige
aerodynamics and airfoil design is necessary ofsegbut just
to properly set the design variables and the cam$; the
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final shape and the characteristics of the presdisteibution
are a conseqguence of the aerodynamic requirements.

3.6.2 Optimum Condition

In numerical optimization approach, mathematicatdiions
to recognize if the optimum is reached are providéhis
means that the final configuration of a design fEwbis at
least a local optimum.

By using the inverse design approach there is nstaadard
criterion to establish if the optimum is obtainadot; it is just
the user's experience to help deciding if a sansfy
configuration has been reached. In general, theal fin
configuration wont be an optimal solution, but aisfging
solution in the sense that probably it can be agalmanced if
more time is spent.

3.6.3 Aerodynamic Solver Limitations

One of the most interesting aspects of using nuwakri
optimization approach is that it is possible tcegrate in the
design process every aerodynamic solver, both comaher
in house developed numerical codes. Just it isssacg the
code is remotely drivable and the results are albhilin some
output file. This is because the solver is usediract mode:
the geometry is assigned and the aerodynamic dRasdics
are calculated.

In inverse design approach the solver is used severode: the
pressure distribution is prescribed and the geomesr
calculated. This means that just codes “compatiblgh the
inverse formulation can be used.

Most of inverse design tools are non viscous; théans that,
for each iteration, the user needs to verify, bypgishe solver
in direct mode analysis, the real effect of presdlistribution
modification when viscous effects are active.
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Another consequence of this aspect is that, byyagpinverse
design approach, there is no way to take into atc@no the

pressure modification phase) other parameters daggifor

example overall aircraft performances or cost fisgtbut just
airfoil’'s aerodynamic parameters.

If the numerical optimization is used, it is po$sito choice as
objective function some parameters very “far” freme airfoil

aerodynamics (i.e. the fuel consumption).

3.6.4 Autonomous Process

Another disadvantage of inverse design techniqunas the
designer is actively involved during all the despyncess.

In numerical optimization approach, the user i®lagd during

the input phase (this step is very important beeabs final
result will be the consequence of initial settingsut not
during the process. This allows the designer tp ftaused on
the main aerodynamic problem and not on the numileoe,
and allows to maximize the advantages of using more
computational resources.
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Chapter 4

Lifting Surfaces Design and
Optimization

4.1 Introduction

In the same way as done in the previous chaptemith of this
chapter is to apply the numerical optimization @gjgh to
design and optimize lifting surfaces.

In this case however, the research’s focus has pemed on
the development of a new aerodynamic solver, adsuited
for its integration and easy usage in a numerigdihozation
process.

In the next section, the development of this nuocakrcode,
named VWING, and the extensive validation tests are
illustrated. In the same section, several improvasiadded to
the original formulation and the relative validativests are
widely described.

In the last section of this chapter several nuraéric
optimization examples are proposed.

4.2 VWING Numerical Code

4.2.1 Overview

VWING is a numerical code for aerodynamic analysfs
lifting surfaces, based on the Prandtl’s liftingditheory.

Actually, instead of the classical formulation, aswn
generalized mathematical formulation, proposed by
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Phillips*?> has been implemented. Despite of its increased
complexity compared with the original one, by usitias
formulation, a very versatile numerical code haserbe
developed.

Some of the major features are here summarized:

* Analysis of multi-body configurations

» Airfoil's viscous characteristics taken into accoun

 Analysis of non planar and non conventional
configurations

* Analysis in presence of angular velocities

* Analysis in stall and post-stall conditions

* Mutual inductions calculation (downwash, upwash)

» Aerodynamic and stability derivatives calculation

» Both free wake and fixed wake models implemented

4.2.2 The Mathematical Formulation

In what is commonly referred to as the numericiinty-line
method (e.g., Katz and Plotkin), a finite wing is synthesized
using a composite of horseshoe shaped vortices.

The continuous distribution of bound vorticity oube surface
of the wing, as well as the continuous distributioh free
vorticity in the trailing vortex sheet, is approxated by a finite
number of discrete horseshoe vortices, as showigirb7.

The bound portion of each horseshoe vortex is place
coincident with the wing quarter-chord line and thus,
aligned with the local sweep and dihedral. Thditgiportion
of each horseshoe vortex is aligned with the trgilvortex
sheet. The left-hand corner of one horseshoe andght-hand
corner of the next are placed on the same nodat.poi
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Fig. 57 Horseshoe vortices distributed along the quiter chord of a
finite wing with sweep and dihedral.

Thus, except at the wing tips, each trailing vorsegment is
coincident with another trailing segment from thdjaaent
vortex. If two adjacent vortices have exactly thene strength,
then the two coincident trailing segments exacthnael
because one has clockwise rotation and the otreictanter
clockwise rotation. The net vorticity that is sHeoim the wing
at any internal node is simply the difference ia torticity of
the two adjacent vortices that share that node.

(x.3,2) r, (X35¥2525)

(x13y15zl)

Fig. 58 Position vectors describing the geometry f@ horseshoe vortex.
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Each horseshoe vortex is composed of three straighex
segments.

From the Biot—Savart law and the nomenclature éefin Fig.
58, the velocity vector induced at an arbitrarynpon space,
by any straight vortex segment, is readily fountieo

rn
47T|r xr| EQ r2)

Where:
fy =1, —1,,1, [}, =11, COSB,|r, x1,| = 1,r,send

By rearranging eg.11, it is possible to obtain:

Lo () )

Arrrr,(rr, +r,00,)

For the finite bound segment and the two semi-itditrailing
segments shown in Fig. 58, the velocity vector aeduat an
arbitrary point in space, by a complete horseslwy, is

r u, xr, (r +r)(r><r2) u, Xr,

— 00

4 E(E—rzmm LG +0 ) n(n-r )
eq 13

Using Prandtl’'s hypothesis, we assume that each-spse
wing section has a section lift equivalent to thating on a
similar section of an infinite wing with the santedl angle of
attack. Thus, applying the vortex lifting law todéferential
segment of the lifting line
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dF = oV xdl

If flow over a finite lifting surface is synthesitefrom a
uniform flow combined with horseshoe vortices placed along
the quarter-chord line, from eq.13, the local vislomduced at
a control point placed anywhere along the boundneed of

horseshoe vortexis

I'i/ij

C

Vi =V, + ZN:
i=1

eq 14

eq 15

wherey; is the dimensionless induced velocity:

U, XTiy;

+

P (ri2j -u, |]i2j)

(rizj LY )(rizj X rilj)

gl

U, XTig;

TIPS (rilj liz;

Ty |]i2j)

| Tiaj

U, XTiy;

(Nig; — U, ()

glo]

U, XTig;

Py (rizj -u, HiZj)

At this point, E, could be any characteristic length associated
with the wing section aligned with horse shoe woite This

| Tiaj (Nig; — U, ()

eq 16
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characteristic length is simply used to have egrii@on-
dimensional form and has no effect on the indueddoity.
The aerodynamic force acting on a span-wise diifgak
section of the lifting surface located at controlmi is given
by:

N TV,
dF, :pl_i(\/w+zTJ)><d|i eq 17
P Ci

At the same time:
1 ..
[dR| = pVICl(a;.8)dA eq 18

i is the flap deflection angle awglis the local angle of attack
at control point i.

AR
a. =tan"(——> eq 19
| (Vm) q

i ai

where u, and up; are, respectively, the unit vectors in the
chordwise direction and the direction normal to ¢herd, both

in the plane of the local airfoil section as shawikig. 59.

From eq. 17 and eq. 18:

N
=1

Where:

G -Cli(a,,6)=0 eq 20
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quarter-chord line

horseshoe vortex {

7 local airfoil section
aligned with local chord
line and local dihedral

Fig. 59 Unit vectors describing the orientation ofhe local airfoil

section.

Eq.20 can be written folN different control points, one
associated with each of th horseshoe vortices used to
synthesize the lifting surface or system of liftsigrfaces. This
provides a system oN nonlinear equations relating thé
unknown dimensionless vortex strengths; to known
properties of the wing.

This system is solved by applying the Newton’s radthin
order to do this, the system of equations shouldviben in
vector form:

Z(G)=R

Where:
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Z(G)=2 G -Cli(a;,9)

N
(Voo +zvjiijxCi

j=1

We wish to find the vector of dimensionless vorsgrengthsG
that makes all components of the residual veRtgo to zero.
Thus, we want the change in the residual vectdretdR. We
start with an initial estimate for th& vector and iteratively
refine the estimate by applying the Newton corneetuation

[D]aG =-R eq 21

Where [J] is the matrix of partial derivatives.

2w [v. xc
i m ij Cl)Gi
[w| o
- _ N
_aCIi Vai (Vji m'Ini)_vni (Vji m'Iai)
| 00, Vg +V] ]
2w, Qv % ¢, 1
J; = LGi eq 22
w|

_6C|i V_ai(vji mni)_V_ni(Vji mai)
da, V2 V2

+ 2

Where:
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N

W, = (v, +zVijGj)XCi
j=L
N

Vni = (Voo +zvijGj)xuni
j=1
N

Vai = (Voo +zvijGj)xuai
=1

By combining eq.21 and eq.22 the correction ve&tdrcan be
calculated; this correction vector is used to abtn improved
estimate for the dimensionless vortex strength orec
according to

G=G+QAG

Q is the relaxation factor.
This process is repeated until the magnitude of ldngest
residual is less than the prescribed convergence factor.

4.2.3 Preliminary Validation Tests

4.2.3.1Elliptical Wing

An elliptical wing with span equal to 5m and cheatdthe root
equal to 1m is assigned. The numerical result predidy
using VWING is compared with the exact analyticadlgion in
terms of span-wise distribution of aerodynamic |cad lift
coefficient.

One of the objectives of this first test is alsovierify the
accuracy of the results by varying the number of giverostati
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Fig. 62 Effect of number of assigned stations in &ms of lift coefficient;
a=4°.

4.2.3.2Non Elliptical Wings

In the first case a rectangular wing is considengith span
equal to 10m and chord at root equal to 1m; thepasison
with the Multhopp method in terms of lift coefficeat angle
of attack equal to 5° is shown.

In the second case a tapered wing is used asasst(Eig. 63);
in this case also, the comparison is in terms ofcliefficient
distribution at angle of attack equal to 5°.

10m
1mj /

m
Fig. 63 Tapered wing.
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4.2.3.3Free Wake and Fixed Wake

Both free wake and fixed wake models are implenterte
VWING,; in order to compare them in terms of accyratthe
solution and elapsed time, an elliptic wing with rsgagual to
12m and chord at root equal to 1m, is considered as test case.
With reference at the following figures and Table, 1t is
evident that the free wake model is very time espenand
not compatible with an optimization process in whalso a
hundred of objective function evaluations are necessary.

On the other hand, this model can be used to ohtarg
precise results.

free fixed
wake wake
elapsed time 5 hr 14.5 sec

Table 16: Free wake and fixed wake; elapsed time ggarison.

0.014

0.012 ~

0.01 ~

0.008 +

CDi

0.006 +

0.004 +

0.002 ~

0

a()

Fig. 66 Induced drag coefficient; comparison betweefixed wake and
free wake.
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4.2.4 Low Aspect-Ratio Surfaces Improvement:
Losito’s Formulation

One of the limitations of the Prandtl’s lifting @rtheory, is that
it is valid for high aspect ratio wings; this ischeise one of the
hypothesis is that each wing section works in traesway as
in bi-dimensional problems. In other words, the agnaghic
characteristics of each wing section coincide whibse of the
corresponding airfoil without three-dimensional eféect

It is evident that for low aspect ratio wings thi®ory cannot
be used because the presence of three-dimensidieatse
cannot be neglected.

In order to extend the capabilities of VWING alsar fow
aspect ratio wings, the correction proposed by bsihas
been implemented.

This model does not take into account the effectivee-
dimensional interactions, but introduces a correctio the
calculation of the local induced angle of attack.

In the classic formulation:

a,(y) = a(y) -5 . (y) eq 23

By using the Losito’s model, the coefficient of mfe induced
angle of attack is a parametedependent by the aspect ratio.

05 +%i(|og AR-1)
n(AR) = L AR 8 eq 24
1-, AR+0067147AR" ~ 0.006276 AR’

If the aspect ratio is greater than 3 the firstregpion should
be used; if the aspect ratio is less than 3 the second one.
Eq 23 can be rewritten as:



88

g (Y) = a(y) —n(AR)a;, () eq 25

In order to test this improvement, a rectangulargmmith

aspect ratio equal to 2.5, calculated by using aexokdttice
method, is used as test case. The results of tmpaxason are
indicated in Table 17 and shown in Fig. 69 and Figiniterms
of spanwise aerodynamic load.

VWING | VLM |err %
CL (a=39 0.149 10.149| 0.31
CL (0=69 0.305 |0.296| 2.88

Cla (119 0.052 |0.049| 5.55
Table 17: Comparison between VWING numerical coderad Vortex
Lattice Method.

— VWING (Losito's correction enabled) — VWING (Losito's correction disabled)
— VLM

0.25

0.2

0.15

0.1

aerodynamic load (cCl)

1

|

|

|

|

|

|

|

|

|

|

|

|

!
-1 -0.5 0 0.5 1
2y/b

Fig. 69 Comparison between VWING numerical code an¥ortex
Lattice Method; aerodynamic load along the spang=3°.
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— VWING (Losito's correction enabled) — VWING (Losito's correction disabled)
— VLM

0.45
0.4
= 0.35

o
w

0.25

aerodynamic load (cCl
o
N

2ylb

Fig. 70 Comparison between VWING numerical code aniortex
Lattice Method; aerodynamic load along the spang=6°.

By using the Losito’s model, there is a good agredmath
the vortex lattice method.

4.2.5 Stall and Post-Stall Improvement: Chattot's
Artificial Viscosity

For angles of attack below stall, the method core®rgery
rapidly using almost any initial estimate f8rand a relaxation
factor Q of unity. At angles of attack beyond stall, the metho
must be highly under relaxed and is very sensttivihe initial
estimate folG.

From the mathematical point of view, at stall andtpsiall
conditions, the matrix is not more diagonal dominditis is
due to the fact that in eq.22 there is a term inctvithe sign
depends on the sign ofCl/da .

In order to overcome this problem, the approach gseg by
Chattot’*®has been implemented.
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The basic idea is to add a artificial viscosityniefu) to the
expression; in this way the important property @hgdnal
dominancy is ensured also in stall and post-stall comditio

v. [n
U= Sup&dA oCl a(VI' Et: ) ! :0) eq 26
a 4 oa, Aij 1+(Vi [, )2 ’
v, [C

In order to do not modify the physics of the probjethe
artificial viscosity term is added both in the Rsiceal vector
and in [J].

To test the effects of this extra term, a rectangulang is
considered as test case and analyzed by using VWibIG
with and without the artificial viscosity term.

‘—VWING (active correction) = 2D exp s 3D exp — VWING (inactive correction)‘

1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0
-0.2
-0.4

CL

-20 -10 0 10 20 30 40 50 60
a®)
Fig. 71 coefficient curve; effect of artificial vigosity factor.

When 0dCl/0a is positive, there is not difference between
VWING and experimental data, with or without artiéic
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viscosity enabled. WhendCl/da becomes negative, we
should expect a trend similar to the experimenfal cirve.
This is a direct consequence of the theoretical approach.

It is evident the positive effect of the correctighe curve is
more smooth and similar to the 2D curve.

‘*VWING (active correction) = 2D exp + 3D exp — VWING (inactive correction)‘
1.35

1.3+ B
1.25

1.2+

CL

1.15

1.1+

1.05 A

10
a(®)
Fig. 72 Lift coefficient curve; effect of artificial viscosity factor, detail.

‘—VWING (active correction) — VWING (inactive correction)‘

aerodynamic load (cCl)

0.1 0.4 0.9
yi(b/2)

Fig. 73 Aerodynamic load along span; effect of afficial viscosity term,
a=20°.



92

In Fig. 73 the comparison in terms of aerodynamad)ois
shown. In this case the usage of the artificial as#ty term is
fundamental to obtain a smooth distribution.

4.2.6 Non Conventional Surfaces

One of the most interesting features of VWING i th
possibility to analyse surfaces of arbitrary shaped
orientation in the space. In order to test thepalséities, some
results proposed by Kr6bhave been used as test case. The
Kroo’s results have been obtained by using a volatixce
method; for each configuration the ratio betweeanspnd
height is prescribed to be 0.2.

. Oswald Factor
Wing Type Kroo | VWING
V wing \/ 1.03 | 1.02
Biplane -
wing 1.36 1.4
Boxed 146 | 1.43
wing
Diamond
wing <> 105 | 1.07

Table 18: Summary of analyzed configurations.

By looking at Table 18, there is a very good agregme
between VWING results and Kroo results.
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4.2.6.1Winglets

In this paragraph, a wing with winglets is consider&he
reference data in this case are obtained by PiadttGt’'s OLD
numerical code.

The geometry is an elliptical wing with wingleto{nblended).
The aspect ratio is 11.7, the chord at the root i;nGa@d the
winglet’s toe angle is 6.5° (inward).

Parameter OLD VWING
AR 11.685 11.7
toein (9 6.5
cr (m) 0.2
CL 1.5 1.51
Ocr=15 (9 -0.44425 -1.3
Osw fact. 1.221 1.25
CD (induced) |0.050205 0.05

Table 19: Comparison between OLD and VWING; wingles.

The winglet has been designed by Prof. Chattot tk\&o lift
coefficient equal to 1.5. By comparison between OLMI a
VWING numerical code (Table 19) there is a very @djoo
agreements of results, both in terms of Oswald faattd
induced drag coefficient.

Fig. 74 Planform configuration.



94

Fig. 76 Wake visualization; free wake model used.

4.2.6.2Blended Winglets

Another case of winglets is analyzed in this segtibe main
difference compared with the previous case is tiat the
winglet is blended, with an uniform modification dihedral
angle.

Also in this case, the Prof. Chattot's OLD numericatle is
used as reference.
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Fig. 77 Blended winglet configuration.

In this case the aspect ratio is 12, the chordeatdbt is 0.2m,
but no toe angle is prescribed. The design condigoa lift
coefficient equal to 1.5; both the induced drag toeht and
the Oswald factor are very similar.

Parameter OLD | VWING
AR 12.
toein (9 0

cr (m) 0.2

CL 15 15

OcL=15 (7 -0.5 -1.5

Osw fact. 1.12 1.15

CD (induced) | 0.0506 0.05




96

4.2.6.3Multiple Winglets

The last case proposed to demonstrate the capabildf
VWING is the multiple winglets configuration; this also an
example of multi-body configuration.

In this wing, instead of the classic wing tip oe ttlassic single
winglet, a system of multiple winglets is applied.eTaim of
this idea is to decompose the wing tip vortex inrensmaller
vortices in which the sum of their intensities esd than that
one of the single winglets. A second mechanism Ishbe
constituted by the fact that a thrust component can beajede
by properly twisting and pitching the winglets.

For this configuration, the test case is a seriesxperimental
tests® performed by ADGAG research group at wind tunnel
test facility of University of Napoli “Federicoll”.

The geometry is an elliptical wing with NLF1015fail, but
instead of the traditional tip, multiple rectangubainglets
(SD7032 airfoil) are installed.

mmm—

Fig. 78 Wing shape.
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wing b(m) [Sm® [Cr(m) | Ct(m)
Main-normal | 1.51 0.452 0.37 0.097
Main-short 1.2 0.396 0.37 0.233
winglet 0.25 0.01 0.04 0.04
Table 20: Wing characteristics.

During the “construction” of the geometry (Fig. 799,
minimum gap between main wing and winglets has been
preserved because of numerical problems in the initia. test

Fig. 79 Wing geometry.
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Fig. 80 Wing with multiple winglets during the expe&imental tests.

This gap is around the 0.15% of the main wing sparartler
to investigate the effect of the distance betweem hodies, a
preliminary study has been performed on an ellgbtiwing

divided in two parts; several analysis have beenedtor

different values of distance between wings.

— mainwing (d=0) — tip (d=0) — mainwing (d=12.5%) — tip (d=12.5%)
— mainwing (d=1%) —tip (d=1%) mainwing (d=0.25%) — tip (d=0.25%)
0.25

0.2

0.15 4

0.1+

Aerodynamic load (cCl)

0.05 1

y (m)

Fig. 81 Effect of gap on aerodynamic load.
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Fig. 82 Effect of percent gap on the Oswald factor.

After this preliminary analysis, the effective ars$yon the
multiple winglets configuration has been performmdusing

the minimum gap allowed to obtain numerical coneergp

(0.15%).
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During the experimental tests, the comparison betwee
aerodynamic characteristics of elliptical wing anltiple
winglets configuration has been computed. This ke lWone
for efficiency, lift coefficient and endurance parameter.

Then for the design condition, lift coefficient etjta 1.2, the
difference between two configurations has been measured.

In numerical analysis performed by using VWING, sane
procedure has been used and the results are atiedtin the
following figures.

Results
CL=1.2 - -
Numerical | Experimental
CD -8% -8%
L/D 9.60% 10%
Endurance 10.40% 9%
Parameter
1.4 ‘
|
134+------ -
1.2 A |
114+------ -
|
1- |
309+--—---- :
|
08 +------ -
07 +---------
06+------ .
A
L TSP TPy rprea—— ar—
, |—elliptic — 5remiges 4 elliptic (EXP) = 5remiges (EXP)‘
0.4 T T T T T
0 0.02 0.04 0.06 0.08 0.1 0.12

cD
Fig. 83 Drag polar curve; numerical-experimental conparison.
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30

25 1 -

20 -

L/D

10 ~

15 1 -

B — elliptic — 5remiges a elliptic (EXP)
] ] ]

L/D: +9.6%

|

|

| |
| |
| |
1 1

5remiges (EXP) ‘

] ]
| |

0.4

Fig.

|
0.6 0.8 1
CL

84 Efficiency curve; numerical-experimental canparison

1.2 1.4 1.6

Endurance Parameter

—elliptic — 5remiges 4 elliptic (EXP) 5remiges (EXP)‘
] ] ] ] ]

4 T T T T T
0.4 0.6 0.8 1 1.2 1.4 1.6
cL
Fig. 85 Endurance parameter curve; numerical-experental
comparison
First of all, also by using VWING an aerodynamic

enhancement is found if multiple winglets are usin, in
correspondence of the design condition a very gaggpdement
is found between numerical evaluations and experimerstal te



4.3 Numerical Optimization Examples
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In this section, three practical examples are pexvido
demonstrate the potentialities of the numericalinoggation
applied to the lifting surfaces design problem.elach sub-
section the design of a particular configuration datisfy
specific requirements is illustrated; for each dase histories
and other details regarding the optimization precese

provided.

The aim of this section is also to verify the cdliidds of
VWING as aerodynamic solver integrated in an opation

process.

The selected cases are well

know

results of

aerodynamics. Each case is repeated by incredsenguantity
of degrees of freedom in order to test the robsstio¢ solution
and optimization process.

4.3.1 Chord Distribution Optimization

Starting from a rectangular wing, numerical optinima has
been carried out varying the chord distributionngloving
span, in order to maximize the wing's Oswald facforspan
value of 12m and an initial chord value of 1m were fixed.

Design Desian Lower Initial value of Upper
Variable SIg bounds | design variable | bounds
Variable
ID (m) (m) (m)
Dofl Chi)rd at 0.01 1 12
y=2m
Dof2 Chi)rd at 0.01 1 12
y=4m
Dof3 Chi)rd at 0.01 1 12
y=6m

Table 21: Degrees of freedom and bounds.
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cr=1m ot 0o-" "X X, X3

________________________________________

Fig. 86 Wing's geometrical characteristics.

Table 21 shows the lower bounds and the upper souncase
of three design variables.
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Fig. 87 Objective function history.

In Fig. 87 the objective function history is showng.F88
shows the history of degrees of freedom.

Some of the calculated unfeasible configuratioesilarstrated
in the following figures.
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Fig. 88 Degrees of freedom history.

Fig. 89 Non optimal configurations.

104
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[T

Fig. 90 Optimal configuration.

The optimal solution is the elliptical distributi@md this result
is a priori known because it is a theoretical restihe aim of
the test is to verify if the numerical solution dgkse to the
theoretical one.

1dof 2dof 3dof —*— 4dof —+— 5dof 6dof

rett — — elliptic

0.2 4

0.8 -

12
0 1 2 3 4 5 6
¥ (m)

Fig. 91 Chord distribution along the span; effect bdegrees of freedom
increasing.

In order to study the robustness of the code inpaoison with

the number of degrees of freedom, the same testbbes

performed several times increasing the number dfigde
variables. Fig. 91 shows the comparison between it f
configurations and the theoretical elliptical disition; in any

case, a very good agreement is found



4.3.2 Twist Angle Distribution Optimization

Starting from a rectangular wing, numerical optinima has
been carried out varying the twist angle distribatalong wing
span, in order to maximize the wing's Oswald facforspan

value of 12m and a chord value of 1m were fixed.
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In order to study the robustness of the code inpaoison with
the number of degrees of freedom, the same testbbes
performed several times increasing the number dfigde
variables. Table 22 shows the lower bounds and fhperu

bounds in case of six design variables.

Design Design Lower Initial Upper Final
Variable ID | Variable | bounds (9 | value (9 bounds (9 value (9
twist angle
dofl at y=1m -5 -0.05 1 -0.0104
twist angle
dof2 at y=2m -5 -0.05 1 -0.122
twist angle
dof3 i -5 -0.05 1 -0.29
twist angle
dof4 at y=4m -5 -0.05 1 -0.58
twist angle
dof5 at y=5m -5 -0.05 1 -1.05
twist angle
dof6 at y=6m -5 -0.05 1 -2.2

Table 22: Initial, final values of design variablesand their bounds.
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obj (10*Osw)

11.00

10.00

9.00 1

8.00 1

7.00 A

6.00 ~

5.00

«+ total obj evaluations

iterations

Fig. 92 Objective function history.

In Fig. 92, the objective function history is illusted, in Fig.
93 the degrees of freedom history is shown.

twist angle (9

0.50

0.00

-0.50 1

-1.00 4

-2.50 1

-3.00 1

-3.50 1

-4.00

| dofl — dof2 —+ dof3 ——dof4 —— dof5 — dof6 |

iterations

Fig. 93 Degrees of freedom history.
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Fig. 96 shows the comparison between the diffetkeist angle
distributions obtained by increasing the quantityegrees of
freedom; in any case there is a very good agreemihtthe
elliptical distribution.

0.50 T T T T T T
I I I I I I
I I I I I I
| | I I I I
0.00 r——— T T T T
| ¢ _ | I I I
| I B \ I I
| I I | |
0.50 I I I ¢ I I
I I I I I
k) | | | | | |
% -1.004+ - - - - — [E R R X - — - — — [EU
s I I I I I
= I I I I I
I I I I |
-1.50 A | | | |
| | | | I
——1dof = 2dof  3dof — 4dof — 5dof —— 6dof| .
'2.007777777r77777T77777T77777T7777777777 7777777
I I I I I
I I I I I
250 I I I I I I
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00

Fig. 96 Twist angle distribution along the span; déct of degrees of
freedom increasing.

4.3.3 Dihedral Angle Distribution Optimization

In this example, the geometry shown in Fig. 97 isduase
initial configuration in order to maximize the valof Oswald
factor. The chord distribution is constant and mast angle
distribution is prescribed. The degrees of freedam the
vertical and spanwise positions of points indicatethe figure
as 1, 2, 3. In this way the optimization process ghoalculate
the best distribution of dihedral angles.
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Fig. 97 Initial configuration.

. Final

DOE Lower Initial Upper Value
bound (m) | Value (m) | bound (m) m)

q yl 0 2 10 1.96
z1 0 0 3 0

5 y2 0 4 10 5.74
z2 0 2.4 3 0

3| z3 0 2.4 3 3

Elapsed time (sec) 468

Table 23: Initial, final values of degrees of freedm and their bounds.
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Fig. 99 Degrees of freedom history.

Fig. 98 illustrates the history of the objectivendtion; during
the optimization process, also unfeasible configonat are
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explored, but the optimizer is robust and able toenfar from

these configurations. In the following figures, widference at
Fig. 98, some of these unfeasible configurationsshosvn and
the optimal one is illustrated in Fig. 103.

In this case too the final result is in accordandgéh the

expected one from the theory.

Fig. 100 Configuration A.

Fig. 101 Configuration B.
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Fig. 102 Configuration C.

Fig. 103 Optimal configuration.



114



115

Chapter 5

Conclusions and Future Works

5.1 Conclusions

The aim of the present research was to investigate
possibility to use the numerical optimization ammio as
design methodology, instead of classic methods.aBantion
has been focused on the aerodynamic design bo#irfofls
and lifting surfaces; in both two cases, it has been
demonstrated that numerical optimization is an atiffe
approach to solve design problems.

In airfoil design, a smart parameterization hasnbeéeveloped
and realistic constraints, both geometric and aeraahyc, have
been implemented; several efficient aerodynamieess| like
XFoil and MSES, have been integrated. The final tasuihe
capability of design realistic airfoils in a vergrapetitive time,
both in single point and multi-point problems, takiinto
account, at the same time, aerodynamic, geometricdl an
feasibility constraints.

About lifting surfaces, a new numerical code, nam&dING,
has been developed and extensively tested. In todecrease
its capabilities, several extensions have been addddested
to the original formulation. One of the more interestingufiesst

of VWING is the possibility to analyze multi-bodyié non
conventional configurations. VWING is also used as
aerodynamic solver of an optimization process irictvithe
aim is to develop innovative and non planar comfgjons.
The numerical examples proposed in this thesis dstrate
the potentialities for innovative configurations design.
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5.2 Future Works

In the next future, the idea is, on one hand, to eréhdhe
general robustness of the developed numerical codesder
to increase their versatility and use them in mooenplex
contexts. This can be done, for example, by implemgnti
more constraints and integrating some other aemdin
solvers in the optimization process. In airfoil design, dirzg
VGK numerical code or some CFD codes, it will begpale to
extent the field of application of numerical optration
approach also to transonic and supersonic studiesutAthe
design of lifting surfaces, by integrating, for exdenpanel
codes, it will be possible to take into account afgerferences
between wing sections (i.e. wing-winglets juncture).

About VWING code, despite of its formulation baseu the
Prandtl's lifting line theory, several improvementsre
scheduled; in this way its usage will be extended also in
design processes, it will be possible to study numeplex
conditions.

On the other hand, the present research demonstth&ed
potentialities of the numerical optimization also design
problems. The idea is to extend these potentialdils® in
multidisciplinary problems as, for example, designlitiing
surfaces taking into account not only aerodynantics, also
structures and performances. If a proper formulatisn
implemented, it will be possible also take into acdoaspects
connected with costs.

In the present investigation, airfoil design andidd surfaces
design have been developed as two different anepiradent
problems; an interesting evolution can be the dagraknt of
an optimization process in which, both airfoil ancshgvshape
are degrees of freedom of the problem at the same time.
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Appendix A: Publications

1. D.P. Coiro, F. Nicolosi, A. De Marco, F. Scherille, Grasso,
“High-Lift Systems for STOL Ultra-Light Aircraft, &ign and
Wind-Tunnel Tests” XIX AIDAA National Congress, 17-21
September 2007, Forli (Fc), Italy.

2. D.P. Coiro, S. Figliolia, U. Maisto, S. Melone, Grasso,
“Horizontal Axis Tidal Current Turbine: Numerical @én
Experimental Investigatioh©OWEMES 2006, 20-22 April
2006, Civitavecchia (Roma), Italy.



118



119

-

Algl‘ -

XIX CONGRESSO NAZIONALE AIDAA
17-21 sette\mbre 2007
FORLI (FC)

HIGH-LIFT SYSTEMS FOR STOL ULTRA-
LIGHT AIRCRAFT, DESIGN AND WIND-
TUNNEL TESTS

D.P. COIRO, F. NICOLOSI, A. De MARCO, F. SCHERILL®,
GRASSO
Dipartimento di Ingegneria Aerospaziale(DIAS), Usmisita degl Studi di
Napoli Federico Il, Napoli, ADAG research group r@aft Design and
Aeroflightdynamics Groupwww.dpa.unina.it/adag

ABSTRACT

Design of a STOL (Short Take-Off and Landing) liite aircraft has been
carried out at Dipartimento dilngegneria Aerospdei@DIAS) of University
of Naples by ADAG research group. Design of theraft hasbeen focused
on an accurate design of the high-lift system #illdws very good STOL
performances. In thepaper all activities relatedhe design of the flap and
slat geometries will be presented. The paper dedlghe general design of
flap and slat on the wing and with an accurate gesbf a 3-component
airfoil able toachieve a maximum lift coefficierit about 4.0 in landing
configuration. The numerical analysis and desigivaots ( airfoil and 3-D
design) have been supported by deep and intensp&rimental activities
that havebeen performed in the main wind-tunnedigihg to DIAS. Many
experimental results will be presented and compated numerical
predictions.

1. INTRODUCTION

Following the experience acquired in our departnemtesigning light and
ultra light aircraft, the design of a new STOL (8hbake-Off and Landing)
Ultra-Light Aircraft has being carried out at DPA B\DAG group. The
aircraft, named Easy-Fly has been designed withesearch activity
financed by Aerosoft S.r.l. that started in 2004.géneral view of the
aircraft is shown in figg. 1-2. The commercial g of the aircraft is
mainly dependent on the achievable STOL aircrafiabdities and on
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improved STOL characteristics respect to otherlamtight aircraft. Some
STOL light aircraft as the well-known Zenith CH7@fig.3) have been
appreciated worldwide and demonstrates that ST(ualuéities can be a
key for commercial success in the category of ligil ultralight aircraft.
Recently other ultralight aircraft have been matifiand sold in STOL
version. The Savannah ADV (fig. 4) produced by I been introduced
in the market in 2005. These aircraft are usualigracterized by a not
streamlined fuselage and by not very complex apthisticate airfoil shape.
In example Savannah ADV adopt a NACA 5-digit airfmd a very simple
flap shape. Some STOL aircraft of this categorychi@acterized by a fixed
slot at leading edge (see fig. 5) penalizing p&eadiag and flight speed at
cruise conditions. The starting idea on the basEady-Fly project was to
design a STOL ultralight aircraft made in compositaterial with good
drag characteristics and very low stalling spedte Wing high-lift system
(flap and slat) was designed to have low-drag cheristics in cruise
conditions and very high maximum lift coefficientfull-flap configuration.
Both leading edge slat and slotted flap are redtdet The general design of
the aircraft was presented in previous conferefite€y. The aerodynamic
design (performed through numerical aerodynamiclyai® and wind-
tunnel tests of the high lift systems (which is gmeed by a 3 component
airfoil with slat and slotted flap) has been peried during several months
in 2005-2006 and is presented in the present paper.

Fig.3: CH701 aircraft — Zenith Aircraft
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Fig.4: Savannah ADV - ICP aircraft Industries

Wing Cross-Section

Fixed Leading
Edge Wing Slat Flaperon

Fig.5: High-lift system of standard STOL ultralighitcraft (CH701wing
section).

2. PRELIMINARY 2-D CHARACTERISTICS AND HIGH-LIFT

PLANFORM DESIGN

Obviously the high-lift capabilities of the airctadepends on the aircraft
maximum lift coefficient with flap extracted. Thaance to get a very-high
maximum lift coefficient for the aircraft dependsapurse from the high-
lift system (slat-flap) 2-D effectiveness and fraotm spanwise extension.
The flap spanwise extension has been chosen coimgjdbe constraint of
acceptable aileron extension and consequent dirooliing capabilities.
The slotted flap extend from wing root up to 70%tlé wing semi-span.
The first step has been the choice of flap and sslatem and their chord
extension. A slotted flap and a fowler flap soln8dave been considered in
the preliminary design phase. In order to obtafiermation about a 2-D
high lift system that can satisfy design specifaad, a sizing procedure,
based on Roskam’s semi-empirical methodology [3ls been used. In
particular two solutions have been considered tier ftap: single-slot flap
and fowler flap. A chord extension of about 30% bagn considered for
the flap to optimise flap effectiveness and to aamthe increase of wing
pitching moment. Table 1 and Table 2 show the tesfl this preliminary
analysis. From the performed analysis it can ben shat a 2-D lift
increment (full flap landing conditions) of 1.4 che obtained through a
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slotted flap and an increment of 1.80 for the fowlap solution. The
assumed slat chord (about 15%) should lead toaarnment of about 0.40.

Table 2 shows that, starting from a 2-D maximurh didefficient of 1.65
(clean airfoil) a 2-D cl_max for the flapped configtion of 3.5 should be
achieved with the slotted-flap-slat configuratidwalopting the fowler flap it
is possible to obtain a better value of maximurddefficient, Chax, but

the singleslot flap has been chosen because thkerf@mslution is more
complex, more expensive and heavier , thus it iscompatible with an

ultralight aircraft.

SINGLE cfic
SLOT
0.30
of [deg] | c'/c | ACI | ACImax|(Cla)d [rad”-1]| ACd |ACm
Take-off 20 1 |1.24| 0.59 6.69 0.018|-0.24
Landing 40 |1.05/2.10| 1.39 7.02 0.065|-0.45
FOWLER cflc
0.30
of [deg] | c'/c | ACI | ACImax|(Cla)d [rad?-1]| ACd |ACm
Take-off 15 |1.11{1.07| 0.63 7.43 0.009|-0.26
Landing 40 |1.15|2.42| 1.80 7.69 0.065|-0.62
SLAT cslc
0.15
of [deg] | c'/c | ACI | ACImax|(Cla)d [rad”-1]| ACd |ACm
Take-off 12 |1.11|0.04| 0.42 7.43 0.033
Landing

Table 1: Two-dimensional geometrical and aerodymaachievable
characteristics (semi-empirical)

Clmax | Clean single |fowler| slat single fowler+slat
airfoll slot slot+slat
Take- 1.65 2.23 2.28 (2.07 2.65 2.70
off
Landing 3.03 345 | ™ 3.46 3.87

Table 2: Expected 2-D aerodynamic performancesftdrdnt devices.
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Starting from assumed airfoil characteristics, gesand choise of flap and
slat extension on wing planform has been performiddough standard
Roskam semi-empirical methodologies [3] the wirsgpfled area has been
calculated. A value of maximum lift coefficient d¢iie aircraft with the
leading edge extracted of about 2.20 has been dmmesi. The aircraft
design specifications (stall speed in landing aunrfation below 50 Km/h
with a MTOW=450 Kg) lead to required values of eaft maximum lift
coefficient of 2.60 in take-off configuration and®8 in full-flap condition.
The required maximum lift coefficient increment daa estimated for take-
off and landing:

ACLmaxw_T0= 1.06(@.maxTO—CLmax); (1)
ACLmaxw_L= 1.06(G.maxL-CLmax); (2)

The required flapped area (for the slotted flapusoh) can be estimated
from the following formula:

ACimax= ACimax_w (SNf/ S) (K/\) (3)

knowing the 2-D achievable maximum lift coefficiemmicrement with
slotted flap, assuming minimum and maximum possitde extension
(min. 40% span, &S=0.40; max 80% span5=0.80) and interpolating
with the desired global max lift coefficient incremt of (1) and (2). Table 3
show results of this design process. An extensmiowabout 70% of wing
span has to be chosen to cope with landing corgtgur requirements. The
slotted flap extend from 10% up to 70 % of wing rspBig. 6 shows the
wing drawings with high-lift systems and aileronheT aileron extension
(30% of wing span) allows acceptable rolling andera control
capabilities. An expected value of aileron efficdgmpb/(2V) of about 0.070
has been calculated.



124

CLmax |CLmaxTO|CLmaxL
2,20 2,60 3,20
ACLmaxTOJACLmaxL| KA
0,42 1,06 0,92
IO k| acimo |acimaxTolswiis|acimaxTo
0,80 1,24 0,99 0,4 1,15
0,8 0,58
R ACIL_| ACImaxL |Swi/S| ACimaxL
2,10 1,68 0,4 2,88
0,8 1,44
m q Swf/S m q Swf/S
landing take-
off
-0,28 1,20 0,73 -0,69 1,20 0,51

Table 3: slotted flap extension design

aletonsz

14

1.4

T

slat

7 047
! S50

Fig.6: Flap, aileron and slat extension on Easy-f#iing.

3. AIRFOIL DESIGN

A new airfoil was designed at DIAS. Aerodynamicuiggments have been:
Clmaxnot less than 1.6 at Reynolds number 1.7e@n@ss than 0.006 and
Cmia greater than —0.08 at Reynolds number 4e06; looatngther ULM
aircraft, a 13.5% chord referred thickness was eho$he adopted design
methodology [4] has included preliminary airfoil lsgtion to obtain a
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starting point not too far from design requiremefkig. 7 shows the airfoll
design loop. The design loop includes evaluationcomplete aircraft
aerodynamics and performances performed throughEXERode [5]. Our
starting airfoil was GAW(1) (its maximum thicknebas been reduced to
13.5%; see fig. 8); at first, mean line maximum bamwas reduced and its
position was moved forward to improve enin order to achieve high lift
performances, the leading edge has been slightlypdd; at the same time
leading edge radius was increased to obtain gaadc$taracteristics. The
obtained airfoil was named G1 (see fig.8). The @Gfbiawas compared to
several airfoils as NLF0115 (13.5% thickness redudbat have better
Cms (lower pitching moment). As an example a compariebreffect of
airfoil shape on complete aircraft aerodynamicshiswn in fig. 9 and 10.
Fig. 9 shows effect of airfoil on aircraft trimméfi curve and fig. 10 shows
the effect of airfoil aerodynamics on complete r@fc estimated trimmed
polar. Performances estimation has been done apcesented in table 4.
The aircraft tail loads at cruise conditions beceraevere if the airfoil is
characterized by high pitching moment values. Ideorto improve these
aspects, the trailing edge area was rotated 3° ngpwharfoil was named
G1-3F (see fig.8). During the modifications, bottfadl and global aircraft
performances have been checked to verify if thégdegoals had been met,
see fig. 7; complete aircraft performances check dene using AEREO
code [5]. Using XFOIL code [6] and other aerodynacodes developed at
DIAS [7, 8, 9] the aerodynamic characteristics nfjimal GAW airfoil and
G1-3F airfoil have been estimated. The calculatioage been extended to
stall and post-stall conditions in order to cheafluence of geometry
modification on maximum lift coefficient. In fig.1land 12 the lift curve
and moment coefficient are shown. It can be seah ttte maximum lift
coefficient (at Re=2 million) of G1-3F is very c$o that one of original
GAW airfoil. A value close to 1.60 has been estedatFig. 11 shows that
G1-3F is characterized by a very low pitching motremefficient (about —
0.040) compared to that one (-0.10) relative to Gaivibil. In term of drag
characteristics, G1-3F airfoil is characterized digilar drag coefficient
values (about 0.0060 at Re= 4 mill.) respect to GASKowing some
laminar flow extension on upper and lower surface.
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‘ Preliminary airfoil selection

‘ Geometric modifications
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Have the airfoil aerodynamic design
characteristics been achieved?

Have the aircraft design goals been achievedp
(aerodynamic and structural characteristics, —
performance, flight quality)
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Final airfoil

Fig.7: Airfoil design loop.

GAW(1)

G1-3F

Fig. 8 : 2-D airfoil shapes and chosen airfoil
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Fig.9: Effect of airfoil on aircraft lift curve.
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Fig. 10 : Effect of airfoil on aircraft drag polar

Vi, Km/h
slat +
single  slat +
V mas Vs, slot fowler RCras  Lhvmas
Airfoil km/h Km/h flap flap m/s Kg
G1 194.095 64.926 47.568 45.565 6.69 -159.63

NLFO115M1  194.529 69.457 49.266 47.051 6.85 42.77
G398mz2 194.769 67.456 48.537 46.414 6.78 -104.77
SM13ml 191.508 62.172 46.453 44581 6.63 -310.73

Table 4: Easy-Fly aircraft performances with diffat airfoils

— G1-3F — GAW(1) 13.5%

Alfa

Fig. 11: GAW and G1-3F airfoil lift curve. Re=2 il
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— G1-3F — GAW(1) 13.5%
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Fig. 12 : GAW and G1-3F pitching moment

4. HIGH-LIFT SYSTEM DESIGN

Starting from G1-3F airfoil, an advanced high Igystem, including
retractable slat and flap, has been designed. Desitjvities have been
performed considering similar research and desigrfopned by other
authors [10, 11, 12]. Fig. 13 shows the high lésidn loop; assuming semi-
empirical results as aerodynamic requirements, atat flap have been
separately designed, then the complete high lififfigaration has been
developed and optimised through the use of the lwsdwn MSES [13]
multi-component 2D aerodynamic code. The landingd@@mn has been
taken in consideration as main design configuratiororder to obtain a Cl
not less than 3.4 at the angle of attack of 10h W&p deflection of 40° at
Reynolds number of 1.3e06 and assuming a flap chioB9% compared to
the airfoil chord, different shapes have been dped acting upon the flap
shape, slot shape and lip extension. The configuras characterized by a
quite large extension of the main component’s mpared to the classical
single-slot flap configurations and by the preseofcthe cove to guarantee
the minimum interference in cruise condition andral of self-adaptability
of the flow’s direction in the slot. In the sameywan order to achieve a Cl
not less than 1.9 at angle of attack of 15°, déiferslat geometries have
been designed playing on slat shape and slot shapb?® deflection angle
and a 15% slat chord compared to the airfoil chHuade been fixed from
preliminary sizing process. Merging flap geometnydaslat geometry
together, the three components configuration f&& (8g. 14) has been
obtained. The single-slot flap is characterizedldwer hinge position. In
order to reduce the forces acting upon the hingetpa modification of the
flap leading edge has been applied. Fig. 14 shbwdinal shape. The G1-
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3F airfoil in landing configuration is shown in tlsame figure with flap
deflection of about 40 deg. and slat deflectioalmdut 25 deg.

’—4 Single component airfoil’—‘
Slat Modifications Prellmlnary Flap Modifications

slat and flap
- design\

Aerodynamic check Aerodynamic check
L—-{ Complete configuration modifications%—J
Aerodynamic check \
es
Y Complete

Global optimization high lift
configuration

Local optimization design

‘ Final multicomponent airfoil ‘

Fig. 13 : Flap and slat design loop

< =
G

Fig. 14 : Final slotted flap and slat configuration

The numerical results obtained with MSES were wgllenging, with a 2-
D maximum lift coefficient of about 4.00 at Reynsldf 1.3 million.

4.1 Global optimization of flap position

Different configurations with different flap pogiti and the same slat
position have been analysed with MSES; table 5 shtive explored
geometries and the calculatedn&ht the angle of attack of 18.5°.
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W

Configurations Overlap (%c)
3 [ 19 1 0
17 | f1 f2 f3 f4
| 18 |5 f6 f7 f8
T2 | 1.88 | f9 | f10 f11 f12
o< 2 |13 | 114 f15 f16

Clnax (0=18.59 Overlap (%c)
3 [19] 1 0
1.7 1.32 [ 4.01 | 4.03 3.97
. 1.8 3.83[3.95]3.99 3.93
) 188 [387] 4 [4.02 3.87
o< 2 392 4 [3.098 3.88

Table 5: Analysed flap configurations andn&tharacteristics.

Careful examination of results and the lift curesided to the selection of
several possible solutions. Configuratid®, f11 andfl14 (see table 5) have
been selected. TH&1 configuration is slightly more performing because o
the lower flap overlap value, but in tis4 configuration the hinge position
is closer to the airfoil's chord. Therefore tfiel configuration has been
preferred. Similar numerical optimisation has beenformed for the slat
position.

5. 2-D WIND TUNNEL TESTS

After deep numerical analysis, experimental teatsetbeen performed on a
2D model. All tests have been performed in the nEdiNS wind tunnel. In
order to experimentally obtain aerodynamic charéttes and to validate
numerical results, extensive tests have been peeidron a 2D model of
three component G1-3F airfoil. Tests have been &smsed on the
optimisation of elements position. This model hasrbmade by using an
aluminium flap and main component and a carborr fih&t to avoid high
deformation of slat at the centre of the model whpressure taps are
placed. The model with a retracted chord of ab&utrd mounted in the test
section is shown in fig. 15
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Slat
(carbon fiber)

fank

Fig. 15 : 2-D wind tunei est model of G1-3F 3-pament airfoil

5.1 Cruise retracted configuration

The first tests were conducted on the retractegemonfiguration (see that
one in the upper part of fig. 14). Test Reynoldsnbhar was 1.3 million.
Fig. 16 shows some flow visualization made withoflescent oil on airfoil
upper surface at alpha=0 and 8 deg.. It can benadxb¢hat at low angles of
attack the geometrical discontinuity on the airfgiiper surface due to the
slat trailing edge causes anticipated transitiohis Tdiscontinuity causes
absence of laminar flow on main component uppefasar Anticipate
transition will cause higher airfoil drag than esgfm by numerical
calculations.
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Slat-l‘lain
discontinuim

Turbulent
flow

Slat-main
. (o] )
discoﬂinuity

Fig. 17 shows the comparison between the numegintdlthe experimental
results in terms of airfoil pressure coefficientstdbution. It can be
observed the local difference due to slat-main camept geometrical
discontinuity. Fig. 18 show the comparisons betweaammerical and
experimental analysis in terms of lift and drag ftioent. A good

agreement between numerical and experimental sesait be observed. In
the drag polar curve there is a difference betwermerical and
experimental data because of a low under-predioignerical data and
probably an over-estimated experimental data arisiom the above
mentioned discontinuity.
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Fig. 17 : Pressure coefficient distribution. Cruisendition. Numerical and
experimental comparison.



134

|
—
|

|
|
-+ -

|
L1

numerical data

|
B e

1.6

1.2

0.4

-0.4

12 14 16 18

10

alfa (9

tendence curve

— umerical data

® & @ cxperimental data

/oL L L _L__

L L L L __L L

Rel 1.3e06!

*

L L _L__L

|
|

L L L _L__
|

12

04 — —-L
0

0.4

0.008 0.012 0.016 0.02 0.024

0.004

Fig. 18 : Cruise configuration. 2-D experimentaldanumerical

comparison. Lift curve (left) drag polar (right)



135

5.2 Landing configuration

Landing configuration shown in fig. 14 (lower parblas been also
extensively tested. Starting from final configuoatichosen after detailed
numerical analysis, an experimental optimisatios lbeen carried out acting
separately on slat and flap position; the samendigfins of gap and overlap
used for the numerical analysis have been herdegpgh the case of the
slat different configurations have been analysedrafle of attack of 15°.
From table 6 it can be seen that maximum lift doeffit for landing
configuration is dependent on slat gap and overlap.

Configuration Gap % | Overlap % | alfa (9 Cl
sl 3.37 4.12 15.37 | 3.7
s2 5.1 3.9 15.5 3.3
s3 6.1 4.44 15.46 | 3.5
s4 2.22 2.56 15.36 | 3.22

Table 6 : Slat position experimental optimisation

Configuration | Gap % | Overlap %
pl 1.18 2.3
p2 1.35 3.4
p3 1.35 3.2
p4 1.35 1.96
p5 1.35 3.73

Table 7 : Flap position experimental optimisation

In the same way different flap configurations hheen considered (table 7)
with a deflection of 39°; Fig. 19 shows the compam between the
different lift coefficient curves measured througind-tunnel test of each
configuration. From fig. 19 it can be seen thateskpental results show
that a 2-D maximum lift coefficient higher than 4ig. 20 shows the

distribution of pressure coefficient at 12° and 24iyle of attack. Fig. 21
shows the lift coefficient curve of the optimal ¢hing configuration; in the

same figure the effect of the flap deflection ariglehown.
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alfa (9

Fig. 19 :Slotted flap position optimisation.
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Fig. 21 : Lift curve for different flap deflections

6. 3-D WIND TUNNEL TESTS ON AIRCRAFT MODEL

In order to verify the 3D aircraft stall charac#ics, wind-tunnel tests have

been performed on a 1:6.8 scaled aircraft modeks&hests have been

performed both on cruise and landing configurati@nsasuring the forces

acting on the model with a strain gauge balancé.tédts have been

performed with a Reynolds number of 0.6 million anith an imposed

transition to eliminate the critical problem, aistifReynolds number, of the
laminar bubbles. In fig. 22 a picture of the aiftraodel is represented.
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B,
Fig. 22 : 3-D aircraft model, cruise configuration

6.1 Cruise (clean) configuration tests

Fig. 23 shows the results in terms of lift coeffiti curve and moment
coefficient curve. Different horizontal tail defttean angles have been used
to verify the aircraft trim capability. Wing-bodyaximum lift coefficient of
1.40 has been measured for the aircraft. Trimmeth&tlue of about 1.40 is
expected. The flight maximum lift coefficient shduhave an increase due
to Reynolds number effect. A Gk of 1.50 is expected for the trimmed
aircraft in clean configuration. Fig. 23B showstttie aircraft can be easily
trimmed with reasonable stabilator deflections. $tal should be achieved
with a stabilator deflectioBs=-10°.

CMvs CL
e s Wing-body
* TOT 8s=0

coefficient (B) curves.
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After forces measurement, a set of tufts visudbirattests have been
conducted in order to analyse stall path (Fig. 24¢reasing the angle of
attack, the separated zone increases but the ftotheawing tip zone
remains attached; this means that the aileron'scéfieness will not be
influenced by flow separation.

a: 10° a: 14°
Fig. 24 : 3-D aircraft model, cruise configuratioBtall path visualisation
through tufts.

6.2 Landing configuration tests

In fig. 25 (A,B) the model in full-flap and slat efiguration is shown. The
slat, made in carbon fiber (due to very small disi@m and relatively high
loads) has been added at wing leading edge. Figsh®2%vs the aircraft
model in landing configuration. The flaps and tHerans have been carried
out as mobile parts. The carbon fiber slat has libenght as an add-on
solution, it has been made and mounted ahead ajrthmal wing leading
edge (in order to realize the slat effect of delgyupper surface flow
separation). Many difficulties have been encounteie realizing and
setting in the right position this slat becauséfery thin shape and small
dimensions. Fig. 26 shows the results of the tehfferent horizontal tail
deflection angles have been used to verify therafirdcrim capability in
landing configuration. The measured #&atof the wing-body configuration
with full-flap (deflected 39°) and slat open at Relds number of about 0.6
million based on wing chord is about 3.2, see fi§-A. Considering
stabilator deflection necessary to trim the aitcimianding configuration a
maximum lift coefficient of about 3.1 has been meead (fig. 26-A,
deflection 8s=-25°). Fig. 26-B shows that this lift coefficieman be
achieved in trimmed conditions. The stabilator eefbn is sufficient to
ensure aircraft equilibrium up to 20° angle of elttaThe aircraft show
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positive stability up to stall and post-stall cdiatis. Considering the
landing flight Reynolds number of about 1.3 milljoa maximum lift

coefficient for the complete aircraft of about 3.4 is not an optimistic
estimation. The obtained value of about:3.2 confirm all predictions and
estimations of performed design activities. The snead airfoil maximum

lift coefficient in landing conditions of 4.0 (sgmar. 5.2 ), taking into

account that only 60% of the wing span is covergdflap, lead to an

expected value of about 3.2 for the complete dircrahe trimmed

experimentally obtained value @&=3.1 reported above is in good
agreement with expectations. This last considaratonfirm the good

quality of the performed design (also 3D wing ptani shape and fuselage
shape).

model.

0.4 —

|
CLvs a
.= 39°Slat
® o e Wingbody
* % TOT8s=0
*  x *TOT&=10 | T
*_+  *TOTEs=25°)

=39 SLAT
e+ e Wing-body
* TOT 3s=0

* TOT 8s=-5

* TOT 8s=-10
* TOT 8s=-15
* TOT 8s=-20°

* TOT §s=-25°
,,,,, Lo Lo Lo _L_J__L_Y__

Fig. 26 : 3—Dﬂaircraft model, Iénaing configuratiohift curve (A) and
Moment curves (B)
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The stall path of full-flap configuration was meseii and visualized. As
shown in fig. 27 the flow separation starts closethte wing root. At an
angle of attack of 19 deg. Only a small portiontbé slotted flap is
interested by separated flow. Flow on the ailesocompletely attached.

a: 12° a: 19°
Fig. 27 : 3-D aircraft model, landing configuratioStall path visualisation
with tufts.

In order to evaluate the wake location and to chiek distance of the
horizontal tail from wing wake, a visualization hbsen performed by
smoke visualization technique. Fig. 28 shows thmilte at the angle of
attack of 5° and 19°. For low values of the andgleattack the flow is
completely attached on the flap and the wake distdrom the horizontal
tail is considerable. When the angle of attackdases, the flow remains
attached on the flap but the distance between tidevand the horizontal
tail decreases. At the stall conditiom=(19°), the wake is very close to the
horizontal tail. It should be considered that thakes is not caused by
massive flow separation, even at this high angtexlitions because flow
separation on the flap is quite limited. Consedlyetite horizontal tail
should not be subject to excessive vibrations dughé turbulent wing
wake.



a: 19°
Fig. 28 : 3-D aircraft model, landing configuratioWing wake
visualisation.

CONCLUSIONS

Many results of a deep experimental and numerieaigth activity focused

on high-lift system design for a light aircraft hhsen presented. The
obtained experimental results show that a good-lifigeystem has been

designed and the aircraft should achieve very gdbdL characteristics.
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ABSTRACT

Marine current energy is one of the most intergstenewable and clean
energy resources that have been less exploitedaespwind energy. Only
in Europe this type of energy is available for 7#liams of KiloWatts and
in terms of exploitable energy the amount is abs0t milliards of
KiloWattHour. In the last years, the realizationhafizontal axis turbine for
the exploitation of the tidal currents is having, world-wide level, a
considerable increment. Many are the societiesth@atonsortia that have
decided to invest in such type of energetic source.

The present paper provides a summary of the wiwke at the
Department of Aeronautical Engineering (DPA) of thaiversity of Naples
“Federico 11" regarding the numerical and experitainvestigations of a
scaled model of an horizontal axis hydro turbinesighed to harness
energy from marine tidal currents.

The horizontal axis hydro turbine has been desiggnd analyzed using
numerical codes available at DPA. Among these ¢ostase were already
available at DPA and were based on standard Glauklade element
theory, modified following Prandtl's theory and the#igher Order
Correction” method, while a new unsteady code, thasevortex lifting line
theory, has been developed and now is under vilidat

The wind turbine has been designed to work apexific Tip Speed
Ratio (TSR) and particular effort has been put mdeo to avoid the
cavitation on the blade surface.

The blades are composed by airfoils with dedngathickness from
root to tip to accommodate both structural and dgramic needs.

Airfoil design and selection are based on:
= appropriate design Reynolds number;

= airfoil thickness, according to the amount of cédémgal stiffening
and desired blade rigidity;
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= roughness insensitivity, most important for stadigulated wind
turbines;

= low drag, not as important for small wind turbireecause of passive

over speed control and smaller relative influende doag on
performance;

= high-lift root airfoil to minimize inboard solidityand enhanced
starting torque.

Experimental investigations have been carried oiat the water towing
tank at the Naval Engineering Department of theversity of Naples
“Federico 11" and attention has been paid in orttereproduce the real
operating conditions of the full scale turbine dgrthe towing tank tests.

Nomenclature

P Turbine Output Power Clhax Max Airfoil Lift Coefficient

R Rotor Radius ) )
Q Rotational Speed Tsr= 2R Tip Speed Ratio
V., Free Stream Velocity Ve,

V = /V,f +(QR)? Local Velocity CP= P Power Coefficient
S Rotor Frontal Area 050V.S

P Fluid Density C. = P~ P, Pressure Coefficient
P=P_+0gh Static Pressure P 050v2

h Blade Tip Depth P-p Cavitati

P, Water Vapor Pressure g,=—2_"v  Cavitation Number
P, Atmospheric Pressure 050V

1 Introduction

Marine or river current turbines, due to the wa@reater energy density
than air can be much smaller than their wind cayates.

Furthermore, tidal power is much more reliable tkand power due to
its predictable nature thus making it a better sewf electrical energy for
feeding the electrical grid.

In the present work it will be described the prétiany design phase of a
tidal turbine rated approximately at 300 kW withmarine current in the
range of 2~3 m/s with the hub supposed to be s20aheters below the
water surface.

In this phase an experimental model has been dssigtouilt,
instrumented and tested in the towing tank of thevall Engineering
Department of the University of Naples FedericoThe rotor has been
designed in order to work at the same Tip SpeedoRsdtthe 300 kW
turbine.
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During the experimental tests set up, particultergion has been paid to
simulate the same cavitation number of the redészzse.

2 Experimental model: Rotor design Phase

As it is well known, two rotors with the same gedroal characteristics
but with different diameter will produce the sanmsdimensional forces if
they work at the same TSR. According to this cohdbp experimental
model rotor has been designed to work at the sasigmn TSR of the full
scale rotor. The TSR has been chosen taking inuatdbat higher TSR
value means higher tip tangential velocity and egnently lower
cavitation number. We believe that a good comprenssa design TSR
around 3.5.

The dimension of full scale model has been supptsde:Rotor radius
~ 5.5 m; Minimal hub depth ~ 15mherefore the minimal blade tip depth
during the rotation will be h=10 m. Using theseaddt is possible to
estimate the cavitation number at the blade tigheffull scale model.

Evaluating the cavitation number for a marine aotrneelocity of 2.5 m/s

and a water temperature of 10 °C we obtais 4.1. It is possible to obtain
a similar cavitation number for the scaled modgipdig the hub of the
scaled model of 1.5 m under the water level andngea towing tank speed
of ~2 m/s.

2.1 Airfoil Design

The blades are composed by airfoils with deéngathickness from
root to tip to accommodate both structural and dgramic needs. In order
to have thicker airfoil at the root and thinnetts tip, it has been chosen to
use two different airfoils.

Between 15% and 35% of the blade radius it has lbkesen arad hoc
designed thick airfoil (Fig 1), while, for the remiamg section of the blade,
an airfoil (hamed GT1), obtained modifying the S&b%oil, has been used
(Fig 2). The airfoils are shown deformed for coefitial reason.

Figure - 1 Root airfoil (deformed)
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5805

Figure 2 - GT1 tip modified airfoil (deformed)

Both the airfoils have been chosen and designéadye high efficiency at
their design angles of attack and Reynolds numistimated to be about
500000 at the blade tip and 200000 at the blade roo

GT1 :EFFICIENCY CURVE
o
o
Alfa
Figure 3 - GT1 efficiency curve
Root airfoil: EFFICIENCY CURVE Re 200000
80.00 ‘ |
70.00 |
60.00 \\‘
50.00 N
LD 40,00 / \
30.00 / \
20.00 / ~<
10.0 | |
0.00 ‘ ‘
-6.00 -4.00 -2.00 0.00 2.00 4.00 6.00 800 10.00 12.00 14.00 16.00 18.00 20.00 22.00 24.00
alfa (9

Figure 4 — Root airfoil: efficiency curve

The design of the blade tip airfoil has been penfedt in order to avoid
cavitation. Cavitation occurs when the absolutei@alf the local pressure
coefficient on the airfoil,c}|, is greater then the cavitation numbey,
According to this, the blade tip airfoil has beessigned to obtairc]<a,
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for the pressure distribution corresponding tg..clvhere high negative
pressure peak is reached. An example of pressudifications at design

angle of attack is reported in te figure 4a.
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Figure 4a: Pressure coefficient distribution fa tiriginal and modified airfoil

Blade Design

The blades have been designed using a numericaldmgeloped at DPA.
The code is based on the classical Glauert’s themrgified including real
viscous behaviour of airfoils and higher order eotion terms (finite span,
hub loss, etc.)

The code input allows the user to supply the ddsimegle of attack of
each section and the TSR design point, and, asiputsupplies the chord
distribution and the twist distribution along thiade, see figures 5 and 6
(real values are not shown for confidential reaksoi$iere is also the
possibility to perform a multi-point design. Thadl rotor diameter is .8 m
and the area is .57teading to a global rotor solidity of .2.

Using both chord and twist distributions, a complaumerical analysis,
to obtain the characteristic curves of the turbimes been performed. It's
important to remark that it has been preferred $e @ linear chord
distribution instead of the optimum one obtainednfrthe design phase
because it is much easier to build. In any case,two planform shapes
were both numerically analysed and the compariseggests that the
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differences between optimal chord distribution ath@ linear one, is

negligible.
Twist distribution
teta \
0.000 0.200 0.400 0.600 0.800 1.000
'R
Figure 5 - Blade Twist distribution
Chord distribution
0\\
C/ \
R \\
——
0.000 0.200 0.400 0.600 0.800 1.000
R

Figure 6 - Blade Chord distribution

In the figures 7 and 8, the Power Coefficient CH 8K and the Power vs
Rpm, at different water speeds, are showed. Aspbssible to see from the
figures, it looks that the turbine shows a goodavéur not only at the
design TSR but also at higher TSR values (TSR=3His has been one of
the main guideline of the proposed design: renowne bit in terms of
maximum efficiency in favour of a larger extentT®R at which the rotor
shows its maximum value.
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Figure 8 - Power vs Rpm varying towing tank sperdrerical)

3 Equipment and experimental setup

The blades have been manufactured in aluminiumguSiNC machines
and, as showed in Fig 9, it has been possiblettdierent pitch angles of
the blades.

The whole experimental equipment has been CAD dedigand it has
been verified from a structural point of view thghua finite element
analysis (Fig 10).
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Pitch Variation syste|

Figure - 9 - The rotor: a) CAD model; b) Real modih airfoils template; c) Pitch variation
system

Downstream the rotor, a box has been designed li the complete
measurement equipment (Fig 10).

The motion is transmitted to an engine through a@®&gree gear box with
ratio 1:1. Finally a two steps gear box of ratid6Lbrings the rotational
speed to a value suitable for the engine. Thisislactronically controlled
asynchronous motor/generator that is capable tontaiai a prefixed
rotational speed. So the user can set a specifeds@and the engine
maintains that speed independently on the neededecor power (i.e. it
can behave like a motor or like a generator). lndkperiments the engine
worked as anntelligent brake: in particular it acted as a standard rigsist
load on the stable branch of the power curve (AigR) while it acted as a
perfect controllable brake on the instable brantlkhe power curve (low
TSR). The torque-meter was specifically modifiedaork in the water. It
had a full scale range of 226 Nm (2,000 Ibf-in) amd accuracy of
+0.1%FS. It needed air pressure to prevent entdhiegwater inside the
case. The torque-meter was also equipped withaioatl speed pick-up
and it has been mounted floating. Finally, a loall with 500 kN FS was
installed at the end of the transmission shaft easnre compressive or
traction loads produced by the rotor, see figureTte rotor hub has been
set at 1.5 meter below the water surface.
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Towing Tank
supports

Brake Engine
SHPPOVLS

Torgue-meter:
Torgue measurement

Lead cell: Thrust
measurement

U

Test equipment Characleristic:
+Height'~3m Finite element

analysis

« Water Line: 1.5 m from rotor center

Figure 10 - Experimental equipment

4 Experimental tests

The experimental tests have been carried out aNthal Department’s
Towing Tank of the University of Naples FedericqHig 11)
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Figure 11 - Towing Tank, Turbine ready to be irsthl

The towing tank main dimensions are: 135.5m x 90#rbm (depth).The
experimental tests have been carried out at diffamving speeds. During
the tests a range of velocities between 1.5 m/s3hdn/s and different
blade’s pitches (-4°, 0, 4) have been investigdtexhative pitch: toward
stall). In the following figures a comparison beemenumerical results and
experimental results at the blade pitch of 0 degyeead at different speeds
are shown; figure 14a shows measured torque wigiled 14b illustrates
the differences between the numerical evaluatedepauith measured data.
Considering that the numerical curves are baseg onl numerically
evaluated airfoil coefficients and that there igtle loss due to the bearing
holding the rotor, the agreement is acceptableurgid 2c is referred to a
water speed of 2 m/s and shows the measured ptheenumerical one and
the power derived from the measured thrust applyhey disk actuator
theory and using the theoretical value of the spaedhe far wake
downstream. The curve indicatedEagp. From Thrushas been obtained by
the theory reducing the derived power of 20% tcetak account the loss
connected to the real streamtube which is diffefiemh the theoretical one.
Figure 12d shows the measured thrust at differeatewspeed. The
efficiency (also named power coefficient) at themiral pitch and for
different water speed is shown in figure 13a whiile pitch variation effect
is illustrated in figure 13b. The collapsing ofiefncy curve at different
water speed is an indication of the accuracy of.ddevertheless is worth
to note that there is a little increment in the powoefficient at higher
water speed due to the increase of airfoil bladgnBlels number reducing
then the drag coefficient.
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Efficiency (pitch 09

i

Efficiency (v=2mis)

——Pitch -4 (toward stall) —=—Pitch 0 —— Pitch 4 (toward feather)

TSR

Figure 13: a) Experiments: Efficiency at differeetocities; b) Experiments: Efficiency at
different pitches

Figure 14a shows the torque variation in time eady water speed of 2.5

m/s with turbine rotational speed of 200 rpm: i ¢ seen that the torque
ripple is very small. The start-up of the rotoilligstrated in figure 14b that
shows the variation of the rotor torque with tireetihg the rotor accelerate
autonomously without any breaking load.
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Figure 14: a) Experiments: Torque vs time; b) Expents: Torque vs time at speed-up with
no load

5 Conclusions

An horizontal axis hydro turbines has been desigwetarness energy
from marine tidal currents and a scaled model b&ag been built and tested
in the towing tank of the Department of Naval Emgiring, University of
Naples “Federico II", reproducing the same cawtathumber of the real
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turbine. Turbine performances have first been ptedi numerically by
means of numerical codes based on standard Glaléaitie element theory
modifiedad hog and then they have been measured experimentatiygh
several towing tank tests during which water spbéje pitches and depth
of rotor hub has been systematically varied. Dutimg experimental tests,
particular attention has been paid to simulateshime cavitation number
and the same TSR of the real scale turbine tha&xjsected to produce
300kW of clean electrical energy. The blades hawedifferent airfoils for
the root and the tip. Tip airfoil has been desigtedvoid cavitation at the
design working condition. The experimental dataficonthat the turbine
has good performances not only at the design TS [Rit also for higher
TSR values (TSR=3+5) according to one of the masigh requirements.
Furthermore a maximum efficiency of 45% has beeasueed that can be
considered an excellent value considering the sbhadle airfoils Reynolds
numbers. This has been obtained with pitch equad tdegrees that, from
another side, retards the speed-up of the turl@spect to the case with
pitch=0 degree. It is also worth to mention thagrewith the tip blade set at
only 20 cm from the water surface, the cavitatiemer appeared, satisfying
also another of the design requirements.
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Appendix B: Optfoil user’'s Manual

Author: Francesco Grasso
Contacts: skyflash@inwind.itfrancesco.grasso@unina.it

Overview

Optfoil is a numerical code created to design aptinoze
airfoil shape by using numerical optimization approach.

It is fully developed in FORTRAN 90. In order tograntee an
easy usage, an intuitive GUI is provided for anyuinp
parameter.

System Requirements

No particular requirements are necessary to uséoiDgust
the operative system should be a Windows OS (Wis@8w
2000, XP, Vista).

Input Settings

Geometry Settings:
Geamatry |
1 Control Poi

General Settings:

Objective Func Gnt; l_
3

2

E it




162

1) Geometry Settings:the user should provide the coordinates
of the geometry to be used as initial configuratidwo
particular format rules are necessary; just twaiwls with
“x" and “y” coordinates starting from the trailireyige, passing
through the leading edge, to the trailing edge, both in alizek
or in counter-clockwise directions. In order to héip user and
reduce the number of parameters to prescribe, duitieg
design process, the same number of points and the sa
distribution density of the initial geometry is used.
Alternatively, the user can prescribe an initial eétcontrol
points; in this case the file should be named “a@rkt” and
two columns with “x” and “y” positions of 13 contrpoints
should be assigned in counter-clockwise directiorarly case
a geometry file should be indicated in order torsgmnber of
coordinates and their distribution

2) Objective Function Quantity: Optfoil can optimize airfoll
shape also in multi-objective problems. The userukho
prescribe how many objective functions will be specified.

3) Weight: in case of multi-objective problems, a weighting
factor should be specified in order to combine #iegle
objective functions.

Obj Function & Solver
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4) Min/Max: the user should choice if the design problem is a
maximization or a minimization problem.

5) Choice of objective function:for each objective function,
the user should choice which aerodynamic parameter
associated. By using Optfoil, lift coefficient, dragetficient,
aerodynamic efficiency (L/D) and endurance paramete
(CIP%Cd) are available as objective function.

6) Parameters: for each objective function, angle of attack,
Reynolds number, Mach number, transition parametats a
turbulence parameter “n” should be assigned.

7) Solver Settings:Optfoil uses XFoil, TBVOR and MSES as
aerodynamic solvers; in dependence of the aerodgnsotver,
some parameters should be specified. More detaits ar
available in their user's manuals.

Constraints

Optione
[ Mg

U thickness > 8

b amimurm thickness: <

[ Moment cosflicient; »

[ Mini 5
inimLIn gap:
o at [wfc]:

Lift coefficient; »

8) Constraints: several constraints have been implemented in
Optfoil, both geometrical and aerodynamic. Each dnihese
constraints can enabled or disabled in dependeffictheo
specific design problem to solve, and for each or®oand
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value can be prescribed. Here, a list of implemeontettraints
is indicated:

e Minimum thickness

e Maximum thickness

e Minimum gap

*  Minimum moment coefficient

e Minimum lift coefficient

e Cavitation check

6 g, Jie - > = 2
» L 1
7 e
- 13
8 s ey 12
% 10 41
Options: -
T==> 1 )
e E | Initial V¥ alue | Upperths
14 l | )

| l |

9) Body: parameter not used.

10) Control points: for each control point, it is possible to
decide if to active it or not, if to active just therizontal or the
vertical displacement, or both two.

11) Bounds:for each active control point, its lower bound and
upper bound should be provided. If the initial valseout of
the prescribed bounds, Optfoil will set automatic#iiie value
equal to closer bound.

12) Force symmetry:it is possible to prescribe that the airfoil
will be a symmetrical airfoil.
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Output Files

Several files are generated during the design peoiceorder to
allow the user to control each parameter modifiadngj the
process.

“finalblade.txt” at the end of the design process, the
coordinates of the optimal solution are stored in this file.
“report.txt”. the history of the objective function and
constraints is stored in this file.

“fort.7”: this file contains information similar to thosmnes
stored in “report.txt”, but with more details abobe tinternal
parameters of the optimization.

“fort.41": for each tested configuration, a new set of aantr
points is created; in this file these sets of adnpoints are
stored.

In addition to these files, each set of coordinatesesponding
to tested configurations is stored in a single flemed with
the current date and time).

Optfoil internal structure

In this section the most important subroutines ptf@l are
briefly illustrated.

main: main program of Optfoll

mainmenu: subroutine for the control of the GUI regarding th
initial choice about number of objective functioasd input
mode.

readgeo:subroutine for the input of the initial geometry.
readbez: subroutine for the input of the control pointstla
beginning of the process instead of the airfoil's geometry.
menuobj: subroutine for the control of the GUI regarding
objective function parameters.

menug: subroutine for the control of the GUI regarding th
management of constraints.
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menudof: subroutine for the control of the GUI regarding th
management of degrees of freedom.

opt: subroutine deputed to the control of the optindzat
process.

x2bez: subroutine for the conversion of degrees of fre@do
vector X to Bezier control points.

outgeo: subroutine for the storage of the test geometryndu
the optimization process.

evalg_geo:subroutine dedicated to the geometrical consgaint
evaluation.

evalg_aero: subroutine dedicated to the aerodynamic
constraints evaluation.

evalobj: subroutine dedicated to the evaluation of thecibje
function.

outfinalgeo: subroutine for the storage of the optimal
configuration.
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