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CHAPTER 1

Introduction

Nanomaterials are receiving an increasing scientific and technological interest lately. The boost of nanotechnology driven by the discovering of carbon nanotubes and their numerous applications has focused many efforts in the development of nanodevices and in the exploiting of their properties. The possibility to apply techniques primarily related to the semiconductors industry not only to the development of electronic chips but to nanomaterials devoted to the life science has generated a world of applications for such new nanomaterials, just to name a few, single molecule sequencing, drug delivery devices, biosensors, macromolecule separation devices[1]. The unique property in these materials is the presence of organizational features on the spatial scale of 1 to 300 nm. The presence of pores or channels on the nanometric range allows a diverse interaction between molecules and material walls or surfaces which has been demonstrated to have interesting features. In fact, whenever the size of the device matches with molecule’s dimensions or anyway, probe dimensions, generally a deviation from all classic relationships occurs. This happens because the material can interact with the molecule itself, single molecules or few molecules, giving rise to a discrepancy with the continuum behaviors. This has been shown in many cases.

For example in micro/nanofluidic there is a break down of the continuum assumption whenever the length scale of the flow field becomes close to the size of the molecules of the liquid. For instance the intrinsic viscosity dramatically changes from its typical values when the size of the channel and the size of the flowing molecule become comparable. It was shown that when the channel size is smaller than ten molecular diameters the fluid looses its fluid-like structure and behaves like a ordered solid crystal rearranging into a discrete number of ordered layers[2], with an apparent viscosity as high as $10^5$ times the regular one, and a molecular timescale $10^{10}$ times slower than typical.[3] Couple of years later a rich pattern of heterogeneous molecular mobility in a confined thin layer of fluid was
demonstrated, which discarded the hypothesis of solidification induced by confinement[4]. Anyway an increase in viscosity was also shown for water during nanochannels filling, where channel height is several times higher than water dimension[5].

In another field of applications, the ability of nanomaterials to interact with molecules opened up the possibility to manipulate macromolecules such as DNA to perform DNA separation and sequencing and the performance of such devices is related to the conformation of the polymer in response to collisions or field gradients. A macromolecules confined in a channel with characteristic dimensions of the same order or less than the radius of gyration of the molecule was demonstrated to have an equilibrium configuration which is diverse from the bulk one and depends on the size of confinement[6-7]. Therefore conformational features are affected by confinement. On the other hand also dynamical properties strictly depend on geometrical confinement The influence of confinement on macromolecules relaxation was shown for instance in linear force extension experiments of the entropic recoil of DNA in slit confinement[8-9]. As a result of the competition between a stretching rate and the polymer relaxation, the deformation of the polymer affects the ability of the devices to properly sequence macromolecules. A confined relaxing chain was best described by two time constants in linear extension regime, whereas a bulk recoiling molecule is described by only a single time constant. The onset of a second recoiling regime was attributed to the presence of boundaries which prevent at a certain point a further extent in the blob size across the chain.

Among dynamic properties, transport properties of molecules, in terms of diffusivity are indeed affected by confinement. Fick’s laws for diffusion were demonstrated to fail in many experimental cases. Though usually adequate to describe mass exchange within a thin membrane, in the case of size proximity of membrane’s pore and molecule’s diameter a non-Fickian behavior was demonstrated[10-11]. Micromachined membranes with rectangular pores nanometric only in one direction, and as small as 7 nm, were used for the controlled release of therapeutic drugs such as Interferon, BSA and Lysozyme. The possibility to use nanotechnology to manufacture such a devise with this kind of topological features was initially investigated with the aim to isolate pancreatic islet cells, and reduce the immune response. The membranes were designed in this way to accomplish the exchange route between the islet cells and the external environment, as to allow small molecules and nutrients (water, carbon dioxide and glucose) to permeate the membrane whereas preventing the bigger molecules derived from an immune response such as immunoglobulin from getting in[12-13]. In fact the advantages of nonporous
materials include, for example, the possibility to vary the pore size and to “finetune” the material for certain drug molecules by chemical modification of the surface. Nanomaterials have many interesting properties considering drug delivery applications. The small size of the pores (2–50 nm) confines the space of a drug and engages the effects of surface interactions of the drug molecules and the pore wall. Depending on the size and the surface chemistry of the pores, increased dissolution rate or sustained release of a drug can be obtained[14]. Experimental diffusion studies showed for the reported nanomaterials an increasing deviation from Fick’s law in the release profile with the increasing in the ratio molecule size to membrane height. Such a deviation eventually corresponded to a zero order release kinetic, meaning that mass flux within the pore was constant for a certain extent.

Which is the reason why such a deviation might occur has not been clarified yet. Of course if a molecule is confined in a molecular small 3D cage its mean square displacement can be as high as the cage dimension. Therefore interesting is to investigate how and why 1D or 2D confinements induce deviation from Brownian motion. The presence of obstacles that obstructs molecular motion by an excluded volume interaction was demonstrated to cause anomalous diffusion which is factorized as an exponent smaller than one (one in the case of normal diffusion) that stretches the time dependence of the mean square displacement [15]. Anomalous diffusion was shown in intracellular diffusion motion, in diffusion in zeolites and in mesoporous materials. The limit of 1D confinement on the other hand, corresponds theoretically to the single file diffusion mechanism where no mutual passage of particles is possible. In this case at long times the mean square displacement is proportional to the square root of time[16-18].

Being concerned about the application of nanomaterials to the development of drug delivery devices, it is therefore of fundamental importance the understanding of how the nanostructure might change drug molecule diffusion properties within the device.

In this thesis work we wanted to address this topic with the aim to investigate how confinement may affect molecular diffusion properties. Attempts of doing so have been performed mainly on a macroscopic scale. While a macroscopic observation can give readily engineering information about the material in use, it can not unravel the microscopic dynamics. For this reason we developed our work starting from macroscopic permeability observations of hindered diffusion in nanoporous silicon membranes and diverged our experimental efforts to the investigation of single molecule behavior under confinement.
Willing to investigate molecular physical properties on the nanoscale, there is the need to overcome the drawback of nano dimensions, therefore classical microscopy can not be used. Though nanoscopy has already been proved, it is still somehow not affordable [19-20]. A possibility to study the nanoscale is to perform Fluorescence Correlation Spectroscopy (FCS), a well established technique widely used for measuring macromolecules properties and interactions both in vitro and in vivo; it measures fluorescence intensity fluctuations due to Brownian motion of few fluorochrome molecules in an illuminated volume smaller then a femtonliter. Through a time correlation analysis of the intensity fluctuations, molecular hydrodynamic properties of single molecules are then accessible [21]. Though usually applied to bulk measurements or to cellular environment investigations [22-23], it has also been used as a tool for velocity measurements in microfluidics and recently it has been demonstrated as a detection tool for molecular motion in micrometric and submicrometric structures [24-26]. We conducted FCS measurements of small molecules such as dyes, Dextrans or PEGs in glass nanoslits as small as 10 nm in height.

Starting from single molecule observations we also wanted to develop a mesoscopic dynamic model using Dissipative Particle Dynamics (DPD). The molecular model once validated could be used to predict the macroscopic behavior in terms of physically meaningful parameters that represent the actual dynamics of the system at a nanoscopic level, becoming a meaningful tool to the design of nanodevices for drug delivery applications.
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CHAPTER 2

Diffusion

Diffusion processes have been studied for more than 180 years. Interesting to note, there are two main approaches for studying diffusion fundamentals: either a macroscopic approach which starts from the observation and explanation of the phenomenological behavior and ends up with their mathematical solution, established by Adolf Fick, or a microscopic approach, according to the random walk theory initiated by work of Brown, and Maxwell and pursued by Einstein. During the time these two approaches have been developed in parallel and nowadays the macroscopic treatment is more in use for engineers purposes whereas the microscopic approach is rather used by physicists.

The macroscopic approach summarized by Fick’s laws have been successfully applied also to predict the diffusion kinetics of molecules through thin semi permeable membranes. Nevertheless, experiments have shown that, as the size of the membrane pores approaches the molecular hydrodynamic radius, unexpected effects, which cause substantial deviations from kinetics predicted by Fick’s laws, can occur.

Justified by the interest in understanding motion on the nanoscale, we have to follow both treatments. We must have an atomistic and microscopic comprehension in order to derive macroscopic engineering solutions for the diverse already mentioned applications.
Macroscopic approach

Historical note:

In 1855 Fick was an anatomy demonstrator in Zurich, studying biophysical coherences in the human body, when he proposed his quantitative laws of diffusion. He focused on topics such as air mixing in lungs, hydrodynamics of blood circulation and the work of the heart as well as the mechanics of muscular contraction. Fick realized the analogy between diffusion and Fourier’s law of heat conduction as well as Ohm’s law of electricity, which is described by the same mathematical formalism. Fick combined the approach given by Fourier with the conservation of matter and ended up with the partial derivative equation of the second degree commonly known as Fick’s first law[1]. To verify the equation, Fick connected two reservoirs, one with pure water and one with salt water by tubes of different length. He recapitulated that “the amount of salt was determined, which diffused out of the terminal section of the tube, in measured spaces of time, and which therefore also, in the same time, passed through any section of the cylindrical tube”.

Diffusion on the macroscopic scale is in fact driven by chemical potential caused by a concentration gradient, which has to be balanced due to entropic reasons. As Fick derived, the particle flux J is proportional to the diffusion coefficient D and the concentration gradient $\nabla C$:

$$J = -D\nabla C$$  \hspace{1cm} (1)

The continuity equation for mass conservation in eq. 2 is applied

$$\frac{\partial C}{\partial t} = -\nabla J$$  \hspace{1cm} (2)

which leads to Fick’s law of diffusion:

$$\frac{\partial C}{\partial t} = \nabla (D\nabla C)$$  \hspace{1cm} (3)

that under the assumption of isotropic diffusion can be written as:

$$\frac{\partial C}{\partial t} = D\nabla^2 C$$  \hspace{1cm} (4)

Consequence of eq. 4 is that the flux has a maximum at the place with the highest difference in concentration, and that the concentration does not change with time at the place with the highest flux. The power of this approach lies in the fact that it allows to predict the distribution of concentrations at any given time, just by knowing the initial concentrations and boundary conditions that define the diffusing system.
If the problem is spherically symmetric the flux is radial and we can write:

\[ \frac{\partial C}{\partial t} = D \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial C}{\partial r} \right) \]  

(5)

If we consider as initial boundary conditions an initial number of particles equal to \( N \) all in position \( r=0 \) at time \( t=0 \), we can compute the following solution:

\[ C(r,t) = \frac{N}{(4\pi D t)^{3/2}} e^{-r^2/4Dt} \]  

(6)

Eq. 6 represents clearly a 3D Gaussian distribution.

The relation presented for the mass flux \( J \) is valid as long as no external forces are applied to the particle. In presence of an external potential \( U(r) \) a force \( \mathbf{F} = -\nabla U \) is acting. For laminar diffusion, velocity is given by \( \nu = F / \zeta \). The friction coefficient \( \zeta \) depends on viscosity \( \eta \) and shape of particles. For spherical objects with radius \( R \) in liquids, Stokes defines \( \zeta \) as:

\[ \zeta = 6\pi \eta R \]  

(7)

The directed velocity causes an additional flux \( J = c\nu \) which enhances Fick's first law to:

\[ J = -D \nabla C - \frac{C}{\zeta} \nabla U \]  

(8)

From equation 8., at equilibrium, which means zero flux, is possible to recall the microscopic theory, and impose Boltzmann distribution for concentration:

\[ D \nabla e^{\frac{-U(r)}{kT}} = \frac{1}{\zeta} e^{\frac{-U(r)}{kT}} \nabla U \]  

(9)

After computing we can derive the follow eq.:

\[ \frac{D}{kT} e^{\frac{-U(r)}{kT}} \nabla U = \frac{1}{\zeta} e^{\frac{-U(r)}{kT}} \nabla U \]  

(10)

Which leads to the Einstein relation:

\[ \frac{D}{kT} = \frac{1}{\zeta} \]  

(11)

This fundamental equation matches the diffusion coefficient as a macroscopic parameter to all microscopic properties. In particular for a spherical rigid particle we can compute:

\[ \frac{D}{kT} = \frac{1}{6\pi \eta R} \]  

(12)

Equation 12 is commonly known as Stokes-Einstein relationship.
Microscopic approach

Historical note

Robert Brown was investigating organic and inorganic powder suspensions using microscopy in 1827 when he found an unexpected motion of micron-sized particles. In contrast to all prior scientists he thought the origin of these motion was a physical force[2]. But he needed Thomas Graham work first and Maxwell’s as well to discover the Brownian motion. In fact, the inventor of dialysis, Graham, started his research in 1828 on gas diffusion and determined that gases diffused spontaneously, mutually and equally through each other. He also noticed that diffusion in liquids was three order of magnitudes smaller than in gases. Graham performed the first quantitative experiments on diffusion, which is particularly remarkable because the notion of a coefficient of diffusion was not yet established until 1855 by Fick [1]. Later on in 1867 Maxwell calculated the diffusion coefficient for CO₂ in air, recalling Graham's experimental data from 1828. Almost eighty years after Brown finally discovered the “Brownian Motion”. The close relationship between Brownian motion and diffusion was discovered and put into a mathematical formalism by Albert Einstein[3] in 1905. Einstein recognized that the characteristic value to describe particle diffusion was the mean square displacement in a defined time and not the averaged velocity of the particle. Einstein proposed the fundamental relation between the macroscopic particle quantity and the microscopic one, by relating the diffusion coefficient with the mean square displacement. In the following period, the analysis of “random walk” trajectories as obtained from observing the Brownian motion of small particles in liquids was carried out. In 1913, Jean-Baptiste Perrin were able to verify Einstein’s equation by experiments[4]. Perrin claimed that if it was possible to plot positions of particles in the trajectory in a hundred times smaller time interval, the shape of the linear trajectory segments would take also a polygonal shape as complicated as the whole trajectory, and so on. Interestingly, Perrin described with these assumptions the behavior of a fractal line, half of a century before Benoit Mandelbrot published his work “Fractal Geometry of Nature”[5].

In the Einstein treatment of the random walk model for diffusion, the motion of a molecule consists of periods of undisturbed motion interrupted by sudden changes of direction when it collides with another molecule. The collisions affects in general the speed of the molecule but its average speed remains constant as long as the temperature is fixed. The random walk model assumes that the time between collisions is a constant τ,
the direction of motion is completely randomized by a collision, thus molecules have no memory of the past, and molecule speed \( v \) stays constant. Therefore the distance \( d \) between two collisions, also called the step length, is constant as well and it is given by \( d = v \tau \). The complete time \( t \) of a walk can be expressed as the number of steps \( n \) since \( t \) and is given by \( n = t/\tau \).

In one dimension the molecule has just one degree of freedom \( x \), and can only move forward or backward. After \( n \) steps the molecule has the position

\[
X(n) = X(n-1) \pm d
\]  

Steps forward (+d) have the same probability as steps backward (−d) and all individual steps are independent. Considering an ensemble of identical molecules starting at \( x=0 \) at \( t=0 \), their average \( x \) will be zero at all times: \( \langle x(t) \rangle^2 = 0 \). With time, i.e. with increasing number of steps, however, a spread of the ensemble occurs. This spread can be described by the standard deviation \( \sigma \) of \( x \) which is equal to the mean square displacement as the average is zero that is reported in eq. 14:

\[
\sigma = \sqrt{\langle x^2(t) \rangle - \langle x(t) \rangle^2} = \langle x^2(t) \rangle
\]  

Thus, the mean square of the distance is:

\[
\langle x^2(n) \rangle = \langle x^2(n-1) \rangle + \langle \pm 2dx(n-1) \rangle + \langle d^2 \rangle = \langle x^2(n-1) \rangle + \langle d^2 \rangle
\]  

In the last term of equation 15 the mix products average is zero due to the equal probability to have positive or negative sign. From eq. 15 it follows:

\[
\langle x^2(n) \rangle = nd^2
\]  

Thus the mean-square displacement in eq. 14 increases linearly with the number of steps \( n \), and therefore with time \( t \) as it is reported in eq. 17.

\[
\langle x^2(t) \rangle = \frac{d^2}{\tau} t
\]  

The step length \( d \) and the time for one step \( \tau \) of eq. 17 can be replaced by the diffusion coefficient \( D \), which is defined as:

\[
D \equiv \frac{d^2}{2\tau}
\]  

It follows that in 1D random walk motion the mean square displacement is proportional to time and to \( D \) as reported in eq. 19:

\[
\langle x^2(t) \rangle = 2Dt
\]  

Under the assumption of isotropic motion we can derive the expressions for 2D and 3D motion:
2D: \[ \langle x^2(t) \rangle + \langle y^2(t) \rangle \to \langle r^2(t) \rangle = 4Dt \]  
3D: \[ \langle x^2(t) \rangle + \langle y^2(t) \rangle + \langle z^2(t) \rangle \to \langle r^2(t) \rangle = 6Dt \]

During a typical observation time, each particle takes many steps on the 1D random walk. The probability that a random walking particle took a total of \( k \) steps to the right after a sequence of \( n \) steps in the random walk is provided by a binomial distribution:

\[
P(k; n, q) = \frac{n!}{k!(n-k)!} (q)^k (1-q)^{n-k}
\]

Where \( q \) is the probability of moving to the right at each step which is \( q=1/2 \) for an unbiased random walk. By using the binomial distribution, it is possible to determine \( p(x) \), which is the probability of finding a particle at a position \( x+dx \) as a function of time after a large numbers of individual steps have occurred:

\[
p(x) = \frac{1}{\sqrt{4 \pi Dt}} e^{-x^2/4Dt} dx
\]

This equation 23 describes a Gaussian distribution and it can be also referred to as the Brownian propagator. In fact the random walk model predicts that diffusing molecules, placed in the origin at zero time point, spread over time in a way that the mean position is unchanged, but the variance in the distribution increases as a \( 2Dt \). This result has been already found in the macroscopic treatment for diffusion in a 3D form.

Interestingly, if only a two dimensional projection of a three dimensional diffusion process is measured, the two dimensional description is valid, because the motion along \( z \) is not taken into account. This is somehow not fully intuitive but can be demonstrated analytically. This is the case of many experimental scenarios (imaging, particle tracking, FRAP and FCS on surfaces or quasi surfaces due to resolution limits) where it is not possible to probe 3D motion but only to gain 2D motion information.

As soon as it is proved experimentally that motion is isotropic in all three directions, the components in the \( x, y, \) and \( z \) directions of the probe movement can be treated as independent, and the analysis of the diffusion behavior based on 2D projections is correctly described by models for 2D motion. This can be shown using the example of free diffusion: the solution of the diffusion equation (eq.4) in 3D and computed in eq. 6, can be evaluated for a molecule with diffusion coefficient \( D \) at position \((x_0,y_0,z_0)\) at time \( 0 \) as the probability to find itself at a position \((x_1,y_1,z_1)\) at time \( t \) which is given by the Green’s function:
\[ p_D^{(3D)}(x_1, y_1, z_1, t| x_0, y_0, z_0, 0) = (4\pi Dt)^{-3/2} \exp \left[ -\frac{(x_1 - x_0)^2}{4Dt} - \frac{(y_1 - y_0)^2}{4Dt} - \frac{(z_1 - z_0)^2}{4Dt} \right] \] (24)

Eq 24 is used to calculate the MSD according to

\[
\text{MSD}^{(3D)} = \int \int \int dx_1 dy_1 dz_1 \int \int dx_0 dy_0 dz_0 W_D(x_0, y_0, z_0) \times P_D(x_1, y_1, z_1, t| x_0, y_0, z_0, 0) \left[ (x_1 - x_0)^2 + (y_1 - y_0)^2 + (z_1 - z_0)^2 \right]
\] (25)

where

\[ W_D^{(3D)}(x, y, z) = \lim_{t \to \infty} P_D^{(3D)}(x, y, z, t| x_0, y_0, z_0, 0) \] (26)

is the equilibrium distribution, leading to the expected linear dependence of the MSD on time

\[ \text{MSD}^{(3D)} = \langle r^2(t) \rangle = 6Dt \] (27)

In order to describe the projection of 3D data onto the x-y plane the integration is changed to

\[
\text{MSD}^{(3D, proj)} = \int \int \int dx_1 dy_1 dz_1 \int \int dx_0 dy_0 dz_0 W_D(x_0, y_0, z_0) \times P_D(x_1, y_1, z_1, t| x_0, y_0, z_0, 0) \left[ (x_1 - x_0)^2 + (y_1 - y_0)^2 \right]
\] (28)

by deleting \((z_1 - z_0)^2\) into eq. 25 and turns out to be the same as for true 2D diffusion:

\[ \text{MSD}^{(3D, proj)} = \text{MSD}^{(2D)} = 4Dt \] (29)

This follows from the definition of the Green’s function as a normalized probability distribution and can be generalized to all processes where the Green’s function can be factorized into terms each depending on only one spatial coordinate[8].
Deviation from a random walk

The individual mean square displacements do not necessarily follow a linear dependence with the observation time, as shown above for the random walk diffusion. In real systems, the diffusion of an individual particle is often influenced by local anisotropies, such as obstacles, adsorption sites or regions with increased drug or regions with a uniform flow[9-12]. These influences are visualized as deviations from the linear behavior in a MSD versus time. For some specific cases, it is possible to derive analytically a mathematical formula that describes the time dependence of the MSD.

ANOMALOUS DIFFUSION MODEL

In unobstructed diffusion, the mean-square displacement of diffusing particle is proportional to time. But obstruction or binding may lead to anomalous diffusion, in which diffusion is hindered and the mean-square displacement is proportional to a fractional power of time less than one[13]. This can be caused by obstruction by inert obstacles as well as by the presence of binding phenomena[14-15]. The list of systems displaying anomalous dynamical behavior is quite extensive and hosts, among others, the following systems in the sub-diffusive regime: nuclear magnetic resonance (NMR) diffusometry in percolative [16], and porous systems [17], Rouse or reptation dynamics in polymeric systems [18-20], transport on fractal geometries [21], or the dynamics of a bead in a polymeric network [22]. Anomalous diffusion in the presence or absence of an external velocity or force field has been modeled in numerous ways, including fractional Brownian motion [5], generalized diffusion equations [23], Langevin equations [24], generalized master equations [25].

Anyway there is still open discussion in literature to how to write a generalized diffusion equation which comprise anomalous diffusion behavior.

In first attempts of generalizing the standard diffusion equation for the description of diffusion processes on fractal geometries of dimension $d_f$, radius-dependent diffusion coefficients were assumed. The generalized diffusion equation [23] reads

$$\frac{\partial C}{\partial t} = \left( r^{1-d_f} \frac{\partial}{\partial r} r^{1-d_f} D(r) \frac{\partial}{\partial r} \right) C(r,t)$$

(30)

with the radius-dependent diffusion coefficient $D(r) = Dr^{-\Theta}$, and derived the corresponding propagator
\[ C(r, t) = A(\Theta, d_f)(D[2 + \Theta]^2 t)^{-d_f/(2 + \Theta)} \exp\left(-\frac{r^{2+\Theta}}{D(2 + \Theta)^2 t}\right) \]  

(31)

The mean squared displacement for this process, given by \( \langle x^2(t) \rangle \propto D_a t \) with \( \chi = 2/(2 + \Theta) \) can readily be inferred. As \( \Theta \) is positive, this result implies sub-diffusion.

Further investigations indicated that the asymptotic form of the propagator on fractals such as the Sierpinski gasket, is given by the scaling form

\[ C(r, t) \propto A(\alpha, \beta) \zeta^{-\beta} \exp(-c \zeta^\alpha) \]  

(32)

Where \( \zeta = r / t^{\gamma/2} \), it = \( 1/(1 - \alpha/2) \), whit \( \beta \) a system-dependent parameter. This is usually referred to as a stretched Gaussian.

The physical and phenomenological interpretation of anomalous diffusion has been widely investigated but there is still open discussion for some aspects [26-28].

CORALLED DIFFUSION MODEL

Whenever there is a steric confinement due to rather a density increase or a physical boundary to the motion, these can be interpreted as an apparent repulsive force on the bodies which may be approximated linearly. Diffusion in a corresponding isotropic harmonic potential

\[ U(x, y, z) = (x^2 + y^2 + z^2) / 6k_BT \]  

(33)

Can be described by the Green’s function:

\[ P_{D}^{(3D)}(x_1, y_1, z_1, t | x_0, y_0, z_0, 0) = \left(\frac{\pi \langle r_c^2 \rangle}{3}\right)^{-\gamma/2} \left[1 - \exp(-2\frac{6Dt}{\langle r_c^2 \rangle})\right]^{-\gamma/2} \times \exp\left(-\frac{3[x_1 - x_0 \exp(-6Dt/\langle r_c^2 \rangle)]^2}{\langle r_c^2 \rangle [1 - \exp(-26Dt/\langle r_c^2 \rangle)]} + \frac{3[y_1 - y_0 \exp(-6Dt/\langle r_c^2 \rangle)]^2}{\langle r_c^2 \rangle [1 - \exp(-26Dt/\langle r_c^2 \rangle)]} + \frac{3[z_1 - z_0 \exp(-6Dt/\langle r_c^2 \rangle)]^2}{\langle r_c^2 \rangle [1 - \exp(-26Dt/\langle r_c^2 \rangle)]}\right) \]  

(34)

where \( \langle r^2(t) \rangle \) is the long term MSD in 3D, or the correlation length of the space accessible to the bodies. This Green’s function can be factorized as described above. It can be interesting to calculate the MSD projected to the x-y plane which gives
for confined body diffusion with a coefficient $D_b$, now being the long-term MSD in 2D[8].

**SINGLE FILE DIFFUSION MODEL**

In the case of rigid particle another theory might apply. When the size of the constraint is as small as the particle diameter, then molecules cannot pass each other resulting in single-file diffusion process. In this case the Green’s function can be written as:

$$p(x, t) = \frac{1}{\sqrt{4\pi Ft^{1/4}}} \exp(-x^2/4Ft^{1/2})$$  \hspace{1cm} (36)

The mean square displacement does not scale linearly with time anymore but it is:

$$\langle r^2(t) \rangle = 6Ft^{1/2}$$  \hspace{1cm} (37)

Where F is a mobility coefficient. This model does not account for wall-particle interactions, neither molecule’s flexibility, whereas it only predicts interacting rigid wall particles motion when mutual passage is impossible[29-30].

A small collection of such diffusion equations is given below:

**Normal diffusion:**

$$\langle r^2(t) \rangle = 6Dt$$  \hspace{1cm} (38)

**Anomalous diffusion:**

$$\langle r^2(t) \rangle = 6\Gamma t^{\alpha}, 0 < \alpha < 1$$  \hspace{1cm} (39)

**Diffusion and convection:**

$$\langle r^2(t) \rangle = 6Dt + (Vt)^2$$  \hspace{1cm} (40)

**Corralled motion:**

$$\langle r^2(t) \rangle \approx \langle r_c^2(t) \rangle \left[ 1 - A_1 \exp\left( \frac{(-6A_2Dt)}{\langle r_c^2(t) \rangle} \right) \right], A_1, A_2 \neq 0$$  \hspace{1cm} (41)

**Single file diffusion:**

$$\langle r^2(t) \rangle = 6Ft^{1/2}$$  \hspace{1cm} (42)
Normal diffusion gives a linear curve through the origin. In the case of anomalous diffusion in which the exponent $\alpha$ is a number between 0 and 1, the curve has a decreasing slope. In the case of single file diffusion the anomalous exponent is 0.5. In the last case a molecule diffuses within a confined region. It can be shown that the value of the asymptote $\langle r_c^2(t) \rangle$ corresponds to the effective area of the confinement. The other parameters in equation 10 ($A_i$) relate to the confinement geometry, and are not easily obtained analytically[12].
Influence of pores and confinement on diffusion

The influence of pores and generally of geometrical constraints on the diffusion behavior can be complex. Diffusivity is in general reduced due to the presence of barriers and confinement. Many parameters play a role in the diffusivity reduction, such as barrier dimension, geometrical shape and arrangement, molecule dimension, deformability, flexibility and chemical nature; molecule-barrier interactions and type of interaction, which can cause molecules to undergo for instance absorption/desorption kinetics.

An important issue is the time scale at which diffusion deviate from its bulk behavior. If the temporal or spatial scale of the influences is large in comparison to the temporal and spatial resolution of the experimental apparatus, the diffusion will be perceived as unaffected by the geometrical constraint. If the temporal or spatial scale of the effects is comparable to the trajectory size the diffusivity becomes anomalous. If the interactions take place on a very short time-scale, and if the molecules are otherwise free to diffuse in interconnected pores, the effects average out to give a normal diffusivity with a reduced effective diffusion coefficient, $D_{\text{eff}}$.

The macroscopic approach gives a quite convincing treatment in which the diffusivity coefficient simply scale with same parameters due to the geometry. The ratio between the effective and the free diffusion coefficients ($D_{\text{free}} / D_{\text{eff}}$) can be expressed by a factor $R$, which comprises the influences of the geometry (e.g. the tortuosity) and interconnectivity of the pores for long observation times. This relationship is a useful tool for engineers but lacks completely in the microscopic mechanism.

The influence of the geometrical constraints can, however, be more complicated. The case we investigate in this work belongs to this frame: the pores or the channels are so narrow that molecules might have to change their conformation depending on their size and on their chemistry. In any case molecular hits against the nanomaterial walls are much more probable compared to a bulk diffusion process. The geometry of the confinement in both membrane’s pores and nanochannels might introduce anisotropy into the motion, as the axial direction is usually jumping free whether motion in the radial direction of the pores might be hindered. In the nanochannels anisotropy could be revealed on every direction as the height is nanometric and the width is micrometric. This could influence the motion in a different way.

Then it is not clear how to predict molecules motion in these scenarios. The anomalous behavior expressed as a non linear dependence of the mean square displacement with time, has not clarified all the possible aspects yet for this phenomenon. Another doubtful
aspect would be the meaning of the diffusion coefficient as it is not a constant anymore but it results as a function of time.

Generally, as we have reported, the effects of the geometrical constraints are difficult to predict analytically, and results are usually compared with simulations. With good probability the dynamic behavior of a molecule in its transport process across a channel or a pore might be dependent on the diffusion step it is undertaking. We can of course highlight two main processes in this phenomenon, first being the entry in the pore rather than a channel or slit, also named as translocation, and second the diffusion transport within the pore. Both processes might have characteristic parameters to be considered for a theoretical discussion.

Figure 2: Cartoon representing the two main processes involved in diffusion in confinement or in pores, entry and diffusion.

Translocation across a pore has been also widely investigated in the literature. Main theoretical results have been proposed for biased translocation [31], which is not a relevant aspect for this thesis work. In the work of Panja et al. (2008), some scaling arguments are presented for the unbiased translocation of polymers, and the main result is that translocation is a time-dependent process where for $\tau < \tau_{\text{rouse}}$ the process is sub-diffusive whereas for $\tau > \tau_{\text{rouse}}$ it becomes diffusive[32].
In the diffusion process in a confined environment parameters that might play a role are molecular weight, radius of gyration, molecule's rigidity or flexibility, channel's characteristic dimensions, the friction exerted by the solvent on the diffusing molecule, and molecule-wall interactions which can be translated into a repulsive rather than an attractive interaction energy.

Efforts to measure diffusion deviation from bulk behavior due to confinement and barriers are ongoing since decades. Two main treatments have been proposed in literature. An hydrodynamic treatment developed in the 70s could predict rigid and non-interacting molecules behavior, whereas it did not account for particle-wall interaction and molecule’s flexibility. In chapter 4 it will be reviewed in more detail. In the same period the scaling theory from de Gennes were applied to both polymer dynamic and static features. Scaling arguments were derived to account for molecule’s flexibility but not for molecule-wall interactions. None of the mentioned theories can explain all possible undergoing mechanisms.

More experimental work is ongoing to derive confinement effects on diffusion.
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CHAPTER 3

Nanoporous membrane fabrication and experimental set up

The interest in manufacturing micro and nanofabricated membranes is of scientific and technological relevance because of the presence of voids of controllable dimensions at the atomic and molecular level, which is the nanometer scale. This enables the membranes to discriminate and interact with selected molecules, thus allowing greater control of dose profile for drug delivery applications or improving ultra-filtration technologies. Mesoporous materials have in fact many interesting properties considering size-separation of macromolecules and drug delivery applications. The small size of the pores (2–50 nm) confines the space of a drug and engages the effects of surface interactions of the drug molecules and the pore walls. Depending on the size and the surface chemistry of the pores, sustained release of a drug or more interestingly, zero order release kinetic can be obtained.

The way membrane pore dimension and structure can affect the releasing profile, which is related to the diffusion properties of molecules confined within membrane’s pores, is still unclear. In order to correlate membrane geometrical features to the diffusion behaviour of confined molecules, we manufactured silicon nanoporous membranes to subsequently evaluate their release features. To this aim two different experimental set-up were designed, uniaxial release from transwell and diffusion cell analysis.
State of the art

Several interesting technologies have already been investigated for manufacturing nanoporous membranes. Gong et al. demonstrated the use of mechanically robust nanoporous alumina capsules, with uniform pores of 25 nm to 55 nm for controlled drug delivery. The nanoporous alumina capsules were fabricated by a two step anodization process of an alumina tube and pore diameter could be easily controlled via the anodizing voltage relationship of 1.29 nm/V [1]. A breakthrough in membrane fabrication technology has been the application of microfabrication technology in this field.

Desai et al. used bulk and surface micromachining to obtain micromachined biocapsules. The design of the microfabricated biocapsule consisted of a surface micromachined membrane on top of an anisotropically etched silicon wafer, which provided mechanical support. To reach pore size in the tens of nanometres range, they developed strategies based on the use of a sacrificial oxide layer, sandwiched between two structural layers, for the definition of the pore pathways[2].

Tong et al described a technique to manufacture 25 nm pores by Focus Ion Beam (FIB) in silicon nitride on a microfabricated 5 μm structure, with a silicon frame beneath to support the fragile sieve[3]. A new transfer technology was demonstrated by Unnikrishnan et al., where a delicate thin-film nano-membrane is supported on a robust silicon microsieve fabricated by plasma etching. The silicon sieve is micromachined independent of the thin film, which is later transferred onto it by fusion bonding. Using this thin-film transfer technique, nano-membranes down to 50 nm thickness have been fabricated[4].

Porous silicon (PSi) materials have some advantages compared to the silica-based materials, but also some disadvantages, like a wider pore size distribution. Since the demonstration of visible photoluminescence of PSi, first reported by Prof. Canham in 1990 this material found many new interesting applications[5]. PSi was found to be bioinert, bioactive or biodegradable[6]. The speed of dissolution of Psi, for instance, depends on the porosity and pore size, and it can be predicted and controlled with fabrication parameters. One of the main research topics in the Psi bioapplication studies, in addition to drug delivery, has been biosensing and, based on this, protein adsorption on the PSi surface. It has recently been demonstrated as a charge- and size- based separation tool of macromolecules[7].

The basic method to fabricate PSi is electrochemical dissolution of Si in HF based solutions. This is obtained by monitoring either the anodic current (galvanostatic) or voltage (potentiostatic). In general, constant current is preferable as it allows better control
of the porosity and thickness. It also provides better reproducibility from sample to sample. In the simplest setup to fabricate PSi, plates of Si and Pt are dipped into HF solution and an etching current is applied between these electrodes. The porous layer is formed on the surfaces of the Si, which is used as a positive anode. Usually a cathode is made of platinum and the fabrication cell has to be made of HF-resistant material, for example Teflon. Dilute aqueous HF or ethanolic - HF are generally used as electrolytes. Ethanol is added to reduce formation of hydrogen bubbles and to improve the electrolyte penetration in the pores and, thus, uniformity of the PSi layer[8]. The n-type Si substrate has to be illuminated during anodization to generate photo-excited holes on the surface. In the case of p-type substrate this is not required [9]. Although PSi can be fabricated with the very simple setup described above, the disadvantage of this system is the nonuniformity in both the porosity and thickness of the PSi layer. This is especially true if highly resistive Si substrates are used, because the current flow from the anode (Si) has its highest value at the surface of the electrolyte. The potential drops laterally along the substrate as the electrolyte reaches the deeper structures of the Si substrate. This induces porosity and thickness gradients. If the substrate is of low resistivity and the lateral dimension is much larger than the dip length, the porosity and thickness gradients are reasonably small. These gradients, however, can be avoided by using an anodization cell based on anodized Si substrate in contact with a conductive anode material. The good contact is important for attaining a homogeneous PSi layer that is commonly obtained using a metal deposition on the backside of the Si wafer. After the etching, the next step to be considered is drying of the PSi material, if a liquid electrolyte has been used. Drying, if the electrolyte in the pores is allowed to evaporate at atmospheric pressure and temperature, may induce cracking and shrinkage. Especially the higher, brittle porosity structures (>75%) often do not have mechanical strength enough to survive the electrolyte evaporation without significant degradation in the structure. This is because the formed liquid vapor interface can generate large capillary stresses. In most cases (porosity <75%), drying of PSi in laboratory air or under nitrogen flush is feasible. Almost all properties of PSi, such as porosity, porous layer thickness, pore size and shape, as well as microstructure, strongly depend on the fabrication conditions. In the case of anodization, these conditions include HF concentration, chemical composition of electrolyte, current density (and potential), wafer type and resistivity, crystallographic orientation, temperature, time, electrolyte stirring [10]. Thus, a complete control of the fabrication is complicated and all possible parameters should be taken into account. The effects of dopant type and concentration on
the pore morphology of particles are rather well characterized and the morphologies are usually grouped into four categories: n, p, n+, p+. As the dopant concentration increases (and the resistivity decreases), the pore diameters and inter-pore matter lengths also increase. This means that a finer mesoporous structure could be obtained with low-doped Si substrates. Also the type of dopant affects the pore diameters. In the n-type PSi, the pore diameters are usually larger than in the p type Psi. Decreasing concentration of HF usually reduces the dimensions of the forming structures, and usually smoother and straighter pores are formed. The pore shape is frequently observed to be not only cylindrical (or spherical), but also rectangular pores at least in n-type Psi[11]. Using higher current densities, more linear pores are formed. Generally, an increase in current density or anodization potential leads also to an increase in the pore diameter. A more complicated situation is met, if specific pore volumes or surface areas are considered. For example, in the case of p+-type Si, the surface area/weight is increased when the current density is increased[12], but, at the same time, also the porosity is increased[13].

Fabrication process

Porous silicon is obtained by electrochemical etch in fluoridric acid based solution starting from a silicon substrate. A photolithographic process is carried to delimit the area where to produce the porous layer. Then the porous silicon membranes are obtained by an electrochemical etch followed by a lift off technique. In order to obtain porous membranes of roughly 0.5 cm² area, 8 mm in diameter, it was first necessary to design a photolithographic mask of proper dimensions. Silicon wafer of type p+ and of <100> orientation were first cleaned in ethanol solution and dried in nitrogen air, then a 5 A layer of aluminum was deposited on the back side. The wafer were then annealed for 15 minutes at 400°C and placed on a spinner for the photoresist application process. S1818 positive type photoresist was spun at 22 rpm for 30 seconds over the cut wafers which were then dried in a oven for 10 minutes at 100°C and then exposed to UV radiation at 10mW through a Mask-Aligner for 10 seconds. The exposed samples were then developed in DE126 for 10 seconds and nitrogen dried. In order to obtain the nanoporous structure, the processed wafers were placed in an electrochemical cell in a 50% w/w fluoridric acid in ethanol solution. A current density of 17 mA /cm² was applied for 10, 20 or 30 minutes to achieve nanoporous formation on the top of the fresh exposed layer to the acid solution, and subsequently a lift off current density of
150mA/cm² was applied for 15 seconds to detach the nanoporous layer originated during the electrochemical etch from the silicon wafer chips.

Figure 1: Cartoon of the anodization cell during electrochemical etch and lift off technique

Parameters optimization

Membranes detached from the wafer were collected from acid solution and washed in ethanol, rinsed in pentane and air dried.

Figure 2: Porous silicon membranes collected from the etching solution and rinsed in pentane.

Membrane thickness was measured by means of a αSTEP profilometer and a strict dependence with electrochemical etch duration was found. Measured values are shown below.

<table>
<thead>
<tr>
<th>Etching time [min]</th>
<th>10</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>thickness [μm]</td>
<td>22-24</td>
<td>40-45</td>
<td>50-53</td>
</tr>
</tbody>
</table>

Table 1: Porous silicon membranes thickness
Optical and morphological characterization

Fabricated membranes were optically inspected by Scanning Electron Microscopy (SEM). From an elementary statistical observation of the taken pictures it was possible to roughly characterize the pore dimension obtained.

![Figure 3: SEM micrographs of the two surfaces of the manufactured membranes. Left: Above surface. Right: Bottom Surface.](image)

In fact, it was found that the membranes side exposed to the acid solution had an average pore diameter of about 10 nm, whereas the opposite side had pore diameter in the range 10 to 100 nm. We could not identify any relationship between pore morphology and etching duration whereas it is known from literature that pores morphology and dimension are affected by the chemical nature of the substrate in use[10].

Membranes were then morphologically characterized by nitrogen sorption. After degassing, pure nitrogen at 77K° was initially inserted at a rate of 5 cm³ per gram of sample and then at sequentially increasing rates which anyway allow the system to get back to equilibrium. From nitrogen adsorption isotherm it is possible to evaluate the sample surface area applying BET method, and the total pore volume and the pore dimension distribution from the BJH method. Adsorption isotherms give the relationship between the adsorbed gas amount at the gas pressure in equilibrium with the adsorbed gas at constant temperature. This relationship is given by Langmuir isotherm under the hypothesis of equivalent adsorption sites. Whenever sites are not equivalent, whether because they are partially filled or morphologically diverse, Langmuir equation does not hold anymore and it is replaced by BET (Brunauer, Emmett et Teller) equation. An adsorption isotherm graph is built in the 0.05-0.35 range of relative pressure which is related to the formation of a single layer of nitrogen molecules adsorbed onto the sample surface. The BET equation is then applied to this range and it returns an experimental...
evaluation of the sample surface area. Moreover some typical adsorption-desorption curves are known to be characteristic of specific pore shapes, and it is in fact possible to qualitatively describe it comparing the experimental one with literature results.

![Figure 4: Nitrogen gas adsorption-desorption isotherms for nanonoporous silicon membranes.](image)

Applying the BET model to nitrogen adsorption isotherms of nanoporous silicon membranes, a surface area of 442 m$^2$/g was found. The hysteresis on the adsorption – desorption curves could be related to capillary condensation in mesopores, thus showed that membranes have pores of mesoscopic dimension. Hysteresis shape was typical of pores having a narrow dimension distribution of slit-shaped mesopores. [14]. From Barrett–Joyner–Halenda (BJH) procedure is then possible to evaluate the pore dimension distribution. Given that adsorption can be described as a two step process, which implies surface adsorption on pore surfaces and capillary condensation in the pore volume, BJH model reads as:

$$\begin{align*}
V &= \sum_{i=1}^{k} \Delta V_i(r_i \leq r_c) + \sum_{j=k+1}^{n} \Delta S_j t_j(r_j > r_c) \\
\text{where } V, \text{ the gas adsorbed volume, is given as sum of condensed volume in pores smaller than a characteristic dimension (r_c), which is function of the system partial pressure, plus all the contributions from the adsorbed layers of thickness t onto the surfaces (S) of pores having larger dimension than r_c.}
\end{align*}$$
Figure 5: BJH model applied to the desorption branches of BET measurement for nanoporous silicon membranes.

An average pore diameter in the range of 7-30 nm was deduced from the desorption branches of isotherms applying BJH model (the Halsey model for the adsorption layer was used).

Experimental set-up

In order to characterize biomolecules release and to study their diffusion, two different experimental set-up were designed.

Transwell system

The proposed experimental system envisages the uniaxial flow of biomolecules through the membrane nanopores. Nanoporous silicon membranes were glued with a polymeric solution onto commercial Transwell holders and then placed between two reservoirs. A fresh polymeric solution of PDMS, SylGard 184, was mixed in a 10:1 by weight percentage and degassed in a vacuum oven for 30 minutes was used to glue silicon membranes to the Transwell support. The membrane separates an initially filled biomolecules-containing reservoir from a water solution environment where biomolecules are depleted. The volume above the membranes was filled with a fluorescent macromolecules solution, whereas the lower volume contained bi-distillated water.
Both volumes were monitored by time to register macromolecules concentration time variations due to the occurring permeation process.

**Diffusion cell**

In order to overcome evaporation and prevent diffusion layer formation a diffusion cell was specifically designed to properly perform permeation measurements. The cell was designed as a closed system to better control concentration parameters and solution volume amount. Both reservoirs are much larger compared to the one used for the Transwell system and this permitted the infinite tank assumption. It could also be assumed constant concentration in the upstream reservoir equal to the feed concentration.

Diffusion layer formation could be discarded as a tangential flux was provided in both chambers. In order to reduce mechanical stress into the membranes’ structure they were
glued onto polypropylene support discs of 3 mm internal diameter and 4 mm external
diameter. Every gluing operation had to be accomplished right after the membrane
fabrication in order to give mechanical stability to the fabricated system. The supporting
disc glued to the nanoporous membranes were then glued with cyanoacrylate onto a wider
supporting disc to fit the chamber dimension. The holding system was then mounted
between two O-rings in the middle of the diffusion chamber, and tested against any liquid
leakage before measurements’ running. The diffusion cell was connected by Teflon piping
to the two reservoirs.

![Figure 8: Schematic representation of the experimental set-up of diffusion cell and connection to reservoirs.](image)

A peristaltic pump drew liquid from the upstream reservoir and sent it to the upside of the
chamber, from where it went back to the reservoir. The same pump also drew water from
the downstream reservoir and sent it to the lower side of the diffusion chamber from where
it was redirected to the downstream reservoir. As a result, the two volumes were
separated by the membrane which was watertight fixed in the middle of the chamber. The
volume above the membrane was filled with a fluorescent macromolecule solution,
whereas the lower volume contained bi-distillated water. Both volumes were monitored by
time to register macromolecules concentration time variations due to the occurring
permeation process.

Conclusions

A method was demonstrated to manufacture nanoporous silicon membranes. Two
different experimental set-up were designed to perform biomolecules permeation studies
in nanoporous membranes.
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CHAPTER 4

Investigations of molecular permeability properties in nanoporous membranes

An understanding of the equilibrium and transport properties of macromolecules in porous media is important in the design of controlled release devices for the delivery of drugs, in dialysis and other membrane separations technique. As we have already mentioned, when the size of solute is comparable to the pore size through which it is diffusing, the effective diffusion coefficient of a solute within a pore is usually found to be less than its bulk value. Efforts to study this phenomena from a macroscopic view point has been ongoing for several decades. We first present a brief resume of the most cited results from literature and then we will show our findings, in both experimental set-up investigated, which are permeation across membranes on Transwell and permeability studies in diffusion cell.
Theoretical aspects of molecules permeation through membranes

Molecules permeation through membranes has been investigated for many years. In general, the membrane is treated as an array of cylindrical pores and the solute is assumed to have both Brownian dynamics and hydrodynamic characteristics. For spherical solutes in bulk solution, this leads to the Stokes Einstein equation:

\[ D = \frac{K_B T}{\zeta} = \frac{K_B T}{6 \pi \mu r} \]  

(1)

already introduced in chapter 2, where \( D \) is the bulk solution diffusion coefficient, \( K_B \) is Boltzmann’s constant, \( T \) is the absolute temperature, \( \zeta \) is the molecular friction coefficient in bulk solution, \( \mu \) is the viscosity, and \( r \) is the radius of the solute.

The reduced solute diffusivity that is typically observed with macromolecular solutes in porous media results from two phenomena. One is thermodynamic and leads to an intrapore concentration driving force which is less than the driving force based on bulk solution concentrations. Steric and in some cases long range interactions between the solute and the pore wall exclude the solute from the region near the pore wall. This is described with an equilibrium partition coefficient \( K_{eq} \), which is the ratio of the average solute concentration within the pore to that in the bulk solution at equilibrium. For a spherical solute in a cylindrical pore it is:

\[ K_{eq}(\lambda) = \frac{\int_{0}^{1-\lambda} e^{-E(\beta)/K_B T} \beta d\beta}{\int_{0}^{1} \beta d\beta} \]  

(2)

In eq. 2 \( \lambda \) is the ratio of solute to pore size \((r_s / r_p)\), \( b \) is the dimensionless radial position of the solute in the pore \((r/r_p)\), and \( E \) is the interaction energy between the solute an the pore wall. The second effect is a transport effect. As the pore wall is really close to the solute, the hydrodynamic drug experienced by the solute in the pore is greater than the drug experienced in an unbounded fluid. This enhanced drag is characterized by \( K^{-1} \), which is the ratio of the friction coefficient of the solute in the bulk solution to that within the pore:

\[ K^{-1}(\lambda) = \frac{\int_{0}^{1-\lambda} e^{-E(\beta)/K_B T} \beta d\beta}{\int_{0}^{1} e^{-E(\beta)/K_B T} \beta d\beta} \]  

(3)
where $\zeta(\lambda, \beta)$ is the molecular friction coefficient of solute of size $l$ at position $b$ in the pore. These two effects are combined to define the effective diffusion coefficient $D[1]:$

$$\frac{D(\lambda)}{D_{\text{bulk}}} = K_{eq} K^{-1}$$

(4)

In the case of $E=0$, which means that only steric interactions apply between the solute and the pore wall, the partitioning coefficient of eq. 2 becomes $K_{eq} = (1 - \lambda)^2$. If we neglect the influence of the parameter $b$, which means that the distance from the pore wall does not play an important role on the value of the drug coefficient, it follows $\zeta(\lambda, \beta) = \zeta(\lambda, 0)$. The drug function $\zeta(\lambda, 0)$ was calculated by algebraic stream function method [2]. Combining this two approximations leads to the commonly used Renkin equation[3]:

$$D = D_{\text{bulk}} (1 - \lambda)^2 (1 - 2.104\lambda + 2.089\lambda^3 - 0.948\lambda^5)$$

(5)

In 1997 a better expression was found by Brenner and Gaydos using an asymptotic matching technique to account for the lateral position inside the pore to obtain $\zeta(\lambda, \beta)[4]$. Thus equation 5 becomes:

$$D = D_{\text{bulk}} (1 + (9/8)\lambda \ln \lambda - 1.54\lambda + O(\lambda))$$

(6)

Experimental investigations have generally confirmed that the Renkin equation well describes the behaviour of spherical and rigid particles diffusing across a membrane. For instance in the work from Bohrer et al in 1984 they showed that ficoll and dextrans behaves differently[5]. Ficoll were quite well described by Renkin’s equation whereas much more flexible molecules such as Dextrans evidently deviated from Renkin’s predictions as is shown in figure 1.

![Figure 1: Experimental result of hindered diffusion coefficient to bulk value for Dextran and ficoll molecules in different membrane pore sizes obtained by Bohrer et al.[5]](image)

The first efforts to understand macromolecules behavior in membranes permeations studies towards small pores were those from Cassassa in 1967[6]. In one of the earliest theoretical studies of the equilibrium partitioning of flexible macromolecules, Cassassa derived expressions for random flight polymer chains and calculated the partition
coefficient using a mathematical analogy to transient heat conduction. He continued his work later and derived also the expression for star-branched random flight chains[7]. Davidson et al. used Monte Carlo simulations to calculate partition coefficients for flexible polymers, including the effect of attractive interactions between chain segments and the pore wall in their model[8]. Results showed that small, attractive interaction energies between chain segments and the pore wall produced dramatic increases in the partition coefficient of chains with finite length. Davidson and Deen performed the analogous continuum “diffusion equation” calculation for the partition coefficient adding an attractive square well interaction[9]. Lin and Deen used a diffusion reaction equation to describe the effects of long-range polymer-pore wall interactions on the equilibrium partitioning coefficient[10]. Results were presented for square-well potentials, electrostatic double layer potentials, and van der Waals potentials. The intrapore hydrodynamic resistance for flexible polymers has been presented by Davidson and Deen (1988a)[11]. The hydrodynamic resistance for a flexible polymer is predicted to be less than that of a rigid sphere with the same $\lambda$, when the Stokes-Einstein radius is used to characterize the size of the flexible polymer. However, the effective diffusion coefficient is predicted to be smaller for a flexible macromolecule than for a rigid sphere because the equilibrium partition coefficient is sufficiently smaller for the flexible molecule.

Experimental investigations with flexible macromolecules have yielded mixed results. Diffusion coefficient values of linear polystyrene measured in Nuclepore polycarbonate membranes by Cannell and Rondelez were in close agreement with the theory of Davidson and Deen for random coil polymers. A later study by Davidson and Deen (1988b) also showed large diffusivities for Dextran and polyethylene glycol than those predicted for either spherical solutes or random coil polymers[12]. Diffusion coefficient values for polyisoprene measured by Bohrer et al [13]and for polyethylene oxide, and polyvinylpyrrolidone measured by Davidson and Deen were also larger than values predicted from their theory of 1988a.

DIFFUSION STUDIES IN POROUS SILICON

Recently due to the increasing interest in nanotechnology fabrication processes and their engineering applications, molecular permeation through nanoporous media has gained new interest. Many experimental works have been performed using nanoporous membranes. In 2002, Leoni et al. reported quite extensively on the characterization of
diffusion properties and tissue effects of nanoporous silicon membranes produced by the microfabrication methods[14-16]. They used three different size molecules: glucose, human albumin, and immunoglobulin (IgG) in order to study the effects of pore size for immunoisolation. Diffusion of the molecules through membranes was determined in vitro with four pore sizes: 7, 13, 20, and 49 nm. The diffusion coefficients were compared to the free diffusion in water. It was found that when the pore size approaches several times the molecular dimensions, the rate of diffusion starts to deviate from the values predicted by Fick’s law. Although the membranes did not provide complete immunoisolation[17], it was observed that IgG diffusion was greatly hindered for all the pore sizes examined. Compared to glucose and albumin, the relative diffusion coefficient of IgG was several orders of magnitude lower.

Martin et al. extended the idea of using nanoporous silicon membranes to the control of drug delivery. They studied the release of 125I-labelled bovine serum albumin (BSA) and human recombinant interferon. In the in vitro studies both the compounds showed almost constant release rates (zero-order kinetics).

![Figure 2: Experimental results of interferon release trough 20 nm pore membranes. [18.]](image)

For example in the case of a capsule with 20 nm membrane, Interferon was constant up to 20 days (fig. 2) and with a 13-nm membrane, BSA release rate was constant up to 60 days, clearly deviating from the Fick’s law[18]. These findings were discussed through a macroscopic model which basically replaces into the Stokes-Einstein relation the van der Waals equation that accounts for non-ideal gases (fluids)[19-20] using a mathematical treatment for a generalized diffusion equation developed in [21]. Though the macroscopic model derived well described the experimental results, we believe that the mathematical treatment applies weakly to the physical problem discussed.
Permeability studies in Transwell

METHODS

The proposed experimental system envisages the uniaxial flow of biomolecules through the membrane nanochannels. The membrane separates an initially filled biomolecules-containing reservoir from a water solution environment where biomolecules are depleted. The volume above the membranes was filled with a fluorescent Dextrans-FITC macromolecules solution, whereas the lower volume contained bi-distillated water. Dextrans concentration in the lower reservoir was measured by means of a Spectrofluorimeter (485-535 nm). Two different molecular weights have been used (10kDa and 500kDa) at two different concentrations (0.1 and 0.2 mg/ml for 10kDa MW and 0.1 and 0.2 mg/ml for 500kDa MW). Measurements were carried out every two days on average. The two MWs taken into account have been chosen as they both have hydrodynamic radius of about the same order of dimension as the membranes pores.

RESULTS

Release measurements showed that the 10kDa Dextran at 0.1mg/ml concentration permeated the silicon membrane and that in 700 hours a value of C/C_{eq} up to 80% was reached (see Figure 3).
Figure 3: Dextran-FITC 10kDa release from Transwell over time. Dots are experimental values, line works as an eye-guide.

<table>
<thead>
<tr>
<th>Probe</th>
<th>Dextran 10kDa</th>
<th>Dextran 500kDa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration (mg/ml)</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Released Amount (% C/Ceq)</td>
<td>0.6 (7 days)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Summary of the release results of 10kDa and 500kDa Dextrans from Transwell devices at two different initial concentrations.

A mutual diffusion coefficient can be derived from release data shown in Fig.3. Under the hypothesis of constant concentration in the reservoir, and neglecting both evaporation effects and effects due to the presence of a diffusion boundary layer, a mass balance can be applied to the uniaxial system described above. Pore geometry was assumed straight and cylindrical, and the number of pores was derived from BET data. The mass balance which applies under the assumption of quasi-stationary process [4] is reported below (eq. 7):
\[
\ln \left[ 1 - \frac{C(t)}{C(\infty)} \right] = - \left( DnA_p / L \right) \times \left( 1/V_1 + 1/V_2 \right) t
\]

where \( C(t) \) is the Dextran concentration in the lower reservoir at a time \( t \), \( C(\infty) \) is the equilibrium concentration of the system, \( D \) is the Dextran effective diffusion coefficient in the pores, \( n \) the number of pores, \( A_p \) and \( L \) are the membrane’s section and thickness respectively, \( V_1 \) and \( V_2 \) are the reservoir’s volumes.

The diffusion coefficient derived is equal to 5E-12 cm²/s. As the bulk diffusion coefficient is about 9E-7 cm²/s, it follows that mobility inside the pores is strictly reduced, though this coefficient includes both hydrodynamic reduction due to the increase in the drug factor and partitioning due to steric exclusion.

Permeability studies in Diffusion Cell

METHODS

In order to overcome evaporation and prevent diffusion layer formation a diffusion cell was specifically designed to properly perform permeation measurements. In this scenario membranes were glued onto plastic support discs and placed in between two O-rings. The holding system was then mounted between two chambers. Each volume was stirred by means of a tangential flux. Experiments were carried out taking advantage of low concentration, 0.1mg/ml, 10kDa Dextran-FITC. Permeated concentration was measured by means of a Spectrofluorimeter previously calibrated.

RESULTS

In order to better describe the permeation process a diffusion cell equipment was designed. The results found for this experimental set-up are shown in Figure 4. Lag time of the permeation process was about 150 hours. The diffusion coefficient in an experiment of permeation can be derived from (Eq. 2):

\[
t_d = \frac{L^2}{6D}
\]
where $t_D$ represents the characteristics time lag of the permeation process. From Equation 8, a diffusion coefficient of about $2 \times 10^{-12} \text{ cm}^2/\text{s}$ was derived. This value is about the same order of magnitude as the value reported in a Transwell release experiments. Although many membranes were tested, only a few survived the long time needed to follow a complete release kinetic. This could be due to the mechanical stress induced in the thin nanoporous membrane because of the presence of the peristaltic pump needed for system agitation. In order to improve the experimental apparatus, it might be necessary to obtain solute agitation in a different way. Mechanical stress could be reduced by the addition of a metallic filter with mesh size in the millimetre range, though this would need the modification of the diffusion chamber dimensions.

![Figure 4. Dextran-FITC 10kDa permeation in a diffusion cell.](image)

**Conclusions**

Nano porous silicon (PS) membranes have been used to study the release characteristics of biomolecules through nanochannels. The release of biomolecules from nanoporous membranes results to be deeply affected by material microstructure parameters, as well as molecular chemistry and concentration. Hindered diffusion was shown for Dextran 10kDa
with a decrease of about four orders of magnitude in the diffusion though the measured
coefficient includes both hydrodynamic reduction due to the increase in the drug factor and
partitioning due to steric exclusion.

These findings claim a dipper insight into transport phenomena through
nanochannels in order to better design a drug delivery systems.
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CHAPTER 5

Nanochannels fabrication and experimental set-up

Recently, science and engineering of molecular transport within nanofluidic channels, with critical dimensions of 10–100 nm, have drawn a lot of attention with the advances in micro - and nanofabrication techniques [1]. New applications have been created for separating and manipulating biomolecules with nanodevices. Nanometer scale channels have been used to separate DNA by entropic effects, and to study the kinetics of individual biological molecules with single molecule technique.[2-6]. It is therefore essential to understand the underlying physics and transport properties of highly confined macromolecules. Such knowledge will not only be important for the development of theoretical physics but also could help the design and optimization in future applications such as separations and drug delivery.[7]

The use of fluidics with micrometer to nanometer dimensions is in fact advantageous because it offers a means of examining biomolecules in their natural aqueous environments. Therefore, in addition to the various mentioned applications, nanofluidic channels are an ideal, well-controlled experimental platform to study nanoscale, fluidic or molecular transport properties[8]. Confined channels allow to affect the physics governing the behaviour of molecules in a precise manner turning out of being the ideal environment for the experimental single molecule investigations of molecular transport laws on nanoscale.
State of the art

Several nanochannel fabrication schemes can be found in literature. Most of them have employed top down lithographic methods. A common approach takes advantages of high resolution lithography and consist of etching nanoscale trenches in silicon or glass substrates. The trenches are then enclosed to make nanochannels by means of bonding to a cover glass [9-11]. Sacrificial etching layer techniques have been demonstrated to manufacture channels down to 50 nm[12].

Many fabrications have been accomplished also using Nanoinprint lithography (NIL). This technique has been developed to allow many devices to be created from a single template, and has resulted in channels that have been reduced to as small as 10 nm by taking advantage of deposited films for channel shrinking and sealing. The fundamental way that the channels are initially created is by creating an interference pattern using two beams from an argon laser (351 nm) on a photoresist[13]. With careful adjustment of the parameters this can create channels which are 100 nm across and together with nonuniform deposition techniques were used also to generate sealed nanochannels as small as 10 nm [14]. Because of the etching processes used, these methods tend to form channels with rectangular geometries, and it can be difficult to make narrow channels over large areas. In NIL, high resolution lithography is still typically required for the fabrication of the template.[12,14].

Another technique implies direct nanomachining using a Focus Ion Beam (FIB) tool. A FIB uses a beam of energetic ions such as Ga+ to sputter material away and is capable of resolution down to 20 nm and can etch down many microns in principle[13]. FIB lithography has been also demonstrated to manufacture 50 nm nanoslits[14]. There are some problems with this technique, such as implanting of the Ga+ ions in the substrate which can reduce the optical transmission of the substrate.

These techniques allow good flexibility in the possible shapes of the nanofluidic structures. However, they require relatively expensive nanolithography techniques to define their features[1].
While one dimensional (1D) nanofluidic channels have been used to study the polymer dynamics in pseudo 1D nanochannels [15], zero order release kinetic was demonstrated in devices with nano-deep channels obtained from sacrificial etching layer technique [16], moreover the sorting, filtering, and manipulation of biomolecules require confinement only in one dimension[17]. Therefore, a more interesting fabrication process is to fabricate “shallow” channels, instead of “narrow” channels[1].

This technique has already been successfully applied to the separation of large DNA molecules[2] and it was first demonstrated for silicon substrates. A channel pattern is defined by photolithography on a silicon substrate and then etched for a short time (either by wet etching or reactive ion etching) to generate very shallow trenches. Then, anodic bonding is used to bond a flat Pyrex glass wafer to the silicon substrate with the help of high electric field (400-800 V across the junction) and heat (typically 300-400 °C). This technique eliminates the need of nanolithography to build nanofluidic structures, while allowing the well-defined flat nanochannels with good control on channel depth. The channel depth can be controlled by tuning etch time of the substrates, and the etch rate can also be slowed down (either by diluting wet etchant or de-optimizing the RIE conditions) to make the thickness control more precise. Also, nanochannels made by this method are much more robust mechanically.

While silicon is not suited for fluorescent applications because of high fluorescent background signal mainly shown in the 700-900 nm range Polydimethylsiloxane, (PDMS) is transparent in the visible and UV region, it is inexpensive compared to silicon, its manufacturing technique, as replica molding, are pretty simple to use, but its softness has been demonstrated to cause channels’ instability during sealing procedures. It has in fact
been demonstrated [18] that it was difficult to generate free standing channels down to 100nm even in h-PDMS which has three times higher modulus than Sylgard 184.

The technique described above was also successfully applied to the manufacturing process of glass-glass devices[1]. Glass-glass nanoslits have successfully been used for DNA transport properties studies in confined geometry[7].

The critical step in this manufacturing technique is the bonding process as due both to the strong electric field and to the high temperature employed, the nanochannel might sag causing a change in channel size. Usually, the low temperature bonding requires a rigorous cleaning procedure prior to bonding and the bonding strength is not so large as for high temperature bonding. Besides, the usage of adhesives or glue may clog the channels, especially for fabricating very shallow channels. In contrast to the low temperature bonding process, thermal fusion bonding at high temperature can provide good bonding strength and high bonding yield. Although glass–glass bonding at high temperature (around 600 °C for Pyrex) can be achieved successfully with large bonding strengths, the channels tend to be distorted and even collapse since the glass material at high temperature will be softened. Mao demonstrated the range of aspect ratio which could give good bonding results for the fusion bonding of glass-glass nanoslits[1,18]. Thus, it is important to maintain the proper aspect ratio which satisfy good bonding sealing conditions for the fabrication process of glass nanoslits.

**Fabrication Process**

In order to manufacture nanochannels to be used to conduct FCS measurements of molecular motion on the nanoscale we had to select materials compatible with fluorescent applications that could achieve good transparency and low background noise. Thus we focused our experimental work on glass substrates. We decided to fabricate shallow
nanofluidic channels as they do not require nanolithography techniques. We patterned both Pyrex and Borofloat samples as they both have high optical transmission in the visible as well as in the UV range. To this aim we took advantage of the white room facilities in ENEA, department of MatNano, Portici site, Napoli. We used both classic photolithography followed by wet etching and FIB lithography.

WET ETCHING

Materials

Glass wafers were cut by diamond cutting machine in samples of rectangular shape of 1cm x 2cm length, and washed with Deconex (1-2 %) DI at 80 °C for 1.30h in ultrasonic bath. Samples were rinsed in boiling acetone and isopropilic acid and spun dry with nitrogen gas. To improve the adhesion of the photoresist the samples were first wet coated with liquid HDMS. The substrates were then coated with S1818 positive resist, for 30s at 22 rpm and soft baked at 100°C for 10 minutes in an oven. The wafers were exposed by UV contact lithography for 13 s at 10 mW UV radiation. The exposed wafers were developed for 10 s in DE126, rinsed in DI water and spun dry in nitrogen gas. The resist layer thickness was measured to be 1.2 μm. The glass substrate were immersed in a BOE (Buffered Oxide Etchant) solution of ammonium flourex and fluoridric acid 7:1, without agitation. The etched depth was measured by P10 Temcor Profilometer.

Results

Wet etching was an unsatisfactory way to manufacture nanodepth channels. Our resist did not survive more than 5-6 minutes of etching time. The patterned geometry turned out to be not homogenous after several minutes of etching time. Channels widened of about 10% their patterned size in the first 10 minutes of etching process. P10 measured profiles were point dependent as there was more than 50 % variability in channel depth respect to the starting position of the measurements. On average we could achieve 2.2 μm of etched depth in 10 minutes.

FOCUS ION BEAM LITOGRAPHY

Materials

Borofloat samples were washed and cut as described previously. Before positioning in the FIB machine they were glued to a sample holder by silver paste coating on the wafer
edges. The FIB body was vacuum aspirated after holder positioning. Magnification necessary for micromachining were about 800X. Ionic current was set to 20 nA at 30kV.

Results

We could satisfactory manufacture different channel depths of 100, 50, 40 e 30 nm. Resolution of less than 25 nm was not achieved. An important parameter was found to be aspect ratio of channel width versus channel depth. Several samples of 500 μm length, 30 μm width and 30 or 40 nm depth were manufactured.

Figure 4: SEM pictures of FIB etched channels, depths of 50 and 100 nm.

Figure 5: Confocal images of FIB etched channels, depth of 30 and 40 nm, width 20 and 30 microns. On the left transmission image, on the right Rhod6G covered sample. Exc 543 nm, LP 570 nm.
The etched channels had to be enclosed by anodic or fusion bonding to another Borosilicate glass wafers and macro holes were needed in order to load the macromolecule solution into the shallow channel. We bore macro holes through the glass wafers thanks to a glass drill bit of diameter 3 mm. We did not owned the proper machinery and expertise to perform the fusion bonding between the glass wafers. As our mainly aim was not to develop such an expertise in this nanotechnology field but to evaluate diffusion properties of molecules in confined geometry, we choose to look for an external company in order to perform the bonding, and decided to collaborate with Micronit Microfluidics [19].

Design of the chip

Together with Micronit Microfluidics engineers we designed our own chip to fulfil our requirements. Starting from the concept design represented below, we agreed to perform powder blasting to obtain the holes, wet etching to manufacture the nanochannels and direct bonding between the wafers.

Schematic chip representation

<table>
<thead>
<tr>
<th>TOP LAYER</th>
<th>Size</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>D263 glass</td>
<td>Thickness</td>
</tr>
<tr>
<td>Holes</td>
<td>Powderblasting</td>
<td>Large diameter</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Small diameter</td>
</tr>
<tr>
<td>Channels</td>
<td>Etching</td>
<td>Depth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Width</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length</td>
</tr>
<tr>
<td>Channels</td>
<td>Etching</td>
<td>Depth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Width</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BOTTOM LAYER</th>
<th>Size</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>D263 glass</td>
<td>Thickness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BONDING</th>
<th>Size</th>
<th>Tolerance</th>
</tr>
</thead>
</table>
We followed the experimental work of Mao [1] to set channels’ dimensions as reported in the table 2 below.

<table>
<thead>
<tr>
<th>width μm</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>depth nm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>(C)</td>
<td>x</td>
<td>x</td>
<td>(D)</td>
</tr>
<tr>
<td>20</td>
<td>(C)</td>
<td>x</td>
<td>x</td>
<td>(D)</td>
</tr>
<tr>
<td>30</td>
<td>(C)</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 2: Set of a nanoslit dimensions manufactured.

The combinations represented by (C) or (D) were supposed to have high risk of collapse while every combination was successfully manufactured. Channels were then manufactured 500 μm long, 2, 5, 10 and 30 μm wide and in three different depths 10, 20 and 30 nm. The nanochannels were manufactured as two arrays of 10 each with a pitch of 70 μm for all channel width, but for the 30 μm width where the pitch needed was 100 μm. The nanochannels are placed in between two 50 microns depth reservoir with width and length of 6 and 15 mm respectively. We decided to keep the commercial mask for the powderblasting process and not to use 6 out of the 10 holes manufactured in this way. Both inlet and outlet of the two macroscopic reservoir start from the four useful holes placed on one side of the chip. The final design of the chip is represented below in figure 6.

Figure 6: Left_ chip layout cartoon. Right_ chip picture.
CHIP HOLDER AND FLUIDIC CONNECTIONS

In order to handle the glass chips we developed also a chipholder. The design was carried out taking into account the microscope stage dimension. In fact the chip holder together with the glass chip had to fit the microscope stage and the nanochannels had to be in a position suitable for the imaging.

![Figure 7: Project design of the chipholder.](image)

In the previous figure there are shown two preliminary design of the system. The chipholder was manufactured in stainless steel with the bottom part in PEEK (Polyetheretherketone) thus to reduce mechanical stress to the glass chip. In order to place the chip on top of the objective in an accurate horizontal way, we changed the design adding an external tongue parallel to the chip as shown in figure 8.

![Figure 8: Project design of the chipholder with the external tongue.](image)

The actual shape was modified afterwards to fit also LEICA microscopes' stages. A picture of the final system used is represented in figure 9.
In order to load the fluidic solution four Nanoport inlets/outlets perfectly suited for low dead volume applications and small chip volumes are arranged on the holder. These connections fit fused silica capillaries (375 μm OD, 150 μm ID, Polymicro) and small ferrules to be lodged at the capillaries ends made sure leak tight connections with the chip.

At the other edge of the fused silica capillaries we have disposed other fluidic connections to be able to flush the experimental solution. We used syringe with a PEEK tubing connector from ILS microsyringes (5, 10 ml). These syringes are equipped with a 1/4 x 28" female flat bottom connector. In order to be able to attach the 360 μm O.D. fused silica capillary to the syringe a flat bottom nut (LT-115, Upchurch), a ferrule (P-250, Upchurch) and a tubing sleeve (F-242, Upchurch) were used. The tubing sleeve allows the capillaries to be used in an otherwise 1/16" port. The final apparatus is shown in fig. 11.
Experimental set-up

Nanochannels were placed in the chip holder and all the fluidic connections were properly set. The chip was then connected by PEEK connectors to a syringe filled with nanomolar Rodhamine6g molecule solution. A small pressure was applied and the solution was sucked into the channels. Then the connectors were closed and solution let to equilibrate overnight. The channels were imaged in the red channel on a LEICA SP2 system with 63X water lens objective to control channels dimension and loading.

Figure 12: Nanochannels placed on top of 40X objective of a confocal microscope.

The intensity signal from the channels was uniform. None of the channels was collapsed.

Figure 13: Confocal micrographs of 30 μm wide, 30 nm depth nanoslits loaded with Rh6G solution_: xy view.
Conclusions

Nanochannels can affect the physical behaviour of molecules under well-controlled confinement, thus they are the experimental apparatus required for single molecule observations of molecular motion under confinement. Nanochannels were successfully designed. After loading with a solution of fluorescent molecules and imaged they showed uniform fluorescent signal.
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CHAPTER 6

Fluorescence Correlation Spectroscopy measurements in nanochannels

The understanding of molecular motion in confined environments is definitely a scientific challenge which need to be overcome to better design and optimize nanodevices to be used in different applications.

Willing to investigate molecular physical properties on the nanoscale, there is the need to overcome the drawback of nano dimensions thus classical microscopy can not be used. Though nanoscopy has already been proved, it is still somehow not affordable[1]. A possibility to study the nanoscale is to perform FCS, a well established technique widely used for measuring macromolecules properties and interactions both in vitro and in vivo; it measures fluorescence intensity fluctuations of few fluorochrome molecules in an illuminated volume smaller then a femtonliter. Due to Brownian motion molecules go across the observation volume giving rise to fluorescence fluctuations, and through a time correlation analysis of the intensity fluctuations, molecule hydrodynamic properties of single molecules are then accessible. Though usually applied to bulk measurements or to investigations in cellular environment, It has also been used as a tool for velocity measurements in microfluidics and recently it has been demonstrated has a detection tool for molecular motion in micrometric and submicrometric structures[2]. We have applied this technique to observe at a single molecule level molecular motion in nano-depth channels. We present the theoretical background of FCS, some interesting experimental findings, and our experimental work.
Theoretical background

FCS is a well-established biophysical technique developed in the early 1970s [3]. In principle, FCS can measure fluctuations in fluorescence intensity in a microscopic illuminated volume of fluorescent tagged molecules due to thermal motion. Molecular Brownian motion gives rise to fluorescence intensity bursts together with photochemical switching of the molecule, which autocorrelated in time can reveal diffusion properties and concentration of the probe. As a non invasive technique and since the introduction of confocal microscopy, which reduces the illumination volume to dimensions smaller than a femtoliter, it is widely applied to probe macromolecular interaction in cellular environment.

FLUORESCENCE

A brief overview of what are the energetic transitions that give rise to fluorescence will be given in order to understand the fluctuations recorded by FCS. When a fluorophore absorbs photons its electrons move to higher energy levels. The various energy levels involved in the absorption and emission of light by a fluorophore are classically represented in a Jablonski energy diagram.

![Jablonski energy diagram](image)

Figure 1: Schematic representation of a Jablonski energy diagram for the first energetic states, So, S1 and T1.

What first follows absorption of a photon with major probability is an internal conversion or vibrational relaxation to the lowest energy level of the first excited state S(1) = 0. This process occurs in absence of light emission on a timescale of picoseconds (ps). On a timescale much longer, of the order of nanoseconds (ns), the process named fluorescence occurs. The excited molecule finally leaves the long-lived lowest excited singlet state S(1) relaxing to the ground state S(0) with the emission of light of various wavelengths.
depending on the chemical nature of the fluorochrome. The molecule can leave the exited state in alternative ways, dissipating energy as heat, or transferring energy to other molecules in a second type of non-radiative process, or going by intersystem crossing to the lowest excited triplet state. The latter phenomenon even if relatively rare, is somehow relevant because it results either in emission of light through phosphorescence or a transition back to the excited singlet state that yields delayed fluorescence. The rate constants for triplet emission are several orders of magnitude lower than those for fluorescence and thus can be easily measured by Fluorescence Correlation Spectroscopy [4].

FCS PRINCIPLES

Fluorescence in principle allows to tag and follow molecules in a detection volume. The spatial resolution of this kind of study is set by the resolving power of the microscope used which for confocal microscopy is of about 0.3 \( \mu m \) on the lateral dimension and 1 \( \mu m \) in the vertical one. Though a lot of efforts is being paid for the nanoscopy development, it is still not affordable [1,5]. Moreover the timescale of a diffusive process for a medium protein is hundreds of \( \mu s \), where a typical videomicroscopy equipment can acquire images every 20 ms. Rather than recording each molecules movement it is possible to register their fluctuations in number, which is their concentration fluctuation in the detection volume.

However in order to register relevant fluctuations of a macroscopic properties such as concentration which is at thermodynamic equilibrium by definition constant, the number of molecules in the system must be small and the relative fluctuations in the system parameters become significant. In fact in a dynamic system, relative fluctuations increase as the concentration of molecules decreases. Therefore, in order to obtain detectable fluctuations in fluorescence, the number of molecules residing in the detection volume at the same time should not be too high.
In fact if we assume that molecules obey to a Poissonian distribution, the root mean square fluctuations of the particle number is given by:

$$\sqrt{\langle \delta N \rangle^2} = \sqrt{\langle (N - \langle N \rangle)^2 \rangle} = \frac{1}{\sqrt{\langle N \rangle}}$$  \hspace{1cm} (1)$$

which means that concentration in use for a common FCS equipment should be on the nano-micro molar range, which gives an average number of molecules in the confocal volume (~fl) in the range of 0.1-1000. FCS is therefore applied to the detection and statistical fluctuation analysis of almost single molecules (to be rigorous it applies only in the concentration range of 1 molecule on average in the detection volume), and is therefore considered a single molecule technique.

A typical FCS experiment is performed on confocal microscopes since Rigler first combined both technologies. The association of FCS technique with confocal microscopy reduces the number of molecules in the control volume, without compromising the signal to noise ratio. Basically, in a confocal what changes in comparison to a wide field microscope is the introduction of a pinhole in the beam path, on the image plane, that tremendously decreases the out of focus light and reduces the lateral dimension of the image.
The laser beam is directed via a dichroite mirror into a confocal microscope and focused by the objective into the sample. Emitted fluorescence from the sample comes back from the same objective, passes through the beam splitter, and is focused onto the image plane where the pinhole is located. The light passing the pinhole is spectrally filtered by highly selective bandpass emission filters and is focused onto the sensitive areas of the avalanche photodiodes. Each individual burst resulting from a single molecule can be registered. The photons are recorded in a time resolved manner. Standard TTL pulses from the diodes are fed to the PC-based correlator which autocorrelates the signal giving back the autocorrelation function[6].
CLASSICAL DERIVATION OF THE AUTOCORRELATION FUNCTION

The signal fed into the APD is recorded in a time resolved manner and represents the fluorescence intensity fluctuations due to the particles diffusion into and out of the illuminated volume. It contains information about the translational diffusion time of the molecule, which is related to the size of the confocal volume, and about the number of molecules in that volume. The way to take out these parameters starts with the autocorrelation functions analysis. The recorded fluorescence fluctuations are temporarily autocorrelated which in principle means that the signal is compared over time to itself. At very close time points the signal is similar to itself, whereas as the time goes by it gets more and more different, as it is shown in the cartoon in fig 5.
The autocorrelation function is defined as:

\[
G_0(\tau) = \frac{\langle \delta I(t) \delta I(t + \tau) \rangle}{\langle I(t) \rangle^2}
\]  

(2)

where \( \delta I(t) \) are the instantaneous deviations from the time average of the fluorescence intensity calculated as in eq 3:

\[
\delta I(t) = I(t) - \langle I(t) \rangle.
\]  

(3)

In the simplest case, all fluctuations arise from passages of the molecules in the detection volume, or in other terms, from local fluctuations of molecules' concentration. Basically they depend on the probability for a particle in \( r \) at time \( t=0 \) to be after a time \( \tau \) in the position \( r' \), weighted over the detection efficiency of the instrument. This is because when a particle translates in the middle of the laser beam exited area the detection efficiency in that point is higher compared to a transition on the borders, where the laser beam energy is actually lower.

Under the assumption that all fluorochrome properties are not changing over time the autocorrelation function can be computed as:
Where we have associated fluctuations in fluorescence intensity to fluctuations in molecule concentration, having discarded fluctuations in physical-chemical parameters of the fluorochrome itself (molecular absorption cross-section, quantum yield).

Thus the autocorrelation function of intensity fluctuations is a convolution of the autocorrelation function of the concentration fluctuations with the emission profile. $I_e(r)$ is in fact the spatial emission intensity distribution, which is typically assumed to have a Gaussian shape profile computed as:

$$I_e(r) = e^{-\frac{x^2+y^2}{w_{xy}^2}} e^{-\frac{z^2}{w_z^2}}$$

(5)

where $w_{xy}$ and $w_z$ define the beam waist half amplitudes across the xy plane and the orthogonal direction z. The emission intensity distribution function is determined by the optical transfer function of the objective-pinhole combination which determines the spatial collection efficiency of the setup, times the spatial amplitude of the excitation energy.

The fluctuations in concentration can be computed, as they are basically the average concentration times the probability density $p_{xyz}$ for a single molecule which starts a random walk at time $t=0$ at point $r$ to be at $r'$ after a time $t$.

$$\langle \delta C(r,0) \delta C(r',\tau) \rangle = \langle C \rangle \frac{1}{(4\pi D\tau)^{\frac{3}{2}}} e^{-\frac{(r-r')^2}{4D\tau}}$$

(6)
which is basically the Fick’s second law solution for diffusion with the appropriate boundary conditions, as shown in chapter 2, with diffusion coefficient D. If the effective confocal volume is defined as:

\[
V_{\text{eff}} = \frac{\left( \int I_e(r) dV \right)^2}{\int I_e(r)^2 dV} = \frac{\left( \int e^{-\frac{-2 x^2 + y^2}{w_{xy}^2}} e^{-\frac{-z^2}{w_z^2}} dV \right)^2}{\int e^{-\frac{-2 x^2 + y^2}{w_{xy}^2}} e^{-\frac{-4 z^2}{w_z^2}} dV} = \pi \frac{3}{2} r_0^2 z_0 \tag{7}
\]

Then we can substitute in eq. 4 eq.5, 6 and 7 and we can obtain the expression for the autocorrelation function in a 3D Brownian diffusion process:

\[
G(\tau) = \frac{1}{N} \frac{1}{\left( 1 + \frac{4D\tau}{\omega_{xy}} \right) \left( 1 + \frac{4D\tau}{\omega_z^2} \right)} \tag{8}
\]

The confocal volume shape is assumed to be Gaussian on x,y,z directions, and can be identified from the structure parameter s given from the ratio: s = \( w_z / w_{xy} \) of the two parameters that identify the Gaussian beam size. The diffusion time \( \tau_{\text{diff}} \) is related to the lateral beam waist of the focus through:

\[
\tau_{\text{diff}} = \frac{w_{xy}^2}{4D} \tag{9}
\]

Then it is possible to rewrite the autocorrelation function in eq. 7 as a function of N, s, \( \tau_{\text{diff}} \), which are basically the readout parameters from an FCS experiments:

\[
G(\tau) = \frac{1}{N} \frac{1}{\left( 1 + \frac{\tau}{\tau_{\text{diff}}} \right) \left( 1 + \frac{\tau}{\tau_{\text{diff}} s^2} \right)} \tag{10}
\]

The autocorrelation function \( G(\tau) \) that we have obtained in eq 10 is the product of three independent functions each one referred to one dimensionality (or direction) :
\[ G_{xy}(\tau) = g_x(\tau)g_y(\tau)g_z(\tau) \] (11)

This is possible as long as motion is isotropic. Moreover it is physically meaningful as it corresponds to independent molecules translations along each direction. From eq. 11 then we can split each single contribute of a 3D autocorrelation function and derive the autocorrelation function in the case of bi-dimensional motion or mono-dimensional motion, simply by elimination the \( g(\tau) \) contribute along the direction we are not sensitive to.

Each contribute can be written as:

\[ g_i(\tau) = \frac{1}{k} \frac{1}{\sqrt{\left(1 + \frac{\tau}{\tau_{diff}}\right)}} \] (12)

Where \( k \) is a constant related to the effective volume definition, which for a non 3D shape has no longer the expression reported in eq. 6. Then we can compute the expressions of the autocorrelation function for 1D and 2D diffusion processes:

\[ G_{2D}(\tau) = \frac{1}{N} \frac{1}{\sqrt{\left(1 + \frac{\tau}{\tau_{diff}}\right)}} \] (13)

\[ G_{1D}(\tau) = \frac{1}{N} \frac{1}{\sqrt{\left(1 + \frac{\tau}{\tau_{diff} S^2}\right)}} \] (14)

Which are the autocorrelation functions in 2D and 1D geometries[7-10].

TRIPLET STATE KINETIC

The classical model has been developed under the assumption that all dye photochemical features will not change over the experimental time. Actually, this assumption might be inadequate. Many transitions can happen during a measurement run but on the observation time scale (smaller than \( \mu s \)) what the instrument is very sensitive to are the transitions due to the triplet state. A triplet state correction is then needed to account for the first \( \mu s \) of the autocorrelation function shape. It was demonstrated that the autocorrelation function correction for a triplet state kinetic can be written as:
where \( T \) is the fraction of non fluorescent molecules due to a triplet state, and \( \tau_t \) is the time spent in a triplet state [11].

**ANOMALOUS DIFFUSION MODEL**

As we have already discussed in chapter 2, in the case of presence of steady obstacles that hinder molecular motion it was found that the mean square displacement does not follow any longer a linear dependence with time but rather it is proportional to some power of time less than 1:

\[
\langle r(t)^2 \rangle = 6D(t) t \propto t^\alpha
\]

where \( \alpha \) is the anomalous coefficient, with \( \alpha < 1 \). This means that in the treatment we have proposed to compute the autocorrelation function, the Brownian propagator represented in equation 5 does not hold anymore.

Taking into account this diverse time dependence of diffusion, which is translated into a different time correlation of concentration fluctuations we can compute an autocorrelation function for anomalous diffusion kinetic:

\[
G(\tau) = \frac{1}{\langle N \rangle} \left( 1 + \frac{Te^{-\tau/\tau_{\text{diff}}}}{1-T} \right) \cdot \frac{1}{1 + \left( \frac{\tau}{\tau_{\text{diff}}} \right)^\alpha} \cdot \frac{1}{\sqrt{1 + \left( \frac{\tau}{\tau_{\text{diff}}} \right)^\alpha \frac{s^2}{\tau}}}
\]

(17)

Where \( \alpha \) represents the anomalous coefficient and where also the triplet state correction appears[12-13].
Model of diffusion limited by boundaries in the axial direction: our treatment

Nanochannels are characterized by a micrometric width and a nanometric height, with a rectangular cross section. As we have mentioned before in one photon fluorescence correlation spectroscopy the detection volume has a Gaussian shape profile, with waist radius in the order of 300 nm and a waist height of about five to seven times the radius, i.e. above 1.5 μm.

Whenever the sample we are probing is as small as the size of the confocal volume, and our nanochannels belong to this scenario, we should consider the case where boundaries in the xy plane rather than in the z direction affect the shape of the autocorrelation function. As it was shown by Gennerich in 2000 [14] for cytosolic compartments investigated by FCS, it is fundamental to take into account boundaries in the diffusion path to generate a diverse autocorrelation function. The misinterpretation of a confined geometry could lead to experimental fitting results with poor biophysical meaning.

Though Gennerich work is a breakthrough in this field and unique, it can not derive a closed form for the autocorrelation function in the case of lateral or vertical boundaries. We demonstrated a diverse mathematical treatment which gives rise to a closed form for the final autocorrelation function.

Figure 7: Quasi-ellipsoid detection volume $V_0$, characterized by the radii $xy$ and $z$, confined in axial direction by boundary planes at $z=0 \pm d_z/2$. With respect to the origin ($x=0$, $y=0$, $z=0$), the detection volume of the confocal setup is centered at $r_0 = (x_0, y_0, z_0)$.

Figure 8: Normalized probability density $p_z(z)$ for a single molecule whose diffusion is confined to the space between boundary planes at $z = 0 \mu m$ and $z = 1 \mu m$ ($d_z = 1 \mu m$), plotted for different times $\tau$ after the start of the random walk at $z' = 0.2 \mu m$ ($D = 2.8 \times 10^{-6} \text{ cm}^2/\text{s}$).
In the case of confinement along optical axis, there is only a fraction of the excitation volume which indeed gives rise to fluorescence fluctuations. As the diffusive flux vanishes at the boundaries, Gennerich expanded the concentration fluctuation $dC(r, t)$ in a Fourier cosine series along the $z$-axis. After a number of algebraic steps and Fourier transforms, they showed that as it is:

$$G_{xyz}(r) = g_x(\tau)g_y(\tau)g_z(\tau)$$  \hspace{1cm} (18)

we can write:

$$G_{xyz}(r) = \frac{1}{N} \frac{1}{1 + \frac{\tau}{\tau_{diff}}} G_{zc}(\tau);$$  \hspace{1cm} (19)

and the term related to the confined fluctuation can be obtained from:

$$p_k(t) = \frac{1}{d_k} \sum_{n=-\infty}^{\infty} \exp(-Dt(n\pi/d_k)^2) \cos(n\pi/k) \cos(n\pi/k')$$  \hspace{1cm} (20)

which gives the one-dimensional probability density of a molecule whose random walk is confined to the space between the boundary planes.

**OUR TREATMENT:**

In our treatment we did not confine the concentration fluctuations but we mirrored the emission volume against the lateral boundaries. Thus we treated an unconfined molecule which translates in an apparent periodic detectable emission obtained as consecutive mirroring of the real one at the system boundaries.

---

Figure 9: Concept idea representation of the mathematical procedure. In filled blue Gaussian emission distribution, which is reflected at the boundaries -2, +2 in arbitrary unit. in the drawing. in red correlation relative to an arbitrary starting point.
By averaging respect all possible starting positions inside the real system, it could finally be computed the correlation contribute corresponding to the confined direction:

\[
g_k(\gamma_0) = \frac{\sqrt{\pi} \text{Erf} \left( \sqrt{2R} \right)}{2R \text{Erf} \left( 2R \right)} \left( 1 - \sum_{n=1}^{\infty} \exp \left( -(1 + \gamma_0) \left( \frac{n \pi}{2R} \right)^2 \right) \text{Re} \left( \text{Erf} \left( \sqrt{2R} + i \frac{n \pi}{2\sqrt{2R}} \right) \right) \right)
\]

Where: \( t_d = \frac{r_k^2}{4D} \) is the characteristic time of the fluctuation evolution, and where \( R = \frac{d_k}{r_k} \) is the ratio of real system size and amplitude of laser beam.

The model well represents the expected physical behavior for decreasing system size.

In fact, for decreasing system size the autocorrelation function moves towards the 2D autocorrelation function. This is shown in figure 10 where we represent a 3D autocorrelation function with one confined dimensionality. This means that as the detection volume is narrowed because of physical boundaries along one direction, we lose sensitivity from the confined dimension up to confusing the system with a 2D geometry.

Therefore our treatment is advantage because it permits to write a closed form for the autocorrelation function in a confined geometry preserving the problem physical meaning.
Measurements of transport properties in nanochannels

Molecular dynamics in glass nanoslits are investigated by fluorescence correlation spectroscopy. FCS can probe transport properties in micro-nanofluidic structures at a single molecule level. Both molecular weight, molecule chemistry and deformability can affect particle mobility. Hence molecules of interest rationalize diverse possible mechanisms taking into account molecules of low and high molecular weight and diverse rigidities. Evidence of constrained diffusion are shown.

MATERIALS

Borosilicate nanochannels manufactured by chemical etching and direct bonding procedures as described in chapter 5 are used to affect molecules mobility as recorded by FCS. Channels are nanometric in depth and micrometric in width. Depth can vary between 10, 20 and 30 nm; whereas width of imaged channels is 5, 10 or 30 microns with a constant length of 500 microns. Molecules features deeply influences transport mechanisms, therefore we investigated Rhodamine 6G (Fulka) as a small rigid molecule; Dextrans of two molecular weights, Dextran 40kDa-Rhod6G (Molecular Probes Invitrogen), Dextran 70kDa-RhodB, (Molecular Probes Invitrogen), to take into account molecule size effect in the case of a flexible molecule; and PEG 20kDa-RhodB (Nanocs, New York) to consider how a more flexible molecule, compared to dextrans, having a diverse chemistry can regulate the undergoing transport mechanism. DI water (ph=5.4) filtered with 100 μm filters (Whatman) was used to prepare fresh 100 nM molecules solutions.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>MW [Da]</th>
<th>r_n [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhod6G</td>
<td>479</td>
<td>0.8*</td>
</tr>
<tr>
<td>dextran</td>
<td>40000</td>
<td>6*</td>
</tr>
<tr>
<td>dextran</td>
<td>70000</td>
<td>9*</td>
</tr>
<tr>
<td>PEG</td>
<td>20000</td>
<td>5.8*</td>
</tr>
</tbody>
</table>

Table 1: Molecule dimension and molecular weight. r_n determined from Stokes-Einstein relation.
Microscopes:

Two different confocal systems were used for measurements, a Leica FCS2 extension of TCS SP2 AOBS confocal microscope in EMBL, Heidelberg, and a ConfoCorII Zeiss available in our lab at DIMP, Università Federico II, Napoli.

The main SP2 Leica microscope features for our applications are the Acousto-Optical Beam Splitter (AOBS) and the galvanometer driven fine focusing stage for z positioning.

The AOBS, represented in figure 11 with the number 11, directs the excitation light of the laser onto the specimen and separates the fluorescent light returned from the specimen and the reflected excitation light. It replaces conventional excitation filters such as double or triple dichroite. The AOBS is a transparent optical crystal to which an ultrasonic field is applied. Light which penetrates the optical crystal is deflected depending in its wavelength and the wavelength of the ultrasonic field. The AOBS can therefore select a laser line, control the amount of light and the beam splitter ratio between excitation and detection light for the selected laser line. Moreover the two tools enhanced and ultra-high dynamics ensure that reflection light, which comes back through the beam...
path in opposite direction, is removed from the optical axis and therefore is not detected. This tool was useful as our sample are not so bright and can generate a high percentage of reflected light which can reduce the signal to noise ratio. Through the same tool it is also possible to select a high rate of reflected light which is a useful tool as well whenever focusing on the sample is necessary. Also the galvanometer driven fine focusing stage for z positioning can be helpful for focusing as it is useful for creating images from vertical xz sections and through the z selection tool, it is possible to go back to a xy scan at the z plane selected.

![Optical Path Diagram](image)
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Figure 12: ZEISS ConfCor II, optical path and, on the left, optical elements in the FCS head.

The ConfCor II has a conventional dichroite beam splitter and it does not allow xz scansion mode, therefore focusing was accomplished manually during xy imaging. On the other hand it was easier to change filter sets for FCS measurements in ConfoCor II compared to SP2, because though SP2 is a filterless confocal (spectral scanner), the FCS module need the manual replacement of filter cubes.

Both systems are equipped with built-in correlators though we took advantage of a custom developed software, (Fluctuation Analyzer by Malte Wachsumth) for all of our measurements in nanochannels.
METHODS

Nanochannels were placed in the chipholder and all the fluidic connections were properly set. The chip was then connected by PEEK connectors to a syringe filled first with DI filtered water. A small pressure was applied and the solution was sucked into the channels. Then syringe was filled with a nanomolar fluorescent molecule solution and a small pressure was applied to load the channels. Nanochannels were let equilibrate for several hours before measurements to permit the fluorescent solution to diffuse from the micrometric reservoirs to the nanochannels and to equilibrate. Experiments were run the day after channel loading. Two different confocal systems were used for measurements, a SP2 Leica microscope in EMBL Heidelberg, and a ConfoCorII Zeiss available in DIMP, Napoli. The nanochannels were first imaged in the red channel on a LEICA SP2 system with 63X Plan Apo 'CS lbd. blu water correction 1.2 N.A. lens objective taking advantage of a xz scan tool to better identify the focus plane, whereas on the ConfoCorII channels were scanned in xy plane with a 40X Apochromat 1.2 N.A. water objective and then focus was manually adjusted. FCS experiments were performed in the middle of channels. Rhodamine6G tagged molecules were excited with the 488 nm line of the Argon laser, fluorescent emission was sent to a 530 nm LP filter and then acquired on the APD. RhodamineB tagged molecules were excited with the 543 nm HeNe laser, fluorescent emission was sent to a 560 nm LP filter and then acquired on the APD. Measurement time could vary between 60 and 120 seconds. Each experiment was carried out at least 10 times to have statistical information. For each molecule experiments were repeated in every channel height available, i.e. 10 nm, 20 nm and 30 nm.

Figure 13: Nanochannels placed on top of 40X objective of ConfCorII microscope.
Laser beam was accurately directed in the middle of the channel. Data obtained from FCS measurements of bulk solutions were analyzed using ISS software rather than ConfCorII software, whereas experiments in nanochannels were analyzed by means of an autocorrelation software which was custom developed (Fluctuation Analyzer), and fitted with the non-linear fitting routine on Origin Microcal 7.0 based on the Levenberg-Marquardt algorithm. As 30 nm height reduce the sensitivity of our experimental system to a 4% over the vertical axis, it is like we do not perceive any motion in the z direction. Therefore we used a 2D model to fit our data. Both pure anomalous diffusion model and anomalous diffusion model upgraded for confinement were used.
RESULTS AND DISCUSSION

Channels were successfully imaged on both confocal systems. This shows that channels are empty, open and freely accessible to fluorescent solutions. In figure 14 we show two confocal images acquired on the SP2 system. On the left a xz section of a 30 mm wide channel loaded with a solution 100 nM of Rhodamine 6G is represented while on the right side the corresponding xy image is presented (magnification is different as suggested from scale bar).

![Confocal micrographs of 30 μm wide, 30 nm depth nanoslits loaded with Rh6G solution. Left: xz cross section, scale bar 3 μm. Right: xy view, scale bar 30 μm.](image)

FCS experiments were carried out for four different molecules each in three diverse channels size, 10, 20 and 30 nm. The results for Rhodamine 6G, Dextran 40kDa, Dextran 70kDa, and PEG 20kDa are reported below.

**Rhodamine6G**

Freshly prepared nanomolar solution of Rhodamine 6G were loaded into the channels and FCS measurements were run. Autocorrelation functions from bulk measurements and from measurements in 30 nm height, 20 nm height and 10 nm height channels are represented in figure 15.
Below are reported in figure 16 the single component anomalous diffusion model fitting results for the Rhodamine 6G molecule. Both diffusion time and the anomalous parameter $\alpha$ are reported as a function of the ratio molecule hydrodynamic diameter against channel height.

Figure 16: Single component anomalous diffusion model fitting results for Rhodamine 6G molecule. On the left vertical axis is reported diffusion time and on the right axis the anomalous parameter $\alpha$ versus the ratio between molecules diameter and channel height.
**Dextran40kDa**

Freshly prepared nanomolar solution of Dextran 40kDa were loaded into the channels and FCS measurements were run. Autocorrelation functions from bulk measurements and from measurements in 30 nm height, 20 nm height and 10 nm height channels are represented in figure 17.

![Autocorrelation functions](image)

Figure:17. Autocorrelation functions of Dextran40kDa for bulk measurements, down triangle blue, 30 nm, up-triangle green, 20nm red circle, 10 nm channels, black square.

Below are reported the fitting results for a two components anomalous diffusion fitting model of Dextran40kDa autocorrelation functions. Both diffusion time and the anomalous parameter $\alpha$ are reported as a function of the ratio molecular hydrodynamic diameter against channel height.
Figure 18. Two components anomalous diffusion model fitting results for the Dextran40kDa molecule. On vertical axis we report the diffusion time against the ratio between molecules diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$ for first fitting component.

Figure 19: Two components anomalous diffusion model fitting results for the Dextran40kDa molecule. On vertical axis is reported the anomalous parameter $\alpha$ against the ratio between molecules diameter and channel height evaluated for the first fitting component.
Figure 20: Two components anomalous diffusion model fitting results for the Dextran40kDa molecule. On vertical axis is reported the diffusion time for the first component against the ratio between molecules diameter and channel height.

Figure 21: Two components anomalous diffusion model fitting results for the Dextran40kDa molecule. On vertical axis we report the diffusion time of second component against the ratio between molecules diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$ for second component.
**Dextran70kDa**

Freshly prepared nanomolar solution of Dextran 70kDa were loaded into the channels and FCS measurements were run. Autocorrelation functions from bulk measurements and from measurements in 30 nm height, 20 nm height and 10 nm height channels are represented in figure 22.

![Autocorrelation functions](image)

**Figure:22.** Autocorrelation functions of Dextran70kDa for bulk measurements, black square, 30 nm, red circle 20nm up-triangle blue.

Below are reported the fitting results for a two components anomalous diffusion fitting model of Dextran70kDa autocorrelation functions. Both diffusion time and the anomalous parameter $\alpha$ are reported as a function of the ratio molecular hydrodynamic diameter against channel height.
Figure 23. Two components anomalous diffusion model fitting results for the Dextran70kDa molecule. On vertical axis we report the diffusion time against the ratio between molecule diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$. Both parameters are results for the first fitting component.

Figure 24: Two components anomalous diffusion model fitting results for the Dextran70kDa molecule. On vertical axis is reported the diffusion time against the ratio between molecule diameter and channel height evaluated for the first fitting component.
Figure 25. Two components anomalous diffusion model fitting results for the Dextran70kDa molecule. On vertical axis is reported the anomalous parameter $\alpha$ against the ratio between molecules diameter and channel height evaluated for the first fitting component.

Figure 26. Two components anomalous diffusion model fitting results for the Dextran70kDa molecule. On vertical axis we report the diffusion time against the ratio between molecules diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$. Both parameters are results for the second fitting component.
**PEG20kDa**

Freshly prepared nanomolar solution of PEG20kDa were loaded into the channels and FCS measurements were run. Autocorrelation functions from bulk measurements and from measurements in 30 nm height, 20 nm height and 10 nm height channels are represented in figure 27.

![Autocorrelation functions of Peg20kDa for bulk measurements, yellow, 30 nm, black square, 20nm up-triangle green, 10 nm light blue.](image)

Below are reported the fitting results for a two components anomalous diffusion fitting model of Peg 20kDa autocorrelation functions. Both diffusion time and the anomalous parameter $\alpha$ are reported as a function of the ratio molecular hydrodynamic diameter against channel height.
Figure 28: Two components anomalous diffusion model fitting results for Peg20kDa molecule. On vertical axis we report the diffusion time against the ratio between molecules diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$. Both parameters are results for the first fitting component.

Figure 29: Two components anomalous diffusion model fitting results for the Peg20kDa molecule. On vertical axis is reported the diffusion time against the ratio between molecules diameter and channel height evaluated for the first fitting component.
Figure 30: Two components anomalous diffusion model fitting results for the Peg20kDa molecule. On vertical axis is reported the anomalous parameter $\alpha$ against the ratio between molecules diameter and channel height evaluated for the first fitting component.

Figure 31: Two components anomalous diffusion model fitting results for the Peg20kDa molecule. On vertical axis we report the diffusion time against the ratio between molecules diameter and channel height; and on the other axis we report the anomalous parameter $\alpha$. Both parameters are results for the second fitting component.
As we can see from figures 15 and 16, there is not evident influence of channel confinement to Rhodamine 6G motion. Autocorrelation function of different channel dimensions investigated substantially overlap. The diffusion time calculated from the fitting procedure stays quite constant as expected from the autocorrelation function shape. This is quite meaningful if we notice that Rhodamine 6G is a pretty small molecule whose diameter is not much larger than 1 nm. Therefore such a small molecule might not even feel the confinement being at least 10 times its size. Similar results were found also with two-photon excitation FCS in nanoslits of 50 nm height [2] and in classic FCS [15], whereas influence of confinement was observed by a macroscopic technique in higher channels of 260 nm for FITC molecules [16]. This molecules have comparable size with Rhodamine 6G but different chemistry which was not tested in our study as FITC gives high photo bleaching. Anyway we do not believe this could generate such a high reduction in the mobility measured.

On the other hand we do find an increased diffusion time for higher molecular weight molecules, Dextran 40kDa and Dextran 70kDa when channel size gets smaller. For fitting procedures of autocorrelation functions of higher MWs molecules we needed a two components model with a fast anomalous component [17]. Thus at short time we perceive the system as having a non linear dependence with time, but at longer times diffusion becomes normal. We take into account for our discussion the first component of our fitting model, as we believe the second come from long tail kinetics due to sorption to channel walls. The reduction in motion measured by FCS for higher MWs molecules means that even if confinement is exerted on the vertical axis, the system slows down on the xy plane. Motion in the horizontal plane is then hindered by vertical confinement. Diffusion time increases as channel height gets smaller for Dextrans and Peg molecules. The anomaly parameter $\alpha$ follows a decreasing trend with decreasing channel height, suggesting that the anomaly grade is related to the system size. Moreover what could be inferred from results is that the system is approaching a square root dependence with time, which is the theoretical limit for single-file diffusion.

We have not presented data for Dextran 70kDa molecule from the 10 nm channels height because we could not measure any motion in this systems. After 24 h nanochannels were not fully loaded yet, but only 50 $\mu$m above the entrance were fluorescent and filling was almost the same after 36h as can be seen in the pictures 32 below.
Our results from the Dextran 70kDa in 20 nm channel height are confirmed by FRAP (Fluorescence Recovery After Photobleaching) measurements. We performed FRAP measurements in nanochannels of 30 μm width and 20 nm height of Dextran70kDa-FITC. Our measured diffusion coefficient was 4 E-8 cm²/s which is one order of magnitude lower than the bulk value for the same system of 2.8 E-7 cm²/s, and comparable to 4.9 E-8 cm²/s as measured from FCS experiments.

Figure 32: Confocal micrograph of a 10 nm height and 5 μm width channel loaded with 100 nM Dextran 70kDa. Left: Loading after 24h. Right: Loading after 36 h. Scale bar: 20 μm.

Figure 33: Montage of a FRAP experiment with Dextran 70kDa-FITC molecules in channels of 20 nm height. Montage was then analyzed by SFA with a custom written Matlab code and a diffusion coefficient of 4E-8 cm²/s was evaluated.
However our results do not agree with the four orders of magnitude increase in diffusion coefficient found in 50 nm height channels for wheat germ agglutinin proteins [18]. We did not test proteins in our study but both Dextran 70kDa and PEG 20kDa show hydrodynamic radius bigger than wheat germ agglutinin protein, and in our findings both molecules do not perceive such high grade of confinement in our bigger channels of 30 nm height.

Finally, if we compare the different chemistry employed of Dextran 40kDa and PEG 20kDa, they have almost the same hydrodynamic radii which means that Dextrans have a more globular shape compared to PEG. This might cause a diverse mechanism under confinement. In fact Dextrans seem to feel less gradually the confinement, but as soon as we overcome the confinement ratio d/h of 1.5 Dextrans are expected to increase their diffusion time in a very steep way, as we measured no motion for d/h of 1.8 in the case of Dextran 70kDa in 10 nm slits. We could not test a higher grade of confinement for PEG molecules to verify the diverse mechanism because this molecule becomes highly unstable over 20kDa.

CONCLUSIONS

We have performed Fluorescence Correlation Spectroscopy measurements of molecular motion in solid confined geometries of glass nanoslits as small as 10 nm in height. Both small molecules such as Rhodamine 6G and high molecular weight molecules such as Dextrans 40 and 70 kDa and Peg 20 kDa were employed in order to investigate at a single molecule level the influence of size, chemistry and flexibility on confined diffusion.

From our results Rhodamine 6G seems to be quite unaffected from confinement (d/h < 0.2) whereas all macromolecules show a reduction of their diffusion coefficient of almost one order of magnitude with an anomaly parameter approaching the single –file limit of 0.5 in the case of strong confinement (d/h >1). In particularly Dextran molecules of 70kDa showed no motion in the strong confinement case of d/h = 1.8.

More experimental work is needed to develop a complete scenario. Our study provides new experimental data for future improvement of theoretical models of diffusion in confined geometries.
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CHAPTER 7

Simulation of dynamical properties of molecules confined in nanochannels

In the last two decades a lot of simulation work has been done to unravel transport properties of molecules on the nanoscale. However the most relevant results are still on a atomistic scale, thus presenting mainly simple fluids behavior. Taking into consideration just water on the atomistic scale is already enough challenging because of moment dipole considerations, hydrogen bonding interactions, tetrahedral structure and so on. However the main interest for most engineering applications are macromolecules. Therefore it seems necessary to switch to a different simulation tool.

Main interest of this work is the understanding of molecular motion on the nanoscale in order to develop simulation recipes for macroscopic applications. A possibility to study molecules behavior at the nanoscale is to match atomistic and mesoscopic simulation in a multiscale modeling technique. In fact Molecular Dynamics method are limited to simulating the dynamics of a few thousand molecules over a few nanoseconds, therefore being inadequate for the simulation of physical processes that occur on the microsecond (or longer) time scale.

DPD (Dissipative Particle Dynamics), derived from molecular dynamics simulations and lattice gas automata, effectively opens up the mesoscopic length and time regimes in complex fluids to simulation. In this chapter we present some results from the atomist simulation work in confined geometries, introduce the DPD tool and present our results from DPD simulations.
Atomistic results of confined fluids

Due to the several and complicated interactions involved in complex fluids, most of the nanofluid transport theories developed so far are limited to the atomistic simulation of simple fluids. They are taken as a collection of atoms that interact via the Lennard–Jones potential and which dynamics can be described by Newton’s law [1]. A significant result obtained for these confined systems is that depending on the critical length scale of the confinement, the transport behavior can deviate significantly from the bulk behavior. This follows from the fact that the fluid can no longer be considered homogeneous and there are strong oscillations in the fluid density at the solid/fluid interface.

Simple fluids in nanochannels are inhomogeneous because of the strong layering of fluid atoms near the channel wall. Classical fluidic transport theories do not account for the inhomogeneity and both diffusivity and viscosity are strongly affected by the fluid layering on the nanochannels wall. Fluid layering can be influenced by various parameters such as, fluid-wall interactions, wall structure and channel width. Relevant results in the investigation of the fluid-wall interactions parameter’s influence in nanofluid transport show that the tendency of a fluid atom to stay close to the wall increases with the increase in the attractive force exerted by the wall atoms on the fluid and leads to the formation of boundary liquid layers of higher density than in the case of repulsive wall-fluid interactions.

\[ V_{LJ} = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] \]

Figure 1: Cartoon of simple fluids in a nanochannel. Fluid is represented by a Lennard–Jones potential

Figure 2: Density profile simulation for a LJ fluid in a 11 fluid atomic diameter channel
Anyway the density distribution of fluid atoms is sensitive to both the fluid-wall interactions and fluid-fluid interactions. It was simulated also the density distribution along the unconfined direction, and it is shown that the fluid is highly structured also along the channel length [2].

The diffusion of fluids confined in nanoscale channels has been studied extensively in slit and cylindrical pores. In a slit pore, diffusion is different in the direction parallel (the \(x\)- and \(y\)-directions) and normal (\(z\)-direction) to the pore wall, especially for narrow pores. This is because, unlike the diffusion parallel to the pore wall, the diffusion in the direction normal to the pore wall is inherently transient; in the long time limit, the diffusivity in the direction normal to the pore wall is zero due to the geometrical limit. To avoid this problem, the diffusion in the \(z\)-direction is usually characterized by a mean-square displacement \(\Delta z^2(t)\) that is evaluated over the short time range. Magda et al. studied diffusion in slit smooth pores with MD simulations. They showed that \(D_{\|}\) is a function of pore width. It first fluctuates with pre width dimension and then smoothly increases towards the bulk value. Also the average density variation does change with the pore width [3].
The diffusivity on the z direction can not be calculated from the Stokes Einstein relationship as usual but can be evaluated from the mean square displacement $\Delta z^2(t)$ at a short time. Davis et al. evaluated also the comparison of the mean square displacement in the direction normal and parallel to the channel wall. What they calculated is a faster diffusion process on the x-y plane compared to the one on the z direction and as the channel gets higher, the diffusivity increases and tends to the x-y plane value.

Another interesting aspect in confined nanostructures is the possibility for a diffusive process to follow a dynamic different from the normal mode diffusion, which is linear dependence over time of the MSD Mao and Sinnot in 2000 found in carbon nanotubes smaller than 1 nm in diameter the transition from the normal mode to the single file mode, which is expressed as: $\langle r(t)^2 \rangle \propto t^{0.5}$. They found smaller molecules such as methane followed normal diffusion dynamic, whether ethane switched towards single file diffusion in with a transition mode (time exponent in the range 0.5-1)[4].

![Figure 5: Log-log plot of the mean-square displacement for methane (a).left, ethane (b) right, in a (10, 0) carbon nanotube (diameter: 0.8 nm).](image)

There is an extensive literature also on confined water both on surfaces, cylindrical pores and cavities. The major attention has been paid to the investigation of its static and dynamic properties in respect to the degree of confinement, surface properties and presence of surface charge. Clearly, the geometrical confinement alters the behavior of water from that in the bulk, and the effects of different types of surfaces make this behavior further complicated. Also the presence of charges on a pore surface can influence the density distribution, dipole orientation and the average water dipole moment. The number of hydrogen bonds per molecule decreases in hydrophobic channels as the confinement increases. In hydrophilic channels it does not depend on the pore dimension, but only by taking into account water-water interactions, then the number decreases as well. This is because water molecules lose water-water hydrogen bonds in order to establish bonds
with the wall atoms. As water creates bonds with fix walls, this may result in a reduced mobility. Anyway, pure geometrical confinement was demonstrated to be alone responsible for the reduction in number of hydrogen bonds at the interface. Some dynamic properties of water can indeed give more information about the diffusion transport in nanoconfined structures compared to static information. Marti et al showed that the molecular dipole moment reorientation time is smaller as confinement gets stronger, and that was simulated in different nanotubes dimensions. The confinement tends to speed up molecular reorientation and this can be attributed to the partial breakdown of the tetrahedral hydrogen bond network. While the reorientation time gets smaller, the mean time spent by a molecule of water in its first coordination shell, which is called the residence time, increases with confinement [5].

More interestingly the mean square displacement in the pore axis was found to deviate from that in the bulk in a non strictly size dependent manner. In particular at 8.6Å pore radii the water structure seems to be immobilized in a frozen structure. The normalized to bulk diffusion coefficient of water extrapolated from the MSD reported previously are shown below. Still in a 4 nm diameter tube, diffusion is 20% lower than in bulk[6].

![Figure 6: Left: Molecular dipole moment reorientation time $\tau_\mu$. Right: Residence time $\tau_{res}$ of a water molecule in its first coordination shell in different-sized nanotubes.](image1)

![Figure 7: Axial diffusion coefficient of water normalized to the bulk value 2.69x10-5 cm²/s](image2)
Multiscale modeling

The most accurate method of simulating the dynamics of an atomistic system is to integrate the equation of motion for all atoms in the system. This is the basis of the molecular dynamics (MD) simulation method. The major drawback of this method is that it reproduces every aspect of the atomic motion, which is often far too detailed to allow an understanding of physical processes. Moreover, with current computer processor speeds and memory capacities, the MD method is limited to simulating the dynamics of a few thousand molecules over a few nanoseconds. This renders the MD method inadequate for the simulation of physical processes that occur on the microsecond (or longer) time scale.

Some years ago, Hoogerbrugge and Koelman introduced a new simulation technique, DPD (Dissipative Particle Dynamics), derived from molecular dynamics simulations and lattice gas automata, that effectively opens up the mesoscopic length and time regimes in complex fluids to simulation. The technique achieves this goal by keeping the principle of integrating an equation of motion, but now for a system in which the smallest spatial degrees of freedom are averaged out. The fast motion of the atoms in such a system is averaged over and the remaining structure is represented by a set of 'beads', of given mass and size, that interact via soft potentials with other beads.

A bead represents a small region of fluid matter and its motion is assumed to be governed by Newton's laws. There are three types of force between pairs of beads, each of which conserves both bead numbers and linear momentum: a harmonic conservative interaction, a dissipative force representing the viscous drag between moving beads (i.e., fluid elements), and a random force to maintain energy input into the system in opposition to the dissipation. All forces are short range with a fixed cutoff radius. Integration of the equations of motion for the beads generates a trajectory through the system's phase space from which all thermodynamic observables (e.g., density fields, order parameters, correlation functions, stress tensor, etc.) may be constructed from suitable averages[7].
The building block parameter of a mesoscale modeling technique is principally the molecule chain. The intra-chain correlations can, in principle, be treated by any suitable model. In practice, a Gaussian chain model is considered because it allows a factorization of the interactions; hence it is computationally very efficient. It can be proved that a Gaussian chain may be used as a statistical model for a real chain; therefore, for each real, atomistic force field model, a Gaussian chain representation with the same response function can be found. In the hypothesis of Gaussian chain, the systems needs parameters to determine the number \( n \) and the length \( a \) of the beads (Kuhn segment). To reduce computational time to reasonable limit, the molecular weight of each chain can be scaled by a given numeric factor, for instance 10. The resulting polymer chains are mapped onto Gaussian chains by imposing that both the real and the Gaussian chain have the same mean square end-to-end distance and length of the fully extended chain.

Thus, the number \( (n) \) and the length \( (a) \) of the Gaussian chain segments are estimated by the following relationships:

\[
a = C_\infty l
\]

\[
n = \frac{N}{C_\infty} - 1
\]

where \( N \) is the degree of polymerization, \( l \) the monomer unit length, and \( C_\infty \) is the characteristic ratio of an infinite length chain. The characteristic ratio represents the stiffness of the chain and can be evaluated from:

\[
C_\infty = \frac{\langle r^2 \rangle_0}{Nl^2};
\]

with \( l^2 = \sum_{i} \langle r_i^2 \rangle \)

where \( N \) is the number of monomers, \( l \) the monomer length and \( \langle r^2 \rangle_0 \) is the mean end-to-end distance. If the chain has \( N \) monomers with a length \( l \), this can be approximated to a freely jointed equivalent chain with a number of segments \( n \) and a bond length \( a \). Thus conditions that must be respected are:

\[
\langle r^2 \rangle_0 = C_\infty Nl^2 = na^2
\]

\[
na = l_{\text{max}}
\]

Thus the conditions reported which define both \( a \) and \( n \) are found. The value of \( N \) can be obtained from the molecular weight of the polymer; whereas \( C_\infty \) is an intrinsic property of the chain[8].
DPD Theory: In the dissipative particle dynamics simulation method [7], a set of particles moves according to Newton’s equation of motion and interacts in a dissipative way through simplified force laws. If the mass of all particles is set equal to unity, the time evolution of the positions \( r_i(t) \) and momentum \( p_i(t) \) is given by the well-known relationships:

\[
\frac{dr_i}{dt} = v_i(t) \quad (7)
\]

\[
\frac{dv_i}{dt} = f_i(t) \quad (8)
\]

where the mass of each particle \( i \) is set to unity and \( r_i, v_i, \) and \( f_i \) are the position vector, velocity, and total force, respectively, acting on particle \( i \). The force acting on the particles, which is pair-wise additive, can be decomposed into three elements: a conservative \( F_{ij}^C \), a dissipative \( F_{ij}^D \), and a random \( F_{ij}^R \) force. Accordingly, the effective force \( f_i \) acting on a particle \( i \) is given by:

\[
f_i = \sum_{j \neq i} (F_{ij}^C + F_{ij}^D + F_{ij}^R) \quad (9)
\]

where the sum extends over all particles within a given distance, \( r_c \), from the \( i \)th particle.

This distance practically constitutes the only length scale in the entire system. Therefore, it is convenient to set the cutoff radius, \( r_c \), as a unit of length (i.e., \( r_c = 1 \)), so that all lengths are measured relative to the particle radius. The conservative force is a soft repulsion, given by

\[
F_{ij}^C = \begin{cases} 
0 & (r_{ij} < 1) \\
\alpha_{ij}(1 - r_{ij})^2 r_{ij} & (r_{ij} \geq 1) 
\end{cases} \quad (10)
\]

where \( \alpha_{ij} \) is the maximum repulsion between particles \( i \) and \( j \), \( r_{ij} \) is the magnitude of the particle-particle vector \( r_{ij} = r_i - r_j \) (i.e., \( r_{ij} = |r_{ij}| \)), and \( r_{ij} = r_{ij} / |r_{ij}| \) is the unit vector joining particles \( i \) and \( j \). The other two forces, \( F_{ij}^D \) and \( F_{ij}^R \), are both responsible for the conservation of the total momentum in the system and incorporate the Brownian motion into the larger length scale. They are given by the following expressions:

\[
F_{ij}^D = -\gamma \omega_D r_{ij} (\hat{r}_{ij} \cdot v_j) r_{ij} \quad (11)
\]

\[
F_{ij}^R = \alpha \omega_R \hat{r}_{ij} \hat{v}_{ij} \quad (12)
\]

where \( v_{ij} = v_i - v_j, \omega_D \) and \( \omega_R \) are \( r \)-dependent weight functions tending to zero for \( r = r_c \), and \( \hat{v}_{ij} \) is a randomly fluctuating variable with zero mean and unit variance. Espanol and
Warren have shown that one of the two weight functions can be chosen arbitrarily, thereby fixing the other weight function. However, the weight function and constants should obey:

\[ \sigma_D(r_{ij}) = \left[ \sigma_R(r_{ij}) \right]^\gamma \]  

\[ \gamma = \frac{\sigma^2}{2k_B T} \]  

where the first equation is the fluctuation-dissipation theorem, \( k_B \) is the Boltzmann constant. \( \gamma \), \( \sigma \), \( \omega_R \), \( \omega_D \) are yet to be defined [9]. Finally, using a Verlet-type algorithm the simulation is found to be stable and efficient if:

\[ 3 < \sigma < 8 \]

\[ \sigma_D(r_{ij}) = \left[ \sigma_R(r_{ij}) \right]^\gamma = \begin{cases} \left(1 - \frac{r}{r_c}\right)^2 & \text{if } r_{ij} < r_c \\ 0 & \text{else} \end{cases} \]  

In the DPD model, individual atoms or molecules are not represented directly by the particle, but they are coarse-grained into beads. These beads represent local “fluid packages” able to move independently. Incorporation of chain molecules simply requires the addition of a harmonic spring force between the beads:

\[ F_{ij}^{\text{spring}} = k r_{ij} \]  

By means of this spring, the beads can interconnect to highly complex topologies. In order to derive information on the mesoscopic scale it is necessary to define the \( a_{ij} \): bridging parameters which link the macro world to the mesoscale world. The job is easy in the case of polymers with \( \chi_{AB} > 3 \), where \( \chi_{AB} \) is the Flory Huggins parameter. In fact it has been demonstrated that:

\[ \chi_{AB} = 0.286 \pm 0.002 \left( a_{AB} - a_{AA} \right) \]  

In case of DPD \( \rho = 3 \)

\[ \chi_{AB} = 0.689 \pm 0.002 \left( a_{AB} - a_{AA} \right) \]  

In case of DPD \( \rho = 5 \)

From the free energy comparison of a polymer in DPD framework with Flory Huggins theory [10].

Another millstone in DPD technique comes from the study of the compressibility of water in DPD framework. In fact it has been demonstrated that from

\[ a_{AA} = \frac{75 k_B T}{\rho} \]  

\[ (17) \]
It follows:

\[ a_{ss} = 25 \] In case of DPD \( \rho = 3 \)

\[ a_{ss} = 15 \] In case of DPD \( \rho = 5 \)

Where \( k_s T \) is the unit Energy of the DPD system. From this results it follows that in the case of good and poor solvents it can be computed:

\[ \Delta a = a_{sp} - 1/2( a_{ss} + a_{pp}) \] (18)

From eq. 18 we can derive:

Good Solvent: \( a_{sp} < 25 \) (19)

Poor solvent: \( a_{sp} > 25 \) (20)

The aij parameters are anyway strictly linked to the chemistry of the system taken into account [10].

In order to match the atomistic simulation model and the mesoscopic system derived it is important to consider the data obtained from the molecular dynamics simulation carried out and evaluate the binding energies, the radial distribution functions and all the parameters which derive directly from the system chemistry [11-14].
Dissipative Particle Dynamics simulation of PEG molecules in nanochannels

In order to compare our single molecule results and derive a model which could provide macroscopic engineering information, we developed a mesoscale model of our experimental system mainly focusing on glass nanoslits of 30 nm height loaded with Peg 20kDa and 5kDa molecules.

MODEL BUILDING

After being sketched, the geometry of the PEG molecule was optimized using the Compass force field (FF)[15]. The choice of the Compass FF resulted from a compromise between good accuracy and availability of force field parameters for all atom types present in the molecular model. The molecule conformational search was carried out using a well-validated combined molecular mechanics/molecular dynamics simulated annealing (MDSA) protocol,[16] in which the relaxed molecular structure is subjected to five repeated temperature cycles using constant volume/constant temperature (NVT) MD conditions. At the end of each annealing cycle, the structure is again energy minimized, and only the structure corresponding to the minimum energy is used for further modeling. We built 2 different configurations of three PEG chains at 298 K. This was achieved by using the Amorphous Cell module of Materials Studio, which uses a version of the RIS method [17] for generating polymer chain configurations. In short, the procedure consisted of building and optimizing the polymer constitutive repeating unit (CRU) again using the Compass FF, which was then polymerized to a conventional degree of polymerization (DP) equal to 15. Each polymeric structure was then relaxed and subjected to the same MDSA protocol. Each final chain structure was assigned atomic charges using the charge scheme proposed by Li and Goddard [18].

MD SIMULATION INTERACTION AND BINDING ENERGIES.

Resorting to atomistic MD simulations in the NVT ensemble allows the retrieval of important information on the interaction and binding energy values between the different components of our system. The technique basically consists of simulating the interface between the glass substrate and the polymer by building a cell from which the binding energies between all system components can be calculated. According to our procedure, we first separated the two glass layers by 39 Å, as we wanted to keep constant in our
atomistic framework the ratio between the molecule dimension and the channel height. Taking into consideration a nanoslit of channel height 30 nm and first Peg 5kDa, its end-to-end distance is approximately 28nm and then, $28/30 = 0.93$. We choose for instance a Peg of 15 cru which has and end to end distance of about 35Å, in order to keep the ratio 0.93 it follows an atomistic channel height $H$ of 39 Å.

\[
\begin{align*}
\text{height} &= 39 \text{ Å} \\
\text{width} &= 42.78 \text{Å} \\
\text{length} &= 85.57 \text{Å}
\end{align*}
\]

The NVT simulations were performed with the Materials Studio DiscoVer module, using the Compass FF and the charge scheme described previously. Each NVT simulation was run at 298 K for 500 ps, applying the Ewald summation method for treating both van der Waals and electrostatic interactions. An integration time step of 1 fs and the Nose’ thermostat (Q ratio = 1) were also adopted [19-20]. For the interaction energy calculations $\Delta E$, we started from the total potential energy of the ternary system composed of PEG (Peg), water (w) and silicon (Si) which can be written as:

\[
\Delta E(Peg+Si+W) = E_{Peg} + E_{w} + E_{Si} + E(Peg+w) + E(Peg+Si) + E (w+Si) \tag{21}
\]

where the first three terms represent the energy of PEG, water and silicon, (consisting of both valence and nonbonded energy terms) and the last three terms are the interaction energies between each of two component pairs (made up of nonbonded terms only). To calculate the interaction energy $\Delta E_{Peg+Si}$ for instance, we first created a system with both Peg molecules and a silicon sheet from one of the equilibrated MD trajectory frames and then calculated the potential energy of the system $E_{(Peg+Si)}$. Next, we deleted the silicon sheet molecules, leaving the Peg chains alone, and thus calculated the energy of the Peg molecules ($E_{Peg}$). Similarly, we deleted the Peg molecules from the system and calculated $E_{Si}$. Then, the interaction energy $\Delta E_{Peg+Si}$ can be calculated from the following equation:

\[
\Delta E_{Peg+Si} = E_{(Peg+Si)} - (E_{Peg} + E_{Si}) \tag{22}
\]
As the MD frame choice is concerned, we decided to calculate the system energies at 400 ps. We considered these as representative energy values, since every energy component was well equilibrated after approximately 100 ps of simulation. All data collected have then been averaged over the 10 different model systems.

The interaction energies results evaluated from eq 21, 22, at frame 400 ps; (Kcal / mol) are listed below:

\[ E_{\text{Peg}} = 175.71 \text{ ( nb 154.6)} \]
\[ E_{\text{Si}} = 0 \text{ fixed} \]
\[ E_{\text{W}} = -39800.12 \text{ ( nb -47759.74)} \]
\[ E_{\text{Peg1}} = 106.16 \text{ ( nb 82.93)} \]
\[ E_{\text{Peg2}} = 69.57 \text{ ( nb 71.68)} \]
\[ E_{(\text{Peg+Si})} = 161.6 \text{ ( nb 140.46)} \]
\[ E_{(\text{Peg+W})} = -39841 \text{ ( nb -47822.73)} \]
\[ E_{(\text{W+Si})} = -40601.49 \text{ ( nb -48561.12)} \]
\[ E_{(\text{Peg1+Si})} = 103.76 \text{ ( nb 80.53)} \]
\[ E_{(\text{Peg1+W})} = -39810 \text{ ( nb -47792.90)} \]
\[ E_{(\text{Peg2+Si})} = 58.06 \text{ ( nb 60.17)} \]
\[ E_{(\text{Peg2+W})} = -39832.03 \text{ ( nb -47789.55)} \]

\[ \Delta E_{\text{Peg+Si}} = E_{(\text{Peg+Si})} -(E_{\text{Peg}} + E_{\text{Si}}) = 161.6 -175.71 = -14.11 \]
\[ \Delta E_{\text{Peg}W} = E(\text{Peg+W}) - (E_{\text{Peg}} + E_W) = -39841.97 - (175.71 - 39800.12) = -217 \]

\[ \Delta E_{\text{Peg}1+\text{Si}} = E(\text{Peg}1+\text{Si}) - (E_{\text{Peg}1} + E_{\text{Si}}) = 103.76 - 106.16 = -2.36 \]

\[ \Delta E_{\text{Peg}1+W} = E(\text{Peg}1+W) - (E_{\text{Peg}1} + E_W) = -39810.04 - (106.16 - 39800.12) = -116.08 \]

\[ \Delta E_{\text{Peg}2+\text{Si}} = E(\text{Peg}2+\text{Si}) - (E_{\text{Peg}2} + E_{\text{Si}}) = 58.06 - (69.57) = -11.51 \]

\[ \Delta E_{\text{Peg}2+W} = E(\text{Peg}2+W) - (E_{\text{Peg}2} + E_W) = -39832.07 - (69.57 - 39800.12) = -101.52 \]

\[ \Delta E_{W+\text{Si}} = E(W+\text{Si}) - (E_W + E_{\text{Si}}) = -40601.49 - (-39800.12) = -801.37 \]

**DPD SIMULATIONS.**

In order to simulate the dynamical behavior of Peg polymers under nanoscopic confinement at a mesoscopic level, we used the DPD simulation tool as implemented in the Materials Studio modeling package. In the framework of a multiscale approach to Peg simulation, the interaction parameters needed as input for the mesoscale level DPD calculations have been obtained by a mapping procedure of the binding energy values between different species obtained from simulations at atomistic scale. The first step necessary for the determination of the DPD input parameters generally consists of defining the DPD bead dimensions, thus implicitly defining the characteristic length of the system \( r_c \). As illustrated before, the interaction range \( r_c \) sets the basic length scale of the system; in other terms, \( r_c \) can be defined as the side of a cube containing an average number of \( \rho \) beads. Therefore,

\[ r_c = (\rho V_b)^{1/3} \]  

(23)

where \( V_b \) is the volume of a bead. Thus, even in a heterogeneous system consisting of several different species, a basic DPD assumption is that all bead types (each representing a single species) are of the same volume, \( V_b \).

Starting with the PEG molecules, we considered them as being made up of all same kinds of beads. Each monomer unit of Peg has a molecular weight of 44.05 Da. We wanted to simulate Peg polymers of 5kDa and 20kDa which have 113 and 455 monomers each. It could be computed with the Connolly algorithm the monomer volume also named as Van der Waals volume [21]. It was found to be 53.17 Å³. Moreover with the Sinthia algorithm we could compute a volume of about 23.31 cm³/mol and a surface of 76.29 Å². The characteristic ratio for this polymer at 298K was 4.98, therefore we choose 113/4.98=
23 and $\frac{455}{4.98} = 91$ beads from the two molecules. The chosen bead volume had an average value of 266 Å³, that roughly corresponded to that of five single monomers. Once we determined the bead size, and fixed the system density $\rho$ to 3, we could calculate the characteristic dimension of the mesoscopic system (i.e., the cutoff distance ($r_c$)) from eq 23, obtaining $r_c = 9.3$ Å. As said, this value represents the soft potential cutoff distance but is also the length of one of the unit cells in the DPD simulation box. From the bead volume we could compute also the bead radius $r_b = 4$ Å.

Our DPD system was set in order to respect the most important parameter investigated, which is channel height. In our experimental panel we could take advantage of channels of different heights: 10- 20- 30 nm. We implemented the DPD box unit as to maintain the confinement ratio between molecules size and channel height. Considering as a first case channel height of 30 nm, it was represented in DPD model by 33 units (30nm/9.3Å) then we set the channel box to be constituted of 33X55X84 unit cells in the case of Peg 5kDa and 33X80X100 in the case of Peg 20kDa, and hence characterized by effective dimensions of 30.7nmX51.1nmX78.1nm and 30.7nmX74.4nmX93nm respectively.

**MAPPING BRIDGE FROM ATOMISTIC TO DPD**

Accordingly, the total number of Peg molecules to be inserted in our DPD box was 6, plus 534 beads of water and 540 beads of silicon which made up 1080 beads in our system.

**DPD cell dimensions:**

- Height = 4
- Width = 5
- Length = 9

After choosing the bead size, determining system dimensions and bead numbers, we used the binding energies obtained from atomistic MD simulations to calculate the values of the interaction parameters for the DPD simulation. The procedure used to retrieve mesoscale interaction parameters from molecular dynamics binding energies is radically modified from previous methodology based rather to the linkage to the $\chi$ parameter in Flory Huggins-type model suggested by Groot and Warren [10] or to the bead size as reported by Maiti and McGrother [12]. In this work, we used an alternative route, in which
the interaction repulsive DPD parameters are coupled to the energy values resulting from the atomistic molecular dynamics simulations. An internal consistency was also established by comparing the density fields obtained by DPD and MD on the same system. Accordingly, the derivation of the conservative repulsion from a lower scale (i.e., atomistic) modeling constitutes a bottom-up, multiscale approach to the simulation of polymers dynamical properties in confined environment. To this purpose, the following combinatorial approach was used to rescale the nonbonded interaction energies listed before. The choice of using only the nonbonded interactions stems from the fact that they represent the most appropriate choice to describe the DPD conservative force \((F_c)\) as defined by Groot and Warren [10]. As reported in [16] we considered a system made up of single particles \(i\) and \(j\), the total energy of the system is given, in the hypothesis of neglecting the ternary contributions to interaction, by

\[
E_{\text{system}} = n_{ii}E_{ii} + n_{jj}E_{jj} + n_{ij}E_{ij} + n_{ji}E_{ji} \quad (24)
\]

Where each energy term is computed as below:

\[
E_{ii} = (E_{nb})^i / n_{ii} \quad (25)
\]

\[
E_{ij} = (E_{nb})^{ij} / 2n_{ij} \quad (26)
\]

And where

\[
n_{ii} = n_i(n_i-1)/2 \quad (27)
\]

is the number of contacts between \(n_i\) particles of type \(i\),

\[
n_{ij} = n_i n_j / 2 \quad (28)
\]

is the number of contacts between \(n_i\) particles of type \(i\) and \(n_j\) particles of type \(j\). Since the mixed energy terms in eq 25 and 26 and the number of contacts in eq. 28 are the same, the expression for the total system energy in eq 24, becomes

\[
E_{\text{system}} = n_{ii}E_{ii} + n_{jj}E_{jj} + n_{ij}E_{ij} + 2n_{ji}E_{ji} \quad (29)
\]

The values of self-interaction energies \((E_{ii} \text{ and } E_{jj})\) are easily obtainable dividing the corresponding values reported before by the appropriated number of contacts, while the value of the system total energy \((E_{\text{system}})\) is straightforward derived from the MD simulation. Accordingly, the remaining mixed energy term, \(E_{ji}\), is then obtained applying the previous equation. All the rescaled DPD energies are computed below.
The bead-bead interaction parameter for water-water interaction was set equal to $a_{ww} = 25$ in agreement with the correct value for a density value of $\rho = 3$. The value of the Peg-water interaction (i.e., $a_{pw} = 20$) was decreased to describe both qualitatively and quantitatively the effect of water-Peg interactions as computed from MD simulation. Having fixed these two parameters, their values were then associated with the corresponding values of the DPD energies rescaled from MD simulations. Thus, $a_{ww} = 25$ corresponds to a DPD rescaled energy value of -0.33, while an energy value of -15 is mapped to $a_{pw} = 20$. 
All of the remaining DPD interaction parameters \((a_{ij})\) can then easily be derived following this criterion as is shown in graph 11. In the case of Peg-Peg interaction, since we found a positive value in the MD interaction energies evaluation, we set \(a_{pp} = 28\). Finally, for the pair p-s, the parameter \(a_{ij}\) was calculated using the scaling law, and set to a value of 26, because of its quite neutral value of rescaled energy. The final set of DPD parameters, obtained from the scaling procedure starting from atomistic MD simulation energies, is reported in the table below:

<table>
<thead>
<tr>
<th>(a_{ij})</th>
<th>W</th>
<th>P</th>
<th>S</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>25</td>
<td>20</td>
<td>80</td>
<td>300</td>
</tr>
<tr>
<td>P</td>
<td>20</td>
<td>28</td>
<td>26</td>
<td>300</td>
</tr>
<tr>
<td>S</td>
<td>80</td>
<td>26</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: \(a_{ij}\) parameters used for DPD simulation

We made use of the option available in the DPD commercial software of including a smooth wall in the simulation box perpendicular to the \(z\)-axis at the origin. A solid flat wall in DPD is usually constructed as an ensemble of locally freezing DPD particles[22]. The frozen particles behave as normal fluid particles but maintain a fixed position and velocity. Therefore, the wall interacts with each bead in the system with a potential of the same form as the bead-bead conservative force. This force is soft and short-ranged, so beads are not strictly forbidden from passing through the barrier. In order to construct the channel surfaces, the (S) beads must have the \(a_{ij}\) parameters represented in table 1. The values for the interaction with the wall used in the simulations are reported in the last column of the table1.

Snapshots from DPD simulation are shown in figure 12 and 13.
As we can see from the snapshot showed, there is good agreement between the atomistic model built and the system morphology in DPD. From the built system we then collected molecular transport parameters on this nano-level. In fact we considered Peg beads motion across x, y and z direction and evaluated any differences caused by morphological anisotropy to be related to channel narrow dimensions.
Conclusions

In this work we developed a Dissipative Particle Dynamics simulation of macromolecules in nanochannels. In particular we modeled PEG molecules of 20kDa in channels of 30 nm height. Once validated our tool could be used for the development of a mesoscale model to predict molecular motion in nanochannels. This model could be advantageous for engineering applications of nanodevices as drug delivery systems.
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Summary and outlook

Nanomaterials are receiving an increasing scientific and technological interest recently. The presence of pores or channels on the nanometric range allows a diverse interaction between molecules and material walls which has been demonstrated to have interesting features. In fact, whenever the size of the device approaches molecule’s dimensions, generally a deviation from all classic relationships occurs. In particular transport properties of molecules, in terms of diffusivity, are affected by confinement. Fick’s laws for diffusion were demonstrated to fail in many experimental cases. Among other applications, nanomaterials employed in the drug delivery gave interesting release kinetics (zero order release).

Which is the reason why such a deviation might occur has not been clarified yet. Of course if a molecule is confined in a molecular small 3D cage its mean square displacement can be as high as the cage dimension. Therefore interesting is to investigate how and why 1D or 2D confinements induce deviations from Brownian motion.

Moreover, being concerned about the application of nanomaterials to the development of drug delivery devices, it is of fundamental importance the understanding of how the nanostructure might change drug molecule diffusion properties within the device.

In this thesis work we addressed this topic and investigated how confinement may affect molecular diffusion properties. We developed our work starting from macroscopic permeability observations of hindered diffusion in nanoporous silicon membranes. The release of biomolecules from nanoporous membranes resulted deeply affected by material microstructure parameters. Hindered diffusion was shown for Dextran 10kDa with a decrease of about four orders of magnitude in the effective diffusion coefficient.

To overcome the limit of macroscopic measurements we diverged our experimental efforts to the investigation of single molecule behavior under confinement. As a single molecule analysis we performed Fluorescence Correlation Spectroscopy (FCS), a well established technique which measures fluorescence intensity fluctuations due to Brownian motion of few fluorochrome molecules in an illuminated volume smaller then a femtoliter. We performed FCS measurements of molecular motion in solid confined geometries of glass nanoslits as small as 10 nm in height. Both small molecules such as Rhodamine6G and high molecular weight molecules such as Dextrans 40 and 70 kDa and Peg 20 kDa
were employed in order to investigate at a single molecule level the influence of size, chemistry and flexibility on confined diffusion. From our results Rhodamine 6G seemed to be quite unaffected from confinement whereas all macromolecules showed a reduction of their diffusion coefficient of almost one order of magnitude with an anomaly parameter approaching, in the case of strong confinement (d/h >1), the single–file limit of 0.5. In particularly Dextran molecules of 70kDa showed no motion in the strong confinement case of d/h = 1.8. More experimental work is needed to develop a complete scenario.

Starting from single molecule observations we also wanted to develop a mesoscopic dynamic model using Dissipative Particle Dynamics (DPD).

Our study provides new experimental data for future improvement of theoretical models of diffusion in confined geometries. The molecular model once validated could be used to predict the macroscopic behavior in terms of physically meaningful parameters that represent the actual dynamics of the system at a nanoscopic level, becoming a meaningful tool to the design of nanodevices for drug delivery applications.
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