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Introduzione

Principale argomento trattato
Outline della tesi

Il primo capitolo.....
Nel secondo capitolo....
Nel terzo capitolo...........
Nel quarto capitolo......
La tesi si conclude...





Chapter 1

Knowledge discovery and
data mining

1.1 Introduction

In the present age of the information society each individual, family or



4 Knowledge discovery and data mining

tion. From business transactions and scientific data, to satellite pic-
tures, text reports and military intelligence, information retrieval is
not enough anymore for decision-making. Dealing with huge collec-
tions of data, there are new needs to help managerial decisions. These
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1.3. Data mining and statistics 11
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patterns.

1.3.1 Statistical tools for data mining

In any data mining process a core phase is the selection of the more
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of one or more variables through the analysis of all the remaining con-
sidered variables. The predictive task is achieved exploiting neural
networks and decision trees
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Dr. Strangelove also buys The Great Escape.
The mining of association rules is not only applied in market basket
analysis but has a wider field of application: text mining, image min-
ing, multimedia mining and remote sensed imagery. However, the first
and best known field of application of association rule mining is the
analysis of transactional data bases.
The basic record of a transactional data base is the transaction, and
it represents, as a classic example, the collection of the products pur-
chased by a single costumer of a suermarket in a row. The whole data
base D can be seen as a binary matrix with transactions on rows and
products (items) of the considered set I on columns. Furthermore,
each transaction is characterized by a transaction identifier (tid).
The data base layout can be horizontal and in this case D is considered
a transactions collection, rows of the binary matrix; similarly, when
using a horizontal
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way. The overview continues in section 2.9 where are references of the
contributions aiming to extend the applicability of AR: in particular
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support(X, D) := |cover(X, D)|. (2.3)

The frequency of an itemset X in
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AR sup. conf.
beer → chips 0.50 1

beer → wine 0.25 0.50

chips → beer 0.50 0.66

pizza → chips 0.25 0.50

pizza → wine 0.25 0.50

wine → beer 0.25 0.50

wine → chips 0.25 0.50

wine → pizza 0.25 0.50

beer, chips → wine 0.25 0.50

beer, wine → chips 0.25 1

chips, wine → beer 0.25 1

beer → wine, chips 0.25 0.50

wine → beer, chips 0.25 0.50

Table 2.2: Association rules in D
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part of the present chapter the two phases of the AR mining strategy
are described in depth.

2.3 Itemset mining

Discovering frequent itemsets in a data base is a problem hard to solve,
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sets. The formal definition is:

Definition 3 (Candidate itemset).
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Bd+(F) := {X ⊆ I | ∀ Y ⊂ X : Y ∈ F ∧ ∀ Z ⊆ X : Z /∈ F}.

and those itemsets in Bd(F) that are not in F are called negativeborderBd−(F):

Bd−(F) := {X ⊆ I | ∀ Y ⊂ X : Y ∈ F ∧ ∀ Z ⊇ X : Z /∈ F}.

Several algorithms aiming to the frequent itemset mining focus onpositive borders in order to reduce the search space and to increaseefficiency: the problem is that the support values of all the itemsetsfounded to be frequent are unknown and it takes an additional effortto compute them.

2.4 Association Rule mining

The number of different association rules that can be mined from acollectionI items is equal to 3I , that is really huge if consideringthat 10 items produce 59049 rules. The search space shrinks whenjust frequent itemsets are considered, since for each frequent itemsetIthere exist 2I rules in the for
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This means that the confidence of a rule monotone decreases as the
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Algorithm 1
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Figure 2.2: Lattice representation of the association rules search



2.6. Optimizations of the Apriori 29

finally added to Fk, thus are frequent itemsets. A further aspect to
no8(t)ice is that the set o(t)f the candidate itemse8(t)s that turn o(t)ut to be
infrequent equals to Bd−
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Algorithm 2 Apriori: association rule mining
Input: D, σ, γ;
Output: R(D, σ, γ);

1: Compute R(D, σ);
2: R := {}
3: for all I ∈ F do
4:

Output
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the number of records in Csk becomes more and more smaller as the
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Proposition 4. Let X, Y, Z ⊆ I be itemsets.

support(X ∪Y ∪Z) ≥ support(X ∪Y )+support(X ∪Z)−suppot(X)
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to be read in main memory. In real world applications, the huge size



36 Association Rules

and ignored in the rest of the procedure.

Algorithm 3 Eclat
Input
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2.9. Extentions of association rules mining framework 39

ported in algorithm 3 and 4 respectively. The advantage of the FP-
growth over Eclat is that each linked list that starts from an item in
the header table, representing the cover of that item, is stored in a
compressed form. The problem is that, in order to obtain the com-
pressed storage form, the procedure needs to build up and maintain
aemcomplexemdataemstructure, performing dereferencing, while Eclat per-
forms just simple interactions. In addiction, the cover of an item in
Eclat is implemented using an array of transaction identifiers; in FP-
growth the cover of an item is compressed using the linked list starting
from its node list in the header table. Every node in the linked list
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confidence; this is not always a desirable objective, since it can often
be useful to mine rules with an high confidence and with no neces-
sary high support. High confidence rule mining is useful,for example,
to detect the buying behaviors of a little segment of the supermarket
customers (a market nich2(a)-). Some of the proposals in this AR mining
research issues are reported in the following of this section.
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of computer I/O operations, but it is possible to roughly classify them
in:

• rule quantity problem: too many rules are being generated by
the process;

• rule quality problem: not all the generated rules are interessing.

It is useful to rl t3
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the distribution under a null hypothesis that, when testing for de-
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where Cov(A, B) = E(AB) − E(A)E(B). The correlation coefficient
has a range between −1 and +1, when ρA,B = 0, then the two variables
are independent. For binary variables, that is the classic data structure
in association rule mining, the standard deviation is σA =

√
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On the basis of the above considerations, equation 2.16 can be rewrit-
ten as follows:

λA =

∑
j maxkP (Ak, Bj) − maxkP (Ak)

1 − maxkP (Ak)

=

∑
j maxkfjk − maxkf+k

N − maxkf+k

.

(2.18)

This form of the λ-coefficient measures the predictive association of
the rule B → A
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association between variables A and B the maximum mutual informa-
tion ratio can be used:

S(A, B) =
H(A) + H(B) − H(A, B)
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B
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φ ≈ I

√
f1+f+1

N2

=
Nf11
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Chapter 3

Clustering in data mining

3.1 Introduction

The general aim of clustering is to determine groups of objects, with
respect to an observed data set, such that the homogeneity within each
group is maximized and the homogeneity between different groups is
minimized. Cluster analysis is used in a wide number of different
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data. Furthermore, in real world the application the attributes to con-
sider are many and of different nature, then procedures able to deal
with different kinds of attributes are required. In addiction, in case of
large data bases it is quite subjective to assign a priori any parameter
to a clustering algorithm: for example, the choice of the number of
clusters to generate strongly affects quality and effectiveness of the re-
sults. Clustering results does not have to be influenced neither by the
input order of data and the presence of outliers and missing data. A
last but not list feature required to a data mining clustering procedure
is the interpretability and usability of the results: a user friendly pre-
sentation of the results is crucial in extracting useful knowledge from
data.

3.2.1 Categories of clustering methods

There are many proposals in the literature aiming at clustering, and
the differences among the procedures regard the nature of the data
they deal with as well as the purpose of the procedure application. In
wide meaning, the clustering methods can be in different categories:
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In most of the real world applications, a transactional data base con-
tains thousands and thousands of transactions observed on hundreds
of different attributes. In order to deal with very large and high di-



Chapter 4

Exploratory association
analysis

4.1 Introduction

4.2 Steps of the exploratory study of the

association

4.3 Data structures





Bibliography





Bibliography 73




	Elenco delle Tabelle
	Introduzione
	Knowledge discovery and data mining
	Introduction
	Data mining
	Functionalities of data mining

	Data mining and statistics
	Statistical tools for data mining

	Motivation and thesis outline

	Association Rules
	Introduction
	Concepts and basic notation of association rules
	Association rule mining: an example

	Itemset mining 
	Association Rule mining 
	The Apriori Algorithm 
	Optimizations of the Apriori 
	Further Apriori-like algorithms 
	Different approaches to frequent itemset mining 
	Partition algorithm
	Eclat algorithm
	FP-growth algorithm

	Extentions of association rules mining framework
	Quantitative and categorical association rule mining
	Multi-level association rule mining
	Constraint-based rule mining 

	Association rule generation issues 
	Statistical measures of dependency
	Measures of dependency from data mining 

	Graphical tools for AR mining 

	Clustering in data mining
	Introduction
	Cluster analysis in data mining 
	Categories of clustering methods 

	Clustering transactional data
	Clustering in large data bases
	Clustering high dimensional data
	One-look clustering algorithms
	Incremental K-means
	Light weight clustering (LWC) algorithm


	Exploratory association analysis
	Introduction
	
	
	
	
	

	
	


