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Preface

In the last few decades the interest of scientists in nonlinear analysis has
been constantly increasing and nonlinear partial differential equations have
become one of the main tools of modern mathematical analysis.

In this thesis we deal with a family of nonlinear partial differential equa-
tions, the so called ”implicit partial differential equations”. The problem of
solving this type of equations has been approached looking at it from dif-
ferent points of view and consequently different approaching methods were
developed. The choice of the method to apply depends on what properties
we require on the solutions of the equation.

The principal aim of this work is to present some different ways to es-
tablish the existence of solutions of implicit partial differential equations.
In particular we focus our attention on two methods: the Baire category
method and the viscosity method.

The first one is a functional analytic method based essentially on the
Baire category theorem. It was introduced by Cellina in 1980 to prove
density properties of solutions of some differential inclusions and it has been
extensively studied and extended by many authors. In particular Dacorogna
and Marcellini in a series of papers extended the method to the framework
of implicit differential equations looking at these as differential inclusions.
We present this theory, making a survey on the recent results that we can
find in literature and we present new proofs of general existence theorems.
We would point out that the Baire category method has the ”defect” to be
purely existential, that is it can establish only the existence of solutions (in
fact it ensures the existence of infinitely many solutions), but it does not
give any other information.

The viscosity approach for this type of equations is one of the oldest
methods applied in this field and it has received much attention since its
introduction by Crandall and Lions in 1982. It deals essentially with scalar
problems, i.e. the Hamilton-Jacobi equations, and it is less general than the
previous one. Nevertheless it has the advantage that it gives much more
information than existence of solutions; for instance, uniqueness, stability,
maximality, and, under suitable hypotheses, explicit formulas.

Here we discuss about the existence of viscosity solutions for the Hamilton-
Jacobi equations looking at it from a ”geometrical” point of view. The in-
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terest in finding geometrical conditions comes out from the idea to compare
the two above methods. Indeed, if we want to use the viscosity method as a
criterium to select, among the infinitely many solutions given by the Baire
category method, a preferred one, we immediately deal with restrictive ge-
ometrical compatibility conditions. In particular, generalizing these results,
we present new geometrical conditions sufficient and, in some cases, nec-
essary for the existence of viscosity solution of Hamilton-Jacobi equations
with non necessarily convex hamiltonian.
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the euclidean n-dimensional space

the boundary of the set 2

the interior of the set F

the closure of the set E

the convex envelope of the function f

the rank-one convex envelope of the function f
the polyconvex envelope of the function f

the closure of the quasiconvex envelope of the func-
tion f

the convex hull of the set

the rank-one convex hull of the set E

the polyconvex hull of the set F

the closure of the quasiconvex hull of the set F
the Lebesgue measure of the set

the generalized tangent cone to the compact set K
at the point x

the generalized outward normal cone to the com-
pact set K at the point z

the Clarke’s tangent cone to K at x

for z,y, € R™, the euclidean distance between x and
Y

for x € R" and E C R", dist(z,E) =
infycp dist(x, y)

the support of the function u, i.e. the closure of
the set {z : u(x) # 0}

the gradient of the function u at z, i.e. Vu(z) =
(82, £ @)

the distributional gradient of the function v at x.
the super and subdifferential of u at x

the laplacian of the function u , i.e., Au= Y"1 | %

the one-sided directional derivative of u at x in the
direction ¢

the generalized directional derivatives of u at x in
the direction ¢
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ou(x) the generalized gradient (or Clarke’s gradient) of u
Af fpiec(§;R™)  the set of piecewise affine function defined on 2
with values in R"

Crice(GR™) the set of piecewise C! function defined on Q with
values in R"

c(Q) the set of continuous functions u :  — R

Co(92) the set of continuous function with compact sup-
port in §2

Cck(Q) for £ > 1 and 2 open subset of R™, the subspace of

C(92) of functions with continuous partial deriva-
tives in ) up to order k.

ck(Q) for k£ > 1 and € open subset of R™, the subspace of
Cy(€2) of functions with continuous partial deriva-
tives in €2 up to order k.

LP(Q) for p > 1, the spaces of p-summable functions in 2
WP () for 1 < p < 0o, the Sobolev spaces

Wol’p(ﬂ) for 1 < p < oo the closure of C§°(Q2) in W1P(Q)
W, >(Q) the intersection W, (€2) N W1 ()

H* the lagrangian or the dual convex function of the

convex function H



Chapter 1

Introduction

1.1 Implicit PDE

The purpose of this thesis is to study the Dirichlet problem for a class of
non linear differential equations, the so called implicit partial differential
equations.

Namely we deal with the following problem:

),Du(z)) =0 =z2z€Q i=1,..1

Fi(z,u(x
{ = p(x) x € 09, (1.1)

u(x

where @ C R" is an open set, u : 2 — R™ and therefore Du € R™*",
F; : Q x R™ x R™*™ — R are given and the prescribed boundary condition
v, depending on the context, will be either continuosly differentiable or only
Lipschitz-continuous. If m = 1 we say that the problem is scalar and it
reduces to the Dirichlet problem for the classical Hamilton-Jacobi equation;
otherwise we say that it is vectorial.

In particular we will investigate the existence of W1:°°(€2; R™) solutions
of problem (1.1). We recall that, as is well known, it is not reasonable to
expect the solution to be C1(£2;R™) even in the simplest case m =n = 1.

We note that the nature of the question, as it is stated, excludes au-
tomatically from our investigation quasilinear problems, since solutions of
such problems cannot satisfy the Dirichlet boundary condition.

The problem (1.1) has been studied for long time using different methods
in different contexts, starting with the theory of Hamilton-Jacobi equations
to arrive at dealing with the vectorial case using convex analysis and func-
tional analytic methods. In the next section we will briefly present some of
the possible ways to approach the problem (1.1).
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1.2 Different Methods

As we have said, the problem (1.1) was approached in many ways; in lit-
erature we find also some ad hoc methods developed to deal with some
particular examples, as, for instance, the pyramidal construction of Cellina
(see [?] or [?]). However, roughly speaking, there are three general methods
to deal with it. In particular here we will see in detail two of them: the Baire
category method and the viscosity method. The third one is a method due
to Gromov (see [?], [?]), and usually we refer at it as “Convex integration”.
It was introduced to solve some problems of differential geometry and re-
cently Miiller and Sverak have applied this theory, in an analytical context,
to obtain general existence theorems for partial differential inclusions. We
will not enter into the details of this method and we refer to [?], [?] and [?]
for a complete description and further references. We only want to point
out that the result obtained with this method are essentially the same that
we can obtain using the Baire category one.

1.2.1 The Baire category method

The Baire category method was for the first time applied to differential
equations by Cellina in [?] to prove the density of solutions for the differential

inclusion
2(t) e {-1,1}, ae.t>0
z(0) = xo.
This method was further developed by De Blasi and Pianigiani (see [?], [?],
[?]), Bressan and Flores (see [?]) and Dacorogna and Marcellini (see [?], [?],
7])
We roughly want to present the idea of how this method can be applied
and which are the main ingredients of the proof of existence of solutions.
We start looking at the scalar problem

{ F(Du(z)) =0, ae.z€Q
u(z) = () x € 01,

where F': R” — R is a continuous function and ¢ € W1(Q2). We will see
that the optimal formulation for this kind of problem is obtained rewriting
it as a differential inclusion as follows:

{ Du(x) e E, ae.x €

u(z) = p(x) x €09, (1.2

where we have denoted by E the set of the zeroes of F, i.e.
E:={{eR" : F() =0}.

Moreover we suppose that E is a compact subset of R".
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We start by introducing the functional space
V= {u €Ep+ WOI’OO(Q) : Du(z) € EUintco Fa.e.x € Q}

where by int co E we denote the interior of the convex hull of £. We then
denote by V the complete metric space obtained by making the closure of
V with respect to the L>°(§2) metric.

To avoid V being the empty set, we impose the compatibility condition
on the boundary datum

Dy(x) e EUintcoE a.e.z € Q. (1.3)

The main idea is now to construct for every integer k a subset Vj, of V'
such that

Vi {u eV - /Qdist(Du(:c);E) < %}

and such that V}, is open and dense in the complete metric space V for every
k € N. Then by Baire category theorem we have that the set

lfjl Vi C {u ev /Qdist(Du(g;);E) _ 0} TV

is a dense set in V and so non empty. Finally, since E is compact, we deduce
that any function u € (N~ Vj is solution of problem (1.2).

We should point out that in order to prove existence of solutions of the
scalar problem (1.2) we don’t need to require the compactness of the set
E. In fact, it can be proved that the condition (1.3) is sufficient for the
existence of W1H°°(Q) solutions of (1.2) for a general set £ C R™ and it is
very close to the necessary one (cf. Theorem 2.2.5 and Section 2.2.3).

However our aim here was to give a simple outline of the method that we
will use to prove the main existence result for vectorial differential inclusions
(cf. Theorem 2.3.15). Indeed we will deal with the problem to find a solution
u € Whee(€Q; R™) of

{ Du(z) e E  aexz e
(1.4)
u(z) = p(xr) x €

with B C R™*™ a compact set; in this case we will see that, in order to have
the existence of solutions, the compatibility condition (1.3) will be replaced
by

Dy(x) e EUK ae.xz€Q

where the set K C Qco E (for the definition of the closure of the quasiconvex
hull of E, Qco E, see Definition 2.3.8) is related to E by the relazation
property (cf. Section 2.3.1).
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We should spend some words to underline the big gap of difficulty be-
tween the scalar and the vectorial cases.

In the scalar case, the problem to find almost everywhere solutions of
problem (1.2), also for general sets E C R™ non necessarily compact, is well
understood and the existence of solutions under the only hypothesis (1.3)
can be proved applying the Baire category method (see [?], [?]) or using
different approaches, as for example, the constructive method of pyramids
introduced by Cellina (see [?] and also [?], [?]).

The generalization to systems of the results available for a single partial
differential inclusion turns out to be more delicate. Let us now point out
why.

First of all there is the problem to generalize the compatibility condition
(1.3) when E C R™*". The natural generalization should be

Dy(z) e EUint QecoE  a.e. x €

unfortunately, we are not able yet to deal with this type of condition, be-
cause of the problems in well understanding the notion of quasiconvexity
and consequently in finding a good definition for Qco E.

Another delicate issue in proving existence using the Baire category
method, is to find an appropriate way to define the sets V. and to show that
they are open and dense in V. In the general theory for solving implicit
partial differential equations with the Baire method, developed systemati-
cally by Dacorogna and Marcellini in [?] (see also [?], [?], [?]) the main tool
used to define the sets V}, and to prove that they are open in V was the
weak lower semicontinuity of integral functionals. This explains why they
always deal with problems where the set E can be described as a level set
of a quasiconvex function.

In Chapter 2 we will show how this hypothesis of quasiconvexity can be
removed, using fine properties of continuity of the gradient operator, instead
of weak lower semicontinuity arguments (cf. Theorem 2.3.15).

We should note also that the Baire category method is purely ”exis-
tential”; moreover, when it ensures the existence, it in fact, ensures the
existence of infinitely many solutions; consequently the problem to find a
way to select among them a preferred solution comes out.

Finally we want to underline that the Baire method is a general method
that can be applied also to solve equations involving higher order derivatives
as we show in Section 2.3.3.

1.2.2 The viscosity method

The viscosity method is one of the most studied to approach the problem
(1.1). Also if there are some results on some particular vectorial equations,
it deals essentially with scalar problems and it is in this framework that we
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are going to apply it here. The viscosity method starts with the idea to
search the solution of the problem

{ F(x,u(x), Du(x)) =0 a.e.z €

(@) = o(x) €00 (15)

as a limit for e — 0 of solutions of the approximate problems

{ F(z,us(z), Ducs(x)) = cAu, a.e.xz €
ue(x) = ¢() xz € 0Q,

where €2 C R" is an open set, F': 2 x R x R™ — R is a continuous function
and ¢ is given. This method was later generalized and a precise definition
of Lipschitz viscosity solution was given by Crandall and Lions in [?] (see
Section 3.3 for definitions and also [?], [?], [?] for further references).

The notion of viscosity solution comes out naturally in optimal control
theory since the value function of certain problems turns out to be a viscosity
solution of an Hamilton-Jacobi equation like (1.5) (see [?], [?]).

The study of viscosity solutions is an active field of research and many
generalizations are available (the definition has been extended to functions
that are even discontinuous); nevertheless here we deal only with locally
Lipschitz viscosity solutions.

The advantage of this method over the Baire category one is that it
gives much more information than existence of solutions; for instance it
ensures uniqueness, stability, maximality and, under suitable hypotheses,
explicit formulas. These features suggest us to use the viscosity method as
a criterium to select, among the infinitely many solutions that we may find
with the abstract Baire category method, a preferred one.

In this direction goes the work of P. Cardaliaguet, B. Dacorogna, W.
Gangbo and N. Georgy in [?], where they make a comparison between the
two methods in finding solutions of the generalized eikonal equation

{ F(Du(z)) =0 ae.z€

u(z) =p(x) €. (16)

They show that if we want to select among the solutions of (1.6), found with
the Baire category method, then the viscosity approach is too restrictive
and in many cases it cannot be applied. Nevertheless the techniques used
to make this comparison turn out to be useful, in the viscosity framework,
to establish sufficient conditions for the existence of solutions.

To explain how this can be done, we start recalling briefly the result
proved in [?]. If we suppose that © is a convex domain and that ¢ € C'1(Q)
is such that
Dy(z) e EUintcoE Va € Q, (1.7)

F

where E := {£ € R" : F(¢) = 0}, then the Baire category method ensures
us that the problem (1.6) has infinitely many almost everywhere solution
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in W1°°(Q); but in general there are no viscosity solutions unless strong
geometrical restrictions on 2 and ¢ are assumed (cf. Section 7?7, Examples
7?7, 77).

To have an idea of these restrictions one could consider, for example,
the problem (1.6) with zero boundary data; in this case, the geometrical
restriction can be written as

e (Gl) Vy € 09 where the inward normal , v(y), is uniquely defined,
there exists A(y) > 0 such that

Ayv(y) € E,

i.e. the inward normal vector to the boundary of {2 at the points where it is
well defined, have to point in a direction contained in the set of the zeroes
of the Hamiltonian F'.

This result shows that the existence of viscosity solutions of problem
(1.6) strongly depends on geometrical relations between the domain 2 and
the boundary datum ¢. The investigation of these relations will be the main
purpose of Chapter ?7. Indeed we will see that the geometrical hypotheses,
that we need to assume to compare the Baire category method and the
viscosity one, can be generalized in order to obtain sufficient conditions for
the existence of viscosity solutions of (1.6). As before, to have a flavor of how
this generalization can be made, we can say that, dealing with the simple
case of zero boundary data, the condition (G1) will be replaced by

o (G2) Vy € 09 where N&\Q(y) #0,Vv € N]\fl\Q(y) there exists a
unique A, > 0 such that
My ER
where NHQL\Q (y) is the normal cone to the set R™ \ Q (see Definitions ?7?).

In particular we will prove the sufficiency of (G2) without assuming any
other regularity on ¢, but Lipschitz regularity on 9€) and any hypothesis of
convexity on the domain Q (cf. Section ?? and Theorem ?7).

We should say that these geometrical sufficient conditions, in some cases
turn out to be also necessary for the existence of viscosity solutions, it is
the case, for instance, when ¢ is an affine function (cf. Section ?7). We will
also show how to read in an analytical way these conditions under suitable
hypotheses on the domain 2.

Finally, we want to point out that we will present a constructive proof of
the existence of solution, i.e. we are able to find, under suitable hypotheses,
an explicit Hopf-Lax type formula for the viscosity solution of (1.6).



Chapter 2

Generalized solutions: the
Baire category method

2.1 Introduction

In this chapter we introduce a functional analytic method: the so called
Baire category method, to find solutions of the Dirichlet problem

Fi(z,u(z),Du(z)) =0 ae.xeQ i=1,.,1 (2.1)
u(z) = (x) x € 01, '

where @ C R"™ is an open set, u :  — R™ and therefore Du € R™*",
F: QO xR™xR™" 5 Rand ¢:Q — R are given.

We divide the discussion in two parts. In the first one we deal with
the scalar case, i.e. if m = 1. We observe that if I = 1 the problem (2.1)
reduces to the Dirichlet problem for the classical Hamilton-Jacobi equation.
Following the work of Dacorogna and Marcellini [?], we will give the idea of
the Baire method applying it to a model problem which has the advantage
to make the procedure transparent and not burdened by too many technical
details. The structure of the model problem presented here allows us to
apply the Baire category method using lower semicontinuity techniques,
which are the main tools in the general theory developed by Dacorogna
and Marcellini to prove existence of a.e. solutions also in the vectorial case,
i.e. if m > 1. The use of these tools, in reality, restrict the range of
problems that can be solved by Baire category method (see Section 1.2.1).
In the second part of this chapter we try to solve this problem giving a
generalization of the existence results available in literature. In particular
we provide an abstract existence result using a new proof, which combines
the Baire category method with fine properties of continuity of the gradient
operator. We provide also some extensions to problems involving higher
order derivatives.
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Moreover we state some more practical conditions that ensures the hy-
potheses of the abstract theorem to obtain existence of W 1°°(Q) solutions
of problem (2.1).

2.2 The scalar case

This section is devoted to the study of first order scalar partial differential
equations, i.e. we consider the problem

() = o) v €00 (2:2)

{ F(z,u(x),Du(x)) =0 a.e.xz €
where 0 C R™ is an open set, F' : 2 x R x R" — R is continuous and
© € Whe(Q).

In particular we will study in details only the model case where there is no
dependence on (z,u) and the function F' : R™ — R is convex. Applying the
Baire category method to this simple problem we will see, in a transparent
way, what are the principal steps of this method.

In this case it is more convenient to rewrite (2.2) as a differential inclu-
sion, namely

{ Du(zr) e E  ae.z € (2.3)
u(z) = p(x) x €0 ’

where E is the set
E:={{eR" : F() =0}.

We will find that the Dirichlet problem has solution under the sole compa-
tibility condition:

Dy(x) e EUintcoE , ae. x € Q (2.4)

where int co E denotes the interior of the convex hull of the set £. We will
also spend some words on the necessity in some sense of the condition (2.4)
for the existence of W1 solutions of (2.3).

Finally we will recall some existence results for the problem with explicit
dependence on (x,u) and for systems of equations that can be obtained with
the same method.

2.2.1 The model problem

Let us start giving the definition of coercivity in a direction and making
some remarks.

Definition 2.2.1. We say that a scalar function F(x,s,§) defined on ) X
R x R"™ is coercive with respect to & in the direction A € R"™ if, for every
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x € Q and every bounded set of R x R™, there exists constants m,q > 0,
such that
F(.T,S,g-i-t)\) 2 m’t’ —q

for every t € R, x € Q and for every (s,§) that vary on the bounded set of
R x R"™.

Remark 2.2.2. (i) The above definition can be weakened in the following
way: for every x € Q and for every bounded set of R x R™ there exists
w: Ry — R continuous, strictly increasing and satisfying tliI_il_l w(t) = oo,
— 400
such that
F(z,s,§ +1A) > w(|t])

for every t € R, x € Q and for every (s,§) that vary on the bounded set of
R x R™,

(ii) If F' does not depends on (z,s), we easily see that the coercivity
condition in the direction X € R™, |\| = 1, implies (with different constants
m and q) the following property: for every &y € R™ and r > 0 there ezists
constants m = m(r), ¢ = q(r) > 0, such that

(&) =2 ml{§ N —q
for every & € R™ such that | — & — (£ — Eo; \)| < 7.

Here we deal with the following model problem

{ F(Du(z)) =0, ae. x€Q (2.5)

u(z) = p(x), x € oS

This problem has been intensively studied in many relevant articles (see for
example [?], [?], [?], [?], [?], [?] [?], [?]) and there are many monographs (see
[?], [?], [?], [?], [?]) where one can find a more complete bibliography. So
here we don’t want to rewrite all the theory on this subject, we only take
this problem as a model that allows us to outline in a simple way the main
idea of our work. With this aim in mind we prove the following lemma:

Lemma 2.2.3. Let Q@ C R™ be an open set. Let F : R™ — R be a convex
function, coercive in a direction A € R™. Let ¢ be an affine function in )
(i.e., Dp(xz) = &y for some & € R™ and for every x € Q) such that

F(Dg) = F(&) < 0. (2.6)

Then there exists (a dense set of) u € WH*(Q) solution of problem

(2.7)

F(Du(z)) =0, ae xz€Q
U=, on 0S).
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Proof. We assume without loss of generality that 2 is bounded, since we
can cover it with a countable family of bounded sets and prove the lemma
on each of these sets. We can also assume that F(§p) < 0, otherwise ¢ is a
solution of our problem.

The coercivity of F' and the Remark 2.2.2 (ii) ensure us that for every
r > 0 there exist positive constants m, ¢, such that

F&) =2 ml(& M| —q (2.8)

for every £ € R™ such that | — & — (€ — &3 \)| < .
For r > 0 we define a cylinder K by

K::{EE]R” PE=8o— (€= N <7, ‘(fﬁ\ﬂé%},

where m, ¢ are the constant that appear in the coercivity condition (2.8).
We easily see that the set K is compact and convex, moreover by (2.8) the
following inclusion holds:

{€eR : [€=&—(E—E&n N <r, F(§ <0} CK. (2.9)

Finally we observe also that &y € int K.
Now we define the functional set V as

V= {u €+ Wh(Q) : Du(z) € K, F(Du(z)) <0, ae.z € Q} .

The set V is non empty since ¢ € V. We endow V with the L®—norm so
that V can be seen as a metric space. We will prove that V is closed in
C%(Q)) and thus V is a complete metric space.

To prove that the set V is closed in CY(Q2), we consider a sequence uy, in
V that converges in L*°(Q2) to a function u. Since the set K is bounded, by
(2.9) also V is bounded in W1°(2); then u; contains a subsequence, which
we will continue to denote by ug, which converges in the weak+ topology of
W (Q) to u € ¢ + W(}’OO(Q). Since F' and K are convex, we obtain

F(Du(z)) <0, Du(z) € K, a.e. z € Q; (2.10)

in fact, for example to prove the first condition of (3.7), if n € C°(Q), n > 0,
since F(Duy) < 0, then by the lower semicontinuity of the integral we have

/Qn(a;)F(Du(a:))dx gl}iglitg/ﬂn(:z:)F(Duk(x))dx,

and thus

n(z)F(Du(z))dz <0, ¥neCQ),n>0,
Q

which implies (2.10). Therefore V is closed in C°(2) and it is a complete
metric space.
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Now for every k& € N we define the subset of V'
k 1
Vii=dueV : F(Du(x))da:>—z .
Q

The set V¥ is open in V, indeed by the boundedness in W1°(Q) of V and
by the lower semicontinuity in the weak-* topology of W1 of the integral
of F', we deduce that the complement set

V\Vk:{ueV : /QF(Du(x))d:cg—%}

is closed in V.
Now we show that V* is dense in V. So let v € V, we have

Dv(z) € K, F(Dv(z)) <0, ae.xcQ.
For t € (0,1) we consider the convex combination
v =tv+ (1 —1)p;

then, by the standard convexity inequalities, since Dy = £g € int K and
F (&) < 0, we obtain

Du(z) € int K, F(Dv(z)) <0, aexz e, Vte (0,1).

Since v; converges in L>®(f2) to v as t — 1, we can approximate v by v
and thus, without denoting explicitly the dependence on ¢, we can reduce
ourselves to the conditions

Du(z) € int K, F(Dv(z)) <0, ae.x €.

Now we apply the Lemma 2.4.1 with B = () and with A given by the open
set
A={¢eint K CR" : F(§) <0}.

Then, for every £ > 0, there exists v. € W5H*°(Q) such that
Ve is piecewise affine on €Q;
Ve = u on 082

[[ve — ull () < &
Du(z) € A, ae.x € Q.

Therefore there exist disjoint open sets €2;, 7 € N, so that 'UE|Qj is affine.
More precisely

D'Ug:fj € int K, F(fj)<0, ian, VjeN.
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Let us consider the function which at every ¢ € R associates &;(t)
£ +th € R". By (29) §(t) € K for t € R as long as F(§;(t)) <
Since F(&;) < 0, by (2.8) we can find ¢t; < 0 < tp such that F(§;(t1))
F(&;(t2)) = 0. By the continuity of F' for e sufficiently small, we can find
61, 02 > 0 such that

F (&t +61)) = F(§(t2 — d2)) = —&.

We then apply the Lemma 2.4.2 with £ = §;(t1 + d1), n = &;(t2 — d2) and
t = (ta — 92)/(ta — 9o — t1 — d1), with ¢ replaced by v. and e replaced by
min{4,/2’} with 4 to be chosen below. We find functions v. ; € W1(Q)
and sets ﬁj(: Qe UQ,) C Qj such that

=l

meas(§2; — ﬁj) <e/27;

Ve j(x) = ve(x), € 0Qy;

[ve,j — vellLeo(a,) < €/27 < e/2

F(DUs,j(ﬂf)) =—cae r€QUQ, = ﬁj;

Du, j(z) € int K, F (Dv. j(z)) < Oa.e.x € Q.

The fact that Dv, j(z) € int K and F' (Dv. ;(x)) < 0 are consequences of

co{{,n} Cint K
F|CO {5,17} § —E& < 0
dist (Dwe j,co{&,n}) <6,

and the possibility of choosing § arbitrarily small; note that F'(§) = F(n) =
—e < 0 and, by convexity, F'(¢) < 0 for every ¢ € co{&,n}. Then we define
a function u. by

ue(x) = v j(z) if v € Q;, Vj € N.

We have u. € V and [[ue — v||p=(q) < €. It remains to show that u. € 74
To this end we compute

/QF(Dug(:E))d:U = ]Z:;/Q] F(Du. ;(z))dx
— ;/Qj_ﬁj F(Dv, j(x))dx — Ejz::lmeas(Qj)

We use the inequality
o0
Zmeas(Qj) <e,
=1

and the fact that Dv, j(x) belongs to the compact set K, a.e. = € , to
deduce, since F' is continuous on K, that

1
/QF(Due(:r))d:E > -
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for e sufficiently small. Therefore u. € V¥ and the density of V¥ in V has
been established.
By the Baire category theorem we have that the functional set

JvE= {uGV : /QF(Du(x))dxzo}

keN

is dense in V, in particular it is not empty. Since every u € V satisfies the
condition F(Du(x)) <0 a.e. x € 2, we obtain that every element u of this
intersection solves the equation F(Du(x)) =0 a.e. = € 2, and we have the
claim. H

From the proof of Lemma 2.2.3 we understand what we mean with dense
set of solutions. Indeed we construct the set V' such that

peV = {u €+ Wy™(Q) : Du(z) € K, F(Du(z)) <0, a.e.x € Q},

and we have seen that the set of solutions of (2.7) is dense, in the L* norm,
in V. So, in particular, for every ¢ > 0, we can find u. € Wh>(Q), a
solution of (2.7), so that

[ue — @l <e.

Remark 2.2.4. We want here to make precise in which sense the bound-
ary condition, u = ¢ on 02, that appears in the previous lemma, is to be
understood.

o If Q is bounded, we mean that
u—pE W(}’OO(Q).

where, we recall, WOI’OO(Q) = Wl’OO(Q)ﬂWOl’I(Q). IfQ is a "good set”,
for example convex, then W1>°(Q) is the set of Lipschitz functions u
with Lipschitz constant ||Dul|p~ (see for example [?], [?]); therefore
u =@ on 082 in the classical sense, i.e., u = ¢ pointwise.

o If Q is unbounded, then u = ¢ on OS2 means
(u—)yp e WOI’OO(Q N int supp )

for every ¢ € C§°(R™); where int supp ) is the interior of the support
of ¥. Moreover, the method showed in the previous proof can also give
existence of a solution u that not only satisfies the boundary condition
in the above sense, but also verifies the limit condition

lim |u(z) — ¢(z)| = 0.

|z|—o0
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It is sufficient to apply the existence theorem with the bounded open
sets

Q = {z€Q: |z|]<1}

Q. = {z€Q: k<lz|<k+1}, keN

and using the density find uk, a solution of (2.7) in Q, such that
lup(x) — @(x)| < 1/k for every k € N.

2.2.2 The general case

The Lemma 2.2.3 is in fact a particular case of a more general theorem that
can be proved using essentially the same argument. Indeed we first observe
that a more convenient way to look at the problem (2.5) is as differential
inclusion, that is, setting £ = {£ € R™ : F(§) = 0}, the problem (2.5) is
equivalent to

{ Du(x) € E, ae. . xz€) (2.11)

u(z) = p(x), x€ .
With this notation the following theorem holds

Theorem 2.2.5. Let @ C R™ be open and E C R™. Let p € Wh*(Q)
satisfy the compatibility condition

Dy(x) € EUintco E, a.e. x € Q (2.12)

then there exists (a dense set of) u € W1°(Q) solution of problem (2.11).

The theorem 2.2.5 has been proved in [?], [?] using the Baire category
method, but it can be also proved by different arguments as, for example,
the constructive method of pyramids introduced by Cellina [?] (see also [?],
[?] for a proof).

Remark 2.2.6. If F is convexr we have that int E is conver and E =
d(int co E), and this implyies that the condition (2.12) is equivalent to F (D)
0, that is the compatibility condition of Lemma 2.2.5.

Finally we want to mention that the Baire method in the scalar case
can also be applied to find solutions of more general problems, for example
for Hamiltonians with explicit dependence on (z,u). Indeed the following
general result holds (for a detailed proof see [?] [?])

Theorem 2.2.7. Let Q C R" be an open set and F; : QO x R x R" — R
functions continue and convex with respect to the last variable for every
1=1,2,...,1. Let

E={(x,5,) e QxR xR"| Fj(x,s,§) =0, Vi=1,...,1}.

IN
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If co E (where with co E we denote the convex hull of E with respect to the
last variable) is uniformly bounded for (z,s) in a bounded subset of 0 x R
and if o € WH*(Q) is such that

(z,o(x), Dp(x)) € EUintco E, a.e.z € Q
then there exists a (dense set of) u € W1°°(Q), solutions of

Fi(z,u,Du) =0 ae.xze€Q Vi=1,..,1,
U= on 0€).

Example 2.2.8. As an application of the previous theorems we can show,
under suitable hypotheses on the initial condition, the existence of generalized
solutions for the classical Hamilton-Jacobi-Bellman equation. Consider the
problem

{ u+ f(Dyu) =0 a.e.x €R™ te(0,T)

u(0,z) =(x) xR (2.13)

where T > 0, u = u(t,r), Du = (us, Dyu) € R" f:R® — R a continuous
function and 1 € WhHo(R™).
Applying Theorem 2.2.5 with F : R"t! — R defined as

F(a, 8) = a+ f(B), (a,8) € R xR",
and
E:={(a,8) eRxR" : F(o, ) =0} = {(a, ) e Rx R" : o+ f(B) =0}
we deduce that if

(0,DY(z)) € EUintcoE a.e.x € R",

then there exists a solution u € WH*°((0,T) x R") of 2.13.
Moreover if f is conver and coercive in a direction A € R"™ then we
can prove existence of solutions without any hypotheses on 1. Indeed first

we note that F is convex and coercive in the direction (0,\). Then, since
P € WEH(R™), we can find R > 0 such that

[(DY(z)) <R, ae zeR",

and so, if we define p(t,x) = —Rt + (), we have o € WH>((0,T) x R™)
and

F(Dy(t,x)) =—R+ f(Dy(z)) <0, a.e (t,x) € (0,T) x R™

Therefore, applying Theorem 2.2.7 we get the existence of solutions.
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2.2.3 The compatibility condition

Before passing to the vectorial case, we want to make some remarks on the
compatibility condition (2.12). We have, in some sense that we will made
precise, that (2.12) is a condition necessary for the existence of solutions of
(2.11).

We motivate our claim studying the case of affine boundary data. Let

o(r) = (o; ) + 4

for certain £y € R™ and ¢ € R. We assume that there exists a solution
u € WH(Q) of problem (2.11). Then since Du(x) € E, we have by the
Jensen inequality that, for any convex function f : R™ — R such that
fle = 0, the following inequality holds:

fl&) = f(me; . /Q Dio(x) d:v) - f(me; . /Q Du(x)da:)

1
—_ /Qf(Du(x))da; = 0.

Since (see Definition 2.3.8)
Y no. < - R™
coE:{ﬁeR F€) <0, Vf:R HR}

fle =0, f convex

IN

we deduce that
Dy(x) =&y € coE. (2.14)

In the particular case of a coercive convex function F' this is exactly (2.6).
However, in the general nonconvex case, (2.14) cannot replace (2.12) for the
existence of solutions as we can see in the following example.

Example 2.2.9. Let n = 2,
E:={¢=(6.6) e R : || =& =1},

0E = {£ €R? : |€|oo = max{|&1],|&2]} < 1},

Q = (0,1)? and ¢(x1,72) = 1 + Bro with |B| < 1. Note that (2.14) is
satisfied while (2.12) is not. We claim that the problem

{ Du(z) e E, ae xz€f)

u(@) = p(z), =z €. (2.15)

has no W1°(Q) solution. Indeed observe that any solution should satisfy

L A

_ / [ — w(l, 29) + u(0, x2)|das

8.731

— — | dz1d
oz, ] T1AT2
0

1
= /0 [1 — (1 + B.CL‘Q) + ﬁZL‘Q]dQZ‘Q =0.
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This leads tmmediately to

ou
8:E1

ou

=— =1 .e in Q.
Ry , a.ein

Therefore we deduce that (2.15) is equivalent to finding u(zi,x2) = x1 +
Y(xa), where v satisfies

{ [Y/(z2)] =1, a.e.xzp € (0,1)
V(x9) = Bra, (21,72) € ON.

Then we get an absurd, since the second equation ¥ (xq) = Pxy contradicts
the first one, since || < 1.

The general case of non linear boundary data can also be dealt. For
example, if we assume that

) is bounded and convex
co E is compact (2.16)
0O€intcoF

and we denote by p and p® the gauge associated to co E (cf. Appendix ?7?)
and its polar respectively, i.e.

p(§) =inf{A\ >0 : { € Aco E},
pU(E) = mt{A" >0+ (€75 <Np(€) , VEER™,
then the following result holds (cf. [?] Theorem 2.17)

Theorem 2.2.10. Let (2.16) be satisfied, then
(i) Necessary condition. Let u € WH(Q) be a solution of

Du(z) € E, a.e.xz€X)
{25, o (217)
then necessarily
p(x) —ply) <p’(x—y), Ya,yedQ. (2.18)

Conversely, if o satisfies (2.18), then there exists ¢ € ¢ + W1>(Q) such
that p(Dp) <1, a.e. in Q, i.e.,

Dy(x) € coE, a.e.x €
o(x) = ¢(x), x € 0N

(ii) Sufficient condition. Let ¢ satisfy

o(x) —p(y) <7p°(x —y), Y,y € Q.

for some 0 < v < 1; then there exists a solution u € W1H>°(Q) of (2.17).
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We note that necessary or sufficient conditions on ¢ should be stated in
terms of functions defined only on 9€). This can be achieved in the scalar
case while in the vectorial setting it is still an open problem (see Chapter
?? or [?] for more details).

We will see in the last chapter how we can weakened this compatibility
condition for existence of viscosity solutions of problem (2.11) (see also [?]).

2.3 The vectorial case

Here we deal with systems of partial differential equations and we will discuss
the generalization of the existence results, showed in the previous section
for the scalar case, to the vectorial one. In particular, we will investigate
the existence of W solutions for the Dirichlet problem involving systems
written in an implicit way as differential inclusions, i.e. we search for solution
u € WH°(Q;R™) of the problem
(x,u,Du) € E a.e.xz €}
u(z) = p(xr) =z €N
where 2 C R™ is open, ¢ : 02 — R is a given function and £ C R" x R x R

is a given set.
We have seen that if E C R” and ¢ € WH°(Q;R) satisfies

Dy(z) e EUintcoE, a.e. xz €
then there exists u € W1H°°(Q; R) such that

{ Du(x) e E ae .z €
u(z) = p(x) x € .

This shows that, in the scalar case, the notion of convexity plays a crucial role
in establishing sufficient conditions for the existence of solutions; moreover
this notion comes out naturally also in the necessary condition, that turns
out to be, when properly formulated,

Dy(x) € coE, a.e. in Q.

Our aim is to extend this result to the vectorial case, that is the case
where u : 2 — R"™. This turns out to be much more delicate and no
result with such a degree of elegancy as in the scalar case, is available. The
natural generalization to the vectorial case of the above result should be the
following. Let E € R™ ™ and ¢ € W1H°(Q, R™) satisfy

Dy(r) € EUintQeo E, a.e. x € (2.19)
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(where Qco E stands for the closure of the quasiconvex hull of F, see Section
2.3.1 for definitions), then there exists u € W1*°(Q, R™) such that

{ Du(x) e E ae.z€Q

u(z) = p(x) x € . (2.20)

Unfortunately we are not able yet to prove such general sufficiency, also
because of the problems in well understanding the notion of quasiconvexity
and consequently in finding a good definition for Qco E. The first general
results in this direction were obtained by B. Dacorogna and P. Marcellini
(see [?]) using the Baire category method. They proved an existence theorem
with the set Qco E replaced, in the compatibility condition (2.19), by a set
K which verify the relazation property with respect to E (see Section 2.3.1
for definitions) and under the further hypothesis that E is the set of zeros
of quasiconvex functions, i.e.

E:={{eR™" : F(§)=0;i=1,2,..,1}

where F; : R™*" for any i = 1,2,..., I, are quasiconvex. The hypothesis of
quasiconvexity on E was later removed by Sichev (see [?] and also [?]) using
a different approach based on the Gromov convex integration.

In this section we want to show how this hypothesis can be dropped
also using the Baire category approach and we will provide a sharp theorem
generalizing the results of Dacorogna and Marcellini (see also [?]).

The main result will be

Theorem 2.3.1. Let Q C R™ be open. Let E, K C R™*™ be such that E is
compact and K is bounded. Assume that K has the relaxation property with
respect to E. Let ¢ € Af fpiec (ﬁ; Rm) (i.e o is piecewise affine in Q) such
that

Dy (z) e EUK, a.e. in .

Then there exists (a dense set of) u € ¢ + W(}’oo (;R™) such that
Du(z) € E, a.e. in .

We will provide a proof of this result in Section 2.3.2 and we will present
also some generalizations to the non-homogeneous case and involving higher
order derivatives. We will use in the proof some classical theorem on Baire
one functions (see Appendix for more details) following an idea of Kirchheim

(cf. [?]).

2.3.1 Preliminaries

In this section we recall some definitions that we will use in the sequel. We
start recalling some different notions generalizing the convexity (i.e. rank-
one convexity, quasiconvexity and polyconvexity) and we will see how these



20 Generalized solutions: the Baire category method

notions allow us to define different notions of hull of a set. Then we introduce
the so called relazation property, that will be one of the main hypotheses for
the abstract existence theorem.

Different notions of convexity

We start giving the different notions of convexity, introduced by Morrey [?]
(see also [?] and [?] for our terminology), that are used in the calculus of
variations.

Definition 2.3.2. (i) A function f : RY — R = RU {+o0} is said to be
convez if
ftA+ (1 —t)B) <tf(A)+ (1 —1)f(B)
for every t € [0,1] and every A, B € RV,
(ii) A function f : R™*" — R = RU {400} is said to be polyconvex if
there ezists a function g : R™m%) — R convex and such that

where T : R™*™ — R™(mn) s defined as
T(A) = (A, adjrA, ..., adjnA);

adj, A stands for the matriz of all s X s subdeterminants of the matriz A,
for 1 <s<mAn=min{m,n}, and

(iii) A Borel measurable function f : R™*™ — R is said to be quasiconvex
if

1
meas )

f(4) <

/ f(A+ Di(a)) da
Q

for every bounded domain © C R™, every A € R™ ™ and every ¢ €
W, > (Q; R™).
(iv) A function f : R™" — R = RU{+o00} is said to be rank one convex
if
ftA+ (1 =t)B) <tf(A)+ (1 —1)f(B)
for every t € [0,1] and every A, B € R™*™ with rank(A — B) = 1.

Remark 2.3.3. Note that in the definition of quasiconvezity, contrary to the
other ones, we only consider functions that take finite values. In fact there is
an intrinsic difficulty in defining the notion of quasiconvexity for functions
that take the value +oco. In literature we can find this notion given in the
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case where f is allowed to be defined with values in R, but no examples of
this type of functions are known (see [?] and [?7]). However, although such
definition have been shown to be mecessary for weak lower semicontinuity,
it has not been proved that it is sufficient and this seems to be a difficult
problem.

The notion collected in the previous definitions are related by the fol-
lowing theorem (c.f. [?]):

Theorem 2.3.4. (i) Let f : R™*™ — R; then

fconvexr = fpolyconvex = fquasiconvex = frank one convex.

(ii) Let f : R™" — R =R U {+oc}; then

feonver = fpolyconver = frank one conver.

(iii) If m =1 or n = 1, then all these notions are equivalent.

(iv) If f € C%(R™*™) then the rank one convexity is equivalent to Legendre-
Hadamard (or ellipticity) condition

m n
O2f(A) .
S 3 I s = 0
OAL OA’.
t,j=1la,p=1 a”iep
for every A € R™, € R™ and A = {A;} € Rmxn,
(v) If f : R™™ — R is convex, polyconvez, quasiconvex or rank one

convex, then f is locally Lipschitz.

Remark 2.3.5. All the counter implications of Theorem 2.3.4 are false; For
some counterexamples see [1], [7] and [?].

Remark 2.3.6. The definitions introduced above carry out to the higher
order case and we refer to [?] Section 5 for notations and definitions.

Associated to any notion of convexity we have the related notion of con-
vex envelope of a given function f. Then we define the convex, polyconvex,
quasiconvex, rank one convex envelope of f respectively as

Cf = sup{g < f : gis convex},

Pf := sup{g < f : gis polyconvex},

Qf := sup{g < f : gis quasiconvex},
Rf := sup{g < f : gisrank one convex}.

By Theorem 2.3.4 we immediately get that

Cf<Pf<Qf<Rf</f
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Remark 2.3.7. As for the convexr envelope we have a representation for-
mula following from the classical Carathéodory’s theorem, representation
formulas for Pf, Qf and Rf are also available, see for instance [?], [?].

Now we want to recall the notations for various convex hulls of a given
set E.

Definition 2.3.8. Let E C R™*" (more generally E C RN for the convex
hull). We define the conver hull of E as

wg.— ] SERY 1 f) <0, Vi :RY SR
T with flg <0 and f convex ’

the polyconvex hull of E as

£6Rm”1:f@)§0,Vf:Rm”%eE,}

Peo 5= { with f|lgp <0 and f polyconvex

the rank one convex hull of £ as

geRmmlzf@)go,Vf:Rm”%eE,}

Rco FE = { with f|gp <0 and f rank one convex

and the closure of the quasiconvex hull of E as

£ER™M . f(¢)<0, ¥V f:R™NM LR,
with flg <0 and f quasiconvex '

Qco E := {

Remark 2.3.9. (i) The definition of convex hull is equivalent to the classical
one, i.e. col is the smallest convex set that contains E.

(ii) One of the interesting feature of these definitions is that they establish
a natural connection between convex hulls and convexr envelopes. Namely, if
XE s the indicator function of E, i.e.

- 0 ifEekF

then
CXE = XcoE
PXE' = XPco E
RXE = XRcoE-

(iii) There are other definitions of these different hulls (see for example
[?] and [?]); some of them differ from the ones given here by the fact that
they do not allow the functions to take the value +00. This is not so different
for the convex or polyconver hull, since it amounts to close the set. However,
for the rank one convex hull this is drastically different (for counterexamples
see [7], [2], [?], [?]). Some authors call the rank one convex hull defined
above the laminate convexr hull of E.
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Relaxation property

We want to present here tha relaxation property, introduced by Dacorogna
and Marcellini in [?] (see also [?], [?]), which is the key condition to get the
existence of solutions using the Baire category method.

Definition 2.3.10. [Relazation property] Let E, K C R™*". We say that
K has the relaxation property with respect to E if for every bounded open
set QQ C R™, for every affine function ug¢ satisfying

Dug (x) =€ € K,

there exist a sequence u, € Af fpicc (4;R™) (i.e. the set of piecewise affine
functions) such that

Uy € ug + VVOI’OO (;R™), u, X Ug in W koo

Duy, (x) e EUK, a.e. in

/ dist (Du, (z); E)dx — 0 as v — oo.
Q

Remark 2.3.11. (i) It is interesting to note that in the scalar case (n =1
orm =1) then K = intco E has the relazation property with respect to E.

(ii) In the vectorial case we have that, if K has the relazation property
with respect to E, then necessarily

K C QcoFE.

Indeed, if we take £ € K and f: R™*™ — R be a quasiconvex function such
that flg =0 and u, € ue + I/Vol’OO (;R™) be as in the Definition 2.3.10, we
have

f(§) measQ < /Qf (Du, (z))dr VveN. (2.21)

Moreover, using the fact that {Du,} is uniformly bounded and that, by The-
orem 2.3.4 (v), f is locally Lipschitz, we have that there exists a constant C
such that for everyn € E

[/ (Duy ()] < C|Duy () — ]

and so
|f(Duy(z))| < Cdist(Duy(x); E).

Then we have, using (2.21) and the last property in the definition of the
relazation property, that

f(§) measQ < C/ dist(Duy,(x); E) dx.
Q

Letting v go to infinity we get the claim.
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Remark 2.3.12. We want to point out that there are some similarities be-
tween the relaxation property and the definition of approxrimate solutions
of the differential inclusion Du € E a.e. in Q (see [?] and the refer-
ences therein). Indeed we say that a sequence u, € WL (;R™) is a se-
quence of approzimate solutions if u, converges weakly* in W1H°(Q; R™)
and dist(Duy; E) goes to 0 in L' for v goes to infinity.

Using this definition some authors define the quasiconvezification of F
as the set of all A € R™*"™ for which there exists a sequence of approximate
solutions u, with the additional property u,|sq = la, where 14 is a linear
function wuth the gradient equal to A (see [?], [?], [2]).

In some cases it might be ”easier” (cf. Dacorogna-Tanteri [?] Section 3)
to construct a sequence, which is not piecewise affine everywhere but only
on a large set contained in 2. The relaxation property can then be replaced
by the slightly weaker following condition:

Definition 2.3.13. [Weak Relazation property] Let E, K C R™*". We say
that K has the relaxation property with respect to E if for every bounded
open set 8 C R", for every affine function ug satisfying

Dug () =€ € K,

there exist a sequence u, € c!

piec (Q; R™) with corresponding open sets €2, C
Q such that

Uy € ug + I/Vol’OO (QR™), wy = ug in WH®

uy s piecewise affine in Q,, Du, (z) € EUK, a.e. in §)

meas (2, — meas (), / dist (Du, (z); E)dx — 0 as v — oo.
Q

We will see that the relaxation property, that involves only the first order
derivatives in its definition, is one of the main hypotheses to get almost ev-
erywhere solutions of first order differential inclusions. Now we want to give
a generalized version of this notion that will be crucial in getting existence
of solutions for problems involving higher orders derivatives. With this in
mind we start recalling some notations.

Notations (1) Let N,n,m > 1 be integers. For u : R — R™ we write

; 1<i<m
aNUZ - N
N
DNy = <7 e R

0zjy--0%jn /1<)y jnsn

(The index s stands here for all the natural symmetries implied by the
interchange of the order of differentiation). When N =1 we have

Rmxn _ Rmxn
s =
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while if m =1 and N = 2 we obtain
Rn2 — Rnxn
S S

i.e., the usual set of symmetric matrices.

(2) For u: 2 — R™ we let

DIVl = (u,Du, ...,DNu)

stand for the matrix of all partial derivatives of u up to the order N.

Note that

DINly g RMxXMy — Rm o Rmxn o Rrxn? oy grxntTY
where

My=1+n+..+n" "= n

Hence
DIVly — (D[N_l]u, DNu) e R™XMn o gxn

Now we can define:

Definition 2.3.14 (Relaxation property). Let £, K C R" x R™*M~ x
]R?’X”N. We say that K has the relaxation property with respect to E if for
every bounded open set Q2 C R"™, for every ug, a polynomial of degree N with

DNug (z) = €, satisfying

(a:, D[N_HUS (), DN ug (m)) € K,

there exists a sequence u, € AffN (ﬁ; Rm) (the set of functions that are

piec
piecewise polynomials of degree N ) such that

Uy € ue + Wy (GR™) | w, = ug in W (Q; R™)

(m,D[N_l]u,, (z),DNu, (z)) € EUK, a.e. in

/Qdist ((m,D[N_Hu,, (z), DNu, (m)) ;E) dx — 0 as v — oo.

2.3.2 The main theorem

We are now in position to state the main abstract existence theorem.

Theorem 2.3.15. Let Q@ C R"™ be open. Let E, K C R™*"™ be such that E
is compact and K is bounded. Assume that K has the relaxation property



26 Generalized solutions: the Baire category method

with respect to E. Let ¢ € Af fpiecc (ﬁ; Rm) (i.e. @ is piecewise affine) such
that
Dy (z) e EUK, a.e. in .

Then there exists (a dense set of) u € ¢ + Wol’oo (€;R™) such that
Du(z) € E, a.e. in .
Proof. We let V be the closure in L (Q;R™) of
V= {uEAffpiec(ﬁ;Rm) cu = ¢ on 0N and Du (x) GEUK}.

V' is non empty since ¢ € V. Let, for k € N,
— 1
vk :int{ue V. / dist (Du (z); E) dx < E}
Q

We claim that V* is open, which is obvious by definition, and dense in the
complete metric space V. Postponing the proof of the last fact for the end
of the proof, we conclude by Baire category theorem that

ﬂVk C {ueV:dist(Du(z),E)=0,ac inQ}CV
k=1

is dense, and hence non empty, in V. The result then follows, since E is
compact.

We now show that V* is dense in V.. So let u € V and € > 0 be arbitrary.
We wish to find v € V* so that

lu = vl <€

- We start by finding a € V' a point of continuity of the operator D so
that
Ju—all - < 5.
L= =3
This is always possible by virtue of Corollary 2.4.17 or 2.4.20. In particular
we have that the oscillation wp(«) of the gradient operator at « is zero. We
recall (cf. Definition 2.4.12) that

wp(a) =lim  sup  [[Dv— Dwl|p1(q).
6—0 V,W € Boo (,8)
- We next approximate o € V by 3 € V so that
- 1
4k’
This is possible since Proposition 2.4.13 and Theorem 2.4.16 ensure us that
for every € > 0 the set

18 = allpe < 5 and wp(B)

wl o

W5 ={uecV : wpu) <e}
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is open and dense in V.
- Finally we use the relaxation property on every piece where Dj is
constant and we then construct v € V, by patching all the pieces together,

so that )
18— v < € and / dist (Dv (2); E) dx < —.
3 Q k

Moreover again by Proposition 2.4.13 and Theorem 2.4.16 we can choose v

such that !

= ok
and consequently we can find § = 6(k,v) > 0 so that

wD(v)

1
lv = gllze < 6= [|Dv = Doy < o

and hence

1
/ dist(Do(z); E) dx < / dist(Dv(z); E) dx + ||[Dv — D¢|| 1 < %
Q Q
for every ¢ € Boo(v,d); which implies that v € V¥,
Combining these three facts we have indeed obtained the desired density
result. O

In some cases it can be more useful the following slightly version of Theo-
rem 2.3.15, where the relaxation property is replaced by the weak relaxation
property (for example in problems involving the incompressibility constraint
in nonlinear elasticity as in [?] Section 3).

Theorem 2.3.16. Let Q C R™ be open. Let E, K C R™*™ be such that
E is compact and K is bounded and open. Assume that K has the weak
relazation property with respect to E. Let ¢ € Af fpiec (ﬁ; ]Rm) (i.e. ¢ is
piecewise affine) such that

Dy (z) e EUK, a.e. in .
Then there exists (a dense set of) u € ¢ + W(}’oo (;R™) such that
Du(z) € E, a.e. in .
Proof. We start defining for every ¢ > 0 the set

u € C;iec(ﬁ; R™) : 3Q, C Q with

Ws:=1q meas(Q\Q,) <0, u€Af fpice(u),
ulopn = ¢ and Du € EU K a.e. in ()

We let V be the set of all functions u so that there exists a sequence §,, — 0
and a sequence u,, € W;, such that u, — u in L>(Q;R™*™) as n — 0.
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We have that V' is a complete metric space when endowed with the L
metric and it is non empty since p € V.

Now we can proceed as in the proof of previous theorem replacing V' by
V.

To prove that Vj is dense in V, we first observe that if Du € E UK
almost everywhere in {2 then

st (Du(w); B) o men) < € = sup{dis(: B)}. (2.22)
S

Now take u € V and fix ¢ > 0 arbitrarily. We start by finding v € V a
point of continuity of the operator D so that

9
= ol < 5,

as before this is always possible in virtue of Corollary 2.4.17 or 2.4.20. In
particular we have that the oscillation wp(v) of the gradient operator at u
is zero.
By definition of V we may find v’ € W5 with § < 40% so that Dv' € EUK
a.e. in {2 and / -
o=/l < <.

Moreover, by Proposition 2.4.13 and Theorem 2.4.16 we can choose v’ such

that
1

, _
wp(v') < P

Then, using the weak relaxation property on every piece where Dv’ is
constant, we can construct w € Wy with w = v’ in Q \ Q. so that

€
I~ wlee <,
. 1
/ dist (Dw(z); E) do < —
Q. 2k
and !
/ _
wD(v) < ok

Applying (2.22) we therefore have

/dist(Dw(a:);E)dac < / dist(Dw(a:);E)dx+/ dist(Dw(x); E) dx
Q O\Q,/ Q

1 1
< 05+%<%.

Moreover again by Proposition 2.4.13 and Theorem 2.4.16 we can choose

w such that
(v) < !
w —_—
b 2%
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and consequently we can find 6 = §(k,v) > 0 so that

1
lw =@l <6 = [[Dw = Dglpr <

and hence

1
/ dist(Do(z); E) dx < / dist(Dw(z); E) dx + ||Dw — D¢l ;1 < Z
Q Q
for every ¢ € Buo(w,§); which implies that w € V¥,
Finally, since w € C’;Z-ec(Q \ Q,; R™), applying the Lemma 2.4.3 in each
part where w is C! with A = int(EF U K) we can prove that w € V and
therefore the claim. O

Remark 2.3.17. According to the approximation lemmata in the appendiz,
the bou_ndary datum ¢ can be more general, for instance, @ can be taken in
C’;iec (Q;Rm), with D (z) € EUK (see Lemma 2.4.1). Or, if K is open
and convez, ¢ can be taken in W5H* (Q;R™) and

Dy (z) € C, a.e. inQ

where C' C K is compact (see Lemma 2.4.6).

To conclude this section we give a sufficient condition that ensures the
relaxation property. In concrete examples this condition is usually much
easier to check than the relaxation property. We start with a definition.

Definition 2.3.18 (Approximation property). Let E C K (E) C R™*™.
The sets E and K (E) are said to have the approxzimation property if there
exists a family of closed sets Es and K (Es), 6 > 0, such that

(1) E5 C K (Es) C int K (E) for every 6 > 0;

(2) for every € > 0 there exists 6o = 0 (€) > 0 such that dist(n; E) < €
for every n € E5 and § € [0, do];

(8) if n € int K (E) then n € K (Es) for every § > 0 sufficiently small.

We therefore have the following theorem (cf. Theorem 6.14 in [?] and
for a slightly more flexible one see Theorem 6.15).

Theorem 2.3.19. Let E C R™*™ be compact and Rco E has the approz-
imation property with K (Es) = Rco Ej, then int Rco E has the relaxation
property with respect to E.

Example 2.3.20. A recent application of Theorem 2.3.15 can be found in
[?], where is studied the problem to find generalized solutions of the differ-
ential inclusion

Due FE a.e. in Q C R2
(2.23)

u(z) = p(x) x €N
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where E is a compact isotropic set of R?*? (that is AEB C E for every
A,Be0(2)).

The necessity to have a general existence theorem comes out from the
fact that in general we don’t know if an isotropic set can be written as a
level set of some quasiconvex functions.

Using an equivalent way to define an isotropic set E and applying the
Theorem 2.8.19 it is possible to find some sufficient conditions for the exis-
tence of solutions. Indeed E can be written as

E = {£ e R¥?: (M(€),M(6)) € K}

for some compact set K C T = {(z,y) € R? : 0 < x <y}, where we have
denoted by (A1(§),\2(§)) the singular values of the matriz §. Then if we
assume that

min {x} >0
(r,y)EK{ }

and p € CL._ (Q,R?) such that

piec(
Dy(x) € EUintReo E in Q,

then there exists a function u € ¢ + Wol’oo(Q;Rz) solution of (2.23).

2.3.3 Some extensions

In the present section we will prove some extensions of the results of the
preceding section. The proof will be done essentially following the same
argument of the proof of Theorem 2.3.15 and using the standard procedure
of freezing the lower order terms as in [?] Theorem 6.3.

In the sequel we will denote points of E by (z,s,&) with z € R™, s €
R™My and ¢ € Rm*n"

The following theorem is the main abstract existence theorem.

N

Theorem 2.3.21. Let Q C R™ be open. Let E, K C R™ x RM*Mn  Rmxn
be such that E is closed, and both E and K are bounded uniformly for x € Q)
and whenever s vary on a bounded set of R™*M~ - Assume that K has the
relazation property with respect to E. Let p € AffN (ﬁ; Rm) be such that

piec
<x,D[N_Hg0(x) ,DNgo(x)> € FUK, a.e. in ()
then there exists (a dense set of) u € p + Wév’oo (;R™) such that

(:E,D[N_Hu(a:) ,DNu (:E)) € E, a.e. in .
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Remark 2.3.22. (i) The boundedness of E (or of K ) stated in the theorem
should be understood as follows. For every R > 0, there exists v = v (R) so
that

(x,8,§) e E, z € Qand |z|+|s] <R = [ <n.

(ii) As in the previous section, a theorem such as Theorem 10 is also
available in the present context, but we do not discuss the details and we
refer to Theorem 6.14 and Theorem 6.15 in [?].

Proof. Since ¢ € WN:>°(Q;R") we can find R > 0 so that
DN Hg(2)] < R.

We let V be the closure in CV =1 (Q; R™) of

0. pm N,00 m _
v — u€Af é\ifec(Q;R ):uEgp+WO (R™), | DIN-Uy(z)| < R .
and (z, DIN=1y(z), DNy (z)) e EUK
V' is non empty since ¢ € V and it is a complete metric space when endowed
with the CV~1 norm.
Let, for k € N,

VF = int {u ev: /Qdist ((m,D[N_l]u(x),DNu (:1:)) ;E) dx < %} .

We claim that V¥, in addition to be open, is dense in the complete
metric space V. Postponing the proof of this fact for the end of the proof,
we conclude by Baire category theorem that

~ k - J; [N—1] N _ —
]DV C{uEV.dlSt((:L‘,D u(x), D u(:n)),E) 0, a.e an}CV

is dense, and hence non empty, in V. The result then follows, since F is
compact.

We finally show that V* is dense in V. So let u € V and € > 0 be
arbitrary. We wish to find v € V* so that

Hu - U”N—l,oo <e
We recall (cf. the Appendix) that
wpn (u) = lim sup HDNgo—DNz/JHLl,

6—0 %lﬁ EBCN—I (u,é)

where Bonv—1 (u,0) ={v € V : |ju — V|l N 100 <6}
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- We start by finding o € V a point of continuity of the operator DV (in
particular wpn () = 0) so that
€
[lu — 04”]\/—1,00 < 3

This is always possible by virtue of Corollary 2.4.18.
- We next approximate o € V by § € V so that,

€
18 —ally_10 < 3 and wpn-1 () < 1/3k.

Since |[DIV-15(z)| < R, from now on all the approximations can be sup-
posed, without loss of generality, sufficiently small in order to work always
under the hypothesis

DN Nu(z)| < R.

- By working on each piece where DY 3 is constant, without loss of
generality, we can assume that 5 € CV (ﬁ; Rm) with DV 3(z) = constant in
Q and (m,D[N_l]B(x), DN (z)) € EU K. Therefore let

Qo = {x cQ: <x,D[N—U5(a;),DN5 (a;)) = E}
0 =Q\ Q.
It is clear that € is closed, since F is compact, hence )7 is open.

- We can now use the relaxation property on € to find v; € AffY

piec (Ql; Rm)
such that

(w1 € B+ W™ (Q;R™)
€
lvr = BlIN=1,00 < g;

(x, DW=y, (z), DNy (:U)) EFUK ae z€M
1
. [N—1] N ) <
/Ql dist ((a:,D vi(x), DV vy (a:)) ,E) dx < TR

We can now define

Blx) i xe€Q
v(w) = {vl x) if ze.

Observe that v is Af Q; Rm) and

plec(
N,00 m
ve e+ Wy (;R™)
€
o = Blx-100 < 5

(m,D[N_l]v(a;),DNv (:1:)) €eEUK ae z€Q

\ /Qdist ((:U,D[N_”v(a:),DNU (;r)) ) dr < 3%:
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Moreover by taking a smaller ¢ if needed we can ensure also that

1
WpN-1 (’U) < ﬂ’
then we can find h = h(k,v) so that

1
||U _¢||N—l,oo < h = HDNQZ) - DN'UHL1 < ﬁ

Hence choosing h < 3—1k and writing for simplicity of notations
m(@) = (w, DN Vo), DVo ()

we have

/Qdist ((:13 DIN=1ly, D%) ;E) da dist (n,(z); E) da

<
Q
+ DNV (z) — DIV (@) ||y 100
+ [DYy(x) — DNo(@)||
< ! +h+ L < !

3k 3k — K’
for every 1 € BN_1,00 (v, h); which implies that v € vk

Combining these three facts we have indeed obtained the desired density
result. O

In the following theorem we show that if K is open (in the relative
topology of R™ x RT*Mn x ]R?’X”N) then we can aslo take ¢ € Cé\i[ec (Q;R™).

N

Theorem 2.3.23. Let 2 C R™ be open. Let E, K C R" x RT*M~ x R
be such that E is closed, K open and both E and K are bounded uniformly
for x € Q and whenever s vary on a bounded set of R™*M~ - Assume that
K has the relaxation property with respect to E. Let ¢ € C’é\i[ec (ﬁ; Rm) be
such that

(:1:, DW=ty (z), DN (:E)) €e EUK, a.e. in

then there ezists (a dense set of) u € p + Wév’oo (€ R™) such that
(m,D[N_l]u(x) , DNy (:1:)) € L, a.e. in .
Proof. Since ¢ € WN:>°(Q;R") we can find R > 0 so that
IDIN=Up(z)| < R.

We let V' be the closure in CV=1 (Q; R™) of

v_Jue Chlec (BR™) :u e p+ WON’OO (Q;R™), [ DIN-Uy(z)] < R '
and (m,D[N_l]u(a;),DNu (z)) e EUK
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V' is non empty since ¢ € V and it is a complete metric space when endowed
with the CN~1 norm.
Let, for k € N,

VE = int {u eVv: /Qdist ((:U,D[N_Hu(;r),DNu (3:)) ;E) dr < %} )

We claim that V¥, in addition to be open, is dense in the complete
metric space V. Postponing the proof of this fact for the end of the proof,
we conclude by Baire category theorem that

~ k V- [N—-1] N _ —
le C{uGV.dmt((az,D u(zx), D u(a;)),E) 0, a.e mQ}CV

is dense, and hence non empty, in V. The result then follows, since E is
compact.

We finally show that V* is dense in V. So let v € V and € > 0 be
arbitrary. We wish to find v € V¥ so that

[lu — U||N—1,oo <e

We recall (cf. the Appendix) that

o N._ N
WDN(“)_géw,weBilf’_m,(»”D v — DV, .

- We start by finding o € V a point of continuity of the operator DV (in
particular wpn () = 0) so that

lu = ally_1 0 < 5 and [DNa()] < R

This is always possible by virtue of Corollary 2.4.18.
From now on all the approximations can be supposed, without loss of
generality, sufficiently small in order to work always under the hypothesis

|IDIV=Uy(z)| < R.
- We next approximate o € V by 3 € V so that,

€
18 = all 10 < 5 and wpv—s (8) < 1/3k.

- By working on each piece where Bis CN, without loss of generality, we
can assume that 3 € CV (Q;Rm) and (x,D[N_Hﬂ(a;),DNﬁ (a;)) e FUK.
Therefore let

0 = {x cn: <x,D[N—U5(a;),DN5 (a;)) e E}
01 =0\ Q.
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It is clear that € is closed, since E is compact, hence {27 is open.

Then by theorem 10.16 in [?] for any fixed 6; > 0 we can find 71 €
cN (Ql;]Rm), an integer J and Q; C Qq, j € {1,...,J} disjoint open sets
such that

v1 = (8 near 90y
€ .
71 = Bllveo < 3 DNy = ¢ = constant in Q;

(a:, DW=y (2), DNy (:r)) e K ae xe€
meas (Ql \ U}-]:]LQJ-) <é.

- We can use now the relaxation property on every piece where D™~ is
constant to find vy ; € Af fpiec (Qj; Rm) such that

vij €+ Wy (Q%';Rm)
v = 7llv-100 < 55
(m,D[N_l]vl,j(a:),DNvLj (:r)) ce FUK ae. €

/ dist ((%D[N_l]vl,j(:U%DNUl,j (33)) ;E) dr < émeas(Qj)
£

~ 2meas(Qy)’
We can now define
B(x) if zeQ

v(x) =< mx) i zeQ\ szle
vj(x) if ey

Observe that v is CY (ﬁ; ]Rm) and

piec

v e+ WP (QR™)
€
lv=Blin-100 < 5

(a:,D[N_l]v(;r),DNv (3:)) €EEUK ae z€Q.

Writing for simplicity of notations n,(z) = (z, DIN=1ly(z), DN (2)), we
have

/Qdist (np(z), E)de < /Qo dist (ny(x), E) dx + /Q1 dist (ny(x), E) dx

= dist (n,(x), E) dzx
Ql\szlgj

J
+ dist (ny (), E) dx
]2:31 /Qj !

meas (€| UL_y) sup (| dist (n(x). E) | + 2

IN
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then we choose § = 3—1k and 1 = % where B is a constant depending on R
such that

(r,8,§) e EUK,xz€Qand |s|] <R = || <B,

this is possible since £ and K are bounded in the sense of Remark 2.3.22.
Finally we obtain

1
/ dist ((x,D[N_l]v(;r),DNU (3:)) ,E) de < —.
Q 3k
Moreover by taking a smaller ¢ if needed we can ensure also that
WpN-1 (U) < ﬂ’
then we can find h = h(k,v) so that

1

o~y < B = Y6~ DV, <

Hence choosing h < % we have

/ dist ((az,D[N_Hzp(a;),Dsz (aj)) ;E) dr < / dist (ny(x); F) dx
Q Q
+ Ing_lw(ﬂ?) —]{?N_lv(w)HN—l,oo
+ IIf? ¥(x) —1D v()| 1
Yt h4 — <=
DT
for every 1 € By_1.00 (v, h); which implies that v € V'*.
Combining these three facts we have indeed obtained the desired density
result. O

2.4 Appendix

2.4.1 Approximation lemmata

In this section we recall some approximation lemmata that are well known
in the theory of Calculus of Variations (see [?] Section 10 for detailed proofs)

We start stating some notations. Let 2 be an open set of R”. We say
that a function v € Wh>°(Q) is piecewise affine in Q if there exists an (at
most) countable partition of € into open sets Q, k € N and a set of measure
zero, i.e.,

QN =0, Vh, kN, h#k,

meas <Q — U Qk) =0,

keN
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such that v is affine on each Q, i.e., there exists £ € R™ and g; € R such
that
v(z) = Eksx) + qx, Vo e Qp, keN.

We say that a function u € WN’OO(Q;Rm) is ptecewise polynomial of
degree N > 1 in Q if the derivative DNu is piecewise constant in Q; i.e. if
there exists an (at most) countable partition of € into open sets Q, k € N
and a set of measure zero, i.e.,

QN =0, Vh, k€N, h #k,

meas (Q — U Qk> =0,
keN
such that v is affine on each €, i.e., there exists £; € R™ and ¢; € R such
that
DNu(z) =&, Yo e, keN.

The first result that we recall in this section is a consequence of the so
called Vitali covering theorems!

Lemma 2.4.1. Let Q) be an open set of R™. Let A, B be disjoint sets of R™,
with A open and B possibly empty. Let u € W1H>(Q) such that

Du(x) € AUB < a.e.x € €.

Then, for every e > 0, there exists a function v € W1°(Q) and an open set
Q@@ =Qif B=10) such that

v is piecewise affine on );

v =u on J§;

v —ullpee @) < e

Du(z) € A, a.e.x € QY

Dv(xz) = Du(z) € B, a.e.x € Q2 — Q.

The following result is a classical tool in the calculus of variations to
obtain necessary conditions (c.f. for example [?], [?] and in this form [?],

71, 70, [7])

Lemma 2.4.2. Let Q C R™ be an open set with finite measure. Let t € [0, 1]
and &, n € R™. Let ¢ be an affine function in Q (i.e. with constant gradient
in Q) such that

Dy(xz) =t6+(1—t)n, Ve

!The first covering result of this type was proved by Vitali [?], and, also if the most
common covering theorem is due essentially to Lebesgue [?] in the litterature this type of
results are commonly called Vitali covering theorems. A presentation of these result with
modern notations and with recent results can be founded in [?], [?], [?].
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Then, for every € > 0, there exists u € W1°(Q) and there exist disjoint
open sets Q¢, 0, C Q such that

|measQe — tmeasSY|, |measQ, — (1 — t)measQ| < e
u(z) = p(x), Vaoedd
lu(z) —p(x)] <e, Vo el
& a.e infd
Du(z) = { n a.e. in Qin
| dist(Du(z), co{§,n}) < e a.e. inQ,

where co{&,n} = [€,n] is the convex hull of {§,n}, that is the closed segment
joining & and 7.

Now we want to recall what are the last available results of approximation
with piecewise affine functions for vector valued functions. As we will see in
the following lemmata, to have results similar to Lemma 2.4.1 we have to
require some extra hypotheses on the constraint set A.

The following results holds.

Lemma 2.4.3. Let Q) C R"™ and A C R™*™ be open sets. Letu € C1(Q;R™)N
W (Q; R™) with

Du(x) € A Vzx €.
Then there exists a sequence of functions {vy }reny C W (Q; R™) such that

each vy is piecewise affine on §2;

v =u, on ) Vk € N;

Dui(z) € A, a.e. €€

lvg — uHWzZ’fO(Q?Rm) — 0 as k — +o0;

v — ull 1o (rmy — 0 as k — +o0.
Moreover, if u € C1(Q;R™) and Du(z) € A for all x € Q, then

v — ullwreo(mrmy — 0 as k — +oo0.

Lemma 2.4.4. Let © C R™ be bounded and open,K € R’S”X"N be compact
and u € CN(Q;R™) such that

DNu(z) eint K, VzeQ.

Let ¢ > 0; then there exists u. € CN(Q;R™), an integer I = I(g), &, €
]RQ””N and Q. ; C Q, 1 <1 <1, disjoint open sets such that

Uue = u near 0€);
[ue — ullyyroo <€, in
DNu.(z) € int K, a.e. =€

I
meas (Q - U QE,Z-) <eg
i=1

DNu,(x) = &e,i = constant,Vx € Qg ;.
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Remark 2.4.5. The same result holds if K C R™ x R;”XMN X R;’LX”N is
compact and u € CN(Q; R™) satisfies

(a:, D[N_”u(x),DNu(x)) cint K, Vo e Q.

The conclusion is then that

(x,D[N_”ua(a:),DNue(:n)) €int K, a.e. x €.

Lemma 2.4.6. Let Q be a bounded open set of R™, let u € WN:°(Q; R™)
for some N > 1 and let K be a convexr bounded set in R;”X"N such that
DNu(x) is compactly contained in int K, for almost every x € Q, i.e., there
exists a compact set K' C K such that

meas {z € Q) : DNu(z) ¢ K'} =o.

Then there erists a sequence of functions {vi}ren C WN(Q;R™) such
that each vy is piecewise polynomial of degree N in €Q;

ok € u+ WP (G R™), Vi eN;

DNy (z) € int K, a.e. x€Q;

[0k — ully~omm) — 0 as k — +00 Vp € [1,+o0);

vk — ullywr—1.00(Qrmy — 0 as k — +oo.

2.4.2 Function of first class

In this section we investigate some properties of the set where a given func-
tion f: X — Y, where X and Y are complete metric spaces, is continuous
and we show some applications to the gradient operator . More precisely we
give here a proof of the Baire one function theorem (see also [?], [?]).

We start recalling some abstract topologically definitions. Let X a topo-
logical space.

Definition 2.4.7. A set A C X is nowhere dense if the interior of its
closure is empty, that is, if for every non-empty open set G there is a non-
empty open set H contained in G — A. In other words A is nowhere dense
if and only if its complement A° contains a dense open set.

The class of nowhere dense sets is closed under certain operation, namely
any subset of a nowhere dense set, any finite union of nowhere dense sets
and the closure of a nowhere dense set are nowhere dense. Nevertheless
a countable union of nowhere dense sets is not in general nowhere dense,
indeed it may even be dense. For instance, the set of rational numbers is a
countable union of singletons that are nowhere dense.

Definition 2.4.8. A set A C X is of first category in the sense of Baire if
it can be represented as a countable union of nowhere dense sets; otherwise,
it 1s said of second category.
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Definition 2.4.9. A topologically space X is called a Baire space if every
non empty open set in X is of second category, or equivalently, if the com-
plement of every set of first category is dense in X. In a Baire space, the
complement of any set of first category is called a residual set.

Definition 2.4.10. A metric space (X, p) is topologically complete if it is
homeomorphic to some complete space, i.e. if it can be remetrized with a
topologically equivalent metric so as to be complete

An important property of topologically complete space is that the Baire
category theorem holds. We give here a proof for sake of completeness.

Theorem 2.4.11. Any topologically complete metric space X is a Baire
space. That is if A C X is of first category, then X — A is dense in X.

Proof. Let A = |J,,cny An, where A, is nowhere dense, let p be a metric
with respect to which X is complete, and let Sy C X be a non-empty open
set. Choose a nested sequence of balls S,, of radius r, < 1/n such that
S, C Sp_1 — A, for n > 1 2. This can be done step by step, taking for
Sp a ball with center =, in S,_1 — A, (which is non-empty because A, is
nowhere dense) and with sufficiently small radius. Then {z,} is a Cauchy
sequence, since

p(xi, i) < p(zi, xpn) + p(zn, xj) < 2r, fori,j>n.

Hence z,, - for some z € X. Since z; € S, for i > n, if follows that
T € nnGN S, C So — A. This show that X — A is dense in X and the
claim. H

To handle with the continuity properties of functions we should introduce
the following notion of oscillation that allows us to "measure” in some sense
the continuity of a given function in a point.

Definition 2.4.12. Let X, Y complete metric spaces and f: X — Y. We
define the oscillation of f in xg € X as

wy(zo) =lm  sup dy (f(y), f(z))
—VYa,y€eB(xo,d)

where B(x,d) :={z € : dx(x,x0) < d} is the open ball centered in xy and
dx, dy are the metric on the spaces X and Y respectively.

In the next proposition we state some useful propertied of wy.

2The proof of Theorem 2.4.11 implicitly uses the axiom of choice in the weak form,
know as the principle of dependent choices, however it should be emphasized that in a
complete separable metric space the Baire category theorem does not require any form of
the axiom of choice (see [?], [?]) for more details
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Proposition 2.4.13. Let X, Y metric spaces, and f: X — Y.
(1) f is continuous in xog € X if and only if w¢(xg) =0
(it) The set Q3 :={x € X : wy(zx) <&} is an open set in X.

Proof. We start by proving (i). If wg(xg) = 0 then for every ¢ > 0 there
exists d. > 0 such that , for every d < d. we have

0<  sup dy (f(y),f(z)) <e. (2.24)
x,y €B(x0,0)

Let z, — z¢, then there exists ns. € N such that for every n > ns_, =, €

8
B <:1:0, ;) Then by (2.24) we have

dy (f(zn), f(z0)) <€ Vn>n;..

On the other side, if f is continuous in zg € X then

Ve>036, : Vye B(xo,d.) dy (f(y), f(z0)) <

N ™

then
dy (f(y), f(x)) < dy (f(y), f(w0)) + dy (f(x), f(z0)) <&
for every x,y € B(xg,0) with 0 < d. and taking the supremum in B(zg, d.)
we have the claim.
The proof of (ii) follows directly from definition of w. O

Using the notion of oscillation and the Proposition 2.4.13 we can write
the set Dy of all point at which a given function f is discontinuous as an
F,, i.e. as a countable union of closed sets, as follows

[e.e]

D; = gl{xex  wplz) > %} (2.25)

Definition 2.4.14. A function f is said to be of first class (of Baire) if
it can be represented as the limit of an everywhere convergent sequence of
continuous functions.

Remark 2.4.15. The functions of first class need not to be continuous, for
instance, the functions

fn(z) = max{0,1 — n|z|}

are continuous on R and the sequence f, converges pointwise to the discon-
tinuous first class function

ra={y 250
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Now we are in the position to prove the Baire theorem for function of
first class.

Theorem 2.4.16. Let X, Y complete metric spaces and f : X — Y. If
f is a function of first class, then Dy is a set of first category, i.e. the set
where f is continuous is residual in X.

Proof. Using the representation (2.25) of Dy it suffices to show that, for
each € > 0 the set F':= {z € X : wy(x) > 5¢} is nowhere dense.
Let f(x) = lim f,(z), with f,, continuous and define the sets
n—oo

E, = m {z : dy (fi(z), fj(x)) <e} VneN.
ij>n
Then FE, is closed in X and F,, C E,+1 by continuity of f,, moreover
Unen En = X since for every x € X the sequence {f,(x)} is convergent and
then a Cauchy sequence in Y.

Consider any closed set with non-empty interior I C X. Since I =
U(E,, N I), the sets E, NI cannot all be nowhere dense, since in this case
the complement of I in X ,I¢, should be a dense set as a complement of a
set of first category by Theorem 2.4.11 and this is a contradiction. Hence
for some positive integer n, E,, NI contains an open subset J.

We have dy (f;(z), fi(z)) < ¢ for all z € J and for all ¢,j > n. Putting
Jj = n and letting ¢ goes to oo, we find that dy (f,(z), f(z)) < e forallz € J.
By continuity of f,, for any xy € J there exists a neighborhood I(zg) C J
such that dy (fn(z), fn(zo)) < ¢ for all z € I(xo). Hence

dy (f(z), fn(w0)) < 26 V€ I(x).

Therefore

dy(f(x),f(y)) < dyf(ﬂl‘),fn($0) + de(y)vfn('rO) <de Vm,y € 1(330)7

then w(zg) < 4e, and so no point of J belongs to F. Thus for every closed
set with non-empty interior there is an open interval J C I — F'. This shows
that F' is nowhere dense and therefore Dy is of first category. O

Now we want to apply this theory in order to investigate some properties
of continuity of the gradient operator D : V — L() where V is a given
subspace of W1>°(Q), complete with respect to the L (2) metric. We will
prove here two corollaries that ensures the same density result for the set
where the operator D is continuous under different hypotheses on V. In the
first one we assume some uniform boundary data and in the second one we
assume that there is a uniform bound for the gradient of functions in V. It
is interesting to note that also if to establish the two results we use the same
type of tools, the first one can be obtained really as a corollary of Theorem
2.4.16, while for the second one we need to adapt directly the proof of the
Baire Theorem.
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Corollary 2.4.17. Let Q C R™ be a bounded open set and ug € W5H°(R™).
Let V C ug + W&’OO(Q) be a non empty complete space with respect to the

L metric. Then the set of points of continuity of the gradient operator
D:V — LP(Q;R™), where 1 < p < 00, is dense in V.

Proof. We will establish the result only when p = 1, the general case being
handled similarly.

Step 1. We start with some notations.

1) For every u € V, we let 1 € W5H*°(R") be defined by

() = u(z) fze
| uo(x) ifxégQ.
2) For h # 0, we let
Dh = (D’f, ...,DZ) LV = LP(Q:R)
be defined, for every u € V and x € €2, by
u(x+ he;) —u(x)
= h ,
where e, ..., e, stand for the vectors from the Euclidean basis.
Step 2. The claim will follow from Theorem 2.4.16, once we will have
proved the two following facts.

1) The operator D" is continuous. Indeed let us prove that, for every
1=1,...,n,€>0and u,v € V, then

DMy (z) i=1,..,n

2meas ()
< 2

h h
HDz’U— Dz’”‘ e = | HU_”HLoo(Q) :

Letting w = v — v and noting that w = 0 outside €2, we get the claim, since

HD?u - DZ%(

1 B _
L(Q) m/g[|U(fU+h€i) — U (z + hei)| + [w (2)|] dz

2meas 2
< T [wl oo ) -

2) Let i = 1,...,n and u € V. We wish to show that for any sequence
h — 0, we have

]llin%) HDfu — Dju

= 0. 2.2
— (2.26)

Let h # 0 and x € €. Using the facts that in Q, v = u and D;u = D;u, we

find

u(z+ he;) —u(x)
h

" (z) = \D?u (z) — Diu (:1:)‘ —

— Dju (x)

u(x+ he;) —u(x)
h
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Observe that since u € W1 >°(R"), we have that, for almost every x € Q,
" (z) = 0,as h — 0.
Moreover, for almost every x € € and every h # 0, we have
0% ¢ (@) < D3 e oy + DT ()]

The function % being in L'(Q) N L>(R™) we can apply Lebesgue dominated
convergence theorem to get (2.26). O

Using the same type of argument it is easy to prove the following gener-
alization

Corollary 2.4.18. Let 2 C R™ be a bounded open set and ug € WN°(R").
Let V C ug + WON’OO(Q) be a non empty complete space with respect to the
CN=1 metric. Then the set of points of continuity of the gradient operator
DN .V — LP(Q;R?N), where 1 < p < 00, is dense in V.

In particular the set

Oy ={ucV :wpn(u) <e}

is open and dense in V for every .

Now we want to use the representation (2.25) with f replaced by the
gradient operator D. With this in mind, let 2 C R™ be a bounded domain
and let V C W1°(Q) be complete when endowed with the L°°(£2) metric.
We consider the operator D : V — L!(Q) which associates to every function
u € V its weak gradient Du € L'(€2). Since V and L(Q) are complete met-
ric space when endowed with the L>°(Q) and the L!(£2) metric respectively,
we have, by definition, that the oscillation of the gradient at v € V is

wp(u) =lim  sup  [[Dv— Dwlp1(q)
6—0 VW € Boo (u,d)

where By (u,d) :={v €V : [[v—ul[feq) < J}, moreover by (2.25), the set
of all points of V at which the operator D is discontinuous can be written
as
> 1
Dp = U {u eV :wplu) > —}. (2.27)

n
n=1

Before to state the second corollary we need to recall some properties of
difference quotients of weak differentiable functions. Let u € W1%°(Q) we
define
x+h)—u(x)

||

Dpu(x) = u

The following lemma holds
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Lemma 2.4.19. Let V. C WH(Q) be complete with respect to the L% (£2)
distance and such that there exists a constant v > 0 with ||Dul| o) < v

for every uw € V.. Then for every open set ' CC Q and for every u € V. we
have Dpu — Du in LY(Y') for h — 0.

Proof. Let u € V and fix Q' CC Q. Since u € W1(Q), then u is differen-
tiable a.e. in ) and its gradient equals its weak gradient a.e. in €1, that is
for a.e. x € Q the weak gradient of uw, Du(z), is the limit of the difference
quotients Dyu(z) (see Evans [?] Theorem 5 pag. 280). We observe that

| Dl Los @y < [[Dul|peo () <

for every h such that |h| < d(€',09) (see. Brezis [?] Theorem IX.3). Then
we can apply the dominated convergence theorem to obtain the desired
convergence. ]

Now we are in the position to prove the following

Corollary 2.4.20. Let V.C W1>(Q) be complete when endowed with the
Lo°(2) metric. If there exists a constant v > 0 such that || Dul| e (qy < 7y for

every u € V, then the set of all points of continuity of the gradient operator
D:V — LY(Q) is dense in V.

Proof. We will prove that the set Dp of all points of V at which D is
discontinuous is of first category in the sense of Baire and so, by Baire
theorem, its complement is dense in V. For this, using the representation
(2.27), it is sufficient to show that for every € > 0 the set

F:={ueV : wp(u) > 6e}

is nowhere dense in V.

Let us start fixing € > 0 and let Q' CC Q be such that meas(Q—') < £.
We know by Lemma 2.4.19 that Dyu — Du in L1(€Y') for h — 0, then if we
choose a sequence {h,,} such that h, — 0 and |h,| < d(£,08) we have, for
every u € V, D, u — Du in LY(Q') for n — oo.

Now we define the countable family of subsets of V setting for every
neN

E, = ﬂ {u €V ¢ ||Dpu— Dpyullpoy < 5}.
1,7 2>n
We observe that, since Dy, : V — L}(Q) is a continuous linear operator
for every n € N the set F, is closed in V for every n € N. Moreover
Unen En =V, since for every u € V the sequence Dj,, u is convergent in
LY(Y) and so it is a Cauchy sequence.

Consider now a closed set I C V with non empty interior. As I =
Unen(EnNI), the sets £, NI cannot all be nowhere dense, since in this case
the complement of I in V ,I¢ should be a dense set as a complement of a
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set of first category by the Baire theorem and this is a contradiction. Hence
for some positive integer n, E,, NI contains an open subset J.

We have ||Dp,u — Dp;ullpiny < € for all u € J and for all i,j > n.
Putting j = n and letting i goes to oo, we find that

|Dh,u — Dulljriy <& Vuel. (2.28)

Now, by continuity of Dy, : V — LY(Q), for any ug € J there exists a
neighborhood I(ug) C J such that

[ Dh, v = Dp,uoll iy <& Ve I(ug). (2.29)
Hence combining (2.28) and (2.29) we have for every v,w € I(ug) that
[Dv — Dwl| 1oy < [[Dv = Dp,uol[Lr ) + | Dh,uo — Dw|| L1y < 4e
and so for all v,w € I(uop)
|[Dv — Dwl| 10y < 4e + 2ymeas(Q — Q) < 5e.

then wp(ug) < be for every ug € J, and so no point of J belongs to F'. Thus
for every closed set with non-empty interior there is an open set J contained
in I — F and this shows that F' is nowhere dense. O

We should point out that the same proof holds with the space L!(£2)
replaced by LP(Q) with 1 < p < 0.



Chapter 3

Continuous viscosity
solutions of Hamilton-Jacobi
Equation

3.1 Introduction

In this chapter we expose the basic theory of continuous viscosity solutions
of the Hamilton-Jacobi equation

F(z,u(x),Du(x)) =0 in Q, (3.1)

where  is an open domain of R™ and the Hamiltonian F' = F(x,r,p) is a
continuous real valued function on 2 x R x R".

The central role played by the Hamilton-Jacobi equations in the clas-
sical setting of the Calculus of Variations was recognized in 1935 by C.
Carathéodory (see [?] or [?] for a recent survey).

In the ’60s, after the introduction of the Dynamical Programming method
by Bellman, the study of these equations became a standard topic in deter-
ministic optimal control theory (see [?], [?]). However, the difficulty to
give an appropriate sense to the Hamilton-Jacobi equation in the Opti-
mal Control framework (i.e. to find an appropriate notion of solution of
the Hamilton-Jacobi equation related to an optimal control problem, which
characterize the unique value function), caused a considerable restriction to
the range of applicability of the Hamilton-Jacobi theory.

Then several non classical notions of solutions of Hamilton-Jacobi type
equations have been proposed in literature, as for instance the theory devel-
oped by Kruzkov (see [?], [?], [?], [?]) or Subbotin (see [?], [?], [?])-

A new impulse to the rigorous mathematical justification of Dynamical
Programming method was originated by the introduction of the notion of
viscosity solution for general Hamiltonians.
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The notion of viscosity solution has aroused much interest since its in-
troduction by M.G. Crandall and P.L. Lions in [?] and the viscosity method
is one of the most applied in optimal control theory and differential game
theory. This method is also one of the most used criterion to select, among
all the generalized solution of (3.1), a preferred one. In fact, as we will
see, when we can prove the existence of a viscosity solution, we can, at
the same time, deduce for instance, under suitable hypotheses, properties of
uniqueness, stability and maximality for the solution.

Our first aim here is to make a survey of the different equivalents defi-
nitions of viscosity solution and to underline, with some examples, how, in
different contexts, one definition can be more convenient than the others.

Another important feature of the viscosity method is that it allows us
to write an explicit formula for the viscosity solution of the Dirichlet prob-
lem for the equation (3.1), under suitable compatibility hypotheses on the
Hamiltonian and on the boundary data. We will discuss in particular some
compatibility conditions that will ensure the existence of a so-called Hopf-
Lax formula for the viscosity solution of the Dirichlet problem associated to
a convex autonomous Hamiltonian. The case of a convex Hamiltonian is the
classical one, nevertheless the hypothesis of convexity play a crucial role in
establishing explicit formulas for the solutions. In fact no explicit formula,
as simple as the one that we have in the convex case, is available for the
viscosity solution of the Dirichlet problem related to a general non-convex
Hamiltonian. In the next chapter we will discuss some additional compati-
bility conditions that will allow us to write an Hopf-Lax type formula also
in the case when the Hamiltonian is not convex.

We should point out that here we deal only with continuous viscosity
solutions but a parallel theory can be developed also for discontinuous solu-
tions (see for instance [?] and the bibliography contained).

3.2 Motivations: the vanishing viscosity method

In this section we want to motivate the introduction of the notion of viscosity
solution looking how it comes out naturally from some properties of the
solution founded with the classical vanishing viscosity method.

Before the introduction of the viscosity solutions, almost all existence
results concerning the Hamilton-Jacobi equations (3.1) were obtained with
the help of the so-called vanishing viscosity method; this method consists in
solving first the approximate problem®

—eAu; + F(z,us,Duz) =0 inQ (3.2)

!The approximate problem (3.2) also if it is an equation of second order, a priori, it
looks simpler then (3.1) since it is no more as strongly non linear; the equation (3.2) is
said to be a quasilinear elliptic equation (see [?],[?],[?],[?],[?]).
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for all € > 0 and then to pass to the limit as € goes to 0 and its name comes
from a classic method in fluid dynamics where a term like —eA represents
physically a viscosity.

Now suppose that u. is a solution of the approximate problem and that
ue converges to a function u in a suitable way, what we want to do is to
investigate the properties of the limit function u. More precisely, we assume
that u. € C?(2) solves (3.2) and that

ue —u inC(Q) ase =0 (3.3)

where the convergence in C'(2) means uniform convergence on every compact
subset of (2.

Let ¢ be a non negative test function, i.e. ¢ € C§°(€2) and ¢ > 0, and
fix k € R, we start by localizing the equation (3.2), that is we consider the
equation satisfied by the product ¢(us. — k) on the support of ¢. For this
we first observe that, since D(u. — k) = Du,, (3.2) implies

Aus — k) = éF (z,ue, D(us — k)) (3.4)

Moreover simple computations shows that

D(p (ue = k)) = D (ue = k)

D(u. — k) = "

(3.5)

and
Ao (ue — k) = Ap (ue — k) + 2Dy - D(ue — k) + o A(u: — k). (3.6)
Then from (3.4), (3.5), (3.6) we deduce the localized equation

S A(pue—k) + F (:ru LD (el ~ 1)~ Die - k:)]) -

14

A 2

= 2P —k) - LDy D(u. — k) =
¥ 12
Ay 2e

= —57(%—]?)—EDSD‘D[QP'(Ua—k)]
D 2

+ 2€| d (ue — k)

Next we suppose that max o(u — k) > 0, then, by (3.3), for € small enough
we have max o(us — k) > a, for some positive a. Thus there exists z. € §2
such that ¢(x.)(ue(z:) — k) = max o(us — k), since ¢ has compact support

in €2, and obviously we have that p(z.) > o > 0, i.e. 2. € supp(p).
Then we may assume that there exists z¢ € € such that x. — x¢ as ¢
goes to 0 and such that

o(zo)(u(zg) — k) = max o(u—k) > 0.
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Now, if we look at the localized equation at the point z., we find, since
D(p(us — k))(x:) =0, that

Awwfwmma+FQ%x%m&—%ﬁw—kww)écs

2 (335)
for a constant

2
oo >C > sup <—%(u6 —k)(ze) + 2|l?;§| (ue — k:)(me)> .

Moreover, by the maximum principle, we have also that

-A (Sﬁ(ua - k)) (336) >0,
thus we obtain:

De(ze)
p(xe)

F@@%ma— <%@a—m>g0a

Using (3.3) we may pass to the limit for ¢ — 0 to obtain that u satisfies
the following subsolution property:

Property 3.2.1. (subsolution) For all ¢ € C§°(2), with ¢ > 0 and for
any k € R such that max o(u — k) > 0, there exists xg € Q satisfying

o(u —k)(zp) = max o(u — k), such that :

D(xo)
¢(z0)

F <x0,u(:c0), - (u(zo) — k:)> <0.

By similar argument we can prove that the limit function u also satisfy
the following subsolution property:

Property 3.2.2. (supersolution) For all ¢ € C3°(Q), with ¢ > 0 and
for any k € R such that ms%n o(u — k) < 0, there exists xo € S satisfying

o(u —k)(zo) = mﬂin o(u — k), such that :

Dyp(20)
p(z0)

F <x0,u(:c0), - (u(zo) — k:)> > 0.

In the literature we find the properties (3.2.1) and (3.2.2) as definition of
the viscosity subsolution and supersolution of the equation (3.1) (see [?],[?]).

In the next section we will introduce some different equivalent definitions of
viscosity solutions of the equation (3.1).
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3.3 Definitions and properties

Here we recall two equivalent definitions of viscosity solution for Hamilton-
Jacobi equation and we state some properties of this type of solutions un-
derlying as in different contests is more convenient use the first one rather
than the second one.

Definition 3.3.1. A function u € C(Q) is:
(i) a viscosity subsolution of (3.1) if, for any p € C1(Q),

F(zo,u(zg), Dp(xo)) <0 (3.7)

at any local mazimum point xg € Q of u — @;
(ii) a viscosity supersolution of (3.1) if, for any ¢ € C*(Q),

F(z1,u(r1), Dp(x1)) >0 (3.8)

at any local minimum point x1 € Q of u — ;
(#4i) a wiscosity solution of (3.1) if it is simultaneously a viscosity sub
and supersolution.

We want to point out that (i) and (ii) of Definition 3.3.1 are equivalent
to the (3.2.2) and (3.2.1) of the previous section (see [?], [?], [?] for further
details).

Remark 3.3.2. In the definition of subsolution we can always assume that
xo 18 a local strict mazimum point for u — ¢ (by replacing p(z) by v(x) +
|z — x0|? ). Moreover, since (3.7) depends only on the value of Dy at xo,
it is not restrictive to assume that u(zg) = @(xg). In a similar way we can
adapt these remarks to the definition of supersolution. We note also that
by density argument the space C*(Q) of test functions in Definition 3.3.1
can be replaced by C*(2). Geometrically, this means that the validity of the
subsolution condition (3.7) for u can be tested on smooth functions ”touching
from above” the graph of u at xo (cf. figure 3 in Appendiz 77).

The notion of viscosity solution has a local character and it is consistent
with the classical pointwise definition, as we can deduce from the following
proposition (cf. [?] Proposition 1.3).

Proposition 3.3.3. (a) If u € C(Q) is a viscosity solution of (3.1) in Q,
then w is a viscosity solution of (3.1) in Q', for any open set Q' C §;

(b) if u € C1(Q) is a classical solution of (3.1), that is, u is differentiable
at any x €  and

F(z,u(z), Du(z)) =0 Ya € Q, (3.9

then u is a viscosity solution of (3.1);
(c) if u € CY(Q) is a viscosity solution of (3.1), then u is a classical
solution.



52  Continuous viscosity solutions of Hamilton-Jacobi Equation

An important feature that has to be stressed is that viscosity solutions
are not preserved by change of sign in the equation, as we can see from
the Example ?7?7. Indeed, since any local maximum of u — ¢ is a local
minimum of —u — (—¢), w is a viscosity subsolution of (3.1) if and only if
v = —u is a viscosity supersolution of —F(x,—v,—Dv) = 0 in §; similary,
u is a viscosity supersolution of (3.1) if and only if v = —u is a viscosity
subsolution of —F(z, —v,—Dv) =0 in Q.

Example 3.3.4. Consider the one dimensional equation
1—|u(x)|=0, ze(-1,1). (3.10)

A
y

\/

fig. 1

The function u(xz) = |z| is a viscosity solution of the equation (?7)(cf. figure
1). Indeed, if x # 0 is a local extremum for u—p, then u'(x) = ¢'(x), there-
fore at those points both the supersolution and the subsolution conditions are
trivially satisfied. Also, if 0 is a local minimum for u—p, we can easily show
that |¢'(0)| < 1 and the supersolution condition holds. For the subsolution
condition it is sufficint to observe that 0 cannot be a local mazimum for u—¢
with ¢ € C1((—1,1)) since this would imply —1 > ¢(0) > 1.
On the other hand, u(x) = |x| is not a viscosity solution of

W' ()] —1=0, x € (-1,1)

since the supersolution condition is not fulfilled at xy = 0 which is a local
minimum for |x| — (—x?). Moreover we observe that there are infinitely many
almost everywhere solutions (cf. figure 1).

Using the definition we can easily deduce the following theorem that
shows the consistency of the notion of viscosity solutions.

Theorem 3.3.5. (i) Suppose that u. € C%(S2) solves

—eAue + F.(x,ue, Du:) =0 in Q2
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and that, as € — 0, uz converges in C () to some function u and F(z,t,p)
converges to F(x,t,p) uniformly on compact subsets of 2 x R x R"; then u
18 a viscosity solution of

F(z,u(x), Du(x)) =0 in . (3.11)
(i) If ue. € C(Q) is a viscosity solution of
F.(z,ue, Du;) =0 in 2,

ue converges in C () to some function u, as e — 0, and F.(x,t,p) converges
to F(x,t,p) uniformly on compact subsets of QxR xR™; then u is a viscosity
solution of (77).

We want to give now a new definition of viscosity solution that is more
in the spirit of nonsmooth analysis. With this in mind we introduce the
following notations.

Let u : 2 — R be a continuous function. For every x € ) we define the
sets

DT u(z) :=<{p e R" : limsup uy) —ulz) = Py — 7) <0y,
y—x,yesd |$ - y|

D~ u(x) :== {p € R" : liminf uly) = u(x) = (p,y = ) > 0} .
y—x,yefd |33‘ — y|
DT u(z) and D~ u(x) are called respectively the superdifferential of u at the
point = and the subdifferential of u at the point x (see appendix for more
details and properties of this sets).
Now we can give the following definition

Definition 3.3.6. A function u € C(Q) is:
(i) a viscosity subsolution of (3.1) in Q if

F(z,u(x),p) <0, Yo € Q,Vpec DTu(x); (3.12)
(ii) a viscosity supersolution of (3.1) in Q if
F(z,u(x),p) >0, Yx € Q,Vp e D u(x); (3.13)

(iii) a wiscosity solution of (3.1) if it is simultaneously a viscosity sub
and supersolution.

The above definition turn out to be equivalent to the previous one as
a direct consequence of Lemma ?? in the appendix and it is sometimes
easier to handle. We will see that this definition is more convenient for our
purposes in the following chapters, but let show now a first example of how
it can be more flexible than the first one. The following consistency result
improves Proposition 3.3.3.
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Proposition 3.3.7. (i) If u € C(Q) is a viscosity solution of (3.1), then
F(z,u(z), Du(z)) =0

at any point x € Q where u is differentiable;
(ii) If u is locally Lipschitz continuous and it is a viscosity solution of
(3.1), then
F(x,u(x), Du(x)) =0 a.e. in .

Proof. If x is a point of differentiability for v then by Proposition 77 (ii) we
have {Du(z)} = DV u(x) = D~ u(z). Hence, by Definition ??

0> F(x,u(x), Du(z)) > 0,

which proves (i). The statement (ii) follows immediately from (i) and the
Rademacher’s theorem on the almost everywhere differentiability of Lips-
chitz continuous functions. U

Note that (ii) of Proposition ?? says that any viscosity solution of (3.1)
is also a generalized solution, i.e. a locally Lipschitz continuous function
such that

F(z,u,Du) =0 a.e. in Q.

The converse is false in general, indeed there are many generalized solutions

which are not viscosity solutions (see for instance Chapter ?? and Example
77?).

3.4 Existence results for convex Hamiltonian

In this section we recall some classical existence results for viscosity solutions
of Dirichlet problem in the case where the Hamiltonian F' is convex in the
last variable. Since a complete presentation of these topics can be founded in
many books (for instance the Lions’s monography [?]), far from giving here
all the detailed proofs, we want to focus our attention on some particular
problems where an explicit formula for the solution can be obtained since
this will be the main tool to prove the existence result in non convex case,
that we will present in the next chapter.

We start recalling the main existence theorem. To simplify the presen-
tation we consider the Hamiltonian of the form

F(z,t,p) = H(p) + M —n(z); (x,t,p) € 2 xR xR"

We assume that H is a convex continuous function from R" into R, n is
continuous and bounded on R and A > 0. We want to find u € WZ}J’COO(Q) N

C(2) solution of
(3.14)
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where ¢ € C(09).

Remark 3.4.1. (i) The assumption X > 0 is not really a restriction, to
avoid it we can consider —u instead of u as unknown.

(ii) Since H is convexr and continuous, it is locally Lipschitz and its
differential is monotone, i.e.

(VH(p) = VH(q);p—q) =2 0; a.c.p,q inR"™.
Under these hypotheses the following holds

Theorem 3.4.2. (i) Let Q # R™ and suppose that H(p) — oo as |p| — oo.
If there exists v € Wli’coo(Q) N C(Q) subsolution of (77), that is such that

{ H(Dv(z)) + Mv(x) <n(x) in
v(x) = p(z) on 0N2

then there exists a viscosity solution u € Wl}moo(ﬂ) NC(Q) of problem (77?).

(ii) Let @ = R™ and A > 0. If H(p) — oo as |p| — oo, orn € WH=(R"),
then there exists a viscosity solution u € WL (R™) of problem (?7).

Let us emphasize that for the existence it is not necessary to assume
anything on the regularity of the boundary of €.

This type of existence results started with the work of Kruzkov [?] where
it is assumed much more regularity on H and n. Here we present a gen-
eralized version due to Lions (see for example [?] for a proof and for some
extensions in the case of more general Hamiltonians)

Remark 3.4.3. We should say something about the boundary conditions in
the case where Q0 is unbounded. In this case we should prescribe what is the
behavior of u(x) at x € Q and |x| — co. Indeed this has to be precised for
uniqueness purposes only when X = 0; if X > 0 we can simply require the
solution to be bounded on ().

Now we want to focus our attention on the problem

{0 e .15)
where H : R™ — R is convex, continuous and satisfies
H(p) — o0, as|p| — oo, (3.16)
and n € C(Q) is such that
n > inf H(p) in . (3.17)

R’I’L

Our purposes is to show how, under suitable compatibility conditions
on the boundary data ¢, we can ensure the existence and write an explicit
formula for the viscosity solution of problem (77?).
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Before giving the main result concerning the problem (?7?), we want to
show some motivations for our conditions.

We denote by H* the lagrangian of H, that is the dual convex function
defined by

H*(p) == sup {(p.q9) —H(p)}.

We note that the set K := {¢g € R" : H(q) < +oc} is a closed convex set
in R"” and 0 € int K, since (?77) implies

H(p) > alp| — C for some «,C' > 0.
By definition of H* we see that

H*(q) > (p,q) —H(p) YpeR" (3.18)

_ Assume that exists u € W1>°(Q) generalized solution of (??). Let x,y €
2 and let & : [0,Ty] — €2 be any Lipschitz path joining x and y, i.e. £(0) ==
and &(Tp) = y. Formally, we have:

To df
uly) —u(w) = [ Dule(s)) - G (5) s

and then by (77)

To
we)—u) = [ Duteo)- (<5 0)) s

0

To

IN

H(Du(&(s))) + H* <—%(3)> ds.

0
Finally, if we define
To dg
L(z,y) := inf {/ n(&(s)) + H* <—%,p> ds} (3.19)
S,y 0

where

5, = {g;[o,To] L OE0) =, £(Ty) =y, % GK},

we have
U($)—U(y) SL($7y) vxaye§X§v

and in particular on the boundary 0f2

o) —ply) < L(z,y) Vaz,y e oN. (3.20)
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The condition (??) which is "necessary”? for the existence of viscosity so-
lution of (?7?), turns out to be also sufficient and it allows us to write an
explicit Hopf-Lax type formula for the solution. The function L plays in
fact a crucial role in the construction of the explicit solution of problem ?7?.

Remark 3.4.4. In the definition of L the infimum

To dg
inf/ H* <——,p> ds
Suy JO dt

has a meaning in R U +oo since H* is bounded from below and it is not
difficult to verify that L(z,y) is finite as soon as n > infrn H in Q, and this
motivates the hypothesis (77)

In the following proposition we recall some properties of the function L
that will be useful in the sequel. We will also understand, looking at these
properties, why the role of L is crucial in the construction of the viscosity
solution of (?77?).

Proposition 3.4.5. Let Q) C R” be bounded connected domain and let L be
defined by (?7), then we have:

(i) L(z,z) = 0 for all z € Q and L(z,2) < L(x,y) + L(y,z) for all
z,y,2 € Q

(ii) L € WH°(Q x Q) and for fized yo € Q, if L(x,yo) is differentiable
at x = xg € Q then

H(DIL(xO7 yO)) = n(x0)7
respectively for fized xo € Q, if L(xg,y) is differentiable at y = yo € §2 then
H(=DyL(x0,y0)) = n(yo)-

In particular H(D,L(z,y)) = n(x) and H(—DyL(x,y)) = n(y) almost ev-
erywhere in ) x Q.
(iii) We have ¥ x,y, € Q the following characterization of L:

1
d§
L = inf =) dt 3.21
(z,y) gel%;,y{/o p%%§t< dt,p> } (3.21)

Peyi={p e R" | H(p) =n(s) }.

Svi= € 0.0 Q160 =2 0 =y, G € 1701}

where

(iv) L(-,y) is a viscosity solution of

2The condition (??) is in fact necessary for the existence of viscosity solution of (??)
under suitable hypotheses on the regularity of the domain Q (see for instance [?], [?]).
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{H(Du) = n in Q
uy) = 0

and respectively L(y,-) is a viscosity solution of

{H(—Du) = n in Q
uly) = 0

where Q, = Q — {y}.

Remark 3.4.6. Many authors refer to the function L as optical length; let
us point out why. For an admissible path & (i.e a function & : [0,1] — Q
such that £(0) = z and &(1) = y) we define the optical length of £ as

1 d€

L(€) = 5 hVar
) Opneﬂ%?t< dt,p>

and this denomination introduced by Kruzkov in [?] is motivated by the fact
that in the very special case H(p) = |p|?, n(x) = const., this coincide with
the optical length introduced by Born and Wolf in [?].

Now we can state the classical (cf. [?] Theorem 5.2)

Theorem 3.4.7. (Hopf-Lax formula) Let Q be a bounded, connected domain
of R™ with Lipschitz boundary, 0. Let ¢ € Lip(0Y). If ¢ verifies the
compatibility condition

(p(x) - (p(y) < L(J,}y), vxay € 897 (322)

then the function
u(z) = inf {o(y) + L(z,y)}
yeoN

is the unique W1°°(Q) wiscosity solution of the problem (?7).

Before seeing how we can apply this theorem with an example, lets make
some bibliographical notes. Representation formulas are classical issues since
the works of Hopf [?] and Kruzkov [?], while the connection between Hopf’s
formulas and viscosity solution was intensively studied in [?], [?] and [?].
Moreover some extensions of Hopf like formulas can be founded also in [?],
2], [2], [2] and [2]

Example 3.4.8. In the next chapter we will apply the Theorem 77 in the
particular case where the Hamiltonian H is the gauge function of a convex
set. For this reason now we want to investigate how can be rewritten L in
the special case where n(x) = 1 and H is a gauge function, that is H is

conver and
H(E) > 0 VEAO
{H(t{):tﬂ(f) VEER™ Vi>0.
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Under these assumption the function L can be rewritten as

1 dg
L = inf S— 2
(z,y) g;y{ ; HIED&)I>2<1< dt,p> dt} (3.23)

and by definition of polar® function of a gauge, (??) is equivalent to

L(z,y) := gﬂ {/01 H° (—%) dt} (3.24)

where H is the polar function of H.

3.5 Appendix

3.5.1 One-sided differentials

In this section we introduce the notion of sub- and superdifferential for a
continuous function and we recall some properties of these sets.

Definition 3.5.1. Let v : Q — R be a continuous function. For every x € €2
we define the sets

DYu(z) :=<{p € R™ : limsup uy) —ulz) = Py — 7) <0y,
y—»:&yEQ ‘:Z: - y’

D u(x) := {p € R" : liminf uly) —u(@) = py =) > O} .
y—x,yeN ‘ZL’ — y’

The sets DV u(z) and D~ u(x) are called respectively superdifferential and
subdifferential (or semidifferentials) of u at x.

In other words, a vector p € R” is in the superdifferential of u at x if
and only if the plane y — wu(x) +p - (y — x) is tangent from above to the
graph of u at point x (cf. figure 2.a) and p is in the subdifferential of u at =
if and only if the plane y — u(x) + p- (y — x) is tangent from below to the
graph of u at the point x (cf. figure 2.b).

3The polar of a gauge H is defined as
H(E) =inf fA>0: (£,€) <AH(E), VEER")

and it is characterized by
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Y = u(x)+p(y-x)

Y > u(x)+p(y-x)

fig. 2

Example 3.5.2. Consider the function

0 if x <0,
w(z):=< r if zel0,1],
1 if x>1.

In this case we have

DYu(0) = 0 and D™ u(0) = [0, o0],

Dru(l) = [0, ﬂ and D u(1) = 0,

1
Dt =D~ =q—=-
ute) = D" ule) = { 5=
The following lemma provides a useful characterization of DVu(z) and
D~ u(x) in terms of test functions (cf. [?] Lemma 1.7).

Lemma 3.5.3. Let u € C(Q2). Then,

(i) p € D u(x) if and only if there exists p € C1(Q) such that Vip(x) = p
and u — ¢ has a local marimum at x;

(i) p € D~u(z) if and only if there exists ¢ € C1(2) such that Vip(z) =
p and u — ¢ has a local minimum at x.

We want to point out that by adding a constant, it is not restrictive to
assume that ¢(z) = u(z). In this case, we are saying that p € D u(x) if and
only if there exists a smooth function ¢ > u with Vo(x) = p, ¢(x) = u(x).
Geometrically this means that the graph of ¢ touches the graph of u from
above at the point x. Clearly a similar property holds for subdifferentials,
that is p € D™ u(z) if and only if there exists a smooth function ¢ < u, with
V(x) = p, whose graph touches from below the graph of u at the point z
(cf. figure 3).
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v

fig. 3

We note also that, by possibly replacing the function ¢(y) with ¢(y) =
©(y) £ |y — z|?, it is clear that in the above lemma we can require that u — ¢
attains a strict local maximum or local minimum at the point x. This is
of particular importance since it ensure some stability result as we see from
the following lemma.

Lemma 3.5.4. Let u € C(S2), assume that, for some ¢ € C*(Q), the func-
tion u — @ has a strict local minimum (a strict local mazimum) at the point
x € Q. If uy, — u uniformly, then there exists a sequence of points x.,, — x
with U () — u(z) and such that u,, — ¢ has a local minimum (a local
maximum) at Ty, .

In the following proposition we recall some useful properties of DT u(x)
and D~ u(x) that we will need in the sequel:

Proposition 3.5.5. Let uw € C(Q) and x € Q. Then
(i) DV u(z) and D~ u(x) are closed, convexr (possibly empty) subsets of
R™.
(ii) If w is differentiable at x, then
D%u(z) = D™ u(z) = {Du(x)}. (3.25)
(iii) If for some x both D u(x) and D~ u(x) are nonempty then (77)
holds.
(iv) the sets of points where a one-sided differential exists:
At ={zx € Q: DM u(z) # 0},
A7 ={xe€Q : D u(zx) # 0}
are both non empty. Indeed, they are dense in €.
(v) If u € WH2(Q), then
Dt u(x) UD u(z) C co {p eR" | p= lim Du(z,), z, — :r} . (3.26)

where the limit is taken over all the sequence x, — x, such that Du(xy)
exists and the sequence {Du(xy)} converges.
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Chapter 4

Geometric Conditions for the
existence of viscosity
solutions

4.1 Introduction

In the previous chapter we have discussed some existence results for viscosity
solutions of the Dirichlet problem related to the Hamilton-Jacobi equation
F(Du) = 0, where F' : R™ — R is a continuous convex function. In particular
we have shown that it is also possible to find an explicit Hopf-Lax type
formula for the solution (cf. Theorem ?7).

When the Hamiltonian F' is non convex, the problem to establish the
existence of a viscosity solution became more difficult and there are, in
general, no explicit formulas available. In fact there are some geometrical
relations between the domain €2, the Hamiltonian F' and the boundary data
 that should be satisfied in order to get the existence of viscosity solutions.

This will be the main topic of this chapter; indeed we will establish some
geometrical compatibility conditions sufficient and, in some cases, necessary
(cf. Theorem ?7) for the existence of viscosity solutions of the Dirichlet
problem

{ F(Du) = 0 in (4.1)
u = ¢ on 0f

where 2 C R" is a bounded open set, F' : R™ — R is continuous and
@ € Lip(0f) (with the notation ¢ € Lip(0f2) we mean that there exists a
constant C' such that |p(z) — p(y)| < Clz — y| for all x,y € 9N).

The interest in finding geometrical conditions comes out from the idea
of compare the Baire category method (cf. Chapter 2) and the viscosity
approach (cf. Chapter 3) to find solutions of (?7).

Since the Baire category approach is purely ”existential” and moreover it
establishes the existence of infinitely many generalized solutions, the prob-
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lem was to find a criterium to select one preferred solution among them.
One possible way to follow is to use the viscosity method, which, as we
have seen in the previous chapter, when it ensures existence, it gives us also
uniqueness an many other nice properties for the solution. This approach
was used by P. Cardaliaguet, B. Dacorogna, W. Gangbo and N. Georgy in
[?] (see also [?] Section 4) where they showed, under restrictive hypotheses
on 2 and ¢, that the existence of the viscosity solution of problem (77?) is
equivalent to a geometrical condition. In particular they showed that if €2
is convex, ¢ € C'1(Q) and verifies the compatibility condition

Dyp(z) e EUintcoE , Va € Q (4.2)

where F = {£ € R" | FI(§) = 0} and intco E is the interior of the convex
hull of E, then the following geometrical condition

e (Gl) Yy € 09 where the inward normal , v(y), is uniquely defined,
there exists A(y) > 0 such that

Do(y) + AMy)v(y) € E

is necessary and sufficient for the existence of W1°°(Q) viscosity solution of
(?7).

We should remark that the compatibility condition (??) is sufficient for
the existence of infinitely many W1°°(Q) a.e. solutions of problem (??); and
under this hypothesis the geometrical condition (G1) characterizes, among
all the convex domains €2, the ones for which the problem (??) admits a
viscosity solution.

Our aim here is to show that the same type of techniques used in [?] can
be refined to obtain a more general result in a more general framework. That
is we want to follow the geometrical approach to find sufficient conditions
for the existence of viscosity solutions of problem (?7?) trying to weak the
hypotheses on the domain € and on the boundary data.

Moreover we will see that it is also possible to weak the compatibility
condition (??) considering a weak version of it, localized on the boundary
0.

We will prove that if €2 is bounded and connected, not necessarily convex,
¢ € Lip(09) and verifies a compatibility condition like (??) only on the
boundary 0f2 (the precise meaning of this condition will be also clarified in
the sequel), then the geometrical condition (G1) can be replaced by

o (G2) Yy € 00 where Nﬂgl\ﬂ(y) # () there exists h € DT p(y) such that

Yv € NH@\Q (y) there exists a unique A, , > 0 such that
h + )\,/7}11/ ek

where N&\Q(y) is the normal cone to the set R™ \ © and DT p(y) is
the superdifferential of ¢ in y (see Definitions ?7).
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In particular we will see that (G2) is a sufficient condition for the existence
of W1°°(Q) viscosity solutions of (??) and if ¢ is an affine function, then
(G2) is also necessary.

We should remark that (G2) strictly extends (G1): indeed, if € is con-
vex, Vy € 02 where the inward normal, v(y), is uniquely defined we have
N&\Q(y) = {v(y)} and if p € C! then D¥p(y) = {Dy(y)} (see Remark ??
and Proposition 77?).

To understand better the conditions (G1) and (G2) one should keep in
mind the following examples.

Example 4.1.1. Let

Fi(é1,6)=—(& -1 - (& - 1% ¢=0.
Clearly

By = {(eR*: =G =1}={(cR*: F({) =0}
coBy = {£eR®: &) <1, & <1}
Ey C 0OcoFE; and Ey # 0co Fy.

For this classical example the condition (G1) allows us to say that the
only convex 0 for which exists a W% (Q) viscosity solution of

{Fl(Du) = 0 in Q (4.3)

u = 0 on 0N

are rectangles whose normals are in FEy. The condition (G2) instead allows
us to make this selection among all the sets §2, convex and not; in particular
there are no W12 () wviscosity solution of problem (?7) if Q is a non convexr

domain (see figure 1).

Ax,

a4

one viscosity solution no viscosity solution no viscosity solution

fig. 1

We should remark that since 0 € int co E1, the existence of Wh°°(Q) almost
everywhere solution is, in general, guaranteed. Moreover this example shows
us that the existence of viscosity solutions do not depend on the smoothness
of the data, since when ) is the unit disk, F', p and 0X) are analytic, but we
do not have any viscosity solution of problem (77 ).
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In the previous example we have seen a non existence result, we now want
to give an example where the condition (G2) can ensure us the existence
of a viscosity solution for the Dirichlet problem involving a non convex
Hamiltonian in a non convex domain.

Example 4.1.2. Let f: R? — R be a positive continuous function which is
zero only on the vertical segment S = {(£1,&2) : & = 1,& € [—-1,1]}; for
instance we can consider

§2—1 if (§1,6) €@

B §1—1 if (§1,&) € Qo
FEL&) =1 601 if (6.6) € Qs
=& —1 if (£1,62) € Qu

where Q;, i = 1...4 is a partition of the plane as in figure 2.

3 Q,

Q| Q

! g,

Q.

fig. 2

Let

Fy(&1,8) = f(&,.&)F1(6,&) = f(&,&)[— (& - 1)* — (& - 1)?]

where F1(&1,&2) is the function defined in the previous example and ¢ = 0.
Clearly we have

By = EiUS={(cR?: () =0}
coBy = {€€R?: |§|<1, & <1}
Ey C 0coFEs and Ey # OcoFs.

If we consider the problem

Fy(Du) = 0 in Q
u = 0 on 01,

where  is the non conver domain as in figure 3
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»

Y

b

fig. 8

we can easily verify the condition (G2) that ensures the ezistence of viscosity
solutions. Indeed, since ¢ = 0, to verify (G2) it is sufficient to show that
the sets of directions of the internal normal cone to 02 at y N]\L\Q(y),
is contained in Ey for every y € 0. In order to see this, we start by
observing that in the points of reqularity of 0N the inward unit normal is
in E1. Then we have to consider N&\Q(yi) for i = 0..5. The only point
at which N&L\Q(yi) # 0 is y3, since at the other points Q0 is conver and

N]gl\g(yi) is empty; moreover we can easily see (cf. Section 7?) that

NH]{Xl\Q(y?)) = S?
and this proves (G2).

Finally we want to point out that our method to establish the existence
of viscosity solution is in fact based on comparing the non convex problem
(??) with the convex one

p(Du) = 1 in Q
{ U w on 01, (4.5)

where p is the gauge function of the convex hull of £ = {£ € R" : F(§) = 0}
(cf. Section ??7). We will show that the geometrical condition (G2), under
suitable hypotheses, ensures us that the viscosity solution of problem (?7)
is in fact also a viscosity solution of the initial problem (??). Then we are
able to exhibit an Hopf-Lax type explicit formula for the solution of (77),
using Theorem 7?7 applied to the problem (77?).



68 Geometric Conditions for the existence of viscosity solutions

4.2 Preliminaries: normal and tangent cones

In this section we recall several definitions of generalized normal and tangent
cones to a given set K and we investigate some properties that will be useful
to understand the statement of the main result and its proof.

We start giving some definitions that generalize the concepts of tangent
and normal vectors.

Definition 4.2.1. Let K be a locally compact subset of R™ and x € K. A
vector v € R™ is a generalized tangent to K at x if there are h,, — 07,
vp, — v such that x4+ hpv, € K, VY n € N. The set of all generalized tangent
vectors to K at x is denoted by Tk (x), that is

Ti(z):={veR"|Th, = 0", v, v : x4 hyv, € K}.

A wvector v € R™ is a generalized outward normal to K at x if for every
generalized tangent v to K at x, (v,v) < 0. We denote by N (x) the set of
generalized normals to K at x. That is

Nkg(z) :={v e R"|{v,v) <0 Vv e Tk(x)}.

The set Tk (x) is a closed cone containing the origin and we will refer at
it as tangent cone! to K at x; by duality we will call Nx(x) the outward
normal cone to K at x. Moreover we denote by N }{V () the set of directions
of the normal cone to K at x, that is

14

N @)= { Lo e N\ (0}

vl

N(x)

fig. 4

!The set Tk (x) was introduced in the 30th by Bouligand with the name of contingent
cone and it was studied for the theory of derivations of functions on R?(see [?]). Later in
the theory of optimal control it was called simply tangent cone (see for example [?]).
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Remark 4.2.2. i) If the boundary of K is piecewise C', then N (x) is
reduced to a single vector v,, where v, is the usual outward normal, at any
x € OK where the normal exists (see figure 4).

it) If Q is an open subset of R™ and x € 02, then a generalized normal
v € Npmq(w) can be regarded as an interior normal to Q at x (see Figure

4)-

Another useful set that can be defined is the Clarke’s tangent cone to K
at x (see [?],[?]). It is defined by?.

Ck(x) = {v eR" :Vx, — x,Vt, — 07,30, - v:z,+tyv, € K,Vn € N}.

Definition 4.2.3. A set K is said to be regular in the sense of Clarke at x
provided Tk (z) = Ck(x).

To have an idea of the relations between the two definitions of tangent
cones Tk (x) and Ck(z) we can take a look at figure 5.

fig. 5

Remark 4.2.4. (i) Ck(x) is always a closed convex cone contained in
Tk (x) (see for example [?]). For this reason many authors prefer Ck(x)
instead of Tk (x) as definition of tangent cone in many applications of non
convex analysis, optimal control theory and calculus of variations.

i1) If Tk (x) is convex, then Nk (x) is in fact the polar cone of Tk (x) in
the sense of convex analysis. It is the case for example of a set K regular
in the Clarke’s sense at x for which we have.

Nk(z) = Tg(z) = Ok (x), (4.6)

2The original definition of Ck(z) was given by Clarke in a slightly different way, more
indirectly, but the two definitions are equivalent (see [?])
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where C%(x) and TY(z) denote the polar cones of C(z) and Ty () in the
sense of convex analysis.
(iii) Any convex set is reqular in the sense of Clarke.

4.3 Main results

4.3.1 Sufficient condition

In this section we establish a sufficient condition for the existence of a
Wheo(Q) viscosity solution of the problem (??) under the following hy-
potheses:

e (H1) Let F : R™ — R be continuous and such that
E={ e€R": F() =0} C J(coE),
with F bounded, 0 € intco E and F'(§) < 0 for every £ € intcoE.

Remark 4.3.1. If F' is conver and coercive, as in the classical literature,
then
coE:={{eR" : F(¢) <0}

and (H1) is satisfied with E = dco E.

Following an idea used in [?], we want to compare the solution of the
following problem

{F(Du) = 0 in Q (A7)

u = @ on 0N
with the viscosity solution of the equation

p(Du) = 1 in Q
{ u = ¢ on 09, (4.8)

where p is the gauge associated to co F defined as
p(&) =inf{\ > 0| & € Aco E}.

We start by observing that p is well defined since by (H1) 0 € intco E
and co E is compact; moreover p is, by definition, convex and positively
homogeneous of degree 1. Therefore we are in the hypotheses of the Example
?? of the previous chapter, then in particular we can write the ’optical
length’ L(x,y) related to the problem (??) as follows

L(z,y) == g;i {/01 P° (—%) dt} (4.9)

where p° is the polar function of p in the sense of convex analysis and
therefore p is in its turn convex and positively homogeneous.

Before stating the main result we need to set our hypotheses on the
boundary datum ¢,
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e (H2) Let ¢ € Lip(0Q), with
§)#£ D p(r) CEUintcoE Vx € 09 (4.10)
and satisfying the compatibility condition
p(x) = p(y) < p(a,y) Yo,y € 0Q (4.11)

Remark 4.3.2. We should note that the notion of DV p(x) in (H2) must
be considered thinking at the Lipschitz extension of ¢ in the sense of lemma
??. Moreover we can prove that DV o(z) C co E for all x € § (see the proof
of Theorem 77).

Remark 4.3.3. The condition (??7) is more restrictive then (??7),which en-
sure the ezistence of a viscosity solution for the problem (?7), since using
Jensen’s inequality we can easily prove that

L(z,y) > p’(z — y).

Moreover we should note that if the segment [z,y| is an admissible path for
the definition of L (that is it is completely contained in ) then L(z,y) =
p%(z —y), it is the case, for example, when § is conver.

Finally the Theorem ??, the Remark ?? and (H2) allow us to write the
WLeo(Q) viscosity solution of equation (??) as follows

u(z) = yie%fﬁ {o() + L(z,y)}, xef (4.12)

Now we are in the position to state the main theorem of this section.

Theorem 4.3.4. Let Q C R™ be a bounded connected open set. Let F and
¢ satisfy (H1), and (H2). If Yy € 0Q where Nﬂgl\ﬂ(y) # (), there exists
h € D ¢(y) such that Vv € N&L\Q(y) there exists a unique A, p > 0 that
verifies

h+ )‘V,hy € FE,

then there exists u € W1°(Q) wviscosity solution of (??).

Remark 4.3.5. Let h € DV p(y) as in the hypotheses of the Theorem 77
and v € N&\Q(y), then, since E C OcoE, the unique A, > 0 such that
h+ A nv € E is determined by the equality

p(h + )\I/,hy) =1

We will prove that, under the hypotheses of the Theorem ?7?, the function
u : Q — R defined by (??) is actually the viscosity solution of (??). Before
starting the proof we need to investigate the properties of u. Let’s start
proving the following key lemma and making some remarks.
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Lemma 4.3.6. Let  be a bounded connected open set of R™ with Lipschitz
boundary, 05, and ¢ € Lip(0NQ) verify (H2). Let u be defined by (?7) and
y(x) € 09 be such that u(x) = ¢(y(x)) + L(z,y(x)). Then Vp € D~ u(x)
and ¥ h € D p(y(z)),

(p—h,q) <0 Vqe Trpma(y(z)),

that is p — h € Npm\o(y(z)).

Proof. Let xg € Q, yo € 0 such that u(zg) = ¢(yo) + L(xo,y0) and ¢ €
Trm\o(yo)- Let g — g, as in the Definition 77, such that yo + erqr &
and 2o + exqr € Q. By definition of L(xg,yp) for every ¢ > 0 we can find
€0 € Sy, (that is €+ [0,1] — T | £(0) = 70, £(1) = o, %2 € L=(0,1))
such that

1
L(zo,0) + € > /0 P° <—%(t)> dt. (4.13)

Next we define for every k € N, & (t) = &o(t) + erqr; clearly we have £,(0) =
o + exr, Ek(1) = yo + epqr and Gk = 0.
Since & and 0f) are continuous, there exists t; € (0,1) and yi € 0N

such that & (tx) = yx and & (t) € QVt < t, (see figure 6).

)Y, +€:4,

X +€,9,

fig.6
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Using (77?), the properties of & and the definition (??) of u, we have

u(ro) = ¢(yo) + L(zo,v0)
! d&o
> ¢(yo) +/0 P’ <—%(t)> dt — e
= »(yo) — ¥(yo + €xqr)
1
+ (Yo +erar) — ¢(yk) +/t p’ <—%(ﬂ> dt (4.14)

+ w(yk)Jr/Otk p° (—%(ﬂ) dt — e

©(yo) — v(yo + €xqr) + u(zo + erqr)

1
+ oo + erar) — v (yr) +/t P’ <—%(t)> dt — e

v

where we have used the homogeneity of p® to establish

/otk 4 <_%(t)> dt = /01 2 (‘W) ds = L(xo + Exk: Yi)-

We claim that

1
d
et aa) o)+ [ (<520 az0 @)
g
Indeed Lemma (?7?) ensures us that
(o + erar) — o(yr) > —p°(yk — Yo — nan); (4.16)

moreover by Jensen’s inequality we have

/t:po<_%<t>>dt _ /Olpo(—dg’“(“‘d?)”t“)ds .

> Po(yk — Yo — Ekqk)-

Combining (??) and (??) we obtain the claim.
Now using (??) and (??) we can write, letting ¢ — 0

u(wo) > u(wo + exqr) — (2(yo + exar) — ©(¥o))- (4.18)

Therefore, taking h € D1 p(yg) and p € D~ u(zg), we have by definition
that
(Yo +ewar) — (o) < (h,erqr) + olex)
u(zo +epqr) —u(zo) = (P erqr) + olex),
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and in light of (??7), we can say that

< u(zo + epqr) — u(wo) + o(ex)
< @(yo + erqr) — »(yo) + o(ex)
< (D, erqr) + oler)-

(D, €kqr)

Finally, dividing both side of last inequality by ¢ and taking the limit for
k — oo we obtain

(p—h.q) <0;
the arbitrariness of ¢, h, p gives the desired result. O

Remark 4.3.7. If we fir p € D u(x) and h € DV p(y(z)) with h # p,
then there exist v, € N&\Q(y(x)) and a unique \,jp > 0 such that p =
h+ )‘p,hyp,h-

We now give the proof of main theorem.

Proof of Theorem ??. Let u defined as in (?77?); by definition u is a viscosity
solution of (?7). We claim that u is also a viscosity solution of (??7). We
divide the proof into two steps: first we show that v in in fact a supersolution
of (?77) and then that u is also a subsolution.

e Since u is a supersolution of (??), we have that for all z € {2 and for all
p € D™ u(z) p(p) > 1. Moreover, since u is also a viscosity subsolution

of (??), in particular we have p(Du(z)) < 1 (i.e. Du(z) € coFE)
Va € Q where Du(z) exists, since in such points DVu(z) = {Du(x)}.
The continuity of p ensures us that

p ( lim Du(:vn)) <1

n—oo

for all x,, — x such that Du(z,,) is well defined and Du(z,,) converges,
that is the following inclusion holds

{p €R"|p= lim Du(zy,) : z, — :U} C coFE. (4.19)
n—oo
Therefore, by (iv) of Proposition ?? and (?7) we can say that
D™ u(x) C co {p eR" | p= lim Du(z,) : x, — :U} C coE,
n—oo

that is p(p) < 1Vp € D~ u(x). We finally have p(p) = 1.

Let y(z) € 99Q such that u(z) = p(y(z))+L(z,y(z)) and h € DT p(y(z))
as in the hypotheses. We distingue two cases.

If h = p then p(h) = 1; since h € E U intcoE, we have h € E and so
p € E that is F(p) = 0.
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If b # p, by Remark ??, there exist v, € N@Z\Q(y(w)) and a unique
Ap,n > 0 such that
p=h+ A nvph; (4.20)

moreover A, is uniquely determined by p(h + Appvpn) = 1. The
hypothesis made on h and (??) imply p € F, that is, as before, F(p) =
0.

In particular u is a viscosity supersolution of (?7?).

e Since u is also a viscosity subsolution of (??), then for every = € Q
and p € DT u(z) we have p € coE (i.e. p(p) < 1). As (H1) is satisfied
and as F' is continuous, it follows that F(p) < 0. So w is a viscosity
subsolution of (77?).

The two above observations complete the proof. O

4.3.2 Necessary condition

We have seen in the previous section that the geometrical condition (G2),
under suitable hypotheses, is sufficient for the existence of a unique viscosity
solution of problem (??). In fact, in some cases, the condition (G2) turn out
to be also necessary, at least when the boudary datum is an affine function.
This result could be deduced reading the section 3 in [?] (cf Theorem 3.4 in
[?]), nevertheless we give here a direct proof.

We start recalling a useful consequence of the viability theorem (cf.
Lemma 3.6 in [?], Theorem 3.3.2 and Theorem 3.2.4 in [?]).

Lemma 4.3.8. Let  C R" and F : R™ — R be continuous and such that
the set E :={{ € R™ : F(&) = 0} is compact. If there is some v € R™\ {0}
such that

(i) YA >0, F(\v) <0,

(ii) 3y € 0Q such that v € Ngn\q(y),
then there is no W1°°(Q) wiscosity supersolution to

U 0 on ON.

{F(Du) =0 in Q

Now we can prove the following

Theorem 4.3.9. Let  C R"™ be a bounded connected open set. Let F
satisfy (H1) and ¢ an affine function with Do = b € int co E. If there exists
u € W(Q), viscosity solution of problem (??), then Yy € 0 where
Nﬂgl\ﬂ(y) # 0, there exists h € D o(y) such that Vv € Nﬂgl\g(y) there
exists a unique A, p > 0 that verifies

h+ )\I/,hV e b,
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Proof. Let us use the notation ¢(y) = (b;y) + a. The condition (H1) ensure
us that F'(§) > 0 for |£| sufficiently large. Next we observe that u is in
particular a viscosity supersolution of

F(Du) = 0 in
u = ¢ on O0f.

Then, if we define F(€) = F(¢€ +b) and () = u(x) — (b;z) — a, we easily
see that u is a supersolution of

F(Di) = 0 in Q
v = 0 on 09.

Lets take now v € N&L\Q(y) for some y € 0F, the lemma ?7? ensure us that

there exists a A\g > 0 such that F(\gv) > 0, i.e. F(Dy + Agv) > 0.
Since F(Dy) < 0, there exists A > 0 such that F(Dy + Av) =0, i.e.

Do+ eE.

Moreover by (H1) A is uniquely determined by p(D¢ + Av) = 1 and this
conclude the proof. O

4.4 Corollaries

This section is divided into two parts. In the first one we focus our atten-
tion on the differentiability properties of Lipschitz and semiconcave functions
with the aim to relate the notions of normal and tangent cones to the sets
described by such type of functions (as epigraphs or level-sets) to their gen-
eralized gradients. In the second one we state two corollaries of Theorem 77
in which the hypotheses on the geometry of the domain {2 can be written
in a nicer way in terms of the differential property of the functions that
represent the boundary 0f2.

4.4.1 Lipschitz continuity and semiconcavity

Let us recall briefly some definitions and some relevant differential properties
of locally Lipschitz continuous functions that we will use in the sequel. By
the Rademacher theorem such functions are almost everywhere differentiable
with locally bounded gradient (see [?]). Hence, if u € Lipioc(€2), we can
consider the set

D*u(x) :={p e R" : p= lim Du(zy,),z, — z}

n—~o0

where x,, is a sequence of points of differentiability for u. We note that
D*u(x) is non empty and closed for any z € €.

Let u : © — R be Lipschitz in a neighborhood of a given point z, and
let ¢ € S"! be a direction in R™. We define:
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e The one-sided directional derivative of u at x in the direction g as

t —
v (z,q) = lim ulz +tq) u(w)
t—0t t

e The generalized directional derivatives of u at x in the direction g as

u(y + tq) — u(y)
p ,

uo(a:,q) = limsup
y—xz,t—0t

t —
uop(z,q) = liminf uly +t9) u(y)
y—x,t—0t t

e The generalized gradient (or Clarke’s gradient) of u at = as

du(z) = {peR":u(z,q)>p-q,VgeR"}
= {peR" :ug(x,q) <p-q,VYgeR"}.

In the following proposition we collect some well-known properties of
Lipschitz functions (see [?], [?]).

Proposition 4.4.1. Let u : 2 — R be locally Lipschitz continuous in the
open set ), then

(i) uo(z,q) = —u’(z, —q) for all z € Q, g € R";

(ii) For all x € Q the function q — u®(x,q) is finite, positively homoge-
neous, subadditive, convex (and locally Lipschitz continuous);

(iii) The map (z,q) — u’(z,q) is upper semicontinuous;

(iv) For all x € Q we have co D*u(x) = du(x);

(v) DYu(zx) and D~ u(z) are bounded for all x € Q and

DT u(z) U D™ u(z) C ou(x);

(vi) For all ¢ € S™ 1 there exists the classical one-sided directional
derivative u'(z,q) at any x € Q where DY u(z) = du(z) and the follow-
ing equality holds

/ .

v (z,q) = min -q = up(x,q). 4.21

(,q) = min p-q=uo(w,q) (4.21)

Remark 4.4.2. Looking at the definition of D*u(x) and at Proposition

?7? (i), one can observe that Proposition 7?7 (v) is just a reformulation of
Proposition 7?7 (iv).

Now we introduce a definition of regularity of functions that is in some
way related to regularity of sets in the Clarke’s sense (from which the name
derives). It will be useful for stating some hypotheses that allow us to write
the normal cone of a set in a nicer way.
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Definition 4.4.3. A function u : Q — R is said to be regular at x (in the
sense of Clarke) provided

(i) ¥ q € R™ the one-sided directional derivative u'(x,q) exists;

(i) V q € R™ the equality holds v'(z,q) = u’(x,q).

The following theorem (a proof of which can be found in [?]) and its
corollaries, give us a useful characterization of normal cone to the level sets
of regular functions.

Theorem 4.4.4. Let f : R™ — R be Lipschitz near a given point x and
suppose that 0 ¢ Of (x). If K is defined as

K:={yeR": f(y) < f(x)},

then
C(z) C | rof(x).

A>0

If in addition f is reqular in the sense of Clarke at x, then equality holds
and K is Clarke’s regular at x, that is

Ni(z) = C(x) = | Af (@). (4.22)
A>0

Remark 4.4.5. The first equality in (??) follows by (??) of Remark 77
(iii), since K is regular.

Remark 4.4.6. The above Proposition holds also in a more general frame-
work, that is for functions defined in a general Banach space, as is stated in
[]-
Corollary 4.4.7. Let Q := {y € R" : f(y) > 0}, where f is a Lipschitz
continuous function. Let yo € 02 and suppose that f verifies the following
properties in g

(i) f is regular in the Clarke’s sense;

(i) 0 ¢ 0f (yo) = D~ f(yo) U DT f(yo);
Then

N a(wo) = (D™ f(yo) U D™ (o)™ (4.23)

Proof. We note first that 9Q C {y € R"™ : f(y) = 0}, then yo € 9Q imply
f(yo) = 0. So we can write

R"\ Q:={y e R" : f(y) < f(yo)}.

Hence we can apply the Theorem 77, and in particular, since f is Clarke’s
regular, by (??) we have

Nemyo(yo) = [ A0 (vo).

A>0
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Finally we can conclude, using hypothesis (ii) that
N

Nimawo) = [ U 20fwo) | = (0F W) = (D™ f(yo) U D™ f(y0))
A>0

N

O

In order to prove a second Corollary of Theorem 77 equally useful, we

need to recall the definition and some relevant properties of semiconcave
and semiconvex functions (see [?] for further details).

Definition 4.4.8. We say that u : 2 — R is semiconcave on an open convex
set Q) if there exists a constant C > 0 such that

1
Au(z) + (1= Nu(y) <u(Az+ (1—Ny) + 50)\(1 — Nz —y>,  (4.24)
or equivalently if the application x — u(z) — 5C|x|? is concave.

We say that u : Q — R is semiconvez if —u is semiconcave.

If u is continuous an equivalent way to express the condition (?7?) is to
require that
u(z + h) — 2u(z) + u(z — h) < C|h|?

for any « € Q and h € R™ with sufficiently small |A]|.

Remark 4.4.9. It can be proved (see for example [?]) that a semiconcave
function u in Q is in fact locally Lipschitz continuous and for all x €  we
have

DT u(z) = du(x) = co D*u(x),

while
D u(z) #0 = w is differentiable in x.

Now we can prove the following

Corollary 4.4.10. Let Q :={y € R" : f(y) < 0} where f is a semiconcave
function, if yo € O and 0 & DY f(yo) then

Naalmo) = —(DF F (o)™

Proof. We first note that, from Remark ?? f is locally Lipschitz continuous
and DV f(yo) = 0f(yo). So we can say, by (vi) of Proposition ?7, that

f'(Wo:9) = folyo.q) Yq € " 1.

Moreover using the definition of generalized derivatives we have

— (=f'(0,9) = f'(v0,q) = fo(vo,a) = — (—f°(v0,q)) Yq € S*7 1,
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that is —f is regular at yg in the sense of Clarke. We now observe that,
since

—D™(=f)(yo) = DT f(yo) = 0 (y0) = —0(—f)(wo),

f verifies the hypothesis of the Corollary ?? with Q := {y € R"™ : —f(y) >
0} and so we have

N

Ngma@o) = (D™ (=f)(y0))" = —(DT f(y)".

O

Remark 4.4.11. The two above corollaries hold also if the hypothesis are
verified only locally, that is if for yo € 02 there exists a ball B(yo,r) centered
in yo such that QN B(yo,r) can be represented as sublevel or superlevel set
of a function defined on B(yo,r) satisfying the hypothesis required.

The last result that we want to recall can be found in [?] and it gives
us a useful relation between the generalized gradient of a locally Lipschitz

function f and the Clarke’s normal cone C’gpi 7 toits epigraph.

Proposition 4.4.12. Let f: Q C R™ — R be Lipschitz continuous near a
given point x, then & € R™ belongs to Of(x) if and only if (€, —1) belongs to
Coi (. f ().

4.4.2 Corollaries

In the two following corollaries we consider some hypotheses on the geometry
of the domain € that allow us to write the Theorem 77 in a nicer way.

Let 2 be a Lipschitz domain, we have that €2 can be locally represented as
the epigraph of a Lipschitz function, that is Yy € 02 there exists a direction
vy and a function w, defined on the hyperplane orthogonal to v, such that
in a neighborhood of y, €} is the epigraph of w,,.

Definition 4.4.13. We will say that Q is convex [concave] at y € OQ if
there exists a vy € S™=L such that the function wy, that represent S in the
direction vy, is convex [concave].

Corollary 4.4.14. Let Q) be a locally Lipschitz domain and denote by J the
set of the points of non differentiability of 0. Suppose that Q is convex or
concave at y for ally € J. Let F and ¢ satisfy (H1) and (H2).

If Vy € 0Q where DYwy(y) # 0, there exists h € DV o(y) such that
V& € DT (wy)(y) there exists a unique A\, ¢ that verify

h— )\h,f(f + I/y) ek, (4.25)

then there exists u € W1Ho°(Q) wiscosity solution of (7).
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Remark 4.4.15. We have to note that in (?7) & has to be considered as a
point of R™ using the classical immersion in R™ of the hyperplane orthogonal
to vy, to witch & belongs by definitions.

Remark 4.4.16. In the statement of Corollary 7?7 we have used the func-
tions wy; with this notations it seems that we have to change w, for all
y € 082, but we can simply observe that the compactness of OS2 ensures us
that we need only a finite number of w,. In fact, we can consider for every
y € 081 a neighborhood €1y of y in which € is represented by the function
wy. From this cover we can extract a finite one UX_ Q. where w, = w,, for
every y € €y, N ON2.

Remark 4.4.17. If we consider an orthogonal basis {e1, ..., e, } for R™, with
en = vy, we note that & lives in the space spanned by {e1,...,en—1} and (77)
can be rewritten as

h—Xne(€,1) € E VE € DY(fy)(y).

Proof of Corollary 7?7 Looking at the proof of Theorem ?? we only need
to work with the points on 02 that realize the minimum in the definition
(7?). Now let x € Q and y € 9 be such that u(x) = ¢(y) + L(z,y).
If DTwy(y) # 0 then Q is convex in y and we can prove, using the same
argument of Lemma 2.9 in [?], that y must be a point of differentiability
for 0 and this is a contradiction. Hence we have that all the points that
realize the minimum in (??) have Dtw, # 0.

Now we want to identify the set Ngn\o(y) and write it in terms of su-
perdifferential of w, in order to apply the Theorem ?7.

We first observe that if w,, is differentiable in y then Ngn\(y) reduces to
the classic interior normal to 0 given by (Dw(y) +vy) and there is nothing
to prove.

The last case that we have to consider is if € is concave at y and D twy(y)
does not reduce to a single vector. In this case we have that —w, is convex
near y and it represent R™ \ Q in the direction —v,. Hence R™\ €2 is convex
near y and so, by Remark ?7? (iii), is Clarke regular and we have

Nema(y) = Coma () = Copi () (¥)- (4.26)
Moreover, by the Proposition 7?7 we can write
Copi (—y @) = {(&,=1) 1 £ € (—wy(y)) ()} (4.27)
We now observe that, since —w, is convex, we have
O(—wy(y))(y) = D™ (~wy)(y) = =D wy(y), (4.28)

and finally, by (??7), (?7) and (??7) we have

Ngma(y) ={(&, 1) : £ € =Drw,(y)}".
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The conclusion follows by Theorem ?7. O

Another way to represent a domain is like a sublevel or superlevel set of
a given function. Also in such case, we have an appropriate version of the
Theorem ?7. It is clear that if 02 is regular in a neighborhood of a point
y € 0R2 we can locally (near y) write 2 as sublevel-set of a regular function
fél, suppose moreover that §2 verifies the hypothesis

e (H3) Let Q be a locally Lipschitz domain and denote by .J the set
of the points of non differentiability of 9€2. Suppose that if for y € J
there exists an x € Q such that u(x) = ¢(y)+ L(z,y) (that is y realizes
the minimum in the definition (?7)) then 2 can be represented near y
as the sublevel-set of a semiconcave function fé) (see Remark ?7).

The following corollary is an easily consequence of Theorem ?? and
Corollary ?77.

Corollary 4.4.18. Let Q, F and ¢ satisfy (H1),(H2) and (H3).
If Vy € 00 where D f}(y) # 0, there exists h € DV (y) such that
VE € foél(y) there exists a unique A\, ¢ that verify

h — )\héé. ek, (4.29)

then there exists u € WH°(Q) wiscosity solution of (7).

4.5 Appendix

4.5.1 Lipschitz extensions

The aim of this section is to recall a Mac-Shane type extension lemma for
Lipschitz functions, which is in fact a consequence of the Hopf-Lax formula.
With this in mind we start recalling some facts about gauge functions and
their polars (see [?] for further details).

Definition 4.5.1. (i) Let K C R™ be a convex set; then the gauge associated
to K is defined as

p(&) =inf{A >0 : £ € \K}.
(ii) The polar of a gauge p is defined as
PO(€%) = inf{A* >0 : (£58) < X*p(€), VEER"}.

In the following proposition we recall some useful properties of gauge
functions that can be easily deduced from the definition.
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Proposition 4.5.2. Let K C R" be a compact and convex set with 0 €
int K. The following properties then hold.
(i) The gauge p associated to K is finite everywhere, convex and satisfyies

(a)  p(§) >0, VEF#O
(b) p(t&) =tp(§), VE€R™ Vi>0.

(i1) We have K ={{ € R™ : p(§) < 1}.
(iii) The polar function of p, p°, is characterized by the following relation

— {5}

(iv) The following identity holds: p°° = p.

Remark 4.5.3. (i) Note that if 0 & int K then, in general, p is not finite
everywhere. Similarly, if K is unbounded, then we may have p(§) = 0 for
some & # 0.

(ii) The notion of gauge and its polar are aimed at generalizing the
Cauchy-Schwarz inequality, indeed we have

(€55€) < p(9)p°(&).

However we should note that in general we do not have p(§) = p(=£).

p°(£")

Example 4.5.4. The classical examples are those involving Holder norms.
Namely, if 1 <p < o0 andif%—kﬁ:l and

o\
o(6) = Ie], = (2 '&'p) Jlsp<e
max {[&[} if p=oo,
then (&%) = |€*].
Now we can state the main extension lemma

Lemma 4.5.5. Let Q C R" be a bounded closed set. Let p : R™ — R be a
gauge function, that is a positively homogeneous convex function, let p° its
polar. If ¢ : O — R satisfy

p(x) —ply) < p°(x —y) Ya,y € O
then the function
bla) = inf {oly) + (@ -y)}
is a Lipschitz extension of ¢ to the whole R™ and moreover it satisfy
@(z) — p(z) < p°(z —z) Va,z € R” (4.30)

and
p(Dp(x)) <1 a.e. inR™ (4.31)
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Proof. We start by proving (?7). Let € > 0 and y. € 992 such that

o(ye) + po(fU —¥Ye) —€ < @(x).

We thus have

3(2) — ¢(x) o(ye) + p°(z — ye) — [(ye) + 0" — ye) — €]

<
< e+p(z—ye) = Pz —y:) <e+p(2 —2),

where we have used the properties of convexity and homogeneity of p°. The
arbitrariness of € implies (77).

Now we show that (??) implies (??). As ¢ is a lipschitz function, we can
use the Rademacher theorem and obtain that for almost every z € R"

o 8@+ h) = $() — (D) )

=0.
h—0 |h|

This means that for every € > 0, there exists § > 0 such that

p(x+h) — p(x) — (Dp(x); h)

<e
|hl
for every h with |h| < §, and so
Pz +h) — o) — (Dp(a)ih) - |h]
0 =70 :
pO(=h) pO(=h)

From (77?), we get that

(Dp):h) _ __Ih]

—-1- € . 4.32
PR PR 32
As p is convex and homogeneous of degree one, we have
- Do(x); A
p(D3(x)) = p(Dp(a)) = sup LALTEN (4.39)
n<s PPN

Taking the supremum over every h with |h| < ¢ in (??), we obtain

(Dp(); b ||
p

< e sup .
O(—h) |n|<é p°(=h)

Letting now ¢ tend to 0 and using (??), we obtain p(D@(z)) < 1 and so the
claim. O

-1+ sup
|R| <o
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