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Chapter 1

Introduction

Although the principles of Orthogonal Frequency Divisionulkiplexing
(OFDM) modulation [1, 2] have been in existence since 196he last years
OFDM modulation is emerged as a key modulation techniquewfraercial
high speed communication systems. The principal reasdrisirtcreasing in-
terest is due to its capability to provide high-speed datatransmissions with
low complexity and to counteract the intersymbol intenfere (1S1) introduced
by dispersive channels. For this reason OFDM modulationbleas adopted
by several digital wireline and wireless communicatiomdtxds, such as the
European digital audio and video broadcasting standasdsel as local area
networks.

On the other hand, the use of OFDM systems with a high numbsulnf
carriers has some drawbacks. The major drawback is its lEghitsvity to
synchronization non idealities between the transmittet @teiver oscilla-
tors [3]-[8]. Specifically, incorrect timing synchroniza can cause inter-
ference between successive symbols and, if not perfecthpeasated before
the equalization process, can lead to a severe performagradation. In ad-
dition, a carrier-frequency offset (CFO) induces an amgktreduction of the
useful signal and provokes interference between adjacéctsriers (ICI).

Several studies have been focused on parameter estimatitDM sys-
tems based on data-aided and non data-aided (or blind)itge® In the
first case it is in demand the transmission of known sequeoc#se use of
a training symbol with a known structure while blind estiioatalgorithms
use exclusively the statistic properties of transmittgphal. For example, ef-

1



2 CHAPTER 1. INTRODUCTION

ficient blind technigues that take advantage of temporalnddncy induced
by the cyclic prefix (CP) has been exploited in [9] to obtaima tomplexity

estimator. In particular, J.J. van de Bestkal. in [9] derive the joint symbol
timing and CFO maximum likelihood (ML) estimator under tlss@amption of
a non dispersive channel and by modeling the OFDM signabvesta circular
complex Gaussian random vector (C-CGRV) [10]. The Gausassanmption
is reasonable when the number of subcarriers is sufficidattye. However,
if a noncircular (NC) (or improper [11]) signal consteltati is adopted the
received signal vector becomes an NC-CGRV [12]. Hence, is1dase the
estimators derived in [9], termed MLC estimators, are notéstimators.

In this thesis the problem of CFO and symbol timing synctratibn in
OFDM systems is examined and, moreover, new blind estimaéohniques
for OFDM systems with NC transmissions are proposed (seg [18] and
[15]). Specifically, unlike zero-mean C-CGRVs, complet@dscribed by their
covariance matrix, the statistical properties of zeromd&-CGRVs are also
characterized by the relation matrix [16], defined as thessitzal expectation
of the product between the vector and its transpose. By gxgahe joint
information of covariance and relation matrices a perforogaimprovement
with respect to estimation methods that rely only on cincstatistics can be
expected. However, unlike estimators based only on ciraikistics, since
the relation matrix preserves phase information, it is agagy to consider joint
symbol timing, CFO and carrier phase estimation to obtamtbsy timing and
CFO estimators robust with respect to a residual carries@ludfset in the
received signal. Specifically, by exploiting the geneediprobability density
function (PDF) of NC-CGRVs, we derive the unconditional Mgarithm for
joint symbol timing and CFO estimation. The derived estonaitan be also
used in absence of CP, turning into those proposed in [9Ertése of circular
transmissions.

The derived ML synchronization algorithm results particly efficient
since it does not use training sequences, besides, it assptienal perfor-
mances in AWGN furnishing estimates unbiased with a meaarsduerror
very close to the corresponding Gaussian Cramer-Rao BOG&RB). In
presence of dispersive channel, however, there is a dr&iEgause an ac-
curate synchronization needs an averaging over differ&msymbols. For
high-rate packet transmission, the synchronization tieeds to be as short
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as possible, preferably a few OFDM symbols only. To achiéwg, tspecial
OFDM training symbols can be used to obtain synchronizatinrparticular,
in [17] Schmidl and Cox consider a timing and CFO synchrdivmascheme
that exploits the redundancy associated with a trainingb&yroomposed by
two identical halves. However, the considered timing neeaches a plateau
that produces large variance for the timing estimates. rieing symbol pro-
posed in [18], with four identical parts and a sign inversiprovides a timing
metric with steeper rolloff. Nevertheless, the sign ini@rsn the transmitted
training symbol introduces, in dispersive channels, samerfierence in the
frequency estimation process causing severe performasgmadhtion. This
drawback is investigated by Bhargava et al. in [19] where eengeneral syn-
chronization algorithm based on a structured training eage is proposed
and, moreover, channel estimation is also incorporateddardo obtain fine
timing and CFO estimates. This refinement step reducestirdarence intro-
duced in the coarse CFO acquisition process but at the castnoé increase
in computational load.

To overcome these limitations we develop in this thesis aged complex-
ity synchronization scheme for data-aided symbol timing @%O recovery
with robust acquisition properties in dispersive chanifg8]-[23]). Specif-
ically, this algorithm exploits the known structure of aiiag symbol made
up of L identical parts obtained by transmitting BPSK datenbgls on the
subcarriers whose indexes are multiple of L and setting arrihe remaining
subcarriers. In this case, if the number of subcarriersfiecantly large, the
training symbol can be modeled as an NC-CGRV. Thereforexplpiing the
joint PDF for improper CGRV's in this work is derived the joiMIL estimator
for the parameters of interest in an AWGN channel. The pregasethod, as
illustrated by numerical simulations, assures, in muttipghannels, attractive
properties for symbol timing acquisition and offers suéfitly accurate CFO
estimates outperforming the estimators prosed in [18] &8¢ [

1.1 Outline

The organization of this thesis is as follows.

e Chapter 2 provides an introduction to OFDM in general. After a brief
history on origin of multicarrier modulation, this chaptirscribes what
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OFDM is, and how it can be generated and received illusggaif DM
digital implementation scheme by using the discrete Foufmans-
form (DFT) and its counterpart, the inverse discrete Foufiansform
(IDFT). Moreover, it is explained the concept of CP necessaiavoid
ISI in dispersive channels. It also analyzes the robustokttee OFDM
modulation scheme and some of its advantages over singleraaod-
ulation schemes.

Chapter 3 analyzes detrimental effects of symbol timing and CFO syn-
chronization errors on OFDM system performance. Moreavero-
vides an outline on principal synchronization techniquesppsed in
literature.

Chapter 4 looks at blind estimation techniques for OFDM systems. In
particular, by considering the generalized PDF for NC-CG\é joint
symbol timing and CFO ML estimator for AWGN channel is ob&dn
The derived ML estimator can also be used in absence of CPtamd i
equal to the algorithm proposed in [9] in the case of circtdansmis-
sions. Moreover, the joint GCRB of CFO and carrier phasenggion

for both circular and NC transmissions is presented. Rintdlcombat
dispersive effects of multipath channels in this chaptedexgelop blind
refined symbol timing estimators that do not require chapaehmeters
knowledge at the receiver.

Chapter 5 provides a treatment of OFDM synchronization techniques
using a training symbol. Precisely, the chapter includes kid.-based
estimation techniques using a training symbol made up ofentidal
parts, obtained by transmitting BPSK data symbols on theeasuiers
whose indexes are multiple of L and setting zero on the reimgisub-
carriers. Moreover, due to computational complexity of Mitimator a
feasible method for CFO estimation is proposed. Finallgfimed sym-

bol timing estimator, apt to counteract the degrading #sfe€ channel
dispersion, is considered.

Chapter 6 contains numerical evaluations of the performance of pro-
posed blind and data-aided estimators in presence of AW@Nliaper-
sive channel providing comparison with some of estimatoesipusly
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proposed in literature.

e In Chapter 7 conclusions are provided, which summarize the major re-
sults obtained in this thesis and outline possible futurehrothis field.






Chapter 2

OFDM Basics

In this chapter, after a brief introduction on basic printég of OFDM mod-
ulation technique and an overview on its actual and futurpligations, we
start by describing its basic architecture. Then, we ilas# OFDM digital
implementation scheme by means IDFT/DFT and finally we explaw the
insertion of the CP avoids interference between succesgiwols in presence
of dispersive channels.

2.1 Introduction

In the last years OFDM (see [1], [2] and references thereas) heen object
of increasing interest, in relationship to different apations, since it assures
high data rate transmissions immune to channel disperdiois. well know
that if the channel impulse response is much longer thanytimbal duration,
the received signal will be distorted in time. Nevertheldes modern mul-
timedia applications operating with very high data rate gamications the
required signal bandwidth can result much greater thanhbarel coherence
bandwidth so that distortion effects are severe. To corsiaah distortion it is
necessary to use equalization systems, whose structudésregsre and more
complex as the ratio among the channel delay spread and ithigosyeriod
increases. The OFDM modulation scheme offers an altemaiution to
deal this problem. This modulation technique is a particalgplication of
more general frequency division multiplexing (FDM) teduné (also called

7



8 CHAPTER 2. OFDM BASICS

multicarrier or multitone modulation). Specifically, in &DM system a sin-
gle high-rate bit stream is divided into many lower-ratesdtdams transmitted
over parallel subchannels (or subcarriers).Mfis the number of such sub-
streams, the rate on each subchannel decreases as a furfdiemumber of
subcarriers. Therefore, for a sufficiently large valuévgfeach subchannel can
present a bandwidth less than the channel coherence bahdwaidl then, it
will appear flat fading. This implies that in the receiver ayg@mple equaliza-
tion system can be used to compensate, for every subchadheelitenuation
and the phase offset induced by the channel.

The multicarrier modulation technique is not new, in fastarigin goes
back to the end-1950, when multicarrier modulation has hessd in mili-
tary context to realize high speed communication systenascite as exam-
ples “Kineplex”, “Adeft” and “Kathryn” systems. Neverthesls, at that time, it
didn't have a particular success because of the high impieatien complex-
ity due to the use of analogical devices. Almost 10 years, latethe 1971,
Weinstein and Ebert overcame the problem, publishing fhieiteering paper
[24] about how to implement a multicarrier system with IDBFT. Subse-
quently, the principle of the multicarrier modulation bewathe foundation
of most current industry standards and in the coming braadiisammunica-
tion era, especially in wireless communication systemsuiin two principal
implementation schemes:

e DMT (Discrete MulTitone) developed for broadband wired applica-
tions has been used as modulation technique for high-teit-daital
subscriber lines (HDSL) [25], asynchronous digital suitssr lines
(ADSL) [26] and the most recent very-high-speed digital ssuiber
lines (VDSL) [27].

e OFDM has been exploited in the European digital audio/video durast-
ing (DAB [28], DVB [29]) standards and it has been chosen foeless
local area network (WLAN) applications [30] (such as asyoabus
transfer mode (ATM) network and IEEE, ETSI and MMAC WLAN
standards). OFDM is under investigation for the fourth gatien
mobile communication systems and for data transmissiotts pawer
lines. There are also a number of emerging new uses for rauitec
techniques, including fixed and mobile wireless broadbamdices, ul-



2.2. OFDM SYSTEM 9

| |

: po(t—qT) :

| |

| d? a? % |

| E |

| N |

'd, C Los(t)
——> S/P @) : : D-+—
| D |

| B-1 Bl v |

| d R |a} |

| |

| |

: ¢N-1(t—qT) :

. TRANSMITTER |

Figure 2.1: Scheme of the OFDM transmitter.

trawideband radios, multiple access systems (Orthogaegjuency Di-
vision Multiple Access (OFDMA)) and in association with ethmodu-
lation technique, see [1].

2.2 OFDM System

2.2.1 Basic Architecture

Let us consider a binary information source with r&ie= le With reference
to Fig.2.1 and indicated with T the symbol period of constdemulticarrier
system, through a serial/parallel buffer in greh OFDM symbol intervalB =
R,T bits are stacked, obtaining the vector

dg 2 1[d0,dy,....dJ ",
whered;, = d(i + ¢B) is thei-th bit transmitted in theth OFDM symbol
period. Subsequently, the bit vecidy is mapped into a the new vector
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Figure 2.2: Scheme of the OFDM receiver.

composed by N complex symbols modulating different subcarriers
{gbi(t)}figl. The baseband signal transmitted in t¢h symbol interval
[qT,(q + 1)T] is given by the sum of the signals conveyed through ihe
parallel subchannels

N-1
fo0) = ahei(t —qT), (2.1)
=0

therefore, the OFDM signal emitted in consecutive symbterirals can be
written as

0 oo N-1
st)= Y fo) =D > aigi(t—qT). (2.2)
g=—00 qg=—o00 =0

Under the hypothesis of a non dispersive channel and in teenak of
noise, at the receiver, (see Fig.2.2) to obtainittle symbol transmitted in the
g-th interval it is necessary to consider the correlatiorhwlite signakp (¢ —
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qT’)
. 0o oo N-1 00
ag:/ s(t)g; (t — qT)dt= > Za’;/ ot — pT)¢; (t — qT)dt .
—00 p=—00 k=0 -

(2.3)
From (2.3) we can note that the signfzgl depends on the contribution of the
symboISa’; transmitted in the same interval but modulating differericarri-
ers (ICl) and on the termqi transmitted in a different symbol interval (1SI). To
eliminate both the ISl and the ICI it is necessary to consédget of functions
¢;(t) that verify the followingbiorthonormalitycondition

(Pr(t —qT); (t — pT')) = 6[k — i]d[p — q] - (2.4)

In this way, at least in principle, it is possible to perfgattcover the desired
symbol from the received OFDM signal. To such end, we comglue set of
orthogonal functions

- - T)2
¢i(t) = ﬁﬂ (T

with reference to (2.4) we obtain

(Pr(t — qT) ;i (t — pT)) =

) pi2rfit & Rr(t)e?™it, iemn = {0,...N—1}.
(2.5)

— / Rr(t — qT)Ry(t — pT) 327 fi(t=aT) o= j2m fi(t=pT) 34

—00

+Rr (t—qT)3[q—p]

+1)T
:l/(q ) o327 (fe— 1) (t=aT) 44
T Jur

AT 1 [ 1 AfT =0,
 j2rAfT ] 0 AfT=a, aclZ.

Therefore, the choice of a rectangular pulse allows to stealesired symbol
annulling ISI. On the other hand, considering an intereaspacingA f equal

to a multiple ofl /T the interference among the different subchannels is absent
and therefore the biorthonormality condition (2.4) is fied. In particular,
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choosing the minimum intercarrier spacidy = % we obtain the maximum
spectral efficiency. This is the value selected for the OFYMem, for which
the pulsep;(t) results to be

¢i(t) = Rp(t)ed T, ier. (2.6)

Moreover, with the previous choice the transmitted OFDMalds given by

co N-1
s(t)= Z ZaflRTt—qTejT it—aT)— ZRTt—qT ZaeJT”
g=—00 1=0 q=—00

(2.7)

2.2.2 Spectral Analysis

In this section we evaluate the power spectral density (RBDe multicarrier
signal described in the subsecti9i.2.1.

Let us observe, preliminarily, that under the hypothesi the data bits
{dli,};i_oo for i € 7 can be modeled as independent and identically dis-
tributed (i.i.d.) random variables, we have:

1) the symbolszzf] anda’;, with i # k andg=p, transmitted in the same OFDM
interval but on different subcarriers, result to be i.i.dndom variables
since they are obtained from different bits of the same bifck

2) the symbolsa) andaf, with ¢ # p eV i,k € 71, transmitted in differ-
ent OFDM intervals, result to be random variables i.i.d.csithey are
obtained from bits of different blockd, andd,,.

Therefore, under the hypothesis of data symt{oﬂ@}f}o@ with zero mean
and variance®||a;,|*] = o7, it follows that:

Elag(ay)"] = o76li — k]olg — p) .

From this relation and with reference to the model (2.2),ab®correlation
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function of the transmitted OFDM signal is given by:

re(t,7) 2E[s(t)s(t—7)*]

o) N-1
> > Elayap)] éult D)t — 7 = pT)

= o26[i—k]o[q—p]

= 012 qul ¢;(t—1—4qT)

=0 q=—00

N

—1
=3 oZrepy [Gi(t)g5(t — 7)) -
=0

Because ofs(t, 7) is a periodic function of period” with respect to the vari-
able t, the autocorrelation function(r) is given by

N—
A *
r(r) 2t = 7 ; P [ renr s -l
1 N-1
A Z Ui2r¢i (1)
=0
whererg, (1 / ®i(N)o; (A — 7)d\ is the autocorrelation function of the
pulseg;(t).

Then, by the theorem of Wiener-Kintchine, considering tbarter transform
of the autocorrelation function,(7), the PSDP;( f) of the signals(¢) is given

by
N 1 N—-1
2 2 2
Z (1) = 5 2 At (2.8)

=0
whered;(f) 2 §[4:(1)].

Now, particularizing the expression (2.8) to the case ofuthise (2.6), for
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Figure 2.3: PSD into the case of an OFDM signal with an intercarrier
spacingl/T" (a) and for an FDM signal with an intercarrier spacing
2/T (b).
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1 € 71, we obtain

§ [Re()e ™| = § [ (SH2) ]

=VTsine [(f — &) T] e 77 lU=)7]
and then Vi '
Py(f) = Zg o2sinc? [(f - %) T] .

The PSD of the OFDM signal has been plotted in Fig.2.3 (a) amatibn
of the normalized frequencyT and for a system withV = 5 subcarriers
modulated by symbols with unit variance. We can note thatsitextra of
different subchannels are partially overlapped with al tesadwidth

2 N-1 N

W, ~ =~ —
OFDM T+ T T

Instead, into the case of a multicarrier system with an @aeier spacing
Af =2/T, as we can observe in Fig. 2.3 (b), the total bandwidth oftrat:

ted signal is given by
2N
Wrpn =~ T

with a50% reduction in the spectral efficiency.

2.3 Digital Implementation

The idea behind the analog implementation of the OFDM systambe ex-
tended to the digital domain by means IDFT/DFT. Let us carsttie PSD
of the analogous OFDM signal plotted in Fig.2.4 for a numidesutocarriers
fixedto N = 8 and N = 64. We can note that the sum of different sub-
channels gives rise to a resulting spectrum approximatiftet for |f| < %
and decaying rapidity to zero fdif| > % and this characteristic is more
evident for a large number of subcarriers. Therefore, atjhahe analogous
OFDM signal is not perfectly bandlimited, fé¥ > 1 we can assume that the
bandwidth of the OFDM signal i&%orpa =~ % Thus, the continuous-time
OFDM signals(t) can be reconstructed from its sampi¢s) by considering

asampling interval, = 1/Worpy = T/N. Specifically, let us consider the



16

CHAPTER 2. OFDM BASICS

X0

1 ~ " " " " Vv T
09 w ur Nr h
0.8

0.7F ]
06 N=64 |
0.5} ~ i
0.41 .

0.3 h

o W

-5 5 8 15 25 35 45 55 64 75

Figure 2.4: PSD of the OFDM signal for a multicarrier system with
N =8 andN = 64 subcarriers.
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baseband discrete-time OFDM signal transmitted ingtle OFDM interval
and sampled with aratg. = N/T

1 (T h T
JaT+5T)= — Z abe THATHIT)
Y (2.9)
L N gz N (k)
where
A 1 Nil . -2 -
sq(k) = N Z; aze]WZk Vker (2.10)

is the IDFT of size N of the sequeneg,. Then, from (2.9), it follows that
the IDFT of the sequence, is, unless a multiplicative constant, a sampled
version of the analogous sign#(t), transmitted in the g-th OFDM interval.
This observation suggests a more efficient ways to impleme@®@FDM sys-
tem. An entirely discrete time model of the multicarrierteys is displayed
in Fig. 2.5, compared to the continuous time model, showrigarés 2.1 and
2.2, the demodulation and the modulation schemes are sghlacIDFT and
DFT. Precisely, in transmission, after a serial/paralléfdr and an encoder,
the scheme presents an IDFT elaboration implemented thrthey efficient
IFFT algorithm. In this ways we obtain the sampling sequenceansmitted
in the g-th OFDM interval

8q = [54(0), ..., 8¢(N — 1)]T )

successively, elaborated by a digital to analog conveBAC) with a sam-
pling frequencyf.. Then, considering the transmission of successive frames,
the transmitted OFDM signal is given by

oo N-1

s(t) = % >N sq(k)hpa(t — T — kTe) . (2.11)

q=—00 k=0

We can consider an alternative expression for (2.11). Ldefiae the resulting
signal after parallel-to-serial conversion

s(gN + k) = sq(k), Vk e 1,
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then, in this case the DAC output can be expressed as

NooNl

:ﬁ Z > s(qN + k)hpa(t — qT — kT.)
e (2.12)
= %p;oo s(p)hpa(t —pTe) = %85(75) ® hpa(t)
wheres; () 2 i s(p)a(t — pT).

In the absence of noise and indicating withp (¢) the impulse response of the
analog to digital converter (ADC), at the receiving side tbceived baseband
signal is given by

r(t) = %sm & hpa(t) @ hap(t). (2.13)

Moreover, let us assume that the impulsive response of DAGBADC filters
are equal to

hpa(t) = sinc (T%) (2.14)
and
hap(t) = Lsinc <i> (2.15)
AD JT T .

then, from (2.13) the received OFDM signal can be written as

r(t) = s5(t) @ sinc <Ti> _ i s(p)sinc(t_TpTc> . (18

p=—00 ¢

The received signal is sampled with rae = 1/7, at time instants;, =
kT, + T, with k € 11, yielding the discrete time sequence

A > . ch + qT — pTc
=r(kT; T) =
r(kTe + ¢T) Z s(p)sinc < 3 )

p=—00

rq(k)
(2.17)

= Z s(p)d[k+qN —p] = s(gN + k) = sq(k) .

p=—00
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Therefore, into the case where the filters given by (2.14) @éhil5) are

adopted, there is not interference between successiveaymbbetween suc-
cessive subcarriers and, then, it is possible to extradegtdr the different

subchannels. Besides, it follows that

(2.18)

-1 1 N-1
_ - ahejNhk e JNkZ:aZ_
N ‘ a

Then, by considering the DFT of the N-sequengé is possible to recover
the sequence of bit transmitted.

2.4 Cyclic Prefix

Two difficulties arise when the OFDM signal is transmitteckioa dispersive
channel. One difficulty is that channel dispersion desttbgsorthogonality
between subcarriers and causes ICI. In addition, a disqgecsiannel causes
ISI between successive OFDM symbols. The insertion of atsjeard period
between successive OFDM symbols would avoid ISI in a disgeenviron-
ment but it does not avoid the loss of the subcarrier orthaliign Peled and
Ruiz in [31] solved this problem with the introduction of a.Amis CP pre-
serves the orthogonality of the subcarriers and prevehtsel@/een successive
OFDM symbols. Therefore, equalization at the receiver iy wimple. This
often motivates the use of OFDM in wireless systems. The@wsttension,
illustrated in Fig.2.6, works as follows. Between conseeu©FDM signals a
guard period is inserted that contains a cyclic extensicgh@fOFDM symbol.
The OFDM signal is extended over a period of lenfith= N + L. so that

N-1
% Zal;ej%k(]v*”), ne€{—Le...,—1},
k=0 (2.19)

Sq(n): 1 N_1
- 27
N};)al;ejl\’k", ne{0,...,N—1}.
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Let us note that’?™ = 1V k € Z, therefore (2.19) can be rewritten as

N-1
Sq(n) = % Z al;ej%rk", n e T 2 {-L¢...,N—1}. (2.20)
k=0
Then, based on (2.11), the transmitted signal in presenC&a$ given by
N oo M-1
s(t) = — Z Z s(gM +n)hpa(t — qT — nT.)
\/Tp:—oo n=0
(2.21)
N & N
— h t—mT,) = ——=s;s(t h t
\/TWZ_OOS(m) DA( m ) \/TS(S( )® DA( )

whereT, 2 T /M and, moreover] is the OFDM symbol interval. In pres-
ence of a linear time invariant channel with impulsive resg@h(¢) and with
additive noise, after the reconstruction filter, we obtain

r(t) = %35(75) @ hpa(t) @ h(t) @ hap(t) +n(t) @ hap(t) .

y(t)
If we disregard the presence of additive noise and consid«Z Bnd ADC
filters (2.14) and (2.15), respectively, we have

y(?) Z%Sa(t)éo hpa(t)®@hap(t) ®h(t)zls(5(t)® sinc (Ti> ® h(t)

M e
%sinc <Tic> heq(2)
N o
= 5750() ® heg(t) = 37 mz_:oo s(m)d(t — mT,) @ heg(t)

(2.22)
Then, the received signal sampled at time instant nT. + ¢1", withn € 7,
is equal to

yq(n)éy(qT + nTC):% Z s(m)heq(qT + T, — mT,) (2.23)

m=—0oQ
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4

and, puttingheq(m1;) = hey(m), we have

Z S(qM+n_m)heq(m) (2.24)

m=0

where N, is the the length of the discrete time channel impulsive oasp.
Let us rewrite (2.24) as

N P Np—1
MZ s(aM +n—Dheg(1) + 47 > s(gM+n—1)heg(l), (2.25)
=0 l=p+1

we can see that the first term contains the contribution ofttreuseful sym-
bol, while the second term includes the interference of(the 1)-th symbol
(ISI). To avoid ISl it is necessary to discard the CP samptessiclering the
vector

Ye = [99(0), 9 (1), ., yg (N — 1)

moreover, ifL. > N,, — 1, the IS] term is zero and then

p N p
Z (gM +n —Dheq() = D sg(n—Dheg(l).  (2.26)
=0

T
o

From (2.19) it results that

1 N-1 .o p 2
Yg(n) = abed NN " heg (eI NI (2.27)
k=0 =0

and sincep > L. > N,,, — 1, we have

P
27r AN
Zheq(l vk — Z heq(l)e IRk = {DFT[heg)}i = Heq(k),
=0
(2.28)
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(1>

where the vector N-dimensional h., is defined as h.,
[heq(0), heq(1), oy heg(Nyy — 1),0,...,0T.  Moreover, from (2.27) it
follows that

N-1
1 2 N
Yq(n) = M E al;e] Nk Heq(k) = M{IDFT[gq]}nv (2.29)
k=0

whereg, = (a0 Heq(0), ab Heg(1), ..., al "' Heg(N — 1)]T. Computing the
DFT of the vectory,, yields

@ = (DFTly,]}; = Y ADFTIIDFTlg ]}, Hei).  (2:30)

N %
= 7%
Thus, each subchannel is characterized by a complex gaithidrtase the
transmitted information is completely recovered by muiipg the received
data symbols by the channel coeﬁicierﬁigql(z'). Moreover, including Gaus-
sian noise in the signal model, the equation (2.30) yields

Gy = 3% Heq(i) + (i) (2:31)
wheren, (i) is the DFT of the sampled noise termg(iT.). If the received
noise is modeled as a white complex Gaussian random pratiskws that
the noise contributions of different subchanngl&) are statistically indepen-
dent. Therefore, an ML detector is equivalent to an indepenhdetector on
each subchannel output.

Finally, we can note that the price to pay for eliminating t&lough the
cyclic extension is extra power. In fact, the cyclic extensineans that an ad-
ditional (L. — 1) units of average power are carried by the cyclically extende
symbols determining an SNR loss equaS®b R = (M — 1)/NdB.
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Chapter 3

Synchronization Problem in
OFDM Systems

Demodulation and detection of OFDM signals require accarsynchroniza-
tion. For example, symbol timing and CFO estimation erroeymause ISl
and ICl and can lead to a severe performance degradation.refoee, after
the description of the adopted model, we separately conglidér effects on
the system performance and, then, we present an overviewedual synchro-
nization schemes.

3.1 Model of Synchronization Errors

As previously stated one of the drawbacks of multicarristesys is their high
sensitivity to synchronization errors. In fact, symbolitignand CFO estima-
tion errors can significantly deteriorate the performant®BDM systems.
Specifically, incorrect timing synchronization can caugterference between
successive symbols and, if not perfectly compensated ddfer equalization
process, can lead to a severe performance degradatiofs][3hk addition, a
CFO induces an amplitude reduction of the useful signal andgies inter-
ference between adjacent subcarriers, see, for exampl8][6

To investigate the effects of synchronization errors on gedformance of
OFDM systems let us consider the received signal in preseheedelayr
and a frequency offsed f. In this case, under the hypothesis of ideal DAC e

25
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ADC filters and in the absence of noise, it follows that

N & t—7—iT.\
r(t) = i Z s(i)sinc <%) eI2m ATt (3.1)

1=—00

Let us suppose, moreover, without loss of generality, thatdelayr is the
integer part, with respect to the sampling period, of thgagation delay =
0T,. If we denote withd a timing estimate, we obtain

rg(kt0) = s(i)ed2m A HOTAaTIg [k 4 g0f 46— 6 — i)

—s,(k + £0)ed (Fekt9)

(3.2)

wheree 2 AN fT.N is the frequency offset normalized to the intercarrier spac
ing, A¢ 2§ — gis the error in the delay estimation, 2 2re [q + Lﬂ]

M . .
and, moreoverr, (k) 2 qu(k). In the following we consider separately

the sensitivity to CFOALA f # 0 andAf§ = 0 ) and to symbol timing errors
(Af=0andAf #0).

3.2 Effect of Symbol Timing Errors
Let us putAf = 0in (3.2), then in presence of noise the received signal is
given by
rq(k +0) = sy(k + A0) 4+ wy(k + 6) . (3.3)
Then, removing the CP and after the DFT, we have
N-1 N-—

=S vy (k + 0)e I FH [sa(b+20)+w, (ke + )| e TFH . (3.4)
k=0 k=0

H

From the last expression it results that if the timing eradrs$ies the condition
—L. < A0 <0, the vectors, 2 [s,(AD),..., s4(N — 1+ A9)]T contains all
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samples of the-th OFDM symbol and then based on (2.19) we can write
-1

d Z Za ejgwh (k+20) +wq(k+é) e—j%ﬁkl
k=0

— alei 189 1)

N-1
with n(l) £ 3" wy(k + 0)e 7K,

k=0
Therefore, a symbol timing errafNd € {—L.,...,0} only introduces a
phase offset, that must be compensated in a coherent recénstead, for
NG ¢ {—L,...,0} it exists interference between successive OFDM sym-
bols. In particular, let us assume that € {—M,...,—L.} so that there is

interference between theth and the(q — 1)-th OFDM symbol, moreover in
this case (3.4) can be rewritten as

il = M ;Aeaéej%mo

;N N-1
+N Z o3kl Z ae]Nh(kJrAG)

—NO—L. h=0
h#1
ICI
—NAO—L,
X Y )
IS1

The demodulated signal now consists of a useful portion astirdances
caused by ISI, ICI and AWGN. Concerning the useful portianjrathe case
NG € {—L,,...,0}, the transmitted symbol@lq are attenuated and rotated
by a phasor whose phase is proportional to the subcarriexiadd the sym-
bol timing. In addition to this effect the demodulated sigrsuffer from the
disturbances caused by adjacent subcarriers and fromtéréeirence from the
previous OFDM symbol.
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Af < —L. |OBSERVATION WINDOW

~L. < A0 <0} [OBSERVATION WINDOW,

[PREVIOUS SYMBOL| L7 ACTUAL SYMBOL |

PERFECT SYNCH. FOBSERVATION WINDON

Figure 3.1: Symbol timing errors

In presence of a multipath channel, basically the same sisadpplies. In
particular, in this case let us consider the expressiornvegsignal

Nm

re(n) =Y h(l)sq(k — 1 — 0) + wy(n) (3.5)

=0

where {h(l)},¢ is the channel impulsive response with a maximum delay

spreadV,,. The post-DFT signal is described by
i, = a(0)al H(1)e 7T + (1) + (1), (3.6)

where ISI and ICI disturbance are modeled as additionakrgis while a.(0)
is the resulting attenuation of the symbol. In this case hdsessary syn-
chronize the receiver to the first arriving multipath comgain Therefore, as
shown in Fig.3.2, the range of symbol timing errors for whildes not exist
ISl is given by

—Le+ Ny <AOLO0.

In such dock-in region the orthogonality among the subcarriers is preserved,
resulting only in phase rotation and attenuation at thewutpthe DFT pro-
cessor which is easily corrected.
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N,,-th |N,,7|PREVIOUS SYMBOI L.7. | ACTUAL SYMBOL ]

Figure 3.2: Symbol timing errors in multipath channel

3.3 Effect of CFO

Let us putA# = 0in (3.2) and let us consider the expression of the received
signal in presence of AWGN channel

ra(n) = sq(n)e (FFH0) L, (n) (3.7)

whereg 2 2—7TeqM.

Let us observe that a synchronization egrequal to an integer multiple of the
intercarrier spacing provokes a common rotation of difierubcarriers that
will be still mutually orthogonal. Instead, a CRCequal to a fraction of the
intercarrier space can cause ICl and attenuation in thertrdted signal. In
particular, to evaluate analytically this effect let us sider the expression of
received signal at the output of the OFDM demodulator
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Then, accounting for the expression of transmitted sigrehave

N-1 [ej(%ekw) N-1

h

1
CLq =

k=0 =0

_ ej[“(N{zl)er’] sin(7e) o

a(f]L 6jQW’rk(hflJre) +77(l) (38)

I 2 3 e Fkern) sinfr(e+ Pl (5] (39)

5 e+ )

From (3.8) we can observe that the received signal is givahdgum of three
different terms: the additive noisg!), the useful terrmfl that presents attenu-
ation and phase rotation and the ICI term. The effect of CR@lssonization
errors is presented in Fig. 3.3, where it is shown the PSDeoXRDM signal
in absence of synchronization errors (solid lines) and #sence of a CFO
e = 0.2 (dashed lines). As we can see the presence of a CFO provokes a
reduction in signal amplitude and ICI.

In [6], Pollet et al., analytically evaluate the degradation of the bit erro
rate (BER) caused by the presence of CFO for an AWGN chantislfdund
that a multicarrier system is much more sensitive than siogtrier system
and, in particular, the degradation in SNR (in dB) can be @iprated by
A SNR 10(we)’SNR  10(rAfT.N)>SNR

D(dB) = ~
(dB) SNR(e) 31n 10 31n 10 ’

(3.10)
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From (3.10) we can note that the degradation (in dB) incseasth the square
of the number of subcarriers, dfandT, are fixed.

With a similar reasoning we can demonstrate that in presehckspersive
channel the received OFDM signal after demodulation cantitéew as

o e? ! ¢’ h

il = Wj-o(e)aqulr(l) + ~ Z agH (h)In—(e) +n(l),
h=0
h#l

icI

that is, a dispersive channel leads to an attenuation andsdact carrier offset
that are added to those introduced by CFO synchronizatiamserin regard

to the degradation due to the presence of ICI, Moose in [, dsimated
analytically the incidence of such disturbance deriving talation between
the effective SNRSN R.(¢€) in presence of additive noise and ICI and that of
a perfectly synchronized systefiV R. In particular, the lower bound for the
SN R.(¢) at the output of the DFT derived in [7] is

. 2
SNR,(e) > SNE_ . <Sm(“)> . (3.11)
1+ 0.5947S N R sin®(me) TE

Therefore, the degradation in dB induced by the presenc&6f §nchroniza-
tion errors is limited by

A SNR
€)= SNE.

1+0.5947SNR sinQ(WE)} (3.12)

< 10logyg { sinc?(e)

In Fig.3.4 is plotted the degradation (3.10) in AWGN (daslirds) and for
dispersive channel (3.12) (solid lines) as a function ofrtbhemalized carrier
frequency offset, for different values of signal to noise ratitdV R. In partic-

ular we can observe that in presence of a signal to noise ggtial to 30 dB
to have a degradation lower thae% it is necessary that| < 1072

3.4 Synchronization Schemes

Several CFO and symbol timing synchronization scheme haga buggested
in literature. In particular they can be divided into twoeggdries:
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o
[oe]
T

Reduction

Figure 3.3: PSD of the OFDM signal for a multicarrier system with
N = 3 subcarriers in presence (dashed lines) and in absencd (soli
lines) of CFO.
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Figure 3.4: Degradation in SNR due to a frequency offset (normalized
to the subcarrier spacing). Analytical expression for AW(ldshed
lines) and fading channel (solid lines).
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Data-aided algorithms : algorithms based on known sequences or with a
known structure.

Non data-aided o blind algorithms : non data-aided (or blind) algorithms
exploiting only the statistical properties of the usefgiril.

3.4.1 Blind and Semiblind Synchronization Schemes

Non data-aided synchronization techniques result to biecpkarly interesting
since they do not require the transmission of training symb8&pecifically,
Van de Beeket al. propose in [9] an ML method for joint symbol timing
and CFO estimation in flat fading channel that exploits tigaal redundancy
induced by the CP. The algorithm performance is influencetheyCP length
and the SNR value. Moreover, the algorithm performs very welWGN, but
exhibits a floor error in presence of a multipath channelesthe CP contains
interference from the previous symbol. A solution that gates this problem
is considered in [5] where a modified ML estimator exploitmgy ISI-free
samples of the CP is proposed to counteract the degradiectefif dispersive
channels.

Efficient blind techniques that take advantage of transomssf virtual
subcarriers have also been considered in [32]. If the trérerd receive oscil-
lators are perfectly synchronized, the modulated cariietise received signal
and virtual carriers are orthogonal. The degree to whickeheo sets of sub-
carriers are orthogonal then is a measure of how far out aftepmization the
receiver oscillator is. Orthogonality between the modedaaind virtual carri-
ers over an interference free window of the received signhaked to develop
an algorithm for estimating the CFO and detecting the syrtibohg.

Landstrom et al. propose in [33] an improved ML timing estior using
both CP and training pilots. Two log-likelihood functionftloe time delay are
constructed by also considering the contribution of thmimg symbols. One
log-likelihood function gives the position of the CP, thusilgg an unambigu-
ous but coarse timing estimate. Another log-likelihoodction is a matched
filter to the training symbols and this has many distinct elation peaks that
give an ambiguous estimate of the time delay. The weightiéericn com-
bining the two functions yields an unambiguous and distpeak of the log-
likelihood function. The frequency offset causes an insega the time delay
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estimator variance due to a random phase in the correlatiors.s In order
to avoid this problem, the absolute value is taken in thelilkagihood func-
tion thus preserving the constructive contributions ofihaks in the weighted
log-likelihood function.

Finally in [34] Bolcskei proposes a blind method for syrafization in a
pulse-shaped OFDM. The method exploits the cyclostatityniastroduced by
the pulse-shaping operation to blindly identify both thenbpl timing and the
frequency offset. The pulse shaped OFDM is preferable fyin Hata rate ser-
vices since it reduces out-of-band emission and it has aesbsensitivity to
frequency offsets. Different ways of inducing cyclostatidty in the OFDM
signal are discussed, including the carrier weightingnénaitting different
sub-carriers with different powers). If no pulse-shapimgl @arrier weight-
ing is performed, the OFDM signal is stationary and the béipdchronization
cannot be performed based on the second order statistiesproposed blind
method does not need any CP to perform the synchronization.

3.4.2 Data-Aided Synchronization Schemes

For high-rate packet transmission, the synchronizatiore theeds to be as
short as possible, preferably a few OFDM symbols only. Toeaghthis,
special OFDM training symbols can be used to achieve synétation. For
example current WLAN standards, like IEEE 802.11a or HigeMi2 [35],
include a preamble in the start of the packet composed bytigdémarts in
the time domain. The length and the contents of the preanave been care-
fully designed to provide enough information for good symactization per-
formance. In [17] Schmidl and Cox consider a timing and feuly offset
synchronization scheme that exploits the redundancy ededowith a train-
ing symbol composed by two identical halves generated hystnitting a
pseudo-random sequence on even frequencies and zeroes anfdtfrequen-
cies. However, the considered timing metric reaches aglatehose length is
equal to the CP length minus the length of the channel impelsgonse, that
produces large variance for the timing estimates.

The training symbol proposed in [18], with four identical{saand a sign
inversion, provides a timing metric with steeper rolloffeWrtheless, the sign
inversion in the transmitted training symbol introducegjispersive channels,



36CHAPTER 3. SYNCHRONIZATION PROBLEM IN OFDM SYSTEMS

some interference in the frequency estimation processrncpgsvere perfor-
mance degradation. This drawback is investigated by Blargtal. in [19]
where a more general synchronization algorithm based anetsted training
sequence is proposed and, moreover, channel estimatidspignaorporated
in order to obtain fine timing and CFO estimates. This refingmgep reduces
the interference introduced in the coarse CFO acquisitrmegss but at the
cost of some increase in computational load.

In the following chapters we will explore some of these issmemore de-
tail. Moreover, we will present and analyze new data-aidetldind methods
to estimate symbol timing and CFO.



Chapter 4

Blind Synchronization

ML estimators of symbol timing and CFO have been derived rthaeas-
sumption of non dispersive channel and by modeling the OFigivakvector
as a CGRV. However, when NC constellations are adopted tHeMDBig-
nal results to be an NC (or improper) process. This chaptealsiavith the
problem of blind joint symbol timing and CFO estimation in @¥ systems
with NC transmissions. Since the implementation compl@fiderived ML
estimator is high, feasible computational algorithms aoasidered. Finally,
refined symbol timing estimators, apt to counteract the altigg effects of ISI
in dispersive channels, are suggested.

4.1 Problem Statement and Assumptions

With reference to the discrete time signal model (2.20),uketconsider the
m-th sample of the-th transmitted OFDM symbol

N-1

L Os i % im

sq(m) =s(m+qM) = ——= E a, el N m € T, 4.1)
N =0

where the set; has been defined in (2.20) and 2 E[|s4(m)|?]. Throughout
this chapter the following assumptions are made:

(AS1) The data symbol$afz e l € 7, are i.i.d. random variables with

g=—00"

zero-mean and unit variance.

37
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(AS2) The number of subcarrierd is sufficiently large so that the OFDM
signals,(m) can be modeled as a complex Gaussian process.

(AS3) The data symbols{af]}gi_oo, I € 71, belong to a constellation with
E[(a})?] = b # 0.

The assumption (AS3) imposes that the transmitted symiadsg to an
NC constellation [12]. Typical examples of NC constellaicare those with
real symbols (e.g. BPSK, m-ASK, DBPSK), that present a monlrity rate
|b| = 1 and are commonly used in the telecommunication contextgoras
low BER at the expense of reduction in the data throughput: ekkample,
in the WLAN standard HIPERLANZ2 BPSK constellations are addgdor the
broadcast channel, the frame channel, the access framaeathére random
access channel and the physical layer channels 1 and 2 @fand [35]).
Moreover, new NC constellations have been also proposet¥in [

Let us observe that from assumption (AS1) and in virtue ofégeindancy
introduced by the CP, we can easily derive the following ltesu

Result 1 In each OFDM symbol the samples in the CP and their copies are
mutually correlated, thus the correlation function of thensmitted OFDM
signal is equal to

Ugé[p_qL m_ke{_N707N}7
VYm, k € 1o, (4.2)

0, otherwise.

Moreover, by the assumption (AS3) of NC transmissions lofe$ that
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Result 2For N > 2 and N > 2L, the relation (or conjugate correlation)
function is given by

bo20lp — g, m+k e {0, N},
Ym, k € 1o,

E[sp(k)sq(m)] = ’ (4.3)
0, otherwise.

By reconsidering the signal model (4.1), we suppose thaOffBM sig-
nal is transmitted through an AWGN channel. Therefore, iespnce of a
CFO (normalized to the intercarrier spacing)a phase offsep and a delay
#, assumed to be a multiple of the sampling period, the disdiete received
signal can be modeled as

rg(k) = sg(k — 067 ¥ U0l g () (4.4)
Let us introduce the vectmqé[sq(—LC), ..., 8¢(N — 1)]" indicating the
gth transmitted OFDM symbol, then, using a vectorial notatiwe can write

re =48, + Ny (4.5)
where

0, £ [T @40+ ging {efj%eLc’ . ej%”e(Nfl)}

is an M x M diagonal matrix and the noise vectors, = [ng(=Le +
0),....,ng(N — 1 4+ 6)]" are modeled as a zero-mean C-CGRVs with

Elngnl’] = é[p — qlo2Iy and statistically independent of the useful sig-

nal vectorss,. Finally, rqé[rq(—Lc +0),...,r¢(N — 1+ 0)]" is the vector
of the received signal assumed to be a zero-mean NC-CGR¥atkarzed by
the matrixCy., € C?M>*2M [16]

= AN r Cr Rfr
C”‘q:E{ rz][rg{?Tg]}:[R;z ;Z] (46)

q
The conditionN > 2 assures the presence of the conjugate correlation (4.3) ferk €
{0, N} while for N < 2 only m + k = 0 should be considered in (4.3). Moreover, the
assumptionN > 2L. allows to exclude the conditiom + k = —N in (4.3). In fact, for
N < 2L, itfollows thatE [s,(k)s,(m)] = bo2d[p — ¢] also form + k = —N. However, the
much more complex analysis with+k € {—N, 0, N} in (4.3) turns out to be of little interest
since the conditiolV > 2L, is always satisfied in practice.
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where
Cr, 2 Elrgri] = ¥, E[sqsf] v+ 021y
?: 4.7)
= ¥, [Cs, +02Iy] ¥

is the covariance matrix of the vectey, while

Ry, £ Elrgrl] = W, E[s,s| ¥, (4.8)
Rg,
is the so-called relation matrix.

Note that accounting for the assumptions (AS1) and (AS3) ac
cording to result 1, the covariance mat®g , whose (i,[)th entry is

[qu](l. ) éE[sq(—LCH)s;(—LCH)],W,l € {0,...,M — 1}, results to be
a real symmetric Toeplitz matrix and its first row is equal to

[CSCI}(Q;) = 0-3[17 OlX(N*l)’ 17 le(chl)] . (49)

Moreover, in virtue of result 2, th@, [)th entry ofqu, the relation matrix of
the vectors,, is given by

1>

[qu](z‘,z) Elsq(=Leti)sg(—Letl)]

bo?, i+l=2L.ori+l=2L.+N, (4.10)
Vi,l € {0,...,M — 1},

0, otherwise.

4.2 Stochastic ML Estimators

In this section ML-based symbol timing and CFO estimatorsd6DM sys-

tems with NC transmissions (NC-OFDM systems) are deriveanbyimiz-

ing the log-likelihood function (LLF) for the vector of unkwn parameters
AL [0,¢,4]T. Then, the resulting estimators are particularized to tse ©f

OFDM systems exploiting circular constellations (C-OFDy4tems) and for
NC-OFDM systems with a null CP.
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4.2.1 ML Estimator for NC-OFDM Systems

Let us consider the observation vector of total lerigth= N/2 + (2 + n) M

AN
r= [(Gqu_l)T7 Tgv s 7T§+n7 (G2rq+n+1)T]T
o1 Point1

where the matrice€’; andG,, defined as

A
G1 = [ONj2yLoroyx(N/2—0) INj21L.16) (4.11)

and .
G2 = [IN—9 ON-0)x(L.+0)] > (4.12)

are real matrices WittG1G{ = Injoi911,, G2G3 = In_g, GI Gy =
[Orrx(nj2—0) GT] andGF Gy = [GF Oy (1,40 Note that the vector
contains the last+ N/2+ L. samples of thég — 1)th OFDM symbol through
the subvector,_, the firstV — § samples of th¢g+n+1)th OFDM symbol
through#,.,+1 and moreover, the subvectpr;,...,r;,,]* containsy + 1
whole OFDM symbols. This particular choice for the obsdoratwindow
allows us to maximize, fof € m andn = 0, the number of samples having
a nonzero conjugate correlation (see (4.3)) with respetttase exhibiting the
correlation property (4.2).

TheW-dimensional NC-CGRVY- is characterized by the joint PDF [16]

. N 1 1 H 171 ~—1 r
flr,r*; X)= exp<—§[7‘ r'|Cp [ - ]> (4.13)

oW\ Jdet {Cy )

whereC- is the covariance matrix of the vectpr”, »*]” depending on the
second-order circular and NC statistical properties ofueful signal and of
the noise. In [9] the matri',- has been particularized to the case of C-OFDM
systems. In the following we will consider the situation eppng when the
circularity assumption is not valid.

In order to simplify the mathematical treatment, let us @d&rsan appro-
priate permutation matri® € R?">*2W sych that the vectdr”, r*/]” can be
rearranged as

r=Pr" e = [F T Ty T Taanr1) (4.14)
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In the following we assume that the symbol timing belongshte interval
0<6<N/2-L.—1,then the covariance matrix of vecteiin (4.14) can
be written as

Cr =diag{Cy, ,,....Cr,, .} =2CW", (4.15)

g+n+1

where

\Il:dlag{G1 ‘I/qflG{, Gl‘I/Z_le, ‘I/q, ey GQ‘I]:;-I—TH—ng}' (416)

Moreover, accounting for (4.6)-(4.8) and sindgs,, = Rs Vi €

{-1,....n+1}andCs,, = Cs Vi € {0,...,n}, the matrixC in (4.15)
can be written as

C:diag{

(02+02)Inj2sr.+0 G1RsGY
G1R5GY (02402 ) INjoyroto |

Cs+02Iy Rs

I 4.17
Rg CS—FO'T%IM & n+1, ( )

(02 +02)In_9y G2RsGY
G2 R5G; (0 +om)In-g ||’

where the relatiolCs = C's, deriving from (4.9), has been exploited.

Then, taking into accounting (4.13)-(4.15) and the propsrmf permuta-
tion matrices, and dropping a positive constant indepenaletihe parameters
to estimate, we obtain the classic expression of the LLFferand ¢ given
the observation vectar

AN = log{f(7; M)} = —%Tr {xpé*lxp*ffff} . (4.18)

This quadratic form by following the lines of Appendix A andtfing, for the
sake of simplicityg = 0 can be rewritten as

AN)=T(0)+R {eﬂ“ Zn: U;(0)
il =0 (4.19)

7Y [Vz‘(ﬁ)e’j FeaM +Zi(0)e*j2§6(2iM+N)} }
i=—1
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where
2 e[ eb+20] (4.20)

while the termsT(0), U;(0), i € {0,...,n}, Vi(0) and Z;(0), i €
{=1,...,n+ 1}, are defined, in (A.2)-(A.5) in Appendix A, respectively.

As indicated in [38] the unconditional ML estimator is olokd by search-
ing the value of the vectoA that maximizes the LLF. To proceed we keep
the vector|d, ] fixed and letp vary. In these conditions the functiagf(\) in
(4.19) achieves a maximum for

n+1
orr(f, e)_ { —j4Feo Z ]4—”61M 0)+7Z; (9)612’“]}. (4.21)
i=—1
Moreover, substituting (4.21) in (4.19), the joint ML syniltioning and CFO
estimator is given by

n
(Onrr, éarr)=arg max <T(§)+§R {eﬂ”g > Ui(é)}
(97€) 1=
n+1 4 ~ ~ ~ 0 . ~
Z €_jWTr€ZM[Vi(9)—I—ZZ' (9)6_]2”5]

i=—1

(4.22)
+

)

whered andé are trial values for symbol timing and frequency offsetpees
tively. Unfortunately, the solution of this two-dimensamaximization prob-
lem can be found only by numerical methods. Therefore, duddocom-
putational complexity of the joint ML estimator, we congidemore feasible
synchronization scheme that requires two one-dimensimaaimization pro-
cedures. Specifically, we can note that the tetmsn) (for i € {0,...,n}),
Vi(m) and Z;(m) (fori € {—1,0,...,n+ 1}), defined in (A.3)-(A.5), take
into account the correlation and relation (conjugate datian) (see (4.2) and
(4.3)) between the samples of each OFDM symbol. Moreoveir thagni-
tude exhibits a maximum whem is equal to the actual value of the symbol
timing, since in this case mutually correlated samples aréeptly aligned in
the summation windows. Thus, we propose the NC symbol tiregtgnator

n+1

éNC:argmegx{T( Z H—Z [ 0)|+| Zi( )\]} (4.23)

1=0 i=—1
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Moreover, according to (4.22) and (4.21), we consider theQ¥D and
carrier phase estimators

and

one = o (One, énc) - (4.25)

Note that accounting for (4.21) it follows that the carriéape estimatopy ¢
gives unambiguous estimates| it» |< 5. Moreover, it can be easily shown
that the function to be maximized with respect ia the right hand side (RHS)

of (4.24) is a periodic function whose peri@gglis the minimum integer-value

in the set
K
_ N
{%a+n’ﬂe }

with o 2 L./N. Therefore, the CFO estimatér,c gives ambiguous esti-
mates unlesse |< @/2. In particular, with a suitable choice of the parameter
« the CFO acquisition range can be enlarged or reduced. Forg&afor an
OFDM system withV = 512 subcarriers and a CP length = 12 the period

is equal toQ) = 64.

4.2.2 ML Estimator for C-OFDM Systems

In the case of circular transmission8[(a})?] = b = 0) the matrixRs is
identically zero. Therefore, accounting for (A.2)-(A.5)dafor the definition
(A.9) in Appendix A, the LLF (4.19) becomes

0—-1

n
= [re(k)|? + [ri(k + N)[?]

=0 k=6—L

n
+R {eﬂ“ Z

=0 k=0—L.

Mlb

i (4.26)

r] rlk—i—N)}
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which is the LLF calculated in [39] fon+1 consecutive OFDM symbols.
Let us observe that the LLF (4.26) does not depend on thescatiase,

thus, in this case, only the symbol timing and the CFO can timated. More-

over, the solution of the corresponding maximization peablis (see [9] and

[39])

1
> lrk)P+r(k+N)?]

0 k=6—L,
1 (4.27)

P
2

M=

éMLC: argmax {
6

~

and

Ui Orrrc—1

enne = %4 {Z S k£ N)

=0 k=fprrc—Le

(4.28)

that gives ambiguous estimates unlggg< 0.5.

Note that the MLC symbol timing statistic (4.27), for high BNalues
(p—1, see (A.9)), becomes the minimum mean-squared error sytimbioig
statistic in AWGN channel proposed in [5]. On the other hdndJow SNR
values p—0), it reduces to the maximum correlation timing estimatansd-
ered in [40].

4.2.3 ML Estimator for NC-OFDM Systems with L. = 0

In the case of NC-OFDM systems with a null CP we can refer tontioelel
(4.5) by puttingL.. = 0. In this situation, accounting for result@,s = 21,
while the (i, 1)th entry of the matrixRs € CN* is given by

bo?, i+l=0o0ri+1l=N,
v i,le{0,...,N—1},

0, otherwise.
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Table 4.1: Error probability P(9 # )
| 0| NC [ MLC | MCLO |
0 || 0.0000| 0.0759| 0.0016
20 || 0.0000| 0.1594| 0.0005
40 || 0.0000| 0.1458| 0.0000
60 || 0.0000| 0.1505| 0.0000
65 || 0.0000| 0.1995| 0.0000
69 || 0.0000| 0.5752| 0.0001
71 || 0.0002| 0.6459| 0.0003
73 || 0.0006| 0.8205| 0.0014
75 | 0.0012| 0.9693| 0.0031

Therefore, in this case the LLF for the vector of unknown paaters\ takes
the simpler form

ALO()\):—p’bPTLO(Q)

n+1
+R {b*'y* Z e~ J4mei [‘/’iLO (9)+ZiLo (9)6—j27re]}’

i=—1

(4.30)

where the parameteys and~ are defined in (A.9) and (4.20), respectively,
while

N—

—_

n 26
ik + 0)>+ > Ira(k + N/2))?
1=0 k=0 N_o1 k=0 (431)

iy O+ D Ik +0)P
k=041

Tro(0) 2

A0, 1= —1,
ViLo(e) = { 2 ' (4-32)
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and
20
ri(k+N/2)r;(N/2+20—k), i=—1,
k=0
N-—1
Zi,0(0)2 rilk +0)ri(N+60—k), i=0,...,n, (4.33)

k=1

N—-6-1

> ori(k+0)ri(N+0—k), i=n+1.
k=0+1

Let us observe that, unlike the circular case developedeiptavious sub-
section, for an NC-OFDM system with, = 0 the corresponding LLF (4.30)
depends also on the phase offseSpecifically, accounting for (4.30), the ML
carrier phase estimator is given by

. 1 AR A

6(0,€)=52 {b*e—ﬂ%fﬁze—ﬂm[mm(e)+ZZ-LO (e)e—ﬂ“]} (4.34)
i=—1

and provides unambiguous estimates|fer |< 7/2. Moreover, by replacing

(4.34) in (4.30), the ensuing LLF for the parameti#ts|’ is equivalent to

AL0(07 €, $(97 6)): _p‘b‘TLO(H)
n+1

N eIV (0)+ Ziy 0 (0)e 2]
1=—1

. (4.35)

Due to the complexity of the joint ML symbol timing and CFOiesdtor,
by following the same considerations applied to derive ti@d\yorithm, we
can consider the decoupled timing metric

n+1
6 = arg max {—p!b!TLo(é’) + )
[%

i=—1

Zm@\} , (4.36)

where in virtue of assumption (AS2V( > 1) and accounting for the defini-
tions (4.31)-(4.33) we omit;, ,(m) terms. Moreover, with a further simplifi-
cation, (4.36) can be approximated with its expressiondar$NR (p — 0)

n+1
Oricro = arg méax { Z ZiLO(é?)‘} . (4.37)

i=—1
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Since the estimate of the symbol timing is obtained by cansid the maxi-
mum correlation of the metrig;, , (m), the estimator (4.37) will be referred in
the following to as maximum correlation fdr, = 0 (MCLO) algorithm. No-
tice that the MCLO symbol timing estimator does not require knowledge
of the parametep (that is, accounting for (A.9), it is independent of the SNR
value) and of the noncircularity raté|. Moreover, accounting for (4.35) we
propose the closed form CFO estimator

n

1 Z; )
éMCLOZ—l{Z M} 7 (4.38)

4m i=0 ZiLo (HMCLO)

that provides an unambiguous estimate|fef< 1/4.

To obtain some insights about the acquisition range of thsidered sym-
bol timing estimators Table 4.1 shows the error probabifity ) of NC,
MLC and MCLO algorithms in AWGN channel wit§ NR = 10dB and for
an OFDM system withV = 64 BPSK subcarriers anfl, = 12. By investi-
gating these results, obtained by performiig runs, we can deduce that the
acquisition range of NC and MCLO estimatoris< § < M — 1 while the
MLC estimator provides anomalous estimates in the intewal 6 < M — 1.

Moreover, with a slight adjustment the estimators (4.3d @?38) could
also be exploited in OFDM systems with a CP different fronozmrin OFDM
systems with zero-padding, that is for OFDM systems in with&hCP is re-
placed by a null prefix.

4.3 Performance Bounds

In this section we evaluate the CRB on CFO and carrier phdsaat®on for
NC-OFDM systems in the case of known symbol timing and forabserved
data vectorr in (4.14). Note that since a Gaussianity assumption is irgbos
on the useful OFDM signal vector, the derived CRB is the Gausgl1] (or

stochastic [42]) CRB. Let 2 e, ¢]T the vector of the parameters of interest,
the (¢, 1)th entry of the Fisher information matrix (FIM) under the @sptions
(AS1)-(AS3) can be expressed as follows (see [42] and [41])

1 oCy -, 10Cy

[Flan = S 1r ol T o

Cy'| . Vile{o,1} (4.39)
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where the covariance matr&; is defined in (4.15). Substituting (4.15) into
(4.39) we obtain the x 2 FIM,

27 2 = —1 = 2 27 ~—1 =
(W) Tt |¢”'D.CD.~D?| S |C"'D.CDy-D.Dy)|
F—
%Tr [6‘1D50D¢—D5D¢] Tr [0‘1D¢CD¢ — IQW]
where the matrixC is defined in (4.17) andi € {0,1}

D[V}i:diag{GlA[ﬂ]iGT, e aAYier AV

VAR YN TN ey
with AP 2 diag {— Lo+-0+mM,...,N—1+6+mM} and AV 271,
Vm € {—1,...,n+1} . The CRB fore and¢ is given by the corresponding
inverse FIM diagonal element, that is

CRBNC= g{ﬂ [C‘lpeépg—pf]
T ) L (4.40)
—Tr[(_j_lDe(_quﬁ—Dquﬁ} Tr[5_1D¢C’D¢—I2W] }
and
CRBYC= {Tr [6‘1D¢C‘D¢ ~1 zw]
(4.41)

Tr [C*Deépd) - D5D¢] 2Tr[01D€CDE—D§]_1}

Thanks to the above expressions for the CRBs, we make tluvial) com-
ments:

1. In the case of C-OFDM systems the covariance mafjxis indepen-
dent of the carrier phase (see subsection 4.2.2). Thus, RidD the
CFO estimate is easily obtained as
2

= {Tr [C‘lpeépe—DS] }_1

CRBS=

(4.42)
1—p? _ 2SNR+1
8m2p2 (n+1) L, 8m2L.SNR2(n+1) "

This expression fon = 0 is coincident with that reported in [43].
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2. InFig.4.1 we report the rati6 RBN /C RBE as a function of the non-
circularity rate|b| for different values of SNR and by choosing= 512,
L. =12 andf = 0. The results, according to [42] (where the CRB on
direction-of-arrival estimation for NC sources has beerivdd), show
that theC RBNC is upper bounded by the associaté& B¢ and, in the
examined case, the difference between them is more protrfimelow
SNR values and, for a fixed SNR value, when the length of therohs
tion window increases.

3. Figures 4.2 and 4.3 presefiR BN andCRB“, respectively, versus
the number of subcarrier§ for different values of the parametiéf and
SNR = 10dB. The results show that both t&R BN and CRB}'©
decrease at the ratg¢ N when the noncircularity rate is different from
zero. Thus, according to [41], in the case of NC transmiss{bnZ 0)
the convergence rate of the phase and the CHO= ¢/N (remember
that e is the CFO normalized to the intercarrier spacing) Bf& and
1/N3, respectively.

4, ForW = M andL. # 0the C RBNC in (4.40) takes the form (see [14])

CRB¢
—_—~

1—p?
NC_
CrBe= [877%2 Lc]

(1+p—2p°[b]%)

X
ks
14p)| 1= b2 p+|b|?(1—
(L) 1= b2 1=
where -
(1+p—2p%b%)
k=1 4.43
LS L G- ) (@43)
and -
hy =14 LEPZ200000)  op . (4.44)

2L (1— p2I0P)
k1ko

——~= _~k;>1, and, then the
(k1+k2) !

Let us observe that foN>>2(L.+1),
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Figure 4.1: RatioCRBNC/CRBC versus the noncircularity raté|
for SNRe{0,5,10,15,20,25,30} dB and for an observation win-
dow of lengthiW=2M+N/2 (solid lines) andV=4M+N/2 (dashed
lines).
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CRBNC can be approximated as

1
CRBN®~CRB¢ (4.45)
1+ b2(1—p) [ k‘l(l‘l—l))—/)}
1+p—2p?|b|?
Equivalently, it can shown that
1+ p—2p%|b)?
CRBYC~ (1+p pl‘ | )\6\2 . (4.46)
—p
82 Le|b]? [k T 7]
Ll T ITE

From (4.45) we can easily deduce that 8B decreases monoton-
ically by increasing the noncircularity raffg of the adopted NC constel-

lation. In particular it attains its maximud@ RBE for |b| = 0 (circular

- 1—p)(1+4+2
case) and the mlnlmunﬁRBg\[Cbl:8(7T2p2pL)£(;:L 12)1)) for |b| = 1 (e.g.,

real constellations).

Note also that the? RBNC in (4.45), obtained folN > 2(L. + 1),
does not depend on the number of subcarriers N. This impigstihe
convergence rate of the CFQF = ¢/N is 1/N?, i.e., one order of
magnitude less than the convergence rate obtained in thiepsty con-
sidered case of a sample si#é > M. This is due to the fact that when
the joint CFO and carrier phase estimation is consideredoahdone
OFDM symbol is exploited, that is the length of the obseoratvindow

is W = M, there exists a strong correlation between the CFO estimate

and the carrier phase estimate whose CRB presents a floo(dég).
To corroborate this statement we note that, wiér= M and the phase

offset is assumed to be known, the resulting CRBRBY %  is given

by
(1+p—2p%[b]?)
(1+p)[l—yby2p+\b\2(1_p)k3]}v (4.47)

CRBNC _k¢:CRBf{

2L\ 2 2L 2
whereks = k; < NC> + ko ( NC + 1) , and, forN > 2L., we

obtain

- 1+p—2p°|b]?)
CRBN¢ kd’:CRBS{ ( .
(14p)[1=[b[2p+[b]*(1—p) k2]
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Thus, accounting for (4.44), it follows that, whé#i = A and the
phase offset is assumed to be known, the CRB on the CFO estimat
CRBNY"" decreases at the rat¢N, and, then, the convergence rate
of the CFOAF = ¢/N is againl /N? as in the case 3).
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Figure 4.2: Behavior of CRBN¢ as a function oflog, N for
SNR=10dB, |b|e{1073,0.1,0.2,0.4,0.6,0.8, 1}, and for an observa-
tion window of lengthiW’=2M + N /2 (solid lines) andV =4M+N /2

(dashed lines).
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10dB,|b|€{0.1,0.2,0.4,0.6, 0.8, 1}, and for an observation window of
lengthWW=2M+N/2 (solid lines) and?V =4M+ N /2 (dashed lines).
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4.4 Estimators in Multipath Channel

One of the main advantages of the OFDM system is its intrirdicistness to
multipath propagation that involves a significant reduttio the complexity
of equalizers at the receiver. However, in presence of disgechannels the
statisticsd e andfacro, in (4.23) and (4.37), respectively, derived for ISI-
free channels, could not provide satisfactory performardwis, in this case,
it is necessary to refine these estimates.

Let us consider a multipath channel, then the discrete-teneived signal
can be rewritten as

Nm
rg(k) =Y h(l)sq(k — 1 — 0)e/ TEaM) oy (k) (4.48)
=0

where N,, is the maximum delay spread. Moreover, f§r > 1 and under
the hypothesis that the channel impulse response is comstie observation
window it follows that (see Appendix B)

1 n n+1
N{T(9+ﬁ)+z Ui(0+8) 1+ > _[IVi(0+8)] + \Zi(9+5)\]}

1=0 i=—1

(4.49)
/’Lll(h * h)(Qﬁ)‘—M% 56{07 HRE 7Nm}7

— 42, otherwise,

where 1 and o are positive constants defined in Appendix B. Therefore,
because of the channel dispersion, the statfstic in (4.23) provides a coarse
estimate of the arrival time of the first multipath componthat, with high
probability, differs from its actual valué by a quantityg € {0,..., Ny, }.
Thus, a refined estimatey ¢ of the symbol timing is given by

Oncr = One — 0. (4.50)

In particular, an estimatg of the paramete can be obtained (see [44]) by



4.4. ESTIMATORS IN MULTIPATH CHANNEL 57

observing that, fop € {0,..., N,,,} and forN>>1

U
x (u, 9+ﬂ)éLZ r1(0+8+k)r (N+0+5—k—u)

[blog (n+1) [ (hxh)(26—u)|, 26-u€{0,...,2Np},
0, otherwise.

Hence, for
u=20+1 (4.51)

x(u, 0@ + 3) drops to a value nearly equal to zero. An estimatd the pointu
wherex (u, 8 + (3) takes this value is given by

U = arg mﬁin { (X(&, One)/x(@—1, éNc))z} . (4.52)

Then, accounting for (4.50), (4.51) and (4.52), the progasstimator results

to be
A A 1 .
HNCR = HNC — ’75 (u — 1)-‘ s (453)

where[-] represents the operator that rounds its argument to thesteéareger
towards infinity.
Moreover, following the lines of Appendix B it can be showath

Ll
i=—1
(n+2)a2[b(h + h)(28)], BE{0,..., N}, (4.54)
0, otherwise.

Thus, the coarse estim&ﬁefcm in (4.37) can be refined by following the same
procedure exploited for the statisfig; (see (4.49) and (4.54)). Specifically,
the refined symbol timing estimator MCLOR is given by

R R 1 .
Orvicror = Ovcoro — [5 (4 — 1)-‘ . (4.55)
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It should be noted that accounting for (4.51) the trial partanz belongs to
the set{1,...,2N,, + 1} whose size depends on the channel dispersign
Thus, to obtain an algorithm independent of this channelipater knowledge,
we can assume that the channel dispersion does not exce€® tkagth, that
is N,,, < L., so that the search of the minimum of the function in the RHS of
(4.52)isdoneinthesete {1,...,2L. + 1}.

Finally, let us observe that NC and MCLO CFO estimators i24%and
(4.38), respectively, can be used in presence of dispecsiganel provided
that the channel impulse response is constant during théewdimservation
interval. Moreover, forN > N,, + 1, # = 0 and high SNR values, the
mean squared error of the MCLO CFO estimator, evaluatéd@tﬁ, can be
approximated by (see Appendix C)

Nm
> (D)
=0
4 SN R (n+1)2|(h + ) (2B) PN

E[(gMCLQ—e)Q]E (456)
Thus for fixed SNRy, |b| and N, the value off maximizing the term(h x
h)(26)|*> minimizes (4.56). Since, the coarse MCLO symbol timingreate
maximizes the termi(h = h)(253)| (see (4.37) and (4.54)), it follows that in
presence of a dispersive channel the MCLO CFO synchroaizatigorithm
provides estimates with a lower mean squared error whendaese MCLO
symbol timing estimate is exploited. Moreover, simulatiesults have shown
that also the NC algorithm assures in dispersive channet rmccurate CFO
estimates when the coarse NC symbol timing estimate is uBeekefore, in
the following the performance of the proposed CFO estinsatmassessed by
substituting in (4.24) and (4.38) the corresponding cotinsieg estimates.



Chapter 5

Synchronization with Training

This chapter deals with the problem of data-aided symbadhtinand CFO
estimation in OFDM systems. A synchronization scheme basedtraining
symbol made up of L identical parts, obtained by transngtBf SK data sym-
bols on the subcarriers whose indexes are multiple of L attthgezero on the
remaining subcarriers, is proposed. In this case, if the bhanof subcarri-
ers is sufficiently large, the training symbol can be modeleén NC-CGRV.
By exploiting the joint PDF for NC-CGRVSs, the joint ML estiorafor the
parameters of interest is derived. Since its implememntatiomplexity is sig-
nificant, a lower complexity algorithm is proposed. Finabyrefined symbol
timing estimator, apt to counteract the degrading effe¢tshannel dispersion,
is considered.

5.1 Training Symbol

With reference to the signal model (4.1) let us assume tlearéiining symbol
(¢ = 0) is made up (excluding the CP) of L identical parts with a faessign
inversion, that is, it has the form

[p(O):cT, p(VxT, p(2)zT, ..., p(L — 1)zt ] ) (5.1)

wherez 2 [s(0),...,s(P —1)]T is a column vector of lengt’* = N/L and
p(1) represents thith entry of the vectop € {1, —1}**! denoting the train-
ing symbol pattern, that is, the sign of each blackin (5.1). The structure of

59
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the training symbol has been shown in Fig 5.1 into the cade6f2.
In the following we consider the assumptions (AS1) and (AS3jed in
the previous chapter and moreover we suppose that

(AS3) The training symbol in (5.1) (except for the sign of each kjas given
by transmitting a BPSK sequence with mean squared vala: the
subcarriers whose indexes are multipleL.ofnd setting zero on the re-
maining subcarriers.

(AS4) Except for the training symbol, the subcarrier symbols bgltw a cir-
cular constellation (i.e E[(a})?] = 0 for ¢ # 0).

From the previous assumptions, we can easily derive theWih results:
Result 1 The (k, m)-th of the covariance matrix of the vector in (5.1) is equal

to
o ([p))p(l3]), k-m=iP,
B s(k)s* (m)] = ST (5.)
0, otherwise,

where, the set; is defined in (2.5). Moreover, since the training symbol is
made up by transmitting, on the different subcarriers, Ble&ta symbols, for
N > 4L it follows that

Result 2The (k, m)-th of the relation matrix of the vector in (5.1) is given

bolp(| 5 )p(1 %)),  k+m=IP,
Bs(k)s(m)] = Vm, k€7, (5.3)
0, otherwise.

Let us note that th®esult 1 particularized to the case df = 4 and a
possible sign inversion has been used in [18] and [19] tovdexijoint CFO
and timing estimator.
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Training Symbol OFDM Symbol
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Figure 5.1: Scheme of training symbol with = 2 identical parts.
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Figure 5.2: Scheme of correlation sets for a training symbol with-
2 identical parts.
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5.2 Stochastic ML Estimators

In this section ML-based symbol timing and CFO estimatorsd6DM sys-
tems supported by a training symbol obtained by transrgittin the subcar-
riers whose indexes are multiple of L, symbols belongingntdN& constella-
tion. Specifically, they are derived by maximizing the LLF tbe vector of
unknown parameteri 2 [0, ¢, ¢]T. Successively, the obtained estimators are
particularized to the case of circular transmissions ordifierent subcarriers.

5.2.1 Estimators Based on an NC Training Symbol

Let us consider the N x 1 vector

FE(=Le).. 10— Le—1),7(0),...,r2N — )T, (5.4)
obtained by discarding the samples in the &G — L.),...,r(0 — 1) and let
us suppose that the unknown delagatisfies the condition < 6 < N, so
that# contains the entire training symbol. Using the vectoriadelalefined

in chapters4 the considered observation vector can be rewritten as

A
7= [(Gir-1)",ry, (Gory)"]"
N —— ———r

7T, 77

where the matrice&’; andG,, defined as

A
G1 = [Ogx(n—g) Lo (5.5)

and N
G2 =[In_g On_g)x ; (5.6)
are real matrices withG1GY = I, GuGY = In_4, GITG, =

[Onx(n-9) G1] andG3 G2 = [G; Oy n]. Note that the vector contains
the lastd samples of thé—1)th OFDM symbol through the subvectar 1, the
first N — 6 samples of the OFDM symbai; and moreover, the subvectef
contains, except for the CP, the training symbol.

The2N-dimensional NC-CGRW: is characterized by the joint PDF [16]

f(F 75 )= ! exp<—%[7‘H1‘T] C;' [ i ]> (5.7)

2N [det {Cy )
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whereCy is the covariance matrix of the vectpr”, #7]7. Moreover, since
the vectorg _;, rj andr, are statistically independent CGRVS, the joint PDF

(5.7) can be rewritten as

f@E75X) =f(F 1,7 3 A) f(ro, 75 N (1,713 A)

1 ~—1 To
X — exXp [rgr(j)—‘] CT' [ * ]
7TN\ /det {C’T‘o} < 2 ’ To

where the matrice€’y._, Cr,, andCy., are given by

(o2+02)1y Oy
Cp = , (5.9)
Oy (02+02)1y

U(X) [Cs+02Iy] T*(N) T(A)RsT(N)
Cr, =
U (A)RET*(N) U (X) [Cs+oaIn] T(N)

(5.10)

and
(0'34-0'721)11\7_9 OnN_y
Cyp, = , (5.11)
On_y (J?—FU%)IN,Q

with

B() £ F Ol ding {1, s FOD]

N x N diagonal matrix whileRs andC's are the relation and the correlation
matrices of the transmitted training symbsoﬁ [s(0),...,s(N—1)]T.
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Thus, accounting for (5.8)-(5.11) and the results (5.2)(&®), after some
algebraic manipulation, the LLF takes the form

L—2
A(A) —Iil{—clpP + Z §R |:Ql ) w(lL+ )
o 7 l (5.12)
DD (Szn +Tl,n(9)€j225> eI 5” :
n=1[l=n
where
A N-1
PO) =Y |r(k+0)]%
k=0
N L—(1+1) P-1
Qu0) = D 2p(n—-1)p(n+l) Y 7 (k+(n—1)P+0)F(k+(n+1)P+0)
n=1 k=0
-1 P-1
Sin(0) = Y p2l-n—h-1)p(h) > _F(k+hP+0)7((2l—n—h)P+0—k)
h=l—-n k=1
and

T0(0) 2 3" p(2l—n—h—1)p(h)F(hP+0)F((2l—n—h — 1)P+6).
h=Il—n

Moreover,y andp are defined in (4.20) and (A.9), respectively, while

2 p
" (02 +02)(cip+1)(1—p)’ (5.13)
and
IPUES VAR -

6
To derive the joint ML frequency offset and symbol timingiesttor we
initially keep the vectofd, €]” fixed and letp vary. In these circumstances the
LLF (5.12) achieves a maximum for

Lk ome _iome| 2l=n) | 26
QbML (0,e)== arg [ZZ <Sln -I—Tlﬂ(ﬂ)e]T) e’ FE[ T +N]]
e (5.15)
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Then, substituting (5.15) in (5.12) and accounting for e thatx, is a pos-
itive constant, we obtain

(éML, éML) —=arg maXA(é, g, QEML(é, g))

6.9
L—2
- ~ 2w (l41) <
= arg max {—clpP(H)—i— R [Ql(ﬁ)eﬁ L 6}
0,9) —
L L ~ ~ .OE _ 2m(2l—=n) ~
F 1303 (S0nl0) + Ti(B)e 5 ) 057
n=1l=n

(5.16)
Unfortunately, the solution of this problem requires a tshimensional search.
To reduce the computational complexity of the joint ML esttor, we consider
a simpler synchronization scheme. Specifically, in virtieesults 1 and 2,
the magnitude of each term,(«), S, ,(«) andT, ,(«) in (5.16) can present
a peak whenu is the actual symbol timing. Thus we consider the decoupled
symbol timing metric

L—2 L L
= arg max {—clpP<é>+Z Q@)+ DD (IS0 + m,n@)r)}

(5.17)
This estimator provides high false probability detectidmew the useful signal
is absent, therefore it can be used with difficulty for a btrestsmission mode
(see [19]). To obtain a timing metric with low false detentiprobability we
propose the NC symbol timing estimator

O nc=arg max
0

© (5.18)
Moreover, accounting for (5.15) and (5.16), we propose ti@ fidquency
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offset and carrier phase estimators

L2
ENc =arg max {Z %[Ql Onc)e™

=0

2n(i) ]

(5.19)

omEl 27r(2l7'n,)g
+ ZZ |:Sln One)+Tin(One)e’ T } I

n=1l=n

}

one=omL(énc,Onc) - (5.20)
Note that the estimatopy¢ in (5.20), accounting for (5.15), provides a
closed form estimate for the carrier phase and gives an ugaous estimate
if | ¢ |< /2. Moreover, since the function to be maximized in the RHS of
(5.19) is a periodic function of period L, it follows that tki#-O estimatoé y ¢
gives ambiguous estimates unlésg < L/2.

and

5.2.2 Estimators Based on a Circular Training Symbol

In the case where the training symbol (withidentical parts) is made up by
transmitting subcarrier symbols belonging to a circulanatellation (that is,
E[(a})?*] = 0 for ¢ = 0), the relation matrix of the training symbdts is
identically zero. Therefore, accounting for (5.8)-(5,1tt)e LLF (5.12) be-

comes

I —

A6, €) = k3 {%‘: [Z eI sz)] - cszw)} (5.21)
=0

P

(0% +02)(c2p+1)(1 = p)
approach followed before, accounting for (5.21) and forfdwa thatx, is a

positive constant, we obtain the symbol timing and CFO esitins

where ko 2 and ¢, S L1, Exploiting the

L-2

1N 2
) Qz(e)‘
Ogsc = arg méax (ZZ% CQP(é)) (5.22)

and
L—2

R ~ _ .27r(l+1)€
EGSCZMgrngLX{Z:§R [Qz(%sc)e T ]}, (5.23)

=0
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that give ambiguous estimates unléss |< L/2 and0 < § < N. ltis
of interest to observe that in the case of a training symbth two identical
halves and without a sign inversion estimators (5.22) an23j5take a form
similar to the symbol timing and CFO estimators proposed tiyn8dl and
Cox in [17]. Therefore, since estimators (5.22) and (5.28) loe considered a
generalization of those obtained in [17] to the case whegdrdining symbol
has more than two identical parts, they are referred to asrgired Schmidl
and Cox (GSC) estimators.

The symbol timing statistic (5.22) in the case whére= 4 and the training
symbol patterrp = [1,1, —1,1]7 is exploited, reduces to the coarse estimator
proposed in [18] by Shi and Serpedin that will be referredst®&& estimator.
Moreover, to limit the computational cost, the followingmwlified coarse CFO
estimator has been proposed in [18] in place of (5.23)

éss = - arglQo(dss)]. (5.24)

By minimizing the squared average distance between L sdowg@arts of
the received training symbol, Minn, Bhargava and Letaieppsed in [19] the
coarse symbol timing metric

~ 2
i) (L@@
HMBL = arg gi < CQP(é) ) . (525)

In the case wheré = 2 the MBL timing estimator (5.25) and the GSC esti-
mator (5.22) are coincident. Nevertheless, when the numf@peated parts
increases, the simpler expression (5.25) does not accoutid correlation
between not adjacent parts of the training symbol. Thusdjithdase a perfor-
mance loss with respect to the GSC estimator (5.22) couldroddoreover,
the coarse frequency-offset estimator proposed in [19Eiggat modification
of the CFO estimator proposed in [45].

5.3 Practical Estimator

The frequency offset estimators (5.19) and (5.23) requir@imization pro-
cedure with respect to the continuous paramétefhey can be obtained, as
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pointed out in [46], exploiting a two step procedure. In thetfstep is per-
formed a coarse search followed, in the second step, by adarets Specif-
ically, in this paper the dichotomous fine search, describetbtail in [47], is
considered. However, this is a time-consuming procedure.

To overcome this problem, in this section we propose a lowsgexity syn-
chronization algorithm viable for practical implementaiti Specifically, we
propose a best linear unbiased (BLU) estimator that pravalelosed form
expression for the frequency shift estimate. Let us congideterms

N—mP—-1
1 .
R(m) = N _mP 2 f(k + 0) T(k +mP + 0) bk,kerP (526)
and
1 N—mP—-1
Clm) =x—b 2 [F(k+mP+0)7(N—k+0)by _ krmp

+7(mP+0)7(0)bo mp),
(5.27)
with0 <m < L —1and

(e ((5). e

wherep(1) is thel-th entry of the vectop denoting the training symbol pattern
except for the CP (see Sectign.1).

We observe preliminarily that, in virtue of the repetitiiteusture of the train-
ing symbol and since it is obtained by transmitting on théed#nt subcarriers
data symbols belonging to a real constellation, it reshis t

s(0) = s(0)* (5.29)

» Q%J) s(k) = p Qk +PmPD s(k +mP), (5.30)

Vk,k +mP € 7, U {0},

p Q?D s(N—k)=p Qk +PmPJ> s(k+mP)*.  (5.31)

Vi, k+mP €,
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Thus, by substituting the received signal (see (4.4)) iBgpand (5.27),
accounting for (5.29)-(5.31) and neglecting nois@ise terms, we have

2Tme

R(m)= o271

N-mP-1
1

% H_W kZ:O s(k)*w(k+mP~+0)+w(k+6)*s(k+mP))] b j+mp
(5.32)
and
C(m)= Jge][ N +2¢]
5 N—mP—1
x |1+ 3N —mP) l;) s(k)*w(k +mP + H)bk,kerP] )
(5.33)

wherew (k) 2 n(k)e I [*%"+4].

Let us now consider the vectgre R(L—1D*! whose elements are defined as

y(m) 2 arg[R(m)R(m — 1)* + C(m)C(m—1)*], m €[l,..,L—1].
(5.34)

At high SNR values and fde| < L/2, y(m) can be approximated by a linear

expression in the unknown parameter

y(m):f + 207 ) (5.35)
with
N—mP—1
(M2 S [s(ktmP)w(k+0)*+35(k) w(k-+mP+0)] b
NEN—mp & Fohmb:
(5.36)

Thus, the estimation problem can be reduced to a linear matlby ex-
ploiting the Gauss-Markov theorem we can consider (se¢ {8]BLU CFO

estimator
L |yTCc 11
€= — yfy_l (5.37)
2w |17 C,'1
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where the(m, [)-th entry of the covariance matri€, € RL~1*L~1 s given
by

A w1 1
55[m — 1] 3L u(L—m-—I) _36m+1-L—1]
(L=l)  (L=D(L=m)(L=(m=1)) (L —(m—1))
(5.38)

Note that this approach generalizes that proposed by MieagalMorelli in
[45] to the case where the training symbol witlidentical parts is obtained by
transmitting, on the different subcarriers, data symbelsiging to a noncir-
cular constellation. Specifically, in this case, in additio the correlation term
(5.26) considered in [45], the term (5.27) is exploitedsltorth pointing out
that, accounting for (5.37) and (5.38), the NC-BLU estimaloes not require
the knowledge of the SNR value and of the channel. Moreolreratquisition
range of the proposed NC-BLU frequency offset estimatooiaadent with
that of estimators in (5.19) and (5.23).

5.4 Data-Aided Estimators in Multipath Channel

Since the statistiéy¢ in (5.18) is derived for ISI-free channels, in presence
of dispersive channels it could not provide satisfactomfggenance. Thus, in
this case, it is necessary to refine the symbol timing estm&pecifically,
by exploiting the periodic structure of the training symhbmsically the same
analysis considered for blind symbol timing estimator ia sectiors 4.4 can

be applied.

Let us consider the received signal model in multipath ckh(h48). Let
us observe that fav > N,,, following the lines of appendix B, we can easily
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demonstrate tha following approximation

L-2 L

L
S IQUO+B+ DD (1S (0+8)] + |Tin(0+8)])
=0

n=1l=n

c1P(0+ 5)

o5
No , Be{0,...,Ny,}

12
mqm
]
=
+w
S)

0, otherwise .

Therefore, as in the case of blind symbol timing estimatbes;ause of the
channel dispersion, the statistig ¢ in (5.18) provides a coarse estimate of the
arrival time of the first multipath component that, with higtobability, differs
from its actual valué by a quantitys € {0, ..., N,,}. Thus, by following the
lines of subsection 4.4, a refined estiméte of the symbol timing is given
by

. . 1 .

Oncr = Onc — [5 (4 — 1)-‘ . (5.39)
The estimate: can be obtained considering the estimator (4.52) and in this
case the functiory(u, 0 + (3) is defined as

L L -1
x(w, 6+ ) éN S D Bl 64 |
n=1l=n h=l—n (5.40)
+ | F(B+hP)F((2l—n—h—1)P+3—u) |

where

v

—1
7(k+a+hP)7((2l—n—h)P+a—k—u).
1

(1>

By n(u, o)

i

Once the fine symbol timing estimate has been evaluated rehedncy
offset estimate can be obtained by (5.19) (referred as NGRa&w®r) or by the
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reduced-complexity expression (5.37) (referred to in tlodving as NCR-
BLU estimator). Note that, unlike the refined symbol timingtimator re-
ported in [19] and referred to in the following as fine-MBLegthroposed al-
gorithm requires neither a channel-dependent timing maamkment nor a
SNR-dependent threshold.



Chapter 6

Numerical Results

In this chapter we the performance of derived blind and dstied estimators
is assessed via computer simulations and compared withahabme esti-
mators previously proposed in literature in presence of ANdAd multipath
channel.

6.1 Performance of Blind Estimators

In this section the performance of the proposed blind estirads assessed via
computer simulations and compared with that of MLC estimgatderived in
[9], and that of modified MLC (MMLC) estimators, proposed %j,[exploiting
only ISI-free samples of the CP to counteract the degradifegte of disper-
sive channels. In the simulations the values of the arriwa tthe normalized
CFO and the carrier phase have been fixel at 10, ¢ = 1/8 and¢ = g,
respectively. Moreovei,0° trials were used to obtain the performance plot.

Note that the MCLO symbol timing estimator has been deriveden the
assumption.. = 0. However, since in the following experimenis is dif-
ferent from zero, the known bias equal to the CP lergtlis subtracted from
the estimates provided by the MCLO symbol timing estimaldoreover, to
obtain unbiased estimates the CFO estimator (4.38) ispliatliby N/M (see
also [44]).

73
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6.1.1 AWGN Channel

In this first set of simulations we have tested the perforraafdhe proposed
algorithms as a function of SNR in AWGN channel and for an OF8&Jgtem
with N=512 DBPSK subcarriers.

The performance of the considered symbol timing estimagostiown in
Fig. 6.1 where it is reported the probabili(0) 2 P({#<0—L.} | J{6>0}),
that is the probability that an incorrect symbol timing aa$SI and ICI (see
Section§ ??). In the figure three different contexts are considered: lmen
vation window of lengthiW = 2M + N/2 and a CP length fixed dt. = 4
(dashed lines) and. = 12 (solid lines) and, moreover, an observation win-
dow of lengthiW = 4M + N/2 and a CP length fixed at. = 12 (dotted
lines). Note that the markers for NC and MCLO estimators appaly for
SNR < 0 dB, since for higher values of SNR both the NC and MCLO es-
timates were coincident with the actual value of the symiooing in all the
10° performed experiments. The results show that NC and MClithasirs,
whose performance is practically unaffected by the valuéhefCP length,
greatly outperform the MLC estimator on the whole range oRSHdlues.

Fig. 6.2 shows the mean squared error (MSE) of the considef&a esti-
mators as a function of SNR and for different values of the &@fgth. In the
figure are also reported as benchmark (8 BN¢ and theCRBS derived
in Section 4.3 for the case df, = 12. Note that, although the CRBs have
been derived under the assumption of known symbol timirg performance
of the CFO estimators has been obtained without the knowlefithis param-
eter, that is, in each run the CFO estimate has been obtajnexploiting the
corresponding timing estimate. However, it should be ersized that, as pre-
viously stated, NC and MCLO symbol timing estimates werecioient with
the actual value of the symbol timing in all the performedsrfor SNR > 0
dB. The results show that the greater accuracy of the prdp®gabol timing
estimators has beneficial effects also on the performantieedCFO estima-
tors. In particular, the performance improvement of NC ar@Ld estimators,
with respect to the MLC estimator, increases as the CP lafegtteases. More-
over, the performance of NC and MLC estimators results todrg glose to
the corresponding’ RBs.

By augmenting the observation interval, the considered @Btdnators
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provide more accurate estimates and, besides, as showq.ir6/, the per-
formance gap between the proposed CFO estimators and thedgliiGator
increases. Moreover, by a comparison with Fig. 6.2 it foldat the MLC
CFO estimator achieves tti@R B for lower SNR values as the sample size
increases. This is in agreement with the fact that@ieB" has been derived
under the assumption of known symbol timing while the penfance of the
MLC CFO estimator depends on the accuracy of the symbol ¢rastimate
that improves as the sample size increases.

6.1.2 Multipath Channel

The performance of the considered estimators has also lseeaszd in multi-

path channel for an OFDM system wilfi=1024 DBPSK subcatrriers. In each

experiment the multipath channel has been modeled to ¢mfsié,,+1=11

independent Rayleigh-fading taps with an exponentiallyagieng power de-

lay profile. Specifically,E[|h(l)|2]:Ce*§, l€{0,...,Np}, whereC'is a
N,

constant such thaz E[|h(1)|*] = 1. Moreover, the channel is fixed in the

1=0
observation window but independent from one run to another.

Figures 6.4 and 6.5 show the MSE and the probab#ity) 2 P({0<0—L.+
N} U{6>6}) of NCR, MCLOR, MLC and MMLC symbol timing estima-
tors (defined in (4.53), (4.55), (4.27) and in [5], respatiy for an obser-
vation window of lengthiV’=2M+N/2 and different CP values. The results
show that the proposed NCR estimator and the more practi€llOR syn-
chronization scheme exhibit nearly the same performandesamificantly
outperform the MLC algorithm proposed in [9] and its modifiegtsion for
dispersive channel (MMLC algorithm). In particular, as thenberL.—N,,
of ISI-free samples decreases, the performance gain oftipeged estimators
with respect to the MMLC algorithm increases. Note that tHeO\Wtatistic is
strongly biased for all examined situations. Moreovers ivorthwhile to em-
phasize that, unlike the proposed NCR and MCLOR algorithims, MMLC
estimator requires the knowledge of the maximum delay sihiga

The results reported in Fig.6.6 show that the feasible-edatipnal MCLO
CFO estimator provides the most accurate estimates. Mereas one would
expect, only the MMLC algorithm does not present a floor si@xploits
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ISI-free samples. However, the figure shows that the MML®utlgm as-
sures a relevant performance, as the number of ISI-freelsardpcreases, for
higher and higher values of SNR. Moreover, as already uingek| the MMLC
algorithm requires the knowledge of the maximum delay spréa.

Finally, Fig. 6.7 illustrates the symbol-error rate (SER)fprmance of
NCR, MCLOR, MLC and MMLC algorithms as a function of SNR. The r
sults show that the SER achieved by using NCR and MCLOR esiias
coincident with that obtained in the case of perfect synaizaiion, while the
MMLC estimator assures relevant performance only fgr= 16 and high
SNR values. Moreover, the MLC estimator provides a conthperformance
loss with respect to the case of perfect synchronizatioy faml L. = 16.

6.2 Performance of Data-Aided Estimators

In this section the performance of the proposed estimatsedon a training
symbol is assessed via computer simulations and compatédtvet of SS
and MBL algorithms derived in [18] and [19], respectively dll the simu-
lations we consider an OFDM system with N=1024 subcarriecs a prefix
length fixed atL. = 16. The actual values of the arrival time, the normalized
frequency offset and the carrier phase have been fixéd-at0, e = 1/8 and
¢ = 3, respectively. Moreover, the training symbol used for NGneators
is obtained by transmitting, on the different subcarriersnaximum length
sequence (MLS) of DBPSK data symbols, whereas, for the aitteemes, a
MLS of DQPSK symbols is exploited. Furthermore, to verife incidence
of the training symbol pattern on the performance we havesidered two
different cases:

(@) training symbol patterp = [1,1, 1, 1]7 (solid lines);

(b) training symbol patterp = [1,1,—1,1]” (dashed lines).

6.2.1 Timing Metric

Figures 6.8-6.9 show the behavior in a single run of NC, 6Sthd MBL
timing metrics for a noiseless and distortionless transimisof the training

INote that, as previously stated, for the considered numbespeated partsi{ = 4), the
GSC timing metric reduces to the SS timing metric when thiitrg symbol patterrp =
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symbol. Specifically, in Fig. 6.8 the employed training syinis made up of
four identical parts and with the pattern (a). In this caseNC timing met-
ric presents the sharpest peak at the actual timirg 0, whereas MBL and
GSC metrics present a large plateau. As showed in the pltN® metric
exhibits relative maxima, located th{N/2L with [ € {1,...,L}. However,
these peaks do not interfere with the exact correlation peakided that the
length P of each identical training sequence block is sufficientiigdéa In
Fig. 6.9 the timing metrics corresponding to the trainingbyl pattern (b)
have been considered. The results show that the sign iovensithe trans-
mitted training symbol pattern reduces the undesirabl&gpiEethe NC timing
metric and eliminates the plateau effect for GSC and MBL syitiming met-
rics. Nevertheless, as we will see, the use of a trainingesempimade up of
identical parts with different signs can introduce in a disfve channel some
performance degradation in the frequency offset estimatio

6.2.2 AWGN Channel

In this first set of simulations we have tested the perforraarfche proposed
algorithms in an AWGN channel. In particular, Fig. 6.10slrates the perfor-
mance of NC, MBL and GSC symbol timing estimators as a funabibSNR
evaluated in terms of the probabili#y(6) that an incorrect timing causes ISI
and ICI. The number of runs for each SNR value is equalto The results
presented in Fig. 6.10 show that, for both patterns, the Nfitbgy timing es-
timator greatly outperforms GSC and MBL estimators. Beside the case
(a) the plot reveals a degradation in the performance fdr MBL and GSC
estimators due to the plateau in the metric (see Fig.6.8).

The previous conclusions are further supported by reseptsrted in Fig. 6.11,
where the MSE versus SNR for symbol timing estimates is degicin par-
ticular, in the cases (a) and (b) no errors were observech®NC estimator
in the performed runs fof NR > —5 , while, in the case (a) MBL and GSC
estimators present performance floor. In AWGN channel timsidered CFO
estimators do not reveal significant performance sensitiei the training se-
guence pattern. Therefore, for the sake of brevity, we ptesaly the results
in the case (a). In particular, in Fig. 6.12 we compare théoperance of

[1,1,—1,1]" is considered.
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NC, GSC and NC-BLU CFO estimators proposed in (5.19), (5a28) (5.37),
respectively, with that of SS and MBL CFO estimators. MompWSE for

the proposed NC-BLU estimator under perfect timing synetzation is also
included as reference. The results show that NC and GSC CtHiQagsrs

present, for low SNR values, a performance gain with respediBL and

SS estimators, while NC-BLU CFO estimator assures the legfinmance at
moderate and high SNR values. Note that this performanceris alose to
that obtained with perfect symbol timing estimation.

6.2.3 Multipath Channel

The performance of the proposed data-aided estimatorddmbeen assessed
in a multipath channel. In each experiment the multipatmobhhas been
modeled to consist oV,,, + 1 = 13 independent Rayleigh-fading taps with
an exponentially decaying power delay profile with root meguared width
corresponding to two samples. The channel is fixed duringrémsmission of
one OFDM symbol but independent from one run to another. Bheeg of the
remaining parameters are those used for AWGN channel.

Figures 6.13 and 6.14 show the probabilityd) and the MSE, respectively, of
NCR, NC, GSC and fine-MBL symbol timing estimators in the sa&) and
(b). We can note that for both patterns the NCR estimatorlgleatperforms
NC, GSC and fine-MBL estimators. Moreover, GSC and fine-MBinsstors
exhibit satisfactory performance only in the case (b).

Figures 6.15 and 6.16 present the MSE of NC, NCR, NCR-BLU G and
MBL? CFO estimators as a function of SNR. Specifically, Fig. 6IL5
trates the performance in the case (b). As we can see, thengeesf a sign
inversion in the training symbol pattern leads to a perforceafloor in a dis-
persive channel. Thus, it is necessary fine frequency estim# counteract
this degradation (see [19]). However, except for NC and MBlineators, no
floor effect is observed in Fig. 6.16 in the case of a trainiagggn without
sign inversion. In particular, the NCR-BLU estimator pmasethe best perfor-
mance for moderate and high SNR values, while the more comR CFO

2To compare coarse CFO estimators the simulated MBL algoriththat considered in
[19] without a subsequent fine frequency estimation. Spedi§i this algorithm is a modified
version of that proposed in [45].



6.2. PERFORMANCE OF DATA-AIDED ESTIMATORS 79

estimator assures a good estimation accuracy for low SNiesal

Finally, Figures 6.17 and 6.18 illustrate the SER perforoeaversus SNR
of the considered OFDM system when the investigated estimate exploited
and the two training symbol patterns are adopted. As showineimplots, for
both cases the proposed NCR and the more feasible NCR-BLtheymiza-
tion schemes provide a SER very close to that of the perfegtighronization
system.
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P(6)

SNR[dB]

Figure 6.1: Performance of NC, MCLO and MLC symbol timing es-
timators in AWGN channel for an observation window length =
2M + N/2 and a CP length fixed di. = 12 (solid lines) andZ. = 4
(dashed lines). Dotted lines refer to an observation windblength
W =4M + N/2 and a CP length fixed di. = 12.
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MSE(g)

SNR[dB]

Figure 6.2: MSE of NC, MCLO and MLC CFO estimators in AWGN
channel for an observation window of lendgth = 2M + N/2 and for
a CP length fixed ak. = 12 (solid lines) andL. = 4 (dashed lines).
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MSE(g)

SNR[dB]

Figure 6.3: MSE of NC, MCLO and MLC CFO estimators in AWGN
channel for a CP length fixed &t. = 12 and for an observation win-
dow of lengthiW = 2M + N/2 (solid lines) andW = 4M + N/2

(dashed lines).
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Figure 6.4: MSE of NCR, MCLOR, MLC and MMLC symbol timing
estimators in multipath channel for an observation winddwength
W =2M + N/2 and a CP fixed akt. = 12 (solid lines) andL. = 16
(dashed lines).
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Figure 6.5: Performance of NCR, MCLOR, MLC and MMLC symbol
timing estimators in multipath channel for an observatiandew of
lengthiV = 2M + N/2 and a CP fixed at.. = 12 (solid lines) and

L. = 16 (dashed lines).
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MSE(g)
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Figure 6.6: Performance of NC, MCLO, MLC and MMLC CFO es-
timators in multipath channel for an observation window efdth
W =2M + N/2 and a CP fixed akt. = 12 (solid lines) andL. = 16
(dashed lines).
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SER
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Figure 6.7: SER performance versus SNR of NCR, MCLOR, MLC
and MMLC algorithms in multipath channel for an observatigim-
dow of lengthW = 2M + N/2 and a CP fixed ak. = 12 (solid lines)
and L. = 16 (dashed lines).
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Figure 6.8: Behavior, in a single run, of symbol timing metrics as
a function of time [samples] for an OFDM system with = 1024
subcarriers, a CP length. = 16 and for the training symbol pattern
p=[1,1,1,1]T.
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Figure 6.9: Behavior, in a single run, of symbol timing metrics as
a function of time [samples] for an OFDM system with = 1024
subcarriers, a CP length. = 16 and for the training symbol pattern
p=[1,1,-1,1]T.



6.2. PERFORMANCE OF DATA-AIDED ESTIMATORS 89
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Figure 6.10: Performance of symbol timing estimators as a function
of SNR in an AWGN channel{ = 1024, L. = 16) for the training
symbol patterng = [1,1, —1,1]” (dashed lines) and = [1,1,1,1]7
(solid lines).
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Figure 6.11: MSE of symbol timing estimators as a function of SNR
in an AWGN channel § = 1024, L. = 16) for a training symbol
pattern[+ + —+| (dashed lines) and for a training sequence without
sign inversion (solid lines).
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Figure 6.12: MSE of CFO estimators as a function of SNR in an
AWGN channel (V = 1024, L. = 16) for a training symbol pattern
without sign inversion.
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Figure 6.13: Performance of symbol timing estimators as a function
of SNR in a multipath channelN| = 1024, L. = 16, N,,, = 13)

for the training symbol patterns = [1,1, —1,1]” (dashed lines) and
p =[1,1,1,1]7 (solid lines).
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Figure 6.14: MSE of symbol timing estimators as a function of SNR in
a multipath channel = 1024, L. = 16, N,, = 13) for the training
symbol patterng = [1,1, —1,1]” (dashed lines) and = [1,1,1,1]7
(solid lines).
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Figure 6.15: Performance of CFO estimators as a function of SNR in
a multipath channel = 1024, L. = 16, N,, = 13) for the training
symbol patterrp = [1,1, —1,1]7.
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Figure 6.16: Performance of CFO estimators as a function of SNR in
a multipath channelN = 1024, L. = 16, N,, = 13) for a training
symbol pattern without sign inversion.
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Figure 6.17: SER of considered OFDM system as a function of SNR
in a multipath channelN = 1024, L. = 16, N,, = 13) for the
training symbol pattern and = [1,1, —1,1]7.
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Figure 6.18: SER of considered OFDM system as a function of SNR
in a multipath channel¥ = 1024, L. = 16, N,, = 13) for the
training symbol patterp = [1,1,1,1]7.






Chapter 7

Conclusions

7.1 Thesis Summary

The performance of OFDM systems depends on the signal gussin by
the receiver. Good signal integrity is only obtained whea tbrrect timing
information is available and system impairment such as GF&féctively es-
timated and corrected. This requirement demands propesdigded synchro-
nization systems. In this thesis, issues related to synitatg and CFO syn-
chronization are discussed. In particular, after the ptasen of the OFDM
system and the analysis of effects of CFO and symbol timimglaponization
errors, new blind and data-aided synchronization algmgthave been derived
and analyzed.

Precisely, in the chaptér4 the problem of blind joint symbol timing and
CFO estimation in OFDM systems with NC transmissions has beasidered
and new ML-based synchronization algorithms have beewettriThese es-
timators, unlike MLC estimators based only on the corretatnduced by the
CP insertion, exploit also the conjugate correlation itasylfrom the adoption
of NC constellations. Due to the computational complexityih estimators
for NC transmissions, simpler synchronization schemetsddwa also be used
in the absence of CP, have been proposed. Moreover, in thi@ahit has
been evaluated the CRB on CFO and carrier phase estimatiotCféODFDM
systems in the case of known symbol timing and under the Gmilgsas-
sumption on the useful OFDM signal vector. In particulahas been shown

99
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that according to [41], in the case of NC transmissions andricobservation
window including different OFDM symbols, the convergenaterof the phase
and the CFOAF = ¢/N arel/N and1/N3, respectively. Moreover, the
CRBNC obtained into the case of NC-OFDM transmissions is uppented

by the associated RBE for circular transmissions and, in the examined case,
the difference between them is more prominent for low SNReskand, for a
fixed SNR value, when the length of the observation windoweases.

In the chaptef 5 the problem of data-aided symbol timing and CFO esti-
mation in OFDM systems has been considered. Precisely,e syvchroniza-
tion scheme based on a training symbol made up of L identads$ pobtained
by transmitting BPSK data symbols on the subcarriers whodexies are mul-
tiple of L and setting zero on the remaining subcarriers,besn proposed. In
this case, if the number of subcarriers is sufficiently lathe training sym-
bol can be modeled as an NC-CGRYV. By exploiting the joint P@Hrhproper
CGRV’s, the joint ML estimator for the parameters of inté¢iegs been derived.
Since its implementation complexity is high, simpler estiors have been ob-
tained. Moreover, a refined symbol timing estimator, thandbrequire the
knowledge of the maximum channel delay spread or a timingmackment
estimate, has been proposed.

In the chapteg 6 the performance of the considered blind and data-aided
estimators has been evaluated and compared with that of MidOVEMLC
estimators, proposed in [9] and [5], and with that of SS andL\MBtimators
based on complex training symbol proposed in [18] and in,[&]pectively.
Computer simulations have shown that:

e Proposed blind ML-based symbol timing and CFO estimatonsoca-
perform in AWGN and in multipath channel MLC and MMLC estima-
tors.

¢ In multipath channel the derived blind estimators assur&R ferfor-
mance practically coincident with that obtained in the cakperfect
synchronization while the adoption of MLC and MMLC schemesds
to a severe performance degradation unless the CP presesitsivzely
large number of ISI-free samples.

e Proposed data-aided NC symbol timing estimator assureswiG®
channel absence of plateau effect. In particular, in cehtrathe meth-
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ods considered in [18] and in [19] the proposed symbol tingisigmator
assures good localization properties independently oftrtiaing se-
guence pattern,

e The proposed NCR and the more feasible NCR-BLU synchrdpizat
schemes provide a SER very close to that of the perfectlytspniza-
tion system in presence of AWGN and in multipath channel.

7.2 Future Works

In this work, we have investigated the problem of symbol tignand CFO
synchronization for OFDM systems by deriving ML-based thlaynchroniza-
tion schemes for OFDM systems with NC transmissions and rstisna-

tors based on an NC training symbols. Our suggestions farduwork are
twofold: they pertain to the application of our analysis hoet to orthogo-
nal frequency-division multiplexing (OFDM) systems basedoffset QAM

(OFDM/OQAM) (see [48]), and to the derivation and analygisymchroniza-

tion algorithms for NC-OFDM systems with virtual subcarsieMoreover, all

proposed synchronization schemes have been derived urabypothesis of
a non dispersive channel. Nevertheless, in a dispersivenethshe proposed
symbol timing estimators could not synchronize the receivehe first arriv-

ing multipath component giving rise to imperfect timing ogery. Therefore,
to maintain orthogonality between different subcarrieegined symbol tim-
ing estimators have been proposed. Future work could iedid study and
the analysis of new blind and/or data-aided estimatorggdedi for multipath
channels that do not require the refinement process.
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Appendix A

Derivation of LLF

In this appendix we present some algebraic detail to dehigeskpression of
the LLF in (4.19).

With reference to the quadratic form in (4.18), we can olesd¢hat the in-
verse of the block diagonal matr&, defined in (4.17), is still a block diagonal
matrix equal to

Cldiag{

1
(03+0m)Inj2rL.40 Gi1RsGY
G1R5G{ (02402 I N2y Loto

-1

CS—FO'?LIM Rs ®I )
n

Rg CS—I—O'?LIM

—1
(02 +02)In_9y G2RsGY
G2 R5G; (03 +0m)In—g 7
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moreover, using the properties of inversion of block masjave obtain

-1 GIRSG{PEL
C'=di Ve ~ oito?
—oe G\R;G/Pg', |
- P
2 2 S—1
O-TL+O-S
P! - 21 Rs P
Ly@| 3 yr 1 . (103”" ) RsPg (A.1)
— (Cs+021y) RsPg Py
p-l _G2R3G§P§}r1
s oi+o?
GQRZG%PE}J 1
B o2+o2 $+1

where
Ps 1=(05+0) /2 r+0—(0n402) ' G1Rs(G1Rs)",
Ps=(Cs+021y)—Rs(Cs+021,) ' Ry and
P3+1=(072L+J§)IN,9—(Jg—i-dg)*ngRs(GgRs)H.

Let us define the complex matric&_4 = G1¥Y_G] and Y,y =
G, ¥, 1G5. Substituting (A.1) in (4.18) and applying the definitiontcdce
of a block diagonal matrix, the quadratic form (4.18) candsrranged as

G1RsGTPg!
AN)=R {Tr ! ;;Q S Ly )

—1 * ~H —1 * ~ ~H
—Y P Y27y = X1 P Xy

T

n
30 (Crtottn) mepi P win) ot
=0
GQRSG%‘P;}_I . -
+Y 11 U%+Ug TTH—lr;kerlrnJrl )

that, after some algebraic manipulations, can be rewréten

AXN)=T(0)+R {eﬂ“ Zn: Ui (0)
=0
n+1

7" ) [Vz‘(ﬁ)e’j FeaM +Zi(0)e*j2§6(2iM+N)} }

i=—1
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where the parameteris defined in (4.20),

n M-1
A _
TO)=-> > |rlk+6— L) [P5']n
=0 k=0
N/2+Lc+60—-1
- r_1(k + N/2 = Lo)| [PsL1] (A2)
k=0
N—-6—1
- ‘Tn+1(k+‘9_LC)‘2 [Pgil]hk ’
k=0
A Le—1
Ui(0)=—2) i (k+0—Lo)ri(k+0+N—Le) [P5'], ,  n - (A.3)
k=0
fori =0,...,n, moreover
0 2=-1
2L
> ri(k+0—Le)ri(Le+-0—k)
k=0
Cs+02Iy) ' RLPS! =0, ...
Vi(0)2 [( stonly)  RsPs L,ch_k Tl (A.4)
2L.
> ri(k+0—Lo)ri(Le+0—k)
k=0 1
AGRGIPS| =
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and

¢ 2L.+20

3" ikt N/2—Le)ri(N/2+ Lo+20—k)
k=01

——G1R,GTP! =—1
[U%JFU? s S_l]k,QLc—f—QG—kZ
M-1

> rilkt0—Le)ri M+6—k)x

k=L.+1

2 —1 px p—1 .
[(Cs—f—UnIM) R Pg Lc,N-i—QLc—k 1=0,...,m

(A.5)

N—-6-1
ri(k4+0—L.)r;(M+0—Fk)x
k=2L.+0+

1
GQR* GTP 1] 1=n+1.
[U% o? 5t kE,N+2L.—k

s

Finally, the (I,m)th entries of inverse of the matricédBs_;, Ps and
Ps. 1, appearing in (A.2) - (A.5), are given by

l=m
(07 +03)(1 — p?[b]?)
VO<I,m<2L.+ 20,
—1 _ 1

[Ps—l](l,m) - 021 o7) l=m
O-Tl US
V2L.+20+1<Im<N/2+L.+6-1,
0 otherwise,

(A.6)
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c(p?[b? — 1) l=m
VO<Im<L.—1, N<Ilm<M-1
2 _
ci(p® —1) l=m
V Lc4+1<Il,m<2L,.,
(P! m) = 1
(lvm) l:
(02 + 02)(1— p2[b?) "
Vim=Le 2Le+1<l,m<N-1,
e1p(1 = plpf2) 1 —m| =
VOo<Im<M-1,
{ 0 otherwise
(A.7)
and
( 1 l
(02 + 02)(1-p2[bP2) "
VO<Im<2L.,2L.A40+1<I,m < N—-0-1,
V2L.+1<Il,m<2L.+0,
| 0 otherwise ,
(A.8)
where . 1
T G2 o) (1 + 20°F + % — 20°bP2)
and
2 2
N
s oifon  SNR (A.9)

P = 1%02/02 " 1+ SNR






Appendix B

Refined Symbol Timing
Estimators

In this Appendix we report some details to derive the appnation (4.49).
We underline that these approximations are derived tofgldre relationship
between the coarse NC and MCLO symbol timing estimators ia3{4and
(4.37) and their refined version in (4.53) and (4.55), retysaly.

Let us substitute the signal model (4.48) into (A.3), therthie absence of
noise and accounting for (4.1), we can write

N"L

S h(l)h* (o)

l1,l2=0

Ui(5+0)] 20%(1—p|b]*)

N (1=p)(1+p—2pb]?)

N—-1
1 Z o™ (arbz)*6_]'%"(TL177L2)(]€*LC+5)6]'2W7((TLQlQ*nlll)
N2 1 1

ni,n2=0

Let us observe that the random variable

N—-1
1 Z ™ (aﬁ2)*ej%(TL1*n2)(k*LC+ﬁ)ej%(anQ*nlll)
N2 7 1

ni,n2=0

with meanO(N 1) and variance®(N ~2), tends to 0 in the mean squared
sense by the Markoff's theorem. Then, f§r>> 1 and for: € {0,...,n}

Ui (B+0)]
S =0, (B.1)

109



110 APPENDIX B. REFINED SYMBOL TIMING ESTIMATORS

Equally, it can be shown that fére {0,...,n+ 1}

Vi(B+0)|

I ~0. (B.2)

Moreover, substituting the signal model (4.48) into (A&)d accounting
for (A.6)-(A.8), after simple manipulations, we can write

n+1 2 n
b .
S 1zl S (D)4 1)+ D (i)
P —[6?) 2
where
Nm Le+2(6+8)
ST hll)h(lz) > yn(k+N/2—0-8,-1)|
l1,l12=0 k=—L.
Nom N—Lc—0-8
S k() Y yn(kn+1)
l1,l2=0 k=Lc+60+0+1
and
L
2p(|bPp—1) "
llZ:h =270 Zy (k,i)—yn(0,7)
1,l2=0
1 N—
N Z n(26—1l1— 12)]'
n=0
with

6j¥ (n1+n2)e*j2ﬁ(n1l1+n212) .

It can be shown that the random variableg(—1)+wx (n+1) andwy (4), for
i €40,...,n} tend to|b||(h x h)(20)| in the mean squared sense . Therefore,
for N > 1 and under the assumption that the channel impulse respgnge
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spans overV,, samples (that i&(n) # 0, Vn € {0,..., N, } andh(n) = 0,
vn ¢ {0,...,Ny}), it follows thatvj € {0, ..., Ny, }

n+1
_(n+2)p*b?|(h x h)(28)]
~ Z |Z;(3+0)|~ =77 : (B.3)

i=—1

while V3 ¢ {0,..., N}
= ‘Z 1Z;(8+6)| ~ 0. (B.4)

Note that in presence of additive noise modeled as a complexiar white
Gaussian process it can be easily shown that (B.1)-(B.4) tnok, while the
T(4+0)/N term can be approximated by

T@+0) [ (+2)p  p 9
N [(1—p2|b|2>+2]§'h<”' ©5
~(+2)(1=p) (1 -p)
(1—p[p]?) 2
A (n+2)p%[b]?

Thus, from (B.1)-(B.5), we obtain (4.49) wmhl and

(1=p?[b]?)
12 {(77+2 ]Z 77+2)( p) d-p)
=0

1=p?[b]?) —P?[bf?) 2






Appendix C

Analytical Performance of
MCLO

In this Appendix we derive the mean squared error reportdd.B6). Let us
evaluate the CFO MCLO estimator in (4.38)6at= 3 and let us observe that
for |éxrorno — €|<1/4m we can approximate the estimation error as (see [7])

n
X Z% [eij4mZz‘+1Lo(ﬁ)/ZiLo (5)]
EMCOLO— €~ i;O ' €1
> R
i=0

47 .
67J4MZz‘+1Lo (ﬁ)/ZiLO (5)]

Let us substitute the signal model (4.48) in (4.33). Thewdeurthe hypothesis
N>1, by following the lines of Appendix B and for high SNR valu¢4,33)
can be rewritten as

L‘L&(ﬁ) ~oed N (@HDNT20) 025 (b 4 ) (28)+wy, (C.2)

fori e {0,...,n+ 1}, with

N-1 Npm,
1 e /-
wzéﬁk_l ni(k+@)e I R INHOH) §l_0j si(N+B8—k—0)h(1)

N
i (N =k B)e I R (HONFH=H) Z silB+k=Dh({D)],
1=0
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fori e {0,...,n}, and

A 1N—ﬂ—l Nm,
2775
W=+ D |ni(k+B)ed ¥ CNFIERN " (N+3—k—1)h(1)
k=B+1 1=0

Npm
~ (((+1)N+B—k) Sz(ﬁ-i-k' l) (l)]
=0

+n;(N—k+3)e”
for i = n + 1. Then, accounting for (C.2) and after simple manipulatidns
can be shown that

N 1

. N 1
R e Py el

(C.3)

From (C.3) we obtairE[(éycro—e)] = 0, that is, for high SNR values the
CFO MCLO estimate is unbiased. Moreover, the mean squaredisrgiven

by
ElJwy11|*+|wol?]
321204 (n+1)2[b(h * h)(283)?

N,
NﬁlZlh Ul

47r2SNR(77+1) |b|2|(h x h)(208)]2N2’
then, forN > 2N,, + 1 (4.56) is obtained.

El(épcro—e)?] =~
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