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INTRODUCTION

The modern and the future communication systems employed in the military and
civilian applications, such as radars, remote sensing, satellite and spaceborn
applications, air traffic control, wireless LAN, radio telescope and automotive systems
require innovative and flexible antenna systems. The primary requirements regard the
attainable beam control features, the antenna apparatus physical properties, the system
cost and reliability. In particular the features of interest are:

» Advanced beam control features
=  high spatial scan coverage
=  high scanning resolution and low beam scanning time
= fine sidelobe control
= wide or ultrawide bandwidth
=  beam squint free steering
*  multiple contemporaneous beams
= independent control of the different beams
= sum and difference beam patterns

» Physical and environmental requirements
= Reduced size and weight
* interference immunity
= transportability
= antenna conformable to an assigned geometry
= wide operating temperature range
= mechanical reliability

» High maintainability and reliability, and low system cost

To satisfy these high performance requirements, array antennas are often
employed. The discrete nature of the array, in fact, gives to the designer many degrees
of freedom to attain some of the needed beam control features: fine beam shaping and
beam steering, multiple contemporaneous beams. However, the need for high beam
control flexibility could require an array control apparatus, the beamforming network
(BFN), not satisfying the requirements regarding compactness, reliability, low
complexity and cost. Moreover, to achieve the desired wideband (WB) radiative
behavior, the BFN has to be properly designed, taking into account for the bandwidth
limitation typical of the arrays.

Accordingly, to efficiently meet the mentioned high performance requirements,
the designer has to exploit proper control techniques and choose the best suited
technology. In fact, a trade-off among the BFN compactness and complexity and a
flexible beam control can be found by using the phase-only control techniques: the
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BFEN structure does not control the amplitude of the excitation coefficients of the
elements. This strategy allows a good beam control performances and reduces the
BFN hardware complexity, size and weight.

Regarding the WB beam control, it is possible to reduce efficiently the antenna
pattern variations with the frequency only if we refer to some peculiar applications
and features. In particular, in the beam steering applications, the beam pointing
direction can became constant with the frequency if the True Time Delay (TTD)
principle is applied by substituting the phase control units with time shifters.

However, when realizing the time control units by using the conventional
microwave (MW) technology, complex, heavy and bulky BFNs are obtained. In fact,
the antenna systems based on the classical MW technology have, usually, high size
and weight. Moreover, such devices suffer from losses and bandwidth problems.

Improvements have been obtained by using the MW monolithic integrated
circuits (MMIC). However, the MMIC technology can not efficiently satisfy the
above mentioned requirements dictated by the WB beam squint free systems.
Accordingly, better solutions are mandatory.

Since the early ‘90s, the research activity have been attempted to overcome the
limitations of the standard technologies. A promising alternative, among the other, is
the optical technology. In fact, the optical systems represent the easiest and efficient
way to realize the TTD principle, and allow to realize BFNs having low size and
weight, high interference immunity and an ultra wide operative bandwidth.

The thesis has been devoted to the design of an high performance phased array
antenna prototype able of the WB beam steering control and based on an innovative
optical TTD control unit.

To design efficiently the optical time steering antenna (OTSA) prototype, taking
into account also for the unavoidable troubles affecting the nominal characteristics of
the antenna system, the following issues have been faced:

= Analysis of the photonic BFN architectures attainable in the open specialized
literature

= Analysis of the performances achievable with a new photonic integrated TTD
module

= Optimization of the working configurations of the new TTD module

= Modeling of the OTSA devices: detailed simulation of the antenna behavior

= Study of the electromagnetic mutual coupling effects on the BFN working

= Study of the effects on the distribution of the excitation coefficients of the
array due to the realization defects and the quantization errors

= Reduction of the effects due to the errors introduced by the BFN devices:
implementation of an evolutionary algorithm to optimize the compensation
unit configuration

= Introduction of a new, full optical, architecture realizing sum and difference
beam squint free patterns

In the 1* Chapter the peculiar features of the WB phased array antennas are
introduced: the attention is mainly focused on the BEN. In the first part of the chapter,
by referring to the literature, the main WB BEN architectures and the most important
design issues, such as the electromagnetic mutual coupling, the random and
quantization errors, are enlighten. In the second part of the chapter, the optical



technology for phased array is introduced, by discussing the optical beamforming
principles.

To efficiently design the optical control unit of the antenna prototype, a wide
analysis of the optical BFN principles, rationales and architectures has been carried
out. The review has two ends: to enlighten the key aspects of the main optical BFN
architectures and to thoroughly go into the issues related to the implementation of
such structures.

The analyzed architectures have been classified, by distinguishing them according
to the optical systems realizing the phase or the time delay control. The first approach
is discussed in the 2" Chapter, while the second is studied in the 3™ Chapter.

Accordingly, the 2" Chapter shows the main schemes and the most interesting
realizations of the optical phase control architectures. The most part of these
architectures are based on the coherent detection scheme and allows to realize BFN,
mainly based on bulk optics or integrated optics devices, performing an agile beam
shaping and steering control of 2D phased array antennas, for multiple beams
applications. Non coherent optical phase control systems have also been proposed,
even if a minor interest has been devoted to them. However, this topic is covered at
the end of the Chapter.

However, the phase control techniques are not suited for WB beam squint free
applications. The systems able to perform the optical time control are needed.
Accordingly, in the 3 Chapter the two main optical TTD architectures are described:
the switched delay lines and the variable propagation velocity lines. In particular, for
each category, the main approaches have been enlightened and the performance
factors of the most relevant realizations have been reported. A summary frame has
also been presented to make easier the comparison among different approaches.
Finally, the optical TTD hardware compressive architectures, suited for large phased
array and save hardware complexity have been considered.

The scheme of an OTSA has been identified, thanks also the reasoned analysis of
the literature.

The core of the OTSA is the time delay control unit. A new optical integrated
TTD unit (TTDU) has been proposed to implement a switched delay lines matrix. The
chip is based on a cross-connect switch innovative for the antenna applications and
adopts the low cost inkjet technology.

The 4" Chapter presents the feasibility study that has been carried out to evaluate
the performances attainable with the TTDU. In particular the time control capabilities
are considered, the TTDU working configurations are studied to achieve good time
delay quantization levels, to reduce the losses due to the BFN, to vary the time delay
distribution needed to drive different aperture antennas and provide a flexible beam
control, to drive as many radiating elements as possible by using only one TTDU and
save the required hardware.

Once the TTDU features have been optimized, the achievable beam capabilities
and the radiating systems properties have been evaluated. Regarding the radiating
system implementation, printed array antennas have been considered since they allows
to get a compact radiating system, having good bandwidth properties, low fabrication
costs and can be easily integrated with the BFN to obtain a compact OTSA prototype.
The design and realization of the antenna prototypes is discussed in the Appendix C.

The first section of the 5™ Chapter shows, for each TTDU working
configurations, the achievable beam features and the radiating system properties. In
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particular, a design chart has been introduced, which allows to evaluate the maximum
beam steering angle and the antenna aperture size, avoiding grating lobes. The choice
of the prototype beam, related to the amplitude of the excitations distribution, has
been discussed. Moreover, the prototype tolerances have been evaluated. To this end,
a statistical and numerical analysis have been carried out to evaluate the maximum
acceptable errors on the antenna excitation coefficients, once the maximum acceptable
pattern degradation is known.

In the second part of the chapter, the model of the OTSA, as similar as possible to
the real-world one, has been derived. The OTSA model allows to accurately study the
antenna behaviour. It is based on a proper modelling of each optical and MW
components employed in the OTSA. In order to obtain an effective description, the
real characteristics of the commercial devices and the unavoidable realization defects
have been taken into account and the effects of the related errors on the antenna
excitation distribution have been evaluated.

On the other hand other error sources have to be taken into account. In fact, the
signals driven by TTDU experience some losses that can deteriorate the antenna
amplitude distribution and vary the beam features. The compensation of these errors
can be carried out by employing trim units. However, the compensation is not trivial,
since the errors vary with the beam pointing direction. Accordingly, to efficiently use
such trim units, an evolutionary algorithm has been implemented: it optimizes the trim
units configurations, their number, and the trim amount in order to reduce the effects
of the TTDU losses errors and achieve an amplitude distribution as close as possible
to the desired one. Some results obtained by using the proposed approach are reported
in the 5" Chapter.

At the end of the Chapter the all optical architecture proposed to realize sum and
difference beam squint patterns has been described.

Three appendices have also been reported.

In the Appendix A, the well-known array antenna results are presented, in order
to fix the notation exploited during the whole thesis.

In the Appendix B, the optical links employed in antenna applications, are
reported. Moreover, the link figures of merit are also discussed.

The Appendix C shows the design, realization and characterization procedures of
printed array antennas prototype set up thanks to the equipments of the Antenna Lab
and the Anechoic Chamber of the EM Lab of the Department of Electronic and
Telecommunication Engineering of the University of Naples Federico II.

In particular, the radiating element design is discussed, and the results related to
three different antenna prototypes, properly designed to verify the accuracy of the
process, are presented.
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CHAPTER 1

WIDEBAND PHASED

ARRAY ANTENNAS

1. INTRODUCTION

The current and future communication systems will require innovative antenna
systems, characterized by advanced features, physical and environmental
requirements, low cost and high reliability:

» Advanced features
= high spatial scan coverage
=  high scanning resolution and low beam scanning time
= fine sidelobe control
=  wide or ultrawide bandwidth
=  beam squint free steering
*  multiple contemporaneous beams
= independent control of the different beams
= sum and difference beam patterns

» Physical and environmental requirements
= reduced size and weight
* interference immunity
= transportability
= antenna conformable to an assigned geometry
= wide operating temperature range
= mechanical reliability

» High maintainability and reliability, and low system cost

Furthermore, these high performance requirements are more and more required to
implement advanced multifunction antenna systems employed in military and civilian

Note: [1] means that the quantity is dimensionless



applications, such as radars, air traffic control, remote sensing, satellite and spaceborn
applications, smart antennas for mobile telephony, wireless LAN, radio telescope,
automotive systems [Fourikis; Hajimiri et al.; Kane et al.; Tokoro]. In particular,
multifunction apparatus are desirable since they allow to realize with a unique
radiating systems several functions, requiring a wide band signal and/or signals at
different frequencies, by using a time-sharing approach [Fourikis; Hemmi et al.;
Lacomme]. As an example, the modern antenna systems proposed for air traffic
control are made by means of a single wide band active array that, operate as an
airport surveillance radar, a precision approach radar, a Doppler weather radar and an
airport surface detector radar, i.e. it substitutes four different systems [Fourikis].
Moreover the system provides an accurate control of the radiated beam properties,
thus improving the radar performances with respect to the four systems
implementation.

Generally, to satisfy the requirements of the modern high performance systems is
a hard task that requires a proper design methodology for both the radiating system
and the control unit.

Array antennas represent an attractive solution since its discrete nature can be
exploited to realize advanced beam control features such as fine beam shaping, rapid
beam steering, multiple simultaneous beams and null positioning, by suitably
adjusting the contributions of the radiating elements. However, the control system has
to be carefully designed to reduce the complexity of the antenna apparatus. To this
end, the phase-only control techniques have been studied [Bucci and D’Elia; Bucci et
al. 2004a]: the beam features are changed by controlling only the phase or time delay
distribution of the antenna excitation coefficients, while maintaining a constant
amplitude distribution. This approach allows to save hardware and reduce the
complexity of the antenna apparatus.

In particular here we are mainly interested in beam steering applications,
eventually multi-frequency and multi-beam. To realize such applications, phased array
antennas (PAA) are widely employed [Brokner; Fourikis; Mailloux 2005; Parker and
Zimmermann 2002b]. The PAA are made of many radiating elements fed by means of
a beamforming network (BFN). The BFN is made of proper control units, phase
shifters (PS) and/or time shifters (TS), allowing to change the beam pointing direction
with high agility and with a scanning time much lower than the mechanical scanning
systems. Accordingly, the PAA performances are mainly dictated by the BFN
architecture and technology.

To realize the control units the conventional microwave (MW) BFN technology
can be adopted. In radar and communication systems, the most employed technologies
are the vacuum-tube one, used in amplifier and oscillator, and the solid-state
microwave integrated circuits (MMIC) [Fourikis].

The vacuum-tube technology is preferred to implement high power systems in the
millimeter range. Regarding the MMIC technology, large investments have been
done, since 1990s, to reduce the cost and improve the MMIC manufacturing
technology. The reported improvements allowed the MMIC technology to replace the
existing tube technology in different applications, thanks to important advantages such
as reliability, reduced size and weight, bandwidth. In particular, MMICs are the
preferred microwave technology for medium and high power applications below 20
GHz. The MMIC technology made possible the wide diffusion of active electronic



scanned PAA. For large production the nowadays price of a control module is about
$1000, but this is still too high for many applications [Mailloux 2005].

However, the drawbacks of the MW technologies for the BFN are related to the
size, weight, bandwidth, interference immunity and cost. These drawbacks prevented
the application of these technologies in some fields, such as spatial communication
apparatus or ultra wide band systems.

Accordingly, since early ‘90s, to face the challenge of the next generation
communication systems, alternative technologies have been investigated. The most
relevant  beamforming  alternatives are the optical technology, the
microelectromechanical systems (MEMS) and the digital beamforming [Mailloux
2005].

The aim of this chapter is to discuss about the design guidelines and issues of WB
PAA, independently from the BFN technology, in particular by referring to the True
Time Delay (TTD) architecture that realize the WB beam steering control. Moreover,
we show the advantages, the features and the beamforming principles of the optical
technology control systems.

2. DESIGN OF A WIDEBAND PHASED ARRAY

Before discussing the details of the design of WB PAA, it is worth to introduce
some key aspects of the modern arrays, although these are well known. To establish a
notation reference, we will use the fundamentals of the array theory reported in the
Appendix A.

The first aspect is related to the feeding architecture. The array feeding is
obtained using the Transmit/Receive (T/R) modules. Such a module, generally,
contains a power amplifier, used in the transmit mode to control the power of the
generated signal, a low noise amplifier, employed in the receive mode to attain a
proper signal to noise ratio at the receiver, and a switch or a circulator to select the
operative modality. Accordingly, there are two main feeding schemes, which differ
regarding the number of T/R modules employed: the passive and active one.

In Fig.1.1 the passive and active control architectures are reported. In the passive
modality (Fig.1.1a), one T/R module drives the BFN that furnish the desired
amplitude and phase distribution to the array elements [Mailloux 2005]. This scheme
allows for simultaneous or switched sum and difference patterns. Severe losses can be
reported due to T/R circulator, the control units and the power division, thus making
this solution unpractical, especially for large antennas.

In Fig.1.1b the active mode scheme is depicted. In this case each radiating
element is feed with a T/R module [Mailloux 2005; Agrawal and Holzmann]. The
active arrays have been developed thanks to the rapid improvement of the MMIC
technology. A MMIC T/R module contains one or more MMIC chips realizing all the
desired features: T/R switching, low noise receive amplifier (LNA), high power
transmit amplifier and gain control. In this way active arrays reduce the impact of the
BFN losses. Separate BFN can be used for the transmit and the receive mode, since
different sidelobe requirements are needed.

The second aspect is related to the control units. As told before, here we are
interested in beam steering applications. Then, to realize the beam steering two



different control units can be employed: the phase and time control modules, i.e. PS
and TS.

To show the main difference among the two modules, let us refer to the antenna
feeding scheme depicted in Fig.1.2. A linear array of N elements, with uniform
spacing d, is controlled by using PS/TS to furnish the phase/time delay distribution
suited to make the antenna beam pointing toward the desired direction. The excitation
coefficient of the n-th radiating element has magnitude a, and phase y,, while 0 is the
angle formed between the normal to the array and the beam pointing direction.

Accordingly, to attain a certain beam pointing direction 6, a linear phase
distribution has to be realized, as indicated in the (A.7). In turn we have:

v, =—(n—1)kdsin 6, (L.1)

where k=2n/®, » being the signal frequency.

BFN ~__

—<
Transmitter B
—<
Receiver N Control units
—]
Circulator
a)
Transmit BFN _
—~ - Control units
Transmitter J_ B ! !

Receiver —l_

Receive BFN_—»

T/R module

b)

Figure 1.1 Array control architectures: a) passive components b) active components

If the array is controlled by means of PS, realizing phase variations constant with
the frequency, the (I.1) can be satisfied only at one frequency, equal to ®. Then, when
considering a frequency variation A®, a beam pointing change A6, often referred as
beam squint, will occur and is given by:

A8, = —tan6, (%J 12)
[0



The array bandwidth, related to the beam squint phenomenon, is given by

[Mailloux 2005]:
£ o« L (1.3)
f, Lu,

where L is the antenna aperture, f=w/2n, A=c/f is the signal wavelength, and uy=sinf,
is the direction cosine related to the angle 6.

When the array is driven using TSs, the beam squint phenomenon can be avoided.
In fact, TSs realize phase terms proportional to the frequency w. In particular to steer
the beam toward the angle 0y, the n-th element has to be fed with a signal having delay
T, given by:

_ ndcos 6, (14)

n

c

where c is the light speed.

The time delay control is generally referred as TTD technique. In the
conventional TS the different time delays, needed to realize the electronic beam
steering, are, usually, obtained by switching among delay lines having different
lengths. In particular, the maximum time delay tn,x to be realized depends on the
antenna aperture L and the maximum scan angle, say, Omax and is given by:

Toax = Esin 0 x (I.5)
c
The TS devices used in large arrays require bulky and expensive delay lines and a
complex switching network, and their performance can be limited by the dispersion
phenomenon [Mailloux 2005]. Moreover, as discussed later, the use of TS involves
more issues than the PS case.

PS/TS

l

1
a0exp(jyo) <.
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Figure 1.2 Beam steering control scheme for a linear PAA



Once some useful aspects have been resumed, the design of WB PAA can be
discussed. In particular, in the following we present the WB BFN architectures and
the main design issues.

2.1 WIDEBAND BFN ARCHITECTURES

We recognize two types of WB PAA, according to the bandwidth requirements of
the specific applications: the truly WB and the fractional WB PAA. In both schemes,
the total system bandwidth Bgis very large and extends over several octaves.

In the first category, the considered signal requires a bandwidth as large as the
whole system bandwidth Bgs. Then, to avoid the beam squint phenomenon, the BFN
has to be realized by using TSs.

In the fractional WB systems, the signal has a bandwidth that is only a few
percent of the total bandwidth Bg, and its centre frequency can be changed over Bg
according to the considered application. Then, the BFN can be realized by using not
only TSs, but also PSs, arranged in a proper configuration.

Obviously, in both WB and fractional WB systems, the configuration complexity
represents a fundamental issue.

The main control architecture schemes for the truly WB and fractional WB PAA
are reported in Fig. 1.3 and Fig.1.4, respectively.

The scheme of Fig.1.3a realizes the WB beam squint free steering. Here one TS
and one T/R module are used for each antenna element. This control scheme can be
conveniently adopted only for small WB arrays. In fact, in the case of large PAA, the
architecture becomes excessively bulky and complex also because is difficult to
realize TS furnishing the wide delays needed. It is worth noting that an amplification
stage is needed for each element because the TS can have high insertion losses usually
increasing with the introduced delay.

A most useful approach (Fig.1.3b) can be obtained by grouping together the
antenna elements in subarrays, using small TS for each element, and feeding each
subarray with a single T/R module and a TS providing longer delays. Optical, analog
or digital TS units can be used at this stage.

I
[«——N elements—| |[«—M—]

N elements ———|

a) b)

Figure 1.3 Wideband array control architectures: a) TS for each element b)
cascaded TS scheme



A simple control scheme for fractional WB PAA is reported in Fig.1.4. TSs and
T/R modules are used at subarray level while PSs are used before each element. This
architecture, obviously, does not provide a wide array bandwidth, but the achieved
bandwidth is Q times the bandwidth of a full phase steered array, Q being the number
of subarrays. In this way the desired fractional bandwidth is obtained. This
architecture is simple and easy to build, but can produce significant quantization
lobes, due to the use of digital PS/TS and amplitude control units. This important
phenomenon is discussed later.

Another fractional WB architecture has been proposed for beam steering
applications [Mailloux 2005]. The idea is to provide the needed time delays only for a
small number K of fixed beam positions, while using PSs to realize the beam steering
(Fig.1.5): the scanning range is divided in K sections so that the PS have to realize the
beam scanning over an angular range reduced by a factor K. Accordingly, the system
bandwidth results increased by the same factor K. On the other hand, TSs made of
different sets of delay lines are needed for each element, thus increasing the system
cost when dealing with large arrays with a high K.

|«—— Nelements —]
[+ M~

BT 33

TS

Figure 1.4 Fractional wideband array control architecture using contiguous time delayed
subarrays
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Figure 1.5 Control scheme for fractional WB scanning over fixed beam positions



2.2 WIDEBAND SYSTEMS ISSUES

Apart from the BFN architecture, WB and fractional WB systems share common
issues due to the whole apparatus bandwidth that is usually very large, or multi-band.
The design of such systems is, then, a hard task because both theoretical and practical
difficulties arise. Accordingly, all the PAA subsystems have to be carefully designed
by facing the trade off emerging from the large bandwidth issues. In particular, the
main issues are related to:

= the choice of the antenna components: T/R modules, radiating
elements, etc.

= grating lobes phenomenon

= electromagnetic mutual coupling

= random and quantization errors

These aspects are widely discussed in the specialized literature [Mailloux 2005;
Fourikis; Hansen; Skolnik]. A detailed treatment of these issues being beyond our
scope, we will enlighten the main design aspects by discussing the electromagnetic
coupling and the random and quantization errors issues, in the section 2.2.1 and 2.2.2,
respectively.

As far as the choice of all the antenna components is concerned, it is necessary
that all devices ensure good properties across the system bandwidth. Nowadays,
wideband T/R modules are available for both power and low noise applications
[Fourikis].

Regarding the radiating element, it is necessary to adopt radiators whose input
impedance, or equivalently the Voltage Standing Wave Ratio (VSWR), and the
radiation pattern are well behaved within the considered frequency range and scan
angles. However, a large variety of WB antenna elements exist so that the designer
can choose the one best suited to his needs. The most used are the printed wideband
dipoles having a 40% fractional bandwidth, tapered slot lines, often named Vivaldi
antennas, having a 1-3 octaves bandwidth [Fourikis], spiral mode microstrip antennas
having a 6:1 bandwidth [Wang and Tripp], microstrip log periodic antennas having
4:1 bandwidth [Hall], planar broad band flared microstrip slot antennas having
multioctaves bandwidth [Fourikis], or aperture stacked patch antennas having
bandwidth up to 2 octaves [Ghorbani and Waterhouse].

Regarding the grating lobes, usually the element spacing is such that this
undesired phenomenon, which can generate spatial ambiguities, is avoided. In some
cases, grating lobes are tolerable in transmit or receive mode, but non tolerable on the
pattern obtained from the multiplication of transmit and receive ones [Fourikis].
Equation (A.15) establishes the minimum uniform element spacing to be used for a
maximum scan angle 6o, at a given signal frequency ®. Usually an half wavelength
spacing is used to avoid grating lobes and, in the case of a wide frequency range, to
avoid lobes across the whole bandwidth, the required array elements spacing is
essentially equal to Au/2, Ay being the wavelength corresponding to the highest
frequency of the system bandwidth. This choice can lead to mutual coupling between
the radiating elements, especially at the lower frequency, as described in the next
Section.



2.2.1 MUTUAL COUPLING

A wide discussion about the electromagnetic coupling can be found in [Mailloux
2005; Hansen; James and Hall, Skolnik; Oliner; Parker and Zimmermann 2002a].
Here we present the main aspects of the mutual coupling phenomenon and we discuss
the practical solutions adopted.

The electromagnetic coupling among radiating elements causes a deterioration of
the input impedance and the radiation pattern of the element, since it alters the
element current distribution. These effects vary with the frequency and with the scan
angle, and, in principle, can not be explicitly taken into account.

The unwanted variation of the input impedance of the antenna can generate a
mismatching of the feeding line that can modify the behaviour of the feed network.
Usually, broad band matching circuits and/or isolators are exploited to reduce the
mismatching effects.

As far as the deterioration of the radiating behaviour of the antenna is concerned,
due to the coupling effects, the radiation pattern is not the same for all the array
elements so that the array far-field pattern can not be described by using the array
factor. However, when dealing with large arrays, with a number of elements much
larger that the edge elements, it can be assumed that the radiation pattern is essentially
the same for all the elements and the effect of mutual coupling can be approximately
evaluated by considering an infinite array. Obviously, the resulting radiation pattern of
each element differs from the one of the same isolated element, since it takes into
account for the mutual coupling effects. As a consequence of these approximations,
the radiating properties of the array can be described by means of the array factor.

To account for the mutual coupling effects, two useful approaches have been
introduced: the scan impedance (SI) one, also known as active impedance, and the
scan element pattern (SEP) one [Hansen]. The SI is defined as the element input
impedance as function of the scan angle (the other elements are properly driven) and
allows to evaluate the scan reflection coefficient I's(0). The SI based approach
assumes that the current distribution on each array element is the same as in the case
of the isolated element so that the coupling effect only influences the element input
impedance. Accordingly, for large arrays, the array radiation power pattern can be
easily evaluated as the product of the isolated element power pattern, the array power
factor and the impedance mismatch factor (1- | I's(0) | 2) [Hansen].

The SEP is defined as the radiation pattern of an element when all the other
elements are terminated on a matched load and is given by the product between the
isolated element pattern and the mismatch factor. As the array beam is scanned, the
peak of the array radiation pattern is given by the SEP in the same direction. As an
example, for slot or dipoles the scan element power pattern gs can be given by
[Hansen]:

4mA
2,(0) = % cos6li =T, O)f ) (L6)

where Agem 1S approximately equal to the area of the unit cell around the considered
element, and the cosf term is due to the beam scanning.

In some cases, the mutual coupling effects can lead to the array blindness
phenomenon: at certain scan angle the antenna beam is completely cancelled



[Hansen]. This resonance phenomenon corresponds to a scan reflection coefficient
near the unity, or to a SEP near zero and happens when far field contributions due to
higher current modes combine and cancel the contribution due to the dominant mode.
The higher order modes can be generated by an external or internal structure. Some
dielectric radomes are an example of external structure causing this problem
[Hansen]. Internal structures allowing the blindness are dielectric loaded waveguide
elements and brick waveguide arrays: the waveguide elements support the high order
mode that causes the resonance at the blind angle.

On the other hand, the pattern null is associated to the presence of leaky waves.
These waves usually have amplitude depending on the SI and on the size of the array
face. In fact the leaky waves are more easily excitable in large arrays [Hansen)].

The evaluation of the coupling effects of complex antenna structures can be
performed by a number of different full analysis methods, based on integral and
integrodifferential equation formulations, actually available on commercial
simulators. These approaches allow estimating the impedance and pattern
deteriorations due to the mutual coupling with a good degree of accuracy. Moreover,
these simulators are often employed to verify how to reduce the coupling effects by
varying the antenna parameters. This approach is very useful when dealing with
wideband scanning arrays, where it is necessary to optimize the parameter of interest
across a very large bandwidth.

To compensate the mutual coupling effects, some techniques, essentially based on
the engineering practice, have been implemented [Mailloux 2005]. Among these, the
most important ones involve the use of compensating feed network or baffles and pin
between elements, the use of close element spacing, dielectric sheets for wide angular
impedance matching, etc..

A further solution reducing mutual coupling effects, particularly useful when
dealing with WB arrays, exploits thinned arrays [Fourikis], i.e., arrays with an
aperiodic spatial element distribution. The approach is also useful to reduce the
grating lobes phenomenon.

2.2.2 QUANTIZATION AND RANDOM ERRORS

When designing the antenna system, the designer has to take into account for
different errors which affect the array excitation coefficients and deteriorate the
radiated pattern properties. These errors can be random or spatially correlated. In
general, the random errors are due to the tolerance limits, realization defects or faults
of the feeding devices, while the spatial correlated ones are due to the BFN
architecture, as is the case of quantization errors on both amplitude and phase/time
distribution. Due to their periodic nature, the latter errors can cause pattern
deteriorations more serious than the ones due to random errors.

Here, since we are mainly interested in WB PAA, the attention is focused on the
PS and TS quantization errors encountered in the WB BFN architectures. In particular,
we consider the truly WB system in Fig.1.3a and the fractional WB system in Fig.1.4.

The results of our analysis will be successively used as a guideline when facing
the design of a WB PAA. In the case of the WB system of Fig. 1.3, we derive the
quantization sidelobe level (SLL) by following the approach described by Mailloux
[2005] for the PS and we will make a comparison between the PS and the TS
quantization errors. In the case of the fractional WB system of Fig. 1.4, we report the
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results available in the open literature. In both cases the error analysis can be done by
assuming that the array is subdivided into subarrays due to the periodic errors..

The main available results concerning the random errors will be also reported.

It is worth noting that, once the maximum acceptable pattern deterioration has
been defined, all the results on the quantization errors are very useful to establish the
maximum allowable tolerances.

2.2.21 QUANTIZATION ERRORS

WB SYSTEMS: Let us refer to Fig.1.3a and assume that digital TS with B-bit are
used. Each TS realizes 2° delays: 0, T, 27,..., (28-1)t., where 1. is the elemental delay
and rmaX:(ZB -1)t. is the maximum delay.

Then, the beam can be perfectly collimated only at angles requiring an
incremental delay multiple of the t.. In the other beam pointing directions a time delay
distribution error occurs due to the time quantization [Mailloux 1984].

In this case, some array sections can have an incremental time delay Ats=dus/c,
that is some multiple of 1., and make the beam pointing in the direction cosine us,
instead that in the desired direction cosine ug. This produces a time delay error At-Ats,
where At=duy/c is the inter-element delay required to steer the beam towards 6.

This error causes the most serious effects on the radiated pattern when it is
entirely periodic. Then, the array can be assumed as divided in virtual subarrays, with
M elements, having the same time delay distribution. The distance between the
subarrays is such that the time delay error increment across the subarray is equal to the
time delay of the least significant bit t:

d T
M|AT—Atg| = Mz|u0 —ug|= (2Bmf D (L.7)

The time delay quantization error leads to the formation of quantization lobes. In
fact, since the array is made of subarray that can be several wavelengths apart, grating
lobes will occur at the direction cosines:

u, =u, +§—7; q=($L12,..) (L.8)

where A is the signal wavelength.

The array pattern in correspondence of each lobe of the grating is equal to the
value of the subarray pattern in the considered direction. Since the subarrays are equal
in size and are feed with uniform amplitude coefficients, the subarray pattern fs(z) can
be written as:

sin(Mz/2
fy (2= SNM22) 19)
Mssin(z/?2)
where z=2nd(u-us)/A.
Then the subarray pattern evaluated in the directions indicated by the (I.8) is:
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fy(z)= =(-1)* (1.10)
.| md A .| md T
Msm[k[uo—uS +13[dﬂ Msm[k(uo—us)+i/l}
From the (I1.7) we can write:
d ft
M—|u, —uy|=—7""= .11
x' o 25 -1) (LD

where f is the signal frequency.
Using the (I.11) in the (I.10) and considering the quantization lobe power Pgp, we
have:

[ T ’

sin GLE
P, =|f@)[ = ——3 (1.12)

Msin (qj

M
where q' is given by:
T

'=q+——m I.13
Q"= 4+ o) (113)

The (I.12) is analogous to the expression proposed by Mailloux for the PS, except
for the phase error due to the phase quantization, equal to 27/2° for a B bit PS, that is
now replaced by the phase error due to the time quantization, i.e., by ZT[f’I:max/(ZB -1)
[Jespersen and Herczfeld]. As for the PS, the factor [Msin(nq'/M)]'2 is the envelope

of the subarray pattern peak power sampled at the q'-th quantization lobe point.
Accordingly, the quantization lobe level QLg4g, is given by:

QL,, =10logP,, =

(1.14)
= envelope(dB) + 20log T+ 20log ft, . —20log(2® —1)
where for B>6 we have:
QL =envelope(dB) +9.94 +20logft, —6.02B (I.15)

In Fig.1.6 the array pattern of a 64 elements array, with half wavelength spacing,
at f=15GHz, for t,.x=1.80ns and B=7, is considered. In particular, the array factor at
15GHz and 10GHz is reported for a steering angle of 28.8° that produces a periodicity
factor M=8. The horizontal lines show the approximate quantization lobe level
calculated with the (I.15) for both frequencies. A good agreement has been obtained.
The beam pointing angle does not change with the frequency, as expected, and, the
quantization lobe level decreases while decreasing the frequency.

Here we are interested in the peak quantization lobe and his variation due to
antenna main parameters.

Accordingly, since the upper bound of the envelope function is 1/M?, for B>6 we
have:
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QL,, <—20logM +9.94+20logft, —6.02B (.16)

where the maximum is obtained for M=2.
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Figure 1.6 WB time steered array: quantization lobes

Then, if we consider that the array spacing is equal to Ay/2, where Ay corresponds
to the upper system frequency fy, and that the maximum allowable delay T,y iS set in
order to guarantee a wide scanning range (about 60°), for f=fy, the product ft,x can
be easily related to the number N of radiating elements:

V3

Ty = (N=Ddyu === (N=1) L.17)
where d, is the element spacing normalized to the wavelength.

Using the (I.17) in the (I.16) the quantization lobe peak power behavior with the
number of bit and radiating elements can be easily obtained by:

QL =2.67+20log(N-1)-6.02(B+1) (I.18)

Figure 1.7 represents graphically the (I.18) for quantization lobe levels below
10dB and compare quantization peak lobe due to time and phase quantization. When
the array is driven with PS, the peak quantization lobe QLg4p ps is independent from
the array size and decrease with B [Mailloux 2005]. In particular QL4p_ps, for M=2
and B>3, is given by:

QL 5 ps =9.94—6.02(B +1) (1.19)
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Figure 1.7 Peak sidelobe due to time and phase quantization

When dealing with large time steered antennas, to obtain the same peak
quantization lobe level as a phase steered array with B bit, TSs with an higher number
of bits are needed. In particular Maillox [2005] suggested to employ TSs with
B+(4+6) bits. In fact, for antennas with a large number of elements the time delay
quantization can produce serious alterations on the antenna pattern if the TSs do not
provide a very fine quantization.

To reduce the peak quantization lobe level, one recommended way is to break up
the quantization error periodicity [Mailloux 2005; Smith and Guol].

Regarding the average sidelobe level due to the quantization error, according to
the previous considerations relating the P, expression (I12) to the one in the PS case,
we can proceed as for the PS case [Mailloux 2005], using the phase error due to the
time quantization 27thmax/(2B -1) in place of the phase error due to the time
quantization 27/2°. As a result, the mean square phase error due to time quantization,

say o, is given by:

f 2
(5% = IM (1.20)

ey

while the average SLL G%avg is:
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f 2
Oruy _ L (A ) )2 (1.21)
£ (22 )

D being the array directivity, given by the (A.9) for isotropic radiators placed at an
integer number of half wavelengths. Usually, to take into account for scan and taper
losses, the average SLL is raised by 2dB with respect to the (I.21) [Mailloux 2005].

FRACTIONAL WB SYSTEMS: For fractional bandwidth WB systems TSs are
used at subarray level while PSs are adopted at element level (Fig.1.4). Let us assume
that the array is divided in Q subarrays with M elements each. The array pattern fanr
is, then, given by the product of a time steered array factor f4 and a phase steered
subarray pattern fs. The array factor fs presents grating lobes due to the subarray
spacing that extends about several wavelengths. Moreover, both f5 and fs can have
quantization lobes due, respectively, to the use of digital TSs and PSs, although the
most deleterious effect on the fant is given by the grating lobes in the f4 pattern.

At the design frequency, when the PS and the TS are set in order to steer the beam
towards the direction uy, the pattern fs have nulls located in correspondence of the fu
grating lobes. Then the fant only presents undesired lobes due to the quantization of
both the f and the fs patterns. By using the previous analysis the quantization lobes
for both f, and fs can be found. Then, the font lobes can be easily found by summing
the f5 and fg patterns in correspondence of the founded quantization lobes.

On the other hand, away from the design frequency, the phase steered array factor
fs squints and the fa grating lobes move due to the frequency variation. Accordingly,
the nulls of the fs do not cancel the fs grating lobes, hence the fanr presents additional
quantization lobes, given easily by the fs calculated in correspondence of the fa
grating lobes [Mailloux 2005].

In particular, the fs can be found from the (1.9), properly modified to take into
account for phase steering [Mailloux 1984):

sin| tMd| & - Yo
Ao,
Msin| nd| & = Yo
2 A,

Here the quantization due to the phase shifter has been neglected, since we are

interested in the deterioration due to frequency variations.
Then, by calculating the (I.22) in the direction set by the (1.8) we have:

sin |:TCMd Yo Af}

Msin{ndquf+nq}

fo(u) = (1.22)

fg(w)=(=1)* (1.23)
A f, M

By using the (I.23), the power of the g-th quantization lobe due to frequency
variation can be written as:

15



2
X
P (nX) with X = 3% AT (1.24)

" sin® [EX + ﬂ:q} 7»0 fo
M

In Fig.1.8 we report the quantization lobe power behavior with the variable X, for
different level of the ratio g/M.
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Figure 1.8 Quantization lobe level for time delay units at subarray ports

Then, to overcome the quantization lobe problem in fractional wideband
applications, the overlapped subarray scheme, reported in Fig.1.9, has been
introduced. These special feeding network schemes allows a good pattern control but
increase the system complexity [Mailloux 2005]. For example such architecture can
provide flat-topped subarray patterns that are maximum towards the beampointing

direction and zero outside in order to suppress the grating lobes [Mailloux 1981,
Mailloux 2005].
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Figure 1.9 Fractional wideband array control architecture using contiguous time
delavyed subarrays

2.2.2.2 RANDOM ERRORS

The effects of random array errors on the main interest pattern parameters have
been widely treated in literature [Collin and Zucker; Fourikis; Lo and Lee; Mailloux
200; Rondinelli]. Here we report the results related to the average SLL, the peak SLL
and the beampointing error.

Let us consider an amplitude error A, and a phase error 6, at the n-th element,
such that the related feeding signal has amplitude a,(1+ A,) and phase y,+ &,, a, and
vy, being the nominal amplitude and phase coefficients, respectively. Moreover, let us
assume that the amplitude and the phase errors have the same statistic for each
element and can be described by a Gaussian density function with zero mean and

. 2 2 .
variance o, and O, respectively.

Under these conditions, the average power pattern, normalized to the beam peak,
fan is given by [Mailloux 2005]:

TN 1
00 0, 9) =[f 0 (0.0) +[02+0% ] (1.25)
D

where f, , is the normalized nominal pattern and D is the array directivity given by
the (A.9) for isotropic radiators located at an integer number of half wavelengths apart
each other.

As seen, the average power pattern is given by the nominal power pattern, plus a
constant term with no angular dependence. The latter allows us to introduce the

average SLL o, , often called the residual SLL, defined by:
oy, =0, +0 |/D (L 26)

The residual SLL can be normalized to the element isotropic radiation level, by
multiplying eq. (1.26) by the factor d.D, where d. is the element pattern directivity. In
Fig.1.10 the residual SLL, normalized to the isotropic radiation, assuming d.=m, is
reported in dB as function of the root mean square (RMS) amplitude and phase errors.
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The random errors deteriorate the antenna pattern by raising the SLL. The
nominal SLL is, in fact, raised by means of a random term having average power
uniform in the angular space. Accordingly, to estimate the peak SLL it is necessary to
take in to account for the statistic of the error term.

In particular, considering an ensemble of array having the same statistic, the

probability, say p( f » ), that at any angle the field intensity will be between f . and

f A+ f A can be described by means of a Ricean distribution [Mailloux 2005]:
p(f,)=(2f, 10, )1, (2F, f,0 /0%, )exp [—(fj +12,)/ GéLLJ (1.27)

where f Ao 18 the nominal pattern level at the considered angle and Iy is the modified
Bessel function of zero order. In Fig.1.11 a schematic radiation pattern is reported
showing the designed pattern value f Ao and the residual term.
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Figure 1.10 Residual sidelobe level (in dB) normalized to the isotropic radiation
The Ricean distribution in (I.27) can be approximated with a Gaussian one, when

dealing with errors much smaller than the designed pattern level, as for example in the
first sidelobe region (f o >> 02, )

p(f,)=(2f, 703, Jexp(-£2 /02, ) (1.28)
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Then, by using the cumulative distribution function, related to the (1.27) or (1.28),
according to the pattern zone of interest, the probability that the pattern exceeds a
specified level can be estimated [Rondinelli].

For example, regarding the first sidelobe, the peak SLL fpeak can be easily
estimated. In fact, the sidelobe level variation due to the random errors can be at most
equal to 26, with a confidence level >94%. In particular f wea 18 given by [Lo and
Lee]:

A~ A~ 0.5
f :‘fA0‘+2[(Gj +0,)/D] (1.29)

peak

Finally, let us consider the effect on the beampointing error. For symmetrical
array excitation, the variance of the beampointing error o, is given by [Mailloux
2005]:

2.2
2%,

Cpp =0, —— (1.30)

where x, is the position of the n-th element divided by the element spacing d. For
uniform amplitude we have:

2 _12

Ogp —FGW (L31)
Power [dB]
fpeak peak
SLL
....................................................... f A designed
SLL
— - ‘t’ Random term

Angle

Figure 1.11 Array radiation patter with random, designed and peak level

As shown in (I.31), for large PAA the effect of the random errors on the
beampointing direction is not significant.
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3 OPTICAL TECHNOLOGY FOR PHASED ARRAY

The interaction between optical and MW signals signed, several decades ago, the
born of a new MW engineering branch: the microwave photonics (MWP) [Bowers;
Galwas; Izutsu;, Matthews 2000; Nirmalathas et al.; Pan; Seeds 2002; Seeds 2004,
Tang et al.; vanBlaricum]. The interest in the photonic technology has been driven by
the attractive features of optical transmission lines and devices:

= Jow transmission loss

= Jow weight

= Jow volume

= wide bandwidth

= high electromagnetic interference immunity (EMI).

At the beginning, the photonic technology has been introduced to implement long
distance communication links. The main attraction was the low transmission loss
attainable with the optical fibers. Figure 1.12 represents a comparison among silica-
glass fiber and metallic waveguide regarding the MW attenuation. Optical fibers,
operating at three different wavelength, .8um, 1.3um and 1.55pum, ensure a loss factor
independent of frequency and well below the loss factor for the 9.5mm coaxial and the
WG16 waveguide, working in the X band (8.2GHz-12.4GHz).

1000-
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Loss .5 mm Coax

(dB/km) 10°

0.8 um

Optical Fiber

1.0 13

0.1 155 um
|

001 01 10 10 100 1000
Frequency (GHz)

Figure 1.12 Attenuation in silica-glass fiber versus metallic waveguide [vanBlaricum]

Moreover, the further mentioned interesting features contributed to deploy fiber
optic communications.

But MWP does not only mean the metal replacement. In fact, thanks to the rapid
development of the photonics and optoelectronics integrated circuits, optics has been
employed in MW applications, not only to realize communications on long distance
links, but also to implement more sophisticated tasks.

In particular, nowadays photonics is setting up in three different MW application
fields [Nirmathalas et al.; Seeds 2002; Seeds 2004]: antenna remoting, optical signal
processing and phased array antenna beam forming.
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ANTENNA REMOTING: In such applications, different antenna systems are
remotely controlled by one centralized MW signal processing unit by means of a
distribution network. The phenomenal growth of cellular phone systems improved the
demand for remotely managed systems for antenna terminals.

Nodaway photonic links are widely employed to realize the remote control of
antenna stations. The low cost together with the EMI and noise reduction has set the
introduction of fiber optic links in such applications. The remote control is achieved
by means of a fiber distribution network that deliver the radio signals, managed by a
centralized MW signal processing unit, to the multiple antenna sites. Today, thanks to
the development of efficient low noise optical amplifiers, optical links can guarantee
acceptable link gain and noise figures. A cellular fiber fed base station, a fiber and a
photonic driving module are reported in Fig.1.13 [Ackerman and Cox]

For a detailed description of the use of optical link employed in such applications,
useful references are [Ackerman and Cox; Zmuda and Toughlian 1994; Cox et al.;
Bratchikov 1998; Daryoush et al.].

OPTICAL SIGNAL PROCESSING: Optical signal processing systems are used
principally to realize analog to digital conversion and to synthesize high resolution
microwave filters [Seeds 2004; Nirmalathas et al.]. The demand for faster signal
processing circuits in a number of military and commercial applications has promoted
the use of the optical technology. In fact, photonics allows broad band sampling and
good potentiality for parallel processing. Furthermore, high resolution tunable filters,
such as fiber Bragg gratings, dispersion fiber links and array waveguide grating, can
now be realized thanks to the advancements in the optical systems technology [Zmuda
and Toughlian 1994].

a) b)

Figure 1.13 a) A 900-MH? fiber fed microcellular base station. b) A similar module
used for receive only phased array [Ackerman and Cox].

ANTENNA BEAMFORMING: MWP founds application in antenna beam
forming and beam steering systems. This is the application field we are here
essentially interested.

The basic idea is to take advantage of the attractive features of the optical
waveguide and devices to implement light and compact BFNs able to realize the
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desired amplitude and phase/time distribution and to perform advanced beamforming
capabilities.

Photonics, in fact, can provide significant add-ons. A comparison among
conventional and fiber-optic manifold for PAA shows that the photonic manifold can
offer good advantages in term of weight and volume, with reasonable power
consumption [Goutzoulis and Gouse]. The optical BFN (OBFN) can be up to 75%
smaller and lighter than the electronic one [Fourikis]. On the other hand, optics allows
high Electromagnetic immunity (EMI), ultra-wide band, flexible and agile beam
control and the simultaneous beams formation. Moreover, photonics represents an
easy and efficient way to implement the TTD principle, thus realizing wide band beam
squint free antennas.

Initially the photonic technology has been employed in the PAA apparatus for
military research activities, such as radar applications. Today, the technology
advancements allow employing OBFNs in different sectors such as space, radio
astronomy [Bratchikov et al.] and commercial applications. Silica based OBFNs have
been proposed to realize smart antennas, working at 60 GHz, for mobile
communication systems [Kuhlow et al.; Grosskopf et al.].

Photonics control systems for PAA have been introduced since ‘80s. A wide
number of different approaches have been proposed. Two relevant books have been
written about the subject. Riza [1997] describes the optical control techniques, studied
until 97, by means of a wide paper collection. Zmuda and Thouglian [/994] discuss
about the photonic technology applied to radar systems, referring to photonic beam
forming and signal processing. Moreover, a description of the beam forming and beam
scanning methods can be found in [Kumar]. Other useful references are [Jespersen
and Herczfeld; Benjamin and Seeds; Bratchikov 2000, Dolfi et al. 2000; Paul; Paul et
al.; Matthews 2000; Seeds 1997;]

It is worth noting that the photonic technology can realize both phase and time
control techniques, useful in the WB and fractional WB systems.

Then, in the following we present the optical beamforming principles and the
related main issues. Moreover, we introduce the optical schemes employed to realize
the transmit and receive mode. Later we discuss about the photonic technology limits.

In the next two chapters we analyze the beam forming and beam steering
photonic control techniques for PAA. At this end we will classify the solution
implemented in the specialized literature by enlightening not only the different
working schemes but also the practical issues related to the antenna system
realizations, since we are mainly interested in really employed photonic antennas. We
separately analyze the phase and the time control architectures. Within each section,
for each proposed implementation we will illustrate the different working principles,
dwelling upon the optical devices and the conversion schemes exploited to realize the
phase/time control, and discussing the main practical issues.

3.1 OPTICAL BEAMFORMING PRINCIPLES

There are two main optical beamforming techniques: the optical phase control
(PC) technique, and the optical time control, or TTD, technique. A further optical
beam control method is the one related to the implementation of time integral
correlators, adopted for signal processing, time steering and jammer cancellation

22



[Frankel et al. 1998]. This last approach has received a considerable less effort than
the two main methods, and therefore is not treated here.

It is worth noting that the phase control approach is usually referred as phase
steering (PST). Nevertheless, here we will use the more generic term “phase control”,
since it indicates a wide gamma of applications referring to a generic phase aperture
distribution rather than to a phase steered one. However it is important to stress that
the PC technique realizes a narrow-band beam control, while the TTD, obviously,
realizes a WB control.

A wide gamma of schemes have been proposed for both phase and time control
techniques [Riza 1997a]. In particular, photonic architectures able to perform beam
forming and/or beam steering have been proposed. A common layout for both PC and
TTD architecture can de devised and is made of four sections, as reported in Fig.1.14.

The first section, referred as section a), is the generation and modulation one,
whose task is to provide the proper light signals set needed to feed the optical BFN.
The signals within the block a) can be obtained by using only one or more laser
sources. The modulation adopted to impose the MW signal upon the optical carrier
depends on the detection scheme exploited in the conversion stage. Generally
speaking, both direct and heterodyne detection scheme can be employed in the PC and
TTD approaches.

The light signals enter the block b), the OBFN. The latter provides the feeding
signals related to each radiating element, with the phase/time and amplitude
distributions according to the desired beam properties. The optical signals are then
downconverted within the the block c) that represents the optical to MW conversion
section. The latter furnishes the right MW signals needed to drive the radiating
systems, labelled as section d).

Later on we will call the blocks a), b) and c) as Optical Phaser (OPH).

Generation and Optical Conversion Radiating
modulation Network OPT-MW system
onxcaicommicamic
—4 /\j
Laser H Mod _@_ I VAN — A~
<] ‘\’

Figure 1.14 Layout of an optical controlled phased array

3.1.1 DETECTION SCHEMES

Since the detection scheme represents a key element of the OPH, it is worth to
enlighten some aspects about the conversion schemes. In this way we will also show
the principles for both PC and TTD techniques.

In Fig.1.15 both direct and heterodyne detection schemes are represented.

In the direct detection scheme (1.15a), the MW signal x(t) modulates the optical
carrier, having frequency Q. Usually amplitude modulators are employed. The optical
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modulated signal is transmitted along the optical systems, here schematically
represented by a fiber. Then, the optical signal is downconverted in order to obtain the
proper MW signal.

Accordingly, the modulated optical signal s(t) is given by:

s(1) = w(t) cos(Q) = A(1+mx(1)) cos(Q) (1.32)

where m is the modulation index and A is a proper amplitude factor.

In the following we always will use uppercase letters when referring to optical
quantities, and lowercase letters for MW quantities.

In our simplified direct detection scheme (Fig.1.15a) we assume that the
modulated signal propagates through a low dispersion fiber channel, with length 1 and
refraction index n. If we consider, for simplicity x(t)=Bcos(wt), where B and ® are the
amplitude and frequency of the MW tone, respectively, the detected signal will be:

(1) =Hcos(wt—(0):cos((ot—ﬂlj (1.33)
c
where the DC terms have been neglected and H is a constant taking into account for
the constant terms and the amplitude attenuation imposed by the optic link. Then, this
is the easiest way to realize an optical time delay: the detected MW signal, is a
delayed version of the modulating tone, and the delay amount depends on the fiber
properties.

Arcos(Q+ o)t
y(©)
YO N
Ajcos(Qt) Ajcos(Qt+¢)

a) b)
Figure 1.15 Detection schemes: a) direct b) heterodyne

In the coherent scheme in Fig.1.15b, two optical beating signals are employed.
The first beating signal, the one on the lower arm, having amplitude A; and frequency
Q, is controlled by an Optical Phase Shifter (OPS) that imposes a variable phase shift
¢ on it. The upper arm signal has amplitude A, and frequency equal to Q+®, where ®
is the frequency of the desired MW signal that will arise after the coherent detection
process.

Accordingly the intensity i(t) of the signal at the photodetector input is given by:

i() =| A, cos(Qr + @) + A, cos(Q+w)t)| = 34)
=[A cos(Qz + q))]2 +[ A, cos((Q+ 6:))t)]2 +2A A, cos((Q+ o)1) cos(Qt + @) '
Then, the detector output current y(t) is given by:

y(@)=ri(t)*hy, (1) (1.35)
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where 1 takes into account for the detector responsivity, the operator * represent the
convultion and hpp is the photodetector impulse response. Since the photodetector
bandwidth is usually much lower than the frequency of the exploited optical signals,
the convultion operation with the hpp is equivalent to take only the signals having
frequency up to the MW range.

Then the y(t) is given by:

2 2
y(t) :{%+%+AIA2 cos(wt—(p)] (1.36)

In this way the OPS controls the phase of the output MW signals. However, high
phase coherence between the signals is required to obtain high quality MW signals, as
discussed in the 2" Chapter.

It can be easily noted that the direct detection scheme can be readily used to
implement TTD architectures, while the heterodyne detection system can be used to
implement the PC systems. Nevertheless, it is important to observe that both detection
schemes can be arranged in order to realize both PC and TTD approaches, as will be
shown in the following chapters.

Moreover, it is worth noting that the system performances are, obviously, affected
by the optical link properties, although in our study we are interested in comparing the
different optical control architectures independently from the optical link properties.
The optical link properties and figures of merit are reported in Appendix B.

3.1.2 'TRANSMIT AND RECEIVE SCHEMES

In the mentioned applications it is important to exploit an antenna system able to
perform both transmit and receive operation. This feature can be achieved with the
OBFN by adopting a suitable control scheme.

In particular, let us consider the receive mode with reference to the TTD antenna
beam control in the receive mode and analyze two general control schemes reported in
the literature. Similar considerations can be applied also for the PC schemes, without
any variation.

In a first scheme the correct delay on the received signals is obtained by their
propagation within the OBFN (Fig.1.16). Each received signal modulates the optical
carrier and the modulated light signal is properly delayed while propagating through
the optical network, represented by an ensemble of TS in Fig. 1.16. All the time
delayed light signals are finally combined and downconverted. An example of such a
scheme is reported in [Lee et al. 1995a].

A different scheme is reported in Fig.1.17 [Koepf, Frankel et al. 1995]. In this
case the OBFN realizes properly phased local oscillator (LO) signals, for
downconverting the received signals. The received signals are mixed with the OBFN
signals and the resulting intermediate frequency signals are combined together. In this
case the time delay distribution to be used is complementary to the one used in the
transmit mode, since the intermediate frequency signals have phase term opposite to
the related OBFN signals: for a given beam pointing angle, a time delay required in
the transmit mode corresponds to a time advance in the receive mode.
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Figure 1.16 Oprical architecture for the receive mode: the correct signal reception is
achieved by propagating it within the OBFN
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Figure 1.17 Optical architecture for the receive mode: the OBFN realizes the properly
phased LO signals to perform the correct signal reception

3.2 OPTICAL BEAMFORMING ISSUES AND LIMITS

OPTICAL BEAMFORMING ISSUES:

The main issues are the system performances, the BFN complexity and cost.

In particular, the most important system performances are related to the
beamforming and beamsteering capabilities such as angular resolution, maximum scan
angle, beam shaping features, number of possible contemporaneous beams, eventually
reconfigurable, transmission and/or receive modes, beamforming/beamsteering speed.
Moreover, the BFN characteristics such as the Insertion Loss (IL), dynamic range,
signal to noise ratio are other important figure of merit for the control system.

In particular, regarding the IL of the optical system, it is worth to enlighten an
important aspect that will be encountered in the 4™ and the 5™ Chapter, when
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designing the OTSA prototype. In fact, according to the employed OBFN architecture,
the optical system losses can vary while changing the phase/time delay to be realized.

This causes an unbalance of the amplitude of the excitation coefficients that can
deteriorate the radiated pattern shape. Accordingly, these unbalances have to be
properly compensated to reduce the pattern deformation. To analyze this aspect we
will refer to the Amplitude Uniformity factor (AU), which set the ratio between the
maximum and the minimum of the amplitude excitation coefficient set.

Regarding the OBFN complexity and cost, these aspects are related to the
employed BFN architecture.

In some architectures, the OBFN is made of as many PS/TS as many radiating
elements are considered, as shown in Fig.1.17 where TS are considered. In such
schemes, the complexity and the cost of the OBFN depend on the complexity of the
TS and on the number of radiating element. Accordingly, when dealing with PAA
with a large number of elements, realizing a high number of multiple
contemporaneous beams, it is necessary to adopt TS having as low complexity and
cost as possible.

However, for very large structures the number of devices and interconnections
needed can be so high to make the BFN implementation unaffordable not only
because of the cost but also because of the complexity of practical realization, the size
and weight of the BFN.

In such application it is necessary to adopt BFN architecture able to reduce the
hardware as much as possible in order to make it possible to realize large PAA.

The hardware compressive architectures have been proposed for both PC and
TTD approaches. Regarding the PST, hardware compressive BFN can be found within
the bulk optics BFN schemes, as discussed in the following chapters. Concerning the
optical TTD schemes, a proper hardware compressive approach has been studied, the
Wavelength Division Multiplexing (WDM) one. We will discuss it within the chapter
voted to the optical TTD techniques.

Moreover, for each structure other practical issues have to be evaluated. These are
stressed in [Matthews 1999]:

= the OBFN size, weight, robustness, cost and reliability

= the efficient use of the optical power

= random amplitude and phase errors due to OBFN asymmetries and drift

= periodic amplitude and phase errors due to quantized amplitude and phase
control and/or to the subarray architecture

= environmental issues

OPTICAL BEAMFORMING LIMITS:

The drawbacks and limits of the photonic beam control techniques are an
important argument under discussion since the late ‘80s, when the optically controlled
antennas have been introduced. The key aspect is the photonic technology impact in
the PA design.

Curtis and Mailloux, in the *93, appreciated the photonics potentialities such as
control signal distribution and TTD implementation, but they were also critical with
respect to the conversion loss, costs and the dynamic range [Curtis and Mailloux].
Matthews [7999] identifies the natural resistance by MW engineer to new technology
and the advancements of the solid-state devices technology as key aspects which
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contributed to reduce the interest in photonics solutions. Herczfeld [2004], in a recent
article, discusses the photonics drawbacks and the future opportunities. On his
opinion, costs, high speed digital MW apparatus enhancements, high power
consumption and relatively low reliability of the photonic components limit the
optically controlled PA impact. At the same time, the author discusses the possibility
and potentiality of the optically controlled terahertz antennas, as the future of the MW
photonics in PAA applications.

Nevertheless, in certain applications the photonic advantages can overcome its
drawbacks when compared to the classical MW technology. Photonic are very
attractive for airborne and satellite born applications, in realizing BFN for multiple
staring beams [Fourikis; Cardone; Alameh et al.], or for large PAA operating over a
wide band.

On our opinion, the photonics main actual limits are, on one side, the conversion
losses and the MW systems enhancements on the other side. Accordingly, the
photonic control for PAA guarantees significant add-ons for high performance
medium-large antenna systems, where compact and low weight apparatus, able to
perform an agile control of the radiated beams are of interest.

In the future, optics can surely drive the terahertz antennas development.
Moreover, the promising photonic technology enhancements could allow optic control
systems to overcome the actual limits and enlarge the optically controlled PA
application fields. This will, obviously, depends also on the MW technology
improvements, on the natural resistance by MW engineer to the new technologies and
on the performances required in the future commercial applications.

28



CHAPTER 2

OPTICAL PHASE

CONTROL TECHNIQUES

3. INTRODUCTION

As discussed in the 1* Chapter (Section 3), the optical technology can be used to
implement both MW phase shifter and time shifters. This chapter is voted to the
analysis of the optical techniques proposed to realize MW phase shifters, not only for
the sake of completeness but also because, as discussed in the 5t Chapter, we
proposed to employ optical WB phase shifters to realize an optical architecture
realizing sum and difference patterns.

Different approaches can be exploited to optically control the phase of the down-
converted MW signals. These are mainly distinguished according to the optical
devices employed to achieve the desired phase. Most control schemes are based on the
heterodyne detection architecture, as discussed in the Section 3.1.1 of the 1* Chapter
[Riza 1997a]. Accordingly, we will widely discuss about these techniques. However,
we will also spend some words about the phase control approaches based on a non
coherent detection scheme [Riza 1997al].

In Fig.2.1 the scheme of the optical phase control techniques, here described, is
depicted.

Regarding the coherent optic systems, as shown in Fig.1.15b, these are based on
an interferometer scheme having an optical phase shifter on one arm. Then, the
different approaches are divided according to the optical devices adopted to realize the
phase shifting of the optical signal.

Generally speaking, two main classes of systems have been considered: bulk
optics systems and integrated optics (I0) systems. For both approaches a simplified
scheme is depicted in Fig.2.1, by referring to a linear array of N radiating element.

In the bulk optic systems (Fig.2.1) the two optical wavefronts, usually
propagating in the free space, are processed by means of an optical control processor
(OCP), that, for graphical convenience, is depicted only in the lower arm. It provides
the phase, and eventually the amplitude control of the optical wavefront. The two
wavefronts are combined upon a plane, referred as the sampling plane, where the
resulting field is properly sampled and then downconverted. Usually, optic fibers are
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used to sample the field at the sampling plane and feed the photodetector to realize the
downconversion, as shown in Fig.2.1.

The OCP is realized by means of optical devices such as lens, beam splitter,
polarizers, beam expanders, and spatial light modulators (SLM). In particular, the
latter are important devices able to modify the optical beam properties and are, then,
widely used in bulk optics BFN to achieve the desired control.

There are two main bulk optic OBFN categories [Riza 1997a]. The first employs
SLMs to obtain the radiated beam control. In particular we will discuss about
beamformers based on acousto-optic and liquid crystal SLMs. These are the widely
employed in those applications we are here mainly interested in [Riza 1997a].

The second category, called the Fourier Optic Beamformer (FOB), exploits the
Fourier Transform properties of a lens to obtain the distribution of the excitation
coefficients needed to obtain the desired properties on the antenna pattern [Koepf;
Hong and McMichael]. The key element of these structures is the transforming lens,
although also SLMs are employed to control the properties of the optical beams. This
approach provides agile beam shaping and beam steering. Moreover it can be easily
employed to realize multiple beams applications.

— PHASE CONTROL TECHNIQUES —

COHERENT OPTIC SYSTEMS
BULK OPTICS INTEGRATED OPTICS
Q+» 1
° X
OPS

ocCp

+@® N
A=
OPS

= Fourier Optic Beamforming = IO phase shifters
= Spatial Light modulators:
acousto-optic and liquid crystal

OTHER APPROACHES
= Fiber optic beamformers
= In phase-quadrature modulator
\' Optical injection locking /

Figure 2.1 Phase control techniques

Generally speaking, the bulk optics schemes are best suited for large antennas
systems. In fact, a single OCP can easily provide amplitude and phase control of the
excitation coefficient of large two dimension (2-D) arrays. This is due to the
availability of a single compact optical processor providing a parallel signal control,
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instead of more control units related to each radiating element. The drawback of the
bulk optic systems is due to high mechanical tolerances, related to the optical
wavelength, and to distortions in the interferometer paths that could be caused by air
currents or thermal instabilities [Surette et al.].

Regarding the integrated optics systems, IO waveguides are used to realize the
interferometer structure shown in Fig.2.1. The phase control is obtained by means of
IO PS that can be based essentially on the electro-optic or thermo-optic effect.
Moreover, to provide the beam shaping, amplitude modulators can be inserted in the
scheme.

With respect to bulk optics system, IO BFNs offer an higher stability, reliability
and precision but are not suited for very large structure, since, as shown in Fig.2.1, are
component intensive [Surette et al.].

4. COHERENT PHASE STEERING TECHNIQUES

Before starting the extensive discussion about the main optical coherent phase
control techniques, we will clarify some aspects related to the heterodyne detection
scheme.

The heterodyne scheme, reported in Fig.1.15b, provides a MW signal having a
proper frequency and phase. The phase control is obtained by means of an optical
phase shifter (OPS), while the signal frequency is set according to the difference
between the frequencies of the two interfering beams.

The first issue is related to the necessity to have at disposal two optical signals
having a certain frequency and phase difference. Generally speaking, the generation of
the two interfering beams can be carried out by using a single laser and an optical
frequency shifter (OFS) (Fig.2.2a), or by using two locked lasers (Fig.2.2b).

Q+wm

[ Laser |?2-| OPS

Phase J

locked loop

V control voltage

a) b)
Figure 2.2 Optically controlled MW PS: a) single laser scheme b) two lasers scheme

However, when adopting two beat lasers, the phase noise of each laser contributes
to the phase noise of the beat MW signal, thus widening the detected signal linewidth
[Goldberg et al.]. Accordingly, to generate high quality MW signals it is necessary to
establish a phase coherence between the two lasers. This is usually accomplished by
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using optical frequency modulation (FM) sideband injection locking techniques, or by
frequency offset electronic phase locking.

The FM sideband injection locking is achieved by employing a master laser and
one or two slave lasers to be injection locked [Goldberg et al.]. The master laser is
modulated by means of a MW signal thus creating sidebands in the master laser
spectrum. Two of these sidebands can be selectively amplified by one or two slave
lasers that are injection locked by the master laser. In fact, the operative frequency of
the slave laser is adjusted by varying it heat-sink temperature and bias so that it
coincides with the desired master laser sideband. In this way phase coherence among
the two generated signals, separated by a multiple of the master laser modulation
frequency, is established.

Optical phase locked loop is achieved comparing the two laser beat signal with a
MW reference signal [Blanchflowers and Seeds]. The comparator output, that is
proportional to the phase difference between the laser beat signal and the MW one, is
used as an error signal to adjust the phase and frequency of the laser. In fact, by using
for example piezoelectric devices, the laser cavity length can be tuned and the
operative frequency varied. The error signal then provides the feedback needed to
obtain the phase lock. The error signal is filtered by means of a proper filter in order to
guarantee a fine locking. In fact, the features of the locking circuits are fundamental to
obtain an high quality MW signal.

A detailed treatment of the laser phase locking techniques can be found in
[Goldberg et al.]. Generally speaking we can say that the two laser technique can
provide for high quality signal generation at high frequency, not easily achievable
with the single laser approach. Moreover, the two laser scheme can potentially offer a
better insertion loss than the single laser one, since the external modulator loss can be
avoided. However, until satisfying technology developments for the two laser scheme
have not been reached, it was preferred to employ the single laser schemes.

The second aspect we would like to enlighten is related to the interferometer
structure. In Fig.2.1 we depicted a classical Mach-Zender two arms interferometer.
This is not the only structure adopted. Moreover, such a structure is sensitive to
asymmetries in the interferometer arms, due to the slight differences in the paths or to
mechanical or environmental stresses. To overcome this problem some authors
adopted an on-line interferometer wherein the beating signals propagate along the
same path, thus experiencing the same unwanted variations.

Once the main heterodyne scheme aspects related to the optical phase control
have been clarified, we can discuss about the different approaches.

2.1 BULK OPTICS FOR BFN

In this section we describe bulk optical processors for the PAA control. As told
before, we distinguish two main bulk optics processors for beam control: the coherent
OCP structure realized by means of SLMs, and the Fourier Optic Beamformers
(FOB).

The SLMs are devices able to modify the polarization, phase and/or amplitude of
an optical wavefront as function of the time and the position across the wavefront,
according to electrical or optical drive signal. Amplitude and phase SLMs, working in
transmission or reflection mode, are widely employed in coherent BFNs. Obviously,
amplitude SLMs are used to control the amplitude distribution of the MW excitation
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coefficients upon the antenna aperture, while phase SLMs are employed usually to
provide the phase control.

The SLMs can spatially, and temporally, modulate a 2-D optical wavefront, thus
giving a high degree of parallelism not achievable with electronics systems. This
allows an hardware reduction and a compact feeding structure for large or very large
array antennas.

The basic coherent phase control scheme implemented in bulk optics is depicted
in Fig.2.3. Here, the OCP is made of an amplitude and a phase SLM, that, as before,
are represented both in the lower arm for graphical convenience. Moreover, on the
sampling plane, we represent schematically the current term, generated after the
downconversion, due to the interference between the two optical wavefronts.

Accordingly, by using a phase SLM, the spatial phase distribution of the
interfering beam, and in turn of the MW signals, can be controlled.

Beat term o
current Sampling fibers

Addressable
pixel

= Q@
AN ' %
==

Amplitude SLM Phase SLM

Figure 2.3 Bulk Optics phase steering principle

In particular, a simple way to steer the antenna beam is to tilt the optical
interfering beam, as shown in Fig.2.3. In fact, by changing the wavefront tilt angle, the
periodicity of the interference pattern, on the plane where the interfering beams are
combined, can be varied. In this way the phase slope of the MW excitation
coefficients can be controlled [Tamburrini et al.].

In the following we will indicate with € and A respectively the optical frequency
and wavelength and with ® and A respectively the MW frequency and wavelength.

Let us call B the angle between the lower beam and the normal to the interfering
plane and let us assume that also the upper beam forms the same angle with the
normal to the interfering plane. In correspondence of the interfering plane a fiber
array, with uniform spacing A, is used to sample the field and lead the light signals to
the photodetectors. Apart from the dc and high order terms, the photodetection
provides the beat term that furnishes the right MW signals. This current term has the
form:

i o< cos(mt —29xsin B) IL.1)
c

where x is the variable on the interfering plane.
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Accordingly, the resulting phase of the n-th antenna excitation coefficient is:
¢, = —%nA sinf} (I1.2)

where the multiplicative term has been removed since the phase is usually controlled
by changing the angle of only one beam.

Then, by comparing the (II.2) with the phase term needed at the antenna aperture
to steer the beam toward 0y, reported in the (A-7), we have:

A

sin @, = 5 siny =m,sin B (I1.3)
72

where my=AA/dA is called the angular magnification. It represents the magnification
coefficient between the antenna beam pointing angle and the deflection angle of the
optical beam in the optical processor.

Therefore, by using beam deflectors the antenna beam pointing angle can be
varied. Such a scheme does not provide for an independent control of the phase of the
excitation coefficients across the array, but it can adopted only for beam steering
applications. Obviously, an independent phase control would be preferable.

Different SLMs have been proposed, such as acousto-optic, liquid crystal,
ferroelectric, magneto-optic, etc. A wide description of the SLM for optically
controlled PAA signal processing can be found in [Zmuda and Toughlian 1994; Neff
et al.]. These references discuss the main SLM parameters such as spatial resolution,
framing speed, etc.

Here we discuss about optical coherent processors based on acousto-optic and
liquid crystal SLMs. Later, the FOB approach is treated.

2.1.1 ACOUSTO-OPTIC AND LIQUID CRYSTAL BEAMFORMING

In this section two different SLMs proposed to realize optical control of PAA are
considered: acousto-optic SLM and the liquid crystal (LC) SLM.

ACOUSTO-OPTIC SLM: The acousto-optic devices (AOD) are SLMs able to
modulate a light beam according to an RF signal [Zmuda and Toughlian 1994;
Chang]. It can be used to realize some of the basic operations needed in an OCP:
beam deflection and light modulation.

A bulk AOD is made of an acoustic cell with sufficiently wide aperture, made of
isotropic or anisotropic materials, where acoustic waves are generated by an RF signal
applied upon a piezoelectric transducer (Fig.2.4). The traveling acoustic wave causes,
by means of the photoelastic effect, the sinusoidal variation of the refraction index of
the material. Accordingly, the light beam incident on the AOD is diffracted. When the
acoustic interaction length L is relatively large, with respect to the optical wavelength,
and incident angle of the optical beam is equal to the Bragg angle 0g, the maximum
light diffraction in a single diffraction order occurs. An AOD having a large L is said
to be operating in the Bragg regime. On the other hand, when using a short L, all
diffraction order are diffracted. In this case the AOD is said to be operating in the
Raman-Nath regime. In the optical signal processing applications, AOD operating in
the Bragg regime are, usually, considered [Zmuda and Toughlian 1994].
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When the light beam is incident on the AOD at the angle 0y, a portion of the light
signal is diffracted at angle that is twice the Bragg angle from the undiffracted light, as
reported in Fig.2.4, where 03 is given by:

A A ¢
2nA,, 2nv,

ac

sin@, =— (I1.4)

where A is the optical frequency in the free space, n is the medium refraction index,
Aac, Vao, and f,c are the wavelength, the velocity and frequency of the acoustic wave,
respectively.

The angle of deflection of the diffracted signal varies linearly with the acoustic
frequency, and the intensity of the diffracted light increases linearly with the power of
the AOD driving signal, until saturation is reached [Bass et al.].
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Figure 2.4 Bulk acousto-optic Bragg device

The frequency of the diffracted light beam Q4 can be upshifted or downshifted by
the frequency of the acoustic wave o, the diffracted signal is up-shifted when the
Bragg angle is positive and is down-shifted when is negative:

Q,=Q o, (IL5)
where (); is the frequency of the light incident signal.

Accordingly, the beam deflection can be varied by changing the AOD driving
frequency within the allowed bandwidth with center f, and amplitude Af. The
maximum deflection angle Aa is given by:

AAf

Aot =—— (I1.6)
\%

The number of resolvable angles N is given by the ratio of the Aa and the
angular spread of the nominally collimated light. Then, if the light beam has width d,
we have:

_ A d g oTar (IL.7)

SA/dv

where T=d/v, is the transit time of the acoustic wave through the optical beam. In fact,
N; deflected beams can be generated by changing the RF frequency increment f across
the AOD bandwidth, in accord to:

f=kdf =— k=-Ny/2,..0,...,Ng/2 (IL8)

=~
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where df is the frequency variation.

When changing the driving frequency the diffracted beam is frequency shifted
too. Accordingly, to obtain a pure beam deflector or a pure frequency shifter, two
AQD, properly driven, have to be used [Chang and Tarng]: the second AOD can
driven in order to cancel the frequency shift imposed by the first AOD thus achieving
a pure deflector, or to cancel the deflection, thus realizing a pure frequency shifter.

Moreover, let us consider the optical signal processing properties of an AOD. The
AOD driving signal is made of an information signal s(t), with amplitude b, that is
added to a dc bias S, needed to control the linear operation of the AOD, and mixed
with a radiofrequency carrier with frequency ®,.. The strain field perturbation inside
the AOD is given by:

S(x, 1) =[S, +bs(t—x/v,)]cos[ @, (t—x/v,,)] (IL9)

where the acoustic attenuation term has been ignored. The strain field is modulated by
the information signal s(t) delayed by the time delay x/v,. the acoustic wave takes to
propagate within the cell. Accordingly, the amplitude of the diffracted optical beam is:

AL (X, 0 =]jA,[S, +bs(t—x /v, )]exp(ta, (t—x/V,))

(I1.10)
A, = Cexp(jQit)exp(—jz—:Ln)

where C is a proper constant [Zmuda and Toughlian 1994].

AOD BEAMFORMING ARCHITECTURES: The BFN based on AODs have
been widely discussed by Riza [/99]1a; Riza and Psaltis]. He initially proposed a
single laser structure where two AODs are arranged in an in-line interferometer
architecture used to obtain the needed frequency shift and provide the phase control.
The proposed solution is obtained by changing the AOD drive frequency and thus the
delay term due to AOD.

In Fig.2.5 the acousto-optic processor proposed by Riza is depicted. As shown in
the figure, the two AODs allow the formation of the two interfering beams, with
properly controlled frequency and phase. Let us indicate with s;(t) and sx(t) the driving
signals of the AOD1 and AOD?2 respectively. In particular, we have:

s,(t) =bcos(m.t) s, (t) =bcos[(m. +m,)t] dL.11)

where fc=wc/2m is the center frequency of both the AODs, fy=w/27 is the control
frequency to steer the array beam.

The laser light is collimated along the x direction and focused along the y
direction. Then it passes through the AOD1. From the AODI1 two beams emerge: the
undiffracted beam, the DC beam in the following, and the +1-order diffracted light
signal. The frequency of the +1-order beam is upshifted according to driving signal s;.
Both beams are imaged 1:1 into the AOD2. The +1-order beam passes unaffected
through AOD2. The DC beam is Bragg matched to the AOD?2, thus generating a -1-
order diffracted beam. The related signal is downshifted in accord to frequency of the
signal sp(t) and the beam deflection makes the -1-order beam almost collinear to the
+1-order one. Accordingly, both +1 and -1-order beams, are imaged upon the detector
array with a magnification M, while the undeflected DC beam is properly blocked as
shown in the scheme (Fig.2.5). The intensity of the field at the detector plane is:
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2 [ b o x—0.5MX
I(x,t) =|E(x, ) =(7+G0C0{(2mc+wo)t_M\? xDreet(Tj (I1.12)

ac

where X represents the AOD’s length, Gy=b*/2 and the rect(-) represents the
rectangular window function.
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Figure 2.5 Acousto-optic beam steerer processor: a), side view b).

The intensity pattern across the detectors plane is sampled by uniformly spaced
detectors, with spacing A. Accordingly, if we assume that the size of the detector in
the sampling direction, namely oy, is much lower than the spatial period of the
intensity pattern, that is fo/Mv,, the sampling can be assumed ideal, and the current of
the n-th detector can be written as:

Mv

ac

A
i, (0 =05G,0,0, co{mt ~ D% } (IL.13)

where ay is the detector size along the y direction, while w= 2mc+ oo is the antenna
driving frequency. Thus, the phase difference between the radiating elements is equal
to wpA/Mv,.. At the same time, the frequency ® of the MW signal also depends on
Accordingly, by comparing the phase difference needed to steer the antenna beam at
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the angle 6y with the phase difference achieved with the acousto-optic processor, we
have:

2m ino, =22 _omn (I1.14)
7\' M ac
where m=0,%+1, £2, ... Therefore, the beam pointing angle 6, is controlled by the
varying the frequency fj, according to:
0, = arcsin A £—m = arcsin A kleA—m (IL.15)
d{ Mv,_ d{ Mv,_

This BFN thus allows to achieve a flexible control of the beam pointing angle.
Moreover, simultaneous beams can be achieved by using more driving signals having
different frequency [Riza 1992a]: in particular for m=hA/d, where h=1, 2, .., the same
angle 0 can be obtained in correspondence of two values of the control frequency, as
graphically shown in Fig.2.6
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Figure 2.6 Control of the beampointing angle

In their paper, Riza and Psaltis [/99]] also discussed the related performances
issues. Firstly, the processor described provides an antenna driving frequency o that
changes with the steering control frequency ®o. This undesired behavior could be
avoided by using [Riza 1992b]:

s,(t) =bcos((. +w,)t) s,(t) =bcos[(®. —w,)t] (II.16)

In this way, the antenna signal frequency became w=2wc, independent from wy.

The relationship (I.15) is an important design formula. In fact, once the element
spacing d, the AODs and the minimum scan angle have been chosen, by using k=1
and m=0 in (II.15) the value M/A can be found. In this way, fixed a phase-sampling
error due to detector aperture, nN= (0,/A)x100, the detectors spacing A and the optical
magnification M are obtained.

Important parameters are the number of allowable beam positions and the beam-
switching speed. The former is Wpeam=Kmax+1, where kp,x is obtained from (II.15)
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with m=0. It is easy to verify that Wyeay is inversely proportional to the detector
spacing A. The beam switching time is related to the cell transit time T, in particular is
equal to 1/2T.

Riza also proposed a 2D architecture in two different configurations: an in-line
interferometer scheme using 4 AODs and a Mach-Zender architecture with 2 AODs
[Riza 1991a; Riza 1993]. The scheme is suited to drive up to 1000 elements.

The major limits of the BFN based on the AODs are the low optical efficiency,
e.g. 20% with RF AOD working around 50-100 MHz, and the maximum frequency,
e.g. 8GHz with the wideband AOD reported by Riza [Riza 1994]. Moreover, the BEN
does not provide an independent control of the phase of the excitation coefficients,
since the inter-element phase variation is fixed.

LIQUID CRYSTAL SLM: The second SLMs here considered are the LC. LCs
are considered to be among to most promising SLMs for low-voltage, high speed and
high resolution. Different types of LCs have been studied. Nematic (NLC) and
ferroelectric (FLC) are widely used. In particular they have been employed to perform
both the phase and amplitude analog control for PAA.

Riza proposed different configurations of optical processors for PAA control
employing both NLCs and AODs [Riza 1992c; Riza 1994].

LCs have properties similar to liquids as well as crystals. The LC molecules have
some degree of freedom of motion. Thus, by applying a voltage across the LC cell, the
orientation of LC molecules can be changed, thus varying the effective refractive
index of the cell [Hecht].

The NLC molecules are prolate ellipsoids exhibiting birefringence. For a linear
polarized field directed along the major axis the refractive index is n., while for
polarization parallel to the minor axis the refraction index is ny. The index n. can be
changed by applying an external electric field. A NLC modulator is, in fact, obtained
by sandwiching the NLC cell between two parallel glass plates where transparent
electrodes to supply the external field are applied (Fig.2.7)

A NLC can be arranged in order to realize a phase modulator (Fig.2.7). Let us
consider an electric field incident normal to a NLC cell, whose width is w, and
polarized vertically (s-polarization). When no voltage is applied to the NLC, the
refraction index associated to the s-polarized field is ns=n. (Fig.2.7a). As a non zero
voltage is applied across the NLC the LC molecules begin to lie perpendicular to the
glass plates. This changes the refraction index associate the the s-polatization, in
accord to the applied voltage: n&=n(V) (Fig.2.7b). When the molecules lie
perpendicular to the glass plates, we have ng=ng (Fig.2.7c). Note that the refractive
index for the horizontal polarization (p-polarization) remains always equal to ny. In
this way a phase shift equal to p=(2n/ A)(n.-ng)w can be imposed on the s-polarized
field passing through the NLC cell, where A is the optical wavelength.
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Figure 2.7 NLC Phase modulator. a) no voltage applied b) voltage applied: the LC
molecules start to move c) voltage applied: the LC molecules lie perpendicular to the
glass plates

Exploiting the same principle, an analog amplitude modulator can be obtained.
Let us refer to Fig.2.8. A lightwave is incident normal to the NLC cell and is polarized
along the y-axis. The NLC is tilted around the z-axis by an angle B, e.g. 45°. An
analyzer has been placed after the NLC allowing to pass only the linear polarization
component placed along the x-axis. This analyzer produces an output field given by:

E o< senf cos B(cos(Qt +0,)—cos(Qt+ (ps)) =

= 2senf cos Bsin(%) sin(Qt + w)
where Q represent the frequency of the light beam, @y,=(2n/A)now is the phase
variation associated to the refraction index ng, and @=2n/A)n(V)w is the phase
variation controlled in accord to the applied voltage V. Thus, the intensity of the
output beam can be controlled by changing the voltage V. The phase of the optical
beam is changed too.

11.17)

>l
<«

Polarizer NLC cell Polarizer Analyzer

Figure 2.8 NLC Intensity modulator scheme
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LC BEAMFORMING ARCHITECTURES: Riza proposed a beamformer based
on AOD and NLC SLMs [Riza 1992c; Riza 1994]. In this structure, the AOD in-line
interferometer scheme, similar the one proposed in [Riza and Psaltis], is adopted only
to generate the two beating signals needed in the OCP scheme. The two generated
beams are linearly polarized along orthogonal directions, labeled as s and p. The light
beams, before being detected, illuminate two NLC 2-D array needed to get the phase
and the amplitude control (Fig.2.9). The NLC directors are placed along the direction
associated to the s-polarization. Two polarizers are employed to get the amplitude
control. The first polarizer, at 45°, acts as an optical adder, while the exit polarizer let
pass only the desired polarization. This scheme allows for a 6/8-bit phase control and
about 50dB RF analog controlled attenuation.

In place of the single laser scheme, realized by means of the AOD in-line
interferometer, a proper two lasers system can be employed, to overcome the low
efficiency and the limited frequency range drawbacks of the AOD scheme [Riza
1994]. At this end the author considered a scheme based on two highly stable color-
shifted lasers, provided with the suited phase locking. This method has been
implemented in [Kobayashi and Ogawa 1995], where a NLC based BFN using fiber
and integrated optics has been realized and tested up to 20GHz. This solution offers
high phase stability and compactness since the interferometer is formed on a single
signal path. The carrier to noise ratio C/N of the NLC BFN has been also studied,
demonstrating that the NLC does not degrade the C/N [Kobayashi and Ogawa 1996].

Regarding the beam switching rate, a time multiplexed scanning BFN has been
proposed by Riza for radar applications, in order to overcome the switching time
reported with the NLC (about 1-0.1ms) not suited for radars. The BFN compactness
allows to employ a couple of NLC array working alternatively: while one channel is
active, the other is resetting for the next beam.

half
anlz\t/:ve NLC Array
i AODI AOD2 for phase
;gﬂier?;gi + S—|>p— DC block control
laser NLC Array
cam for amplitude

control

' 2-D
\ Detector
s(t) array

Driving signal polarizers

Figure 2.9 NLC based optical BEN

More recently, Riza and coworkers, [Riza and Kahn; Riza et al.] proposed a BEN,
based on LC SLM, that can be easily employed to feed antennas having a different
number of element. In fact, the number of the pixel of the pixelated LC SLM, usually
adopted in the described BFN, dictates the number of the PAA radiating elements.
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Accordingly, when the antenna system has to be upgraded, a new optical apparatus is
needed. To solve this problem, a proper LC system has been proposed. It is made by
two LC SLM, a non pixelated reflective LC and a pixelated transmissive LC. The
pixelated LC is used to transfer the phase information upon the non pixelated LC. The
latter, imposes the correct phase information upon the BFN signals.

2.1.2 FOURIER OPTIC BEAMFORMING

The Fourier-optic beamforming (FOB) approach represents an elegant solution to
perform narrow band beam shaping and steering.

It is based on the fact that the antenna aperture illumination can be described as
the Fourier transform (FT) of the far field pattern and that a simple lens performs the
FT on the optical wave passing through it. Accordingly, by using a mask representing
a scaled-down replica of the desired far field pattern and a lens to realize the FT of
this pattern, the needed excitation distribution is obtained on the lens focal plane. By
down-converting the optical beam the right excitation coefficients are obtained.

In the following we describe the FOB working principle, the design guidelines
and the main issues [Hong and McMichael, Koepf, Konishi et al.; Nickerson et al.].

FOB ARCHITECTURE DESCRIPTION: Let us consider the FOB scheme
depicted in Fig.2.10. The light generated by the laser source is splitted among the two
interferometer arms. In the lower arm an optical frequency shifter imposes a
frequency shift equal to MW frequency o on the light wave. In the upper arm the
plane wave illuminates the mask reproducing the desired antenna pattern and passes
through a FT lens. The beams coming from the two arms are combined on the lens
back focal plane where the light distribution is sampled by a fiber array. Thus, the
second arm provides a phase reference and the right frequency shift needed to furnish
the proper MW signal to the antenna elements. The sampled signals are down-
converted to feed the corresponding radiating elements, furnishing the desired
excitation distribution.

To describe the FOB design principle, we refer to a linear array structure,
although the analysis can be easily extended to the 2-D case. In particular, we are
interested to the relationship between the antenna far field pattern fA(0) and the optical
amplitude g(x’) on the mask.

The lens realizes a FT relationship between the optical amplitude g(x’) at the
front focal plane, where the mask lies, and the amplitude G(x) in the back focal plane,
in correspondence of the sampling fiber array. In particular, G(x) and g(x’) are related
by:

G(x) = Jg(x')exp(—j%xx') (IL.18)

where A is the optical wavelength and F is the focal length.

The optical beam in the upper arm, having frequency Q and amplitude G(x), is
combined on the back focal plane with the wave coming from the lower
interferometer arm, having frequency Q+®. The resultant distribution on the focal
plane is sampled by means of the fiber array lineary spaced at a distance A. Each
signal is, then, down converted by means of a photodetector.
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Figure 2.10 FOB scheme: a) interferometer system setup b) detailed view of the upper
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The coherent detection allows to obtain a signals set having frequency ® and with
a proper amplitude and phase. Accordingly, the coefficients a, can be written as the
convolution among the G(x) and the sampling response of the fibers. As consequence,
if we assume that the sampling realized by the fiber can be described by means of a
rectangular widow function depending on the fiber aperture o, the a, are given by:

X, +X
(04

)dx with x, =nA (I1.19)

a, =A, T G(x)rect(

—oc0

where Agis a proper amplitude factor. Thus we have:

X X0 ydx (I1.20)

a, = AO_J. dxj g(x')exp(—j%x'x)rect( p”

—oc0

X+Xx,

By assuming & = we have:

T .2 ° )
a, = Aooc:[odx'g(x') exp(—JA—le XAX'):[OI‘CC'[(&_,) exp(—JA—le&ax hdg  (IL.21)
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where the inner integral is the FT of the rect function calculated in x’a/AF. The
coefficients a, are given by:

T .2n ..o x'd
a =A, j dx'g(x )exp(+JEXAX )sine (=) (11.22)

Accordingly, by using eq. (II.22) into the array factor in (A-5), limiting the
integral to the mask aperture Ly and using xa=nA, the far field pattern expression is:

L“]/z x'a (Ni):/z d x'A
fi(@=A4A, | dx'g(x")sinc(=—=) exp[—j2an(=sinf—-=-—) 1=
! ~L, /2 AF T A AF

1,2 ' sin{ﬂN{dsinﬁ— &l A}}
=4, [ dx'g(rsine) 4 AF

_L., /2 AF . |:d . X'A:|

i sin{ 7| —sin @ —
A AF
(I1.23)

Therefore, in order to have a far field pattern fA(0) as similar as possible to the
optical amplitude g(x) obtained on the mask, the two terms in (I.23) have to be
properly treated. The sinc function represents the fiber aperture response. To keep this
term nearly constant in the integration region, the fiber aperture a, has to fulfill the
following relationship:

o < 2AF (IL.24)

LM
On the other hand, the last term of the integral represents the array pattern

function. To ensure that only the array function main lobe fall within the integration
region, we should have:

9 ng —B (I1.25a)
2 F
x| < LTM (I1.25b)

where 0.« is the maximum scan angle.
Under these approximations, the far field pattern is:

Ad
f, (0) o< g| ——Fsin0 I1.26
A(0) o< g ( AN j ( )
The points on the mask are related to the far field scanning angle by:
X = AgFsin 0 I1.27)
AL

Accordingly, useful conditions for an efficient sampling can be derived. In
particular for d/A=0.5 and 0,,,,=90°, the (II.25a) and (I1.25b) lead to:
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A< A F (I1.28)

M

The relationships (I1.24) and (I1.28) are useful to ensure an efficient sampling of
the field distribution across the focal plane in order to achieve a far field pattern with
shape as similar as possible to (I1.26). Obviously, the analysis we presented here does
not take into account for other important practical design issues affecting the real far
field pattern, we will consider later.

DESIGN GUIDELINES: Koepf in his paper [/984] discusses some practical
design guidelines. He suggests a useful rule: to improve the efficiency, only the
central fringe of the pattern G(x) on the lens focal plane has to be sampled by the fiber
array. As consequence, if the optical mask reproduces a window with aperture Ly, the
related optical beam diameter on the focal plane has to cover the fiber array aperture
NA, N being the radiating elements number. Therefore, the beamwidth of the optical
beam is ®g=NA/F. In particular it results:

o =NA_ CLA (I1.29)

where C is a proper constant.
On the other hand, the beamwidth 0g of the radiated beam is given by:
A
6,=C Nd (IL.30)

Accordingly, once the desired beamwidth 0g is known, the number of antenna
radiating elements is set from (II.30). Moreover, fixed the radiating frequency f, the
ratio d/A is set, for example in such a way to avoid grating lobes, and A is set to
achieve an angular magnification, defined in the (II.3) usually around 100 or more.
Therefore, the (I1.29) can be used to set the mask window aperture Ly and the lens
focal length. Finally, to avoid distortion due to the fiber aperture and spacing
sampling, the fiber aperture o has to respect (I[.24), while the spacing A used to
achieve the desired magnification has to fulfil the (I1.28).

The beam steering can be easily obtained by using a lateral displacement of the
mask or an angular displacement of the reference light beam coming from the lower
interferometer arm [Koepf].

The FOB scheme features are very interesting: it allows a very flexible beam
control without requiring a large amount of hardware. In fact, phase shifters and
amplitude control devices for each antenna elements are not required, but the whole
antenna distribution is controlled within the OCP. In particular this structure allows
electronically reconfigurable shaped beams when optical devices realizing the
electronic control of the mask profile are adopted [Anderson et al.]. At this end,
usually SLM devices are employed.

Moreover, FOB can realize continuous beamsteering control and multiple
contemporaneous beams operation for large antennas, an interesting feature for
satellite communications [Akiyama et al. 1999; Akiyama et al. 2001]. The latter
feature is easily achieved by employing multiple laser sources [Ji et al.]. In particular,
let us refer to Fig.2.11 where a K beams FOB BFN is depicted. The K beams are
obtained by introducing K laser sources and a reference laser which are phased-lock
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each other. The n-th laser, with frequency €2, provides a spot amplitude distribution
on the front focal plane, and its position sets the beam pointing direction of the
radiated beam. This beam is radiated at a frequency w, that is, in principle, given by
0,=Q,-Qg, Qg being the reference laser frequency.

Analogously, the FOB approach allows continuous beamsteering by moving the
source in order to translate the light beam on the front focal plane.

Q) i

Phase
locked loop

i Beam K

FT lens
"""" Front focal plane

~— = Back focal plane

Figure 2.11 FOB multibeam architecture

DESIGN ISSUES: Generally speaking, the performance of the devices employed
to realize the desired optical amplitude distribution g(x’) on the front focal plane
represent a crucial aspect in the FOB structure design, especially when the BFN is
intended for beam shaping applications.

FOB beamsteering processors use circularly shaped profile sources, with
controlled size, such as a mechanical pinhole used by Koepf [/984] to realize the field
distribution on the front focal plane, or employ acousto-optic deflector [Tamburrini et
al.; Chang and Tarng] to change the desired phase distribution.

On the other hand beam shaping BFNs adopt a more sophisticated control system:
Anderson et al. [/987] used a LC light valve SLM to realize the simultaneous control
of the beam shape and direction. Moreover magneto-optic SLM [Nickerson et al.],
ferroelectric liquid crystal SLM [Pan et al], and deformable mirror devices
[Toughlian et al.] have been also proposed. A tapered amplitude distribution for the
optical reference beam has been proposed to control the sidelobe level [Konishi et al.]

Different kinds of SLM have been proposed to realize the desired mask profile.
Nickerson et al.[/199]] employed a 48x49 pixel magneto-optic binary amplitude SLM
with 1KHz framing speed, characterized by small size, no quiescent power
requirements, low cost, but with a low efficiency (2% at 632nm). Pan et al. [/992]
proposed an optical shutter switch matrix based on a FLC SLM, that perform a binary
amplitude control, with a 24.2dB extinction ratio, a 120us switching time. Moreover
deformable mirror devices SLMs have been proposed to realize continuous
beamsteering [Zmuda and Toughlian 1994]. However, technology improvements are
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demanded in this area to increment the framing speed generally limited to few KHz,
the efficiency and the spatial resolution.

Finally, some other important design issues have to be taken into account when
considering the performance of a real FOB antenna. The shape of the radiated beam is
affected not only by the sampling due to the fiber optic array, but it is also influenced
by other factors. Firstly, the finite antenna size sets an upper bound on the spatial
bandwidth of the achieved pattern: the radiated beam could not be able to follow too
sharp variations on the amplitude distribution g(x’) [Nickerson et al.].

Moreover, according to the aperture of the employed detectors, a deterioration of
the far field pattern can be observed. In fact, to maximize the efficiency one would
like to use large aperture detectors. However, the optical sampled signals are
convoluted with the detector aperture response, determining a phase gradient
distortion. The alteration becomes more serious for large phase slopes, associated to
wide beam pointing angles. This convolution involves a multiplicative term, the
detector aperture function, on the far field pattern expression [Nickerson et al.].

Regarding the feeding scheme, Konishi et al. [/992] compared the single-laser
scheme, and a two-lasers architecture. They proved that the latter scheme allows the
required laser output to be 10dB less than the single-laser structure, while achieving
the same C/N. In [Konishi et al.] the effects of aperture amplitude and phase errors on
the C/N and sidelobe level are also reported.

The errors due to realization defects or BEN feature drifts have to be controlled
and adequately compensated. These are due to aberrations in the lens, imperfections in
the mirror, beam splitter or frequency shifter, distortion in the interferometer paths due
to air current, degradation of the SLM performances due to thermal instability. Such
errors lead to an optical beam distortion causing the far field pattern degradation.
Hong and McMichael [/99]] proposed an optical phase conjugator to achieve the
correction of aberration and alignment problems. Improved mechanical stability and
optical alignment feature have been recently demonstrated by employing an integrated
polymeric multilayer optical waveguide 2D array [Akiyama et al. 2001].

2.2 INTEGRATED OPTICS FOR BFN

Compared to bulk optics assemblies, IO circuits guarantee compactness, stability
and improved reliability.

The IO systems have been used to realize optically controlled MW phase shifters
(OCPS), usually able to drive one radiating element, or integrated BFNs to feed an
entire array.

OPTICALLY CONTROLLED MW PHASE SHIFTERS: The basic principle
needed to realize an OCPS has been described in the Section 3.1.1 of the 1% Chapter.
The main design issues rely in the implementation of the OFS and the OPS. In
particular more difficulties arise when realizing the OFS.

In the IO systems, in fact, an OPS can be easily realized by exploiting the electro-
optic effect within an integrated waveguide structure. The LiNbOs3 is one of the most
employed materials since it can show an excellent electro-optic effect and low loss
LiNbO; waveguide can be easily fabricated [Gupta et al.].
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Regarding the OFS implementation, both single laser and two laser schemes have
been proposed. Application of the two laser scheme to the optical control of MW PS
can be found in [Surette et al.]. Here, the main issues are related to the phase-locking
system, and have been already discussed at the beginning of the section 2.

Accordingly, let us refer to the single laser scheme (Fig.2.12).

cos(Q+ o)t

cos(Qt+o)
V control voltage
Figure 2.12 Optically controlled MW PS: single laser structure

The first optical solution for an OCPS has been proposed by Soref [/985]. In his
paper Soref describes both bulk optics and 10 implementations. In the bulk optics
scheme he propose a Pockels-type OPS and an acousto-optic OFS, while in the 10
version he suggest a titanium-diffused LiNbOsj electro-optic waveguide chip that
realizes both the OPS and the OFS. In this way an OCPS, with low-voltage control,
fast switching and great stability with respect to environmental factors is achieved.
Moreover, IO devices can overcome the frequency limit of the AODs. The OFS cited
by Soref is based on the single-side band (SSB) quadrature method adopted in
electronic communications [Carlson].

In Fig.2.13 the scheme of the OFS SSB and the related frequency spectra diagram
are reported [Matsumoto et al.], while in Fig.2.14 the 10 layout of the whole PS is
depicted. The SSB modulator is based on an interferometer structure [Matsumoto et
al.; Horikawa et al.]. On both arms there are OPS driven by the same signal properly
phase shifted 90° out of phase. Moreover a dc bias is applied to maintain a /2 optical
phase difference among the two interferometer arms This is schematically represented
by using a box, with a label indicating the phase shift, in the lower arm in Fig.2.13a.

Accordingly, when using a MW signal, for example a tone at frequency o, to
drive the OPS, the modulated signal is:

V = Asin (Qt+amsin(omt)) (I1.31)

where A is the wave amplitude, Q is the laser frequency, an is the modulation index, o
being the modulation depth. This expression can be expanded showing that the phase
modulated optical signal is made of a set of sidebands, whose amplitude is given by a
Bessel function. In fact, we have:

V=A i T_(oum)sin (Qt +not) (IL.32)

where J, is the Bessel function with order n.
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Accordingly, by using eq. (II.32) the frequency spectra at the output of the upper
and lower OPS, indicated in Fig.2.13b with the label C and D, respectively, can be
evaluated. In this case, the +1* order sideband of the spectra C and D are in phase,
while the -1* order sidebands cancel each other. As consequence, the desired SSB
frequency shifter is realized, as shown in the spectra E in Fig.2.3b.
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Figure 2.13 SSB optical frequency shifter: a) schematic layout of the structure b)
frequency spectra

Moreover, the amplitude of the frequency components at the OPS output can be
controlled with certain degree of freedom by acting on the modulation index
[Horikawa et al.; Matsumoto et al.]. In fact, the amplitude of the n-th frequency
components depends on the term J,(om). In Fig.2.15 the amplitude of the 1% 2™ and 3™
order components are shown as function of the modulation index. It can be seen that
for a modulation index equal to 1.8rad, the 1* order component is maximum with
conversion efficiency equal to -4.7dB, and the harmonic distortion is 10dB down the
incident optical carrier.

However, this OFS scheme is, extremely sensitive to the MW and optical
amplitude and phase variations. In fact, small differences in the amplitude and phase
levels do not allow the harmonic suppression to take place.

Afterwards, when realizing an optically controlled phase shifter, the frequency
behaviour of the OFS has to be carefully controlled. In fact, the OFS output signal has
to be mixed with the OPS light beam. Accordingly, if the harmonic levels are not
exactly controlled, the mixing causes the deterioration of the detected MW signal. In
particular, the MW phase does not vary linearly with the control voltage across all the
whole 27 range, and the power of the MW signal shows serious fluctuations [Jez et al;
Han et al. 2003].
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Figure 2.14 10 layout of the whole OCPS

The most detrimental effect is caused by the presence of the optical carrier signal,
not exactly suppressed due to slightly inevitable imbalances, at the output of the OFS.
Accordingly, Horikawa et al. [1995], suggested to adopt a modulation index of about
2.5rad to suppress the optical carrier, thus making the PS more stable regarding small
imbalances (see Fig.2.15). However, this solution requires a large amount of MW
source power and causes the signal distortion to increase, as shown in Fig.2.15 [Han
et al. 2003]. To solve this problem, when operating in small signal range, a balancing
arm with power splitting ratio o and an additional OPS can be used: this scheme,
reported in Fig.2.16, allows to remove the carrier signal at the output of the OFS, thus
reducing the MW signal phase deviation and power fluctuations [Han et al. 2002; Han
et al. 2003].
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Figure 2.15 Amplitude of the frequency components as function of the modulation
index
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Multiple outputs OCPS have been proposed. Hietala et al. [/991] proposed a
photonic integrated circuit composed of one OFS and of a stage with N OPSs and
combiners required to feed the N radiators. This solution avoids replicating N times
the OFS, as shown in Fig.2.16. A similar scheme has been realized on a LiNbO;
substrate allowing to feed an 8 elements array up to 18GHz, providing an
electronically controlled beam steering with a sensitivity of 1.5° per volt from -15° to
15° [Horikawa et al.]. Multiple outputs PS structure have been also presented in [Jez
et al.] and in [Han et al. 2002; Han et al . 2003; Fetterman et al. 2002] where electro-
optic polymer materials have been employed. In such structures, especially when
dealing with large number of elements, the antenna phase control can be obtained by
using a common voltage for the OPSs while adequately setting the electrode length for
each OPS.

Balancing
arm

Figure 2.16 A 4 outputs optical MW PS with balancing arm

INTEGRATED BFN: Different integrated beamformer structures have been
proposed. A photonic chip able to drive a 16 element linear phased array has been
proposed [Stulemeijer et al. 1998; Stulemeijer et al. 1999; Stulemeijer et al. 2000]:
this coherent beamformer provide more than 360° phase range, obtained by exploiting
the electro-optic effect, and 20dB amplitude range based electro-absorption amplitude
modulators.

A silica based beamformer for smart antennas working at 60GHz has been
proposed. It provides the phase and amplitude control by exploiting thermo-optic
effect. The beamformer exploits the two lasers coherent scheme [Kuhlow et al;
Grosskopf et al.].

Moreover, a lithium-niobate beamformer, based on surface acoustic wave
transducer, has been proposed [Riza and Psaltis] and his design procedure has been
studied in detail in [Armenise et al.]. This structure provides continuous beam steering
for antennas with 100 radiating elements working at about S00MHz.

51



3 NON COHERENT APPROACHES

The non coherent phase control techniques are here covered. These are the fiber
optic beamforming, in-phase quadrature modulator and optical injection locking of the
microwave oscillators.

FIBER OPTIC BEAMFORMING: Fiber optic beamforming techniques have
been widely studied since ‘80s. The growth of the MW monolithic integrated circuits
(MMIC) technology, in fact, promoted the developing of active transmit/receive
antennas. Accordingly, fibers were introduced to perform signal distribution in large
active phased array [Daryoush et al. 1987].

Regarding the beamforming signal distribution, it is worth noting that the use of
the fiber optic architecture can allows for both PC and TTD [Sheehan and Forrest].

The suggested fiber optic PC systems employ both direct and heterodyne
detection.

The first intensity modulation-direct detection scheme is referred as dispersive
fiber optic prism [Benjamin et al.; Benjamin and Seeds]. The fiber optic BFN
(Fig.2.17) is obtained by a tree structure where the path length increases, from element
to element, by equal increments of hA, where h is an integer and A is the wavelength at
the centre MW frequency f. In this way, when operating at center frequency f, the
phase increment is equal to a multiple of 2m, thus furnishing a broadside pattern.
Accordingly, when changing the operative frequency by an amount df, the relative
phase shift is given by:

A¢=2mh O/ (IL.34)

Thus, the beam is scanned by changing the frequency. In particular, for a given
frequency variation of, the related beam pointing angle 6 is given by:

0 = arcsin (h &gj (I1.33)
df

where d is the element spacing.

Figure 2.17 FO dispersive prism
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Such a BFN does not allow to set the antenna operative frequency, since this is
predetermined by the desired scan angle.

To solve this problem a different fiber optic BFN using direct detection has been
proposed. It realizes the independent control of the radiated frequency and beam
pointing direction. This scheme uses two optical networks, labeled network A and B,
as shown in Fig.2.18, followed by the related set of photodetectors. The network A is
a fiber optic dispersive prism, while the network B is a non dispersive fiber optic tree,
where all the paths have the same length. The network A is driven by a laser, whose
intensity is modulated by a MW source at frequency f’, that realizes the beam control.
The network B is feed by a laser driven by a signal at the frequency f-f’, where f is the
antenna operating frequency. Then, by varying f°, the phase distribution across the
output signal of the network A can be changed. On the other hand, the signals detected
at the output of the network B are in phase independently from variations in f* or f.

Accordingly, by mixing the outputs of network A and B, and removing the
unwanted mixing products, the proper antenna signal distribution at frequency f and
with phase driven by the source at frequency f” is achieved.

This technique can be applied to systems working up to 30GHz by using direct or
external modulation. A heterodyne version has been also proposed, allowing to work
with higher frequencies [Volker]. In the coherent scheme only one set of
photodetectors is employed, performing, obviously, both the mixing and the detection
process.

The approach has been extended to a 2-D PAA by Bélisle et al. [2000].
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Figure 2.18 Frequency independent FO BFN

I-Q MODULATOR: The second PC approach we describe here is the in-phase
quadrature (I-Q) modulator proposed by Coward et. al. [/993]. They proposed an
optical integrated version of the electronic I-Q phase shifter, whose principle scheme
is reported in Fig.2.19.

The input signal is divided to furnish two signals 90° out of phase. Each signal
passes through a biphase modulator, that provides a 0° or 180° phase shift, and
through an attenuator. The I and Q components are then combined. The biphase
modulators define the quadrant where the output signal lies, while the attenuators set
the output amplitude.

In [Coward et al.], an optical integrated version of the I-Q scheme has been
proposed (Fig.2.20). Here a MW signal is divided to furnish two signals 90° out of
phase. The latter drives two Mach-Zender modulators (MZM) to modulate the light
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from two incoherent lasers having intensity I; and I, respectively, as shown in
Fig.2.20. The MZM bias voltages are V; and V, for the MZM1 and MZM2,
respectively. As consequence, at the output of each MZM we have an amplitude
modulated light signal, whose amplitude can be varied by changing the MZM bias
voltages or the laser beam intensity. The optical beams are then summed and
downconverted.

Biphase Attenuator
modulator
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Q (m)

. Quadrature
Figure 2.19 I-Q electronic phase shifter divider

The phase of the obtained MW signal can be changed by controlling Vi, V, and I;
and I,. In fact, if only I; and I, are varied, the phase of the MW signal can be varied
only from 0° to 90°. On the other hand, when biasing the MZM to the -V,/2 or to the +
V./2 point, V, being the MZM bias voltage needed to produce a 180° phase shift, the
MZM work as a biphase modulator, extending the operation to the other 3 quadrants
of the I-Q plane in Fig.2.19.

90° hybrid
“’@_ 0° 90°

Figure 2.20 I-Q photonic phase shifter

Moreover, a linear I-Q phase modulator, providing a phase shift that changes
linearly with the applied voltage, can be obtained. This can be done by using I;=I, and
V,=V+V,, the latter being the MZM bias voltage needed to produce a 180° phase
shift. In this way the control wires number can be reduced. However, this condition
produces unwanted second harmonics that may limit the dynamic range.

In [Winnall et al.] the wideband behaviour of the I-Q photonic phase modulator
has been demonstrated from 2GHz to 18GHz. Moreover a photonic MW wideband
phase shifter has been reported in [Henion and Schulz].

Riza [1997b] proposed a BFN based on the I-Q vector modulation principle,
where 2-D NLC SLM are used as attenuators. The architecture proposed is suited for
large PAA, since it requires less hardware devices than the scheme in [Coward et al.].
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OPTICAL INJECTION LOCKING OF MW OSCILLATORS: The last
technique we mention here is related to the optical control of microwave oscillators. In
particular we are interested in optical injection locking of microwave oscillator. This
approach allows an accurate phase and frequency control of microwave oscillators
[Blanchflower and Seeds; Esman et al. 1989; Zhang and Daryoush].

55



CHAPTER 3

OPTICAL TIME DELAY

CONTROL TECHNIQUES

1 INTRODUCTION

In the previous chapter we discussed the optical techniques used to implement
MW phase shifters. Here, the attention is focused on the use of the optical technology
to realize MW time shifters.

The optical TTD techniques received much attention in the specialized literature
and several optical TTD architectures have been proposed. These are often referred as
optical time steered antennas (OTSA). Following a widespread classification, the most
promising approaches can be grouped in two main categories: the switched delay lines
(SDL) and the variable propagation velocity lines (VPVL) (Fig.3.1) [Nirmalathas et
al; Matthews 1999; Matthews 2000].

A light signal that propagates within an optical waveguide, having length d, and
with a propagation velocity v, experiences a time delay t=d/v. Accordingly, the delay
variation At is given by:

At=lAd—%Av (II1.1)
v v

The only way to change the time delay is to vary the optical path length d, or to
change of an amount Av the propagation velocity within the waveguide, as indicated
in Fig.3.1

The first optical time shifters were based on the SDL approach [Ng et al. 1991]. It
represents the optical version of the MW implementation of digital time shifter:
different time delays are obtained by driving the light selectively into waveguides
having different length, by means of optical or electrical switches. Different SDL
solutions have been proposed and are described accurately in the following. They
differ mainly about the switch technology adopted and the related optical delay lines.
In particular, we will treat bulk optics and IO systems, using free space delay lines,
fibers or IO waveguide.

In the second category, the VPVL, the propagation velocity is changed by
exploiting the chromatic dispersion of optical devices such as optical high dispersion
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fibers (HDF) [Esman et al. 1993], Bragg gratings [Soref 1996] and arrayed
waveguide gratings (AWG) [Jalali and Yegnanarayanan].

S TRUE TIME DELAY BEAMFORMING TECHNIQUES N

At =1Ad—%Av

;/_)_/;1\4

SWITCHED DELAY LINES V ARIABLE PROPAGATION
VELOCITY LINES

Tunable

= Bulk optics switch/delay lines = Dispersion Prism (HDF)
= JO switch/delay lines = Bragg gratings
= Fiber optic delay lines = Arrayed waveguide gratings

Figure 3.1 TTD beamforming techniques scenario

In Fig.3.1 the layout of the main optical TTD approaches, the SDL and the
VPVL, is presented. A representative scheme is depicted for each approach. In
particular the exemplificative scheme refers to a direct detection scheme, since it is the
most employed detection scheme in such systems. However, also the heterodyne
detection has been considered [Zmuda and Toughlian 1990]. Moreover, both external
and internal modulation schemes have been proposed, although in the exemplificative
schemes external modulation has been considered.

Several key aspects have to be considered when realizing an optical time delay
control unit for PAA. The main points are:

= Hardware complexity, cost and compactness
* Time delay performances
= Insertion loss

The first issue is related to the system complexity, cost and compactness [Zmuda
and Toughlian 1994]. These aspects are, obviously, strictly related to the OBFN
architecture. Usually, the OBFN is made of as many time shifters as many radiating
elements are considered. The TSs can be realized by using SDLs or VPVLs. The
complexity and the compactness of the OBFN depend on the TS design and on the
number of radiating elements. Accordingly, when dealing with large 1D or 2D PAA, it
is necessary to design a TS as compact and low complexity as possible. On the other
hand in this case it could be needed to used a different OBFN architecture. In fact,
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some OBFNs, as bulk optics ones, are made by one compact time delay unit able to
replace several TSs, thus reducing the system bulk and complexity.

The second aspect is related to the achievable time delay distribution. In
applications requiring the agile control of the radiated beam, the OBFN has to furnish
the time delay distribution needed to obtain the desired pattern properties. The time
delay distribution can be varied continuously or discretely. In the latter case the effects
of the related quantization error have to be taken into account.

It is worth noting that in multiple beams applications, the OBFN has to be
properly designed in order to manage with flexibility the different time delay
distributions without increasing excessively the system complexity.

Finally, the IL of the beamforming network represents an important aspect, since
if not adequately compensated it could seriously affect the signal to noise ratio. The
OBFN design has to be carefully achieved in order to optimize the system losses.

Concerning the OBFN bandwidth, no difficulties arise since the PAA bandwidth
is limited only by the characteristics of the MW devices exploited in the antenna
systems.

2 SWITCHED DELAY LINES

An optical SDL TS is made of several switches to select the proper delay lines, in
order to obtain the desired variation of the time delay.

In this section we present the most interesting SDL systems proposed in literature.
In particular we considered the SDL architectures allowing to get the best
performances regarding the time delay distribution, the IL and the system complexity.
Moreover, some of the considered schemes have been employed in the practical
implementation of an OTSA.

These SDLs differ regarding the architecture and the implementation.

The architecture refers to the configurations used to arrange the lasers, switches
and the delay lines.

The implementation approach refers to the technology adopted to realize the
switches and the delay lines. In particular we will refer to the switch implementation
technology, since the switches are the key devices of the time delay units. The
switches are generally realized by using bulk optics or IO systems. Regarding the
delay lines, these are usually implemented by using fibers, free space paths or 10
waveguides.

The architecture choice is quite important since it affects the hardware
complexity, the IL and the time delay performances. Accordingly, firstly, we will
discuss about the more convenient SDL architectures. Later on, we will present the
different implementation approaches (bulk optics and 10).

3.3 SDL ARCHITECTURES

Essentially the optical delay lines can be arranged in parallel or series connection.
The particular choice involves the switches configuration and, as consequence, the
hardware complexity, cost and IL [Zmuda and Toughlian 1994]. The switches can be
implemented by exploiting the electronic as well as the optical technology.
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In Fig.3.2 the three main SDL architectures are represented [Zmuda and
Toughlian 1994]: the parallel optical delay lines structure named PADEL (Fig.3.2a),
the square root optical delay line one, also called SRODEL (Fig.3.2b), and the binary
optic delay lines, historically called BIFODEL since fiber optic delay lines were used
in the earlier proposed schemes (Fig.3.2c).

It is worth noting that each SDL implements one time shifter, thus feeding one
radiating element.

The first demonstration of an OTSA has been discussed in the open literature in
the early 90’s [Ng et al. 1991] by using PADEL SDLs (Fig.3.2a). Ng et al. proposed a
B bit structure, made of 2° sources connected to fibers having different length
(Fig.3.2a) [Ng et al. 1989; Ng et al. 1990; Ng et al. 1991]. The obtained delays are
changed by selectively driving the laser diode corresponding to the proper length
fiber. A fiber combiner is adopted to detect the light signal with one photodetector. A
B bit PADEL requires 2° lasers and delay lines. Accordingly, due to the hardware
complexity, as described later, is not suited to drive large PAA.

The SRODEL was proposed by Soref [/984] in different versions using
transmissive or reflective configurations for the delay stages configurations. In
Fig.3.2b we refer to the two transmissive stages. This scheme, like the BIFODEL, is a
series structure which allows to reduce the hardware complexity by reducing the
number of delay lines. For this reason both SRODEL and BIFODEL are referred as
delay compressive structures. In the case of a B bit unit, the first transmissive stage
uses E:(ZB )0'5 fibers with a fiber/waveguide increment equal to AL;, while the second
stage uses an increment AL, =EAL,. In this way only 2E fibers/waveguides and one
laser are adopted.

The BIFODEL (Fig.3.2c) is the most-employed delay compressive architecture:
the optical signal is selectively routed through N fiber segments whose lengths
increase successively by a power of 2. In this way only B fibers and one laser are
required for a B bit shifter. Different BIFODEL schemes are discussed in [Zmuda and
Toughlian 1994; Goutzoulis and Davies].

In order to evaluate the hardware complexity for each scheme and make a useful
comparison among the different approaches, it is worth to introduce a proper figure of
merit. Goutzoulis and Davies [1990] proposed the figures of merit useful to evaluate
the hardware complexity associated to the different architectures. For a linear array
with N elements, using a B bit TS for each radiating element, the main hardware
complexity parameters are: the number of laser diodes Cip, the number of
fibers/waveguides Cr and the number of elementary switches C;. Accordingly, in
Tab.3.1 the figures of merit related to the architecture proposed in Fig.3.2 are
reported, showing that the BIFODEL is the SDL with the minimum hardware.

Different alternatives were proposed to reduce the hardware complexity. The
PADEL structure introduced in [Ng et al. 1991], was optimized in [Lee et al. 1995a;
Loo et al.]. Here a 5 bit TS was proposed exploiting a proper arrangement of the laser
diodes and detectors in order to reduce the overall hardware required. Moreover,
different SRODEL structures were proposed [Soref 1984] and different BIFODEL too
[Zmuda and Toughlian 1994; Goutzoulis and Davies; Goutzoulis et al. 1989].

However, the hardware complexity is not the only parameter to identify the most
convenient structure. In [Zmuda and Toughlian 1994; Goutzoulis and Davies], also
the time shifter IL is considered as a figure of merit. The SDL should be designed to
guarantee an IL as low as possible and constant for all the realized delay. The latter
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aspect is necessary to avoid undesired amplitude variations on the MW signal,
discussed in the Section 3.2 of the 1 Chapter. At this end the amplitude uniformity
factor has been introduced (AU).

Accordingly, in Tab.3.1 the IL of the discussed schemes is reported indicating
with IL; the losses associated to each switch and taking into account for the coupling
losses between the switches and the delay lines corresponding to each delay stage, and
assuming that a 1:K divider/combiner has insertion loss in dB equal to 10log;oK.

Driving signals

b() b] . -bB»l
To
Laser
T()+At
Laser |
. A
1+H2%- DAt e
a)
delay increment AL, delay increment AL,=E AL,

Driving signals

c)
Figure 3.2 The main SDL architectures: a)PADEL b)SRODEL c)BIFODEL

According to Tab.3.1 and referring to the IL, the electronic switch PADEL
structure has IL performance essentially limited by output combiner. As consequence
the IL grows excessively when a large number of delays is needed.

The ILs of the SRODEL and BIFODEL are comparable and depend upon the
losses of the elementary stage ILs. Moreover, all these SDL does not suffer of the
mentioned IL instabilities due to different paths within the TS. Accordingly, the
related AU is equal to OdB.
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Obviously, also in the BIFODEL shifters with a large number of bits suffer from
a total IL which can be excessive. To overcome this problem, Ackerman et al. [/992]
proposed a BIFODEL structure adopting 4x4 optical switches allowing to use 3 delay
lines for each stage, thus reducing the BIFODEL stage number. In particular, they
realized an integrated 6 bit time shifters using only 4 stages, thus reducing the IL by 3-
4dB.

Electronic
switch PADEL SRODEL BIFODEL
CLp/Cs (N-1)2° (N-1)(2(2%)"-2) (N-1)(B+1)
Cr (N-1)2° (N-D22%"™) (N-DB
IL 101c>§102B BIL, (B+1)IL,

Table 3.1 Comparison of the main SDL architectures

3.4 SDLIMPLEMENTATIONS

Here we present the main proposed SDL implementations for bulk optics and 10
systems. For each scheme we report the most important features. These are the
maximum achievable delay Ty, or equivalently the maximum achievable steering
angle O.,.x, the time shifter IL, or the single stage losses, and the number B of bits.
Moreover, the attainable delay accuracy and the signal stability and the BFN
compactness are also reported.

Preliminarily, it is worth to discuss about the peculiar aspect of bulk optics and 1O
systems.

In bulk optics schemes, the time delay is controlled by using SLM switches that
select different paths, usually realized in the free space. Accordingly, when dealing
with long delays, bulk BFNs are obtained. The key feature offered by the bulk optic
structures is related to their capability of feeding medium/large 2D PAA since
compact optical processor, like for PC schemes, can drive a large number of parallel
beams, corresponding to the PAA elements. However they suffer from the typical bulk
optic drawbacks, such as mechanical and thermal instabilities.

The BFN size reduction, the signal stability and the reduction of realization
defects can be achieved by means of 10 structures. The refraction index of the 10
materials allows to significantly decrease the propagation velocity thus leading to
more compact BEN. However, 10 BFNs suffer of the problem of the losses within the
IO chip. In particular, the choice of the material has to take into account for the trade
off among the refractive index, the optical attenuation and the temperature dependence
of the refractive index.

Both bulk optics and 10O systems can employ fiber optic delay lines to get a better
signal stability when realizing long delays. Nevertheless, for large PAA the achieved
system is not too compact.

In the following we report the bulk optic and IO schemes. For the bulk optics
ones, the switching function has been performed using different SLMs. Accordingly,
we describe the main different switching schemes. For 10 systems, many solutions
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have been proposed. As consequence we separate the reported structures according to
the particular optical delay lines employed: fiber or IO waveguides.

3.4.1 BuULK OPTICS

Polarization switching:

One of the first bulk optics beamformer has been proposed by Dolfi et al. [1989;
1991]. This is a 2D OBFN, able to perform phase and time delay control, based on a
BIFODEL, all optical, structure. In particular NLC SLMs are used to realize
polarization switching, thus allowing to cumulate the desired delay obtained by the
free space propagation. The maturity of the LC technology allows to implement up to
10000 delay channels contemporaneously within one LC.

The elementary delay module is made of a LC SLM, a polarization beam splitter
(PBS) and a mirror or a corner prism (Fig.3.3a). The LC SLM realizes the electronic
control of the polarization of all the light beam channels, as shown in Fig.3.3a. The
free space light path can be switched by means of the PBS, thus controlling the related
delay. The desired path is obtained by using mirrors or total internal reflection corner
prisms.

The LC elementary delay unit can then be arranged in a binary fashion to form
the BIFODEL structure, as reported in Fig.3.3b.

AN

(2B-1)At

At

SLM1 SLM2 SLMB
b)

Figure 3.3 The bulk optics polarization switching architecture a) operating principle
of the delay module b) the BIFODEL structure

Dolfi et al. [1989; 1991; 1996] adopted an heterodyne detection scheme in their
BEN. The laser light illuminates a bragg-cell that furnishes the undiffracted and the
frequency shifted light beams. These beams travel through two separate paths before
combining. As consequence, due to this path difference, it is necessary to use a laser
having a certain degree of temporal coherence. Moreover, mechanical vibrations or air
currents could affect in different manner the two light beams before they are
combined: this could generate a phase error on the MW signal.

62



Successively, Riza [1991b] proposed a similar OBFN, using the same NCL SDL
architecture, but based on a direct detection scheme. The laser light is, in fact,
intensity modulated. This reduces the laser temporal coherence requirements and the
phase errors generated by the modulation scheme employed by Dolfi.

It is worth noting that the OBFN proposed by Riza [/991b] is properly designed
to realize both the transmit and the receive mode. The receive scheme here exploited
is similar the one in Fig.1.16 (see Chapter 1, Section 3.1.2): the correct signal
reception is obtained by propagating the antenna signals through the OBFN. At the
output of the delay lines a spherical lens is used to perform the receive signal set
summation, thus avoiding the wideband microwave combiner network required in
other control techniques.

Moreover, like for narrow band phase steering BFN, Riza proposed two
indipendent optical systems operating in a time-multiplexed fashion to improve the
OTSA beam scanning rate [Riza 1992d].

An important system issue is related to the BEN compactness. Large arrays with
about 1000 elements working under SGHz do not allow a compact structure.

Dolfi et al. [1996] proposed the use of the holographic back plane technology to
reduce the BFN size. Riza proposed a solid optics version of the BFN, where materials
like glass, for example with a refractive index of 1.5, are employed in place of the
free-space sections. This solution allows to reduce the path required for an assigned
delay, and make more robust the BFN structure [Riza 1994]. Moreover, Riza
suggested also an optical SDL using NLC switches, together with fiber optics
arranged in a folded structure: polarization maintaining fibers with proper length are
wrapped around a single PBS, while a NLC is used to change the polarization of the
output of each fiber. In this way, the bulk optics systems can be modified to realize
long delays required for very large aperture OTSA. In fact, according to the (I.5), the
maximum delay required is proportional to the antenna aperture.

Other practical issues have been addressed by Riza: he proposed the use of
imaging lenses to minimize the optical losses from beam spreading and diffraction
effects when dealing with long time delays, and the use of polarizer sheets to suppress
unwanted polarized light, so realizing good noise removal filters and improving the
signal to noise ratio of the OBFN.

The polarization switching OBFN scheme has been experimentally tested by
Dolfi et al. [7/996]. They implemented a 16 element array working in the frequency
range 2.7-3.1GHz, driven by 5 bit BIFODEL, allowing a Ty,.x equal to 1.8ns: the beam
steering has been demonstrated from 0° to 20°. Regarding the IL, from the result
proposed in [Dolfi et al. 1996] an IL per stage of about 1.5dB can be estimated.
However, the losses could change according to the path choice, straight or switched
path. This is due to misalignments and reflections from optical devices not provided
with a suited anti-reflection coating.

Riza and Madamopoulos [/997] proposed time delay units based on FLC, able to
realize SNR over 96dB with 35us switching time, well suited for fast scanning PAA.

Index switching:

When dealing with mm-wave frequency, over 20GHz, the delay resolution
achieved within the optical processor becomes important. In fact, when managing
delays of about few femtoseconds, the optical path resolution has to be carefully
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controlled. Accordingly, an interesting OBFN, called the index switching TTD device,
has been proposed [Yao and Maleki].

The single stage of this scheme is made of a birefringent crystal and a LC
polarization rotator. According to the desired signal polarization, electronically
controlled, the light signal experiences two different refractive indexes, say n. and n,

thus experiencing different delays At, depending on the lengths 1 of crystal segments:
—n,)l

(n,

At = (I.2)

c

By using more stages, with a crystal length increasing of a factor of 2, a very

compact BIFODEL structure is achieved (Fig.3.4), able to feed PAA operating up to
40GHz.

LC polarization rotator I:l Birefringent crystal
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Figure 3.4 The bulk optics index switching architecture

The authors reported the results for a 64x64 PAA working at 40GHz, although the
steering of an OTSA prototype has not been demonstrated. In particular, they
estimated that a 12 bit BIFODEL allowing a maximum scan angle 0,,,,=60° requires a
total length for the crystal equal to 76.4 cm.

Acousto-Optic Devices:

A different bulk optics approach uses AOD for implementing TSs. In particular
the time delay is controlled by exploiting the interaction between the acoustic wave on
the optical beam within the AOD [Lin and Boughton], or by using the AOD as a
switching beam deflector to illuminate the desired length delay line [Jemison and
Herczfeld 1993].

Multichannel AOD:

In [Lin and Boughton] an optical time delay control system based on a
multichannel AOD is demonstrated. The delay unit is obtained by illuminating the
multichannel AOD, driven by the proper RF signals, by means of a narrow optical
beam obtained by using a single-slit rotating mask (Fig.3.5a). The delays variation is
achieved by rotating the optical beam as shown in Fig.3.5b.

In fact, when the optical beam is parallel to the transducer plane, the signals
associated to each AOD channel have equal delays, related to the distance 1l; among
the transducer plane and the AOD section illuminated by the optical beam.
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Accordingly, by rotating, or translating the optical beam, the distances l; across the
AOD channels change, thus controlling the resulting delays (Fig.3.5).

. Driving Signals
multichannel
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Figure 3.5 The multichannel AOD time delay unit. a) view in perspective b) frontal view

Both heterodyne and direct detection schemes have been taken into account.
Regarding the optical beam rotation in [Lin and Boughton] a Dove prism has been
considered. It provides an almost continuous delay variation depending on the
precision of the Dove prism rotating stage adopted. In the experiment a time delay
uncertainty of 60ps is referred. The authors show that the system could provide a Tpax
of about 156ns.

AOD Deflector:

In [Jemison and Herczfeld 1993; Jemison and Herczfeld 1996] an AOD is used as
deflector to select the desired delay line (Fig.3.6). An intensity modulated light signal
illuminates the AOD, driven with a proper MW signal. According to the AOD driving
frequency, the deflection angle 3, shown in Fig.3.6, can be controlled. In this way the
intensity modulated light is coupled with the desired fiber or integrated waveguide
placed at the AOD output. The authors estimate an insertion loss of about 6-10dB, if
the AOD diffraction efficiency is about 40% and the fiber coupling efficiency is about
60%. The time delay unit can realize a 6/7 bit structure with an isolation between
delays better than 25-30dB.

optical

delay lines

MW
Signal

I Laser |—| Mod

Driving signal

Figure 3.6 The AOD deflector switch scheme
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An analogous scheme has been presented by Toughlian and Zmuda [Toughlian
and Zmuda 1993]. They used a SLM mirror device as optical beam steering unit to
select the fibers with the desired length.

Heterodyne compensated scheme:

Zmuda and Toughlian [/990] also proposed an heterodyne compensated scheme
that realizes a TTD control unit for PAA. Typically the heterodyne systems are used
to providle MW phase variations, independent from the MW frequency. Here, the
authors suggested an heterodyne system using a deformable mirror devices SLM that
allows to realize the time delay control. This system is then referred as heterodyne
compensated scheme. The scheme, depicted in Fig.3.7, uses a Mach-Zender
interferometer structure, where in the lower arm, an AOD or a SSB modulator
together with a diffraction grating, is used to modulate and deflect the optical beam
according to the signal frequency components. A cylindrical lens images the spatially
separated components on a reference plane, where a mirror able of translation and
rotation imposes a different path for each frequency components. In particular the path
difference Al is a linear function of the MW frequency, and can be changed by
translating or rotating the mirror.

MW ¥ Al
Signal ™
Q+Aw < !
: Rotating and
Laser St _____ il _ translating

mirror

SSB diffraction
modulator  grating

Figure 3.7 The frequency compensated heterodyne scheme

The detected signal presents, therefore, a delay At proportional to the path
difference Al corresponding to the MW frequency . In particular, labelled with € the
optical carrier, we have:

_BA(m) _ (Q+wAl(w)  QAl(w)

o (0] 0C

At

(1IL.3)

Accordingly, since Al varies linearly with ®, the obtained time delay is
independent of the MW frequency, thus realizing a TTD time shifter. They
demonstrated the linear behaviour of the phase versus frequency relationship for a
25MHz bandwidth with centre frequency equal to 70MHz. The system should provide
a continuous delay tuning although this feature is not documented.
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3.4.2 INTEGRATED OPTICS

Fiber delay lines: 10 technology has found wide application in realizing optical
switches for fiber or IO waveguide delay lines.

Among the SDLs using fiber delay lines, the most important time steering
demonstrations have been reported in [Ng et al. 1991; Lee et al. 1995a] by using the
PADEL structure discussed in the section 2.1(Fig.3.2a).

In [Ng et al. 1991], a 3 bit PADEL TS has been used to implement a dual band
antenna system working at 2GHz and 9 GHz, arranged in 4 subarrays of 2 elements
each and 4 subarrays of 8 elements, respectively. The optical BFN allows a maximum
scan angle 0,,,,=28° and an angular resolution AG=4°. The beam squint free behavior
has been proved form 1.9GHz to 9GHz. The reported optical IL is about 30dB. Due to
path non uniformities the SLL raises up to 8dB, from the 13dB standard level for a
uniform array.

In [Lee et al. 1995a; Lee et al. 1995b] a 5 bit time shifter is considered to drive a
24x4 PAA, where the steering is realized only across the 24 elements columns. These
are arranged in 8 subarrays with 3 elements. The working bandwidth is from 850MHz
to 1.4GHz. The B, reported is about 60°. The time shifter IL is about 20dB. The
system works in both transmit and receive modes.

The SRODEL system proposed by Soref [/984], discussed in the section 2.1, has
been implemented by using IO switches together with fiber delay lines. Its layout is
reported in Fig.3.8.
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Figure 3.8 Programmable 6 bit SRODEL

Ackerman et al. [/992] realized a 6 bit integrated switch unit, using external fiber
delay lines, for a 3-6GHz radar PAA. The time shifter allows a T, of about 30ns,
while the IL is about 14.0dB+0.3dB, although for some delay paths an higher IL of
about 15.5dB-16.7dB is reported due to coupling and switching IL asymmetries.

Goutzoulis et al. [/989] realized and widely discussed the design of a 7 bit
BIFODEL structure, where MESFET based GaAs 1x2 switches were used together
with fiber delay lines. The reported T is about equal to Sps. The working bandwidth
is in the range 0.5GHz-1GHz.

In the 1992 Goutzoulis and co-workers [Goutzoulis et al. 1992] realized an hybrid
TTD unit, based on electronic and optical delay lines. In particular they realized a 6
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bit BIFODEL structure. The hybrid control unit has been used to drive a 16 elements
OTSA over the 0.35-2.1GHz band and with a #45° scan coverage [Goutzoulis et al.
1994].

10 waveguide delay lines:

Ng et al [/995] proposed a 4 bit PADEL structure, with a t,,x of about 3.97ns,
using silica waveguides chip, instead of optical fibers, ensuring high precision and
compactness.

In [Ng et al. 1994] the different delays, realized by using GaAs waveguides, are
obtained by switching among different detectors, instead of select among different
lasers [Ng et al. 1991]. This structure has been demonstrated for a 2 bit module
allowing a T,,x of about 122ps.

Sullivan et al. [/992] realized a photonic integrated circuit (PIC), on GaAs
substrate, which implements a 2 bit TSs using integrated switches and waveguides.
The circuit allows a Tyax of about 0.5ns and has an IL per stage of about 3dB. The
photo of PIC is reported in Fig. 3.9.

Figure 3.9 Photo of the GaAs PIC time shifter proposed in [Sullivan et al.]

Chen and Li [Chen and Li 1996; Li and Chen; Li et al.] proposed a TTD unit
based on the system represented in Fig.3.10.

The structure is based on an heterodyne detection scheme. The two frequency
shifted light signals, shown in Fig.3.10, are coupled within a substrate, where
propagates by means of successive bounces. Holographic grating couplers are used to
couple the light into and out of the substrate. Accordingly, different delay lines are
achieved. The selection of the desired delay is achieved using switching detectors. The
authors proposed a 3 bit time shifter that reports a Ty of about 336ps and an IL of
about 15dB. The system allows an elevated number of bits per chip unit area, thus
realizing a very compact TTD shifter. The structure suffers of the intensity attenuation
of the delayed signals, due to the series scheme. In fact, differences in the efficiency
of the output couplers, and substrate absorption cause this attenuation. Accordingly,
by tuning the efficiency of the output coupler the intensity fluctuations have been
reduced to £10% [Li and Chen].

A 6 bit TTD unit, having a tn,x equal to 443ps, has been used to realize a 8
element PAA, working in the K band [Chen and Chen].
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A similar delay unit, based on dispersive waveguide holograms, has been
proposed to obtain a continuous delay variation [Shi et al. 2003].

Q O+o

\/

optical signals output holographic grating coupler
(heterodyne) &S/ '

£/ input holographic grating coupler

Figure 3.10 The TTD based on the substrate mode optical fanout

Silica waveguides and IO thermo-optic switches have been adopted to realize a 5
bit BIFODEL [Pagquet et al.].

Wang et al. [1996] proposed the use of polymer nonlinear optical materials to
implement integrated delay lines. In particular they realized a binary time delay unit
using polymeric photonic switches and delay lines.

Magel et al. [/994] proposed an optical integrated switch based on metallic
membranes. The light propagation in an integrated waveguide is controlled by using
metallic membranes that can be electrostatically attracted into contact with the
waveguide, thus varying the refractive index of the guide mode.

Riza and Polla [/992] introduced the use of micromachined piezo-electric thin-
film micro-actuators realizing a switch for fiber delay lines and demonstrated a macro-
scale actuator.

A different approach has also been proposed. This is the fiber stretching scheme:
a fiber is wrapped around a piezoelectric ring that expands upon the application of an
electric field, thus stretching the fiber and realizing a continuous time delay variation
[Herczfeld et al.]. This method requires high intensity fields to achieve useful time
delays.

Accordingly, in Fig.3.11 we report the SDL summary frame wherein the main
TTD time shifters schemes are reported. The schemes are divided according to the
switching technology.

We use the label I for the PADEL architecture, the label II for the SRODEL, the
label III for the BIFODEL and the label C for the schemes providing continuous delay
variation. Moreover, another marker, labelled as A, is used to enlighten the time
steering demonstration. In this case, all the information about the OTSA system are
reported, when available. It is worth noting that in the case of the 10 and electronic
switching circuits, only few of the practical realizations have been considered, since
the main differences concern only the implementation details, while the exploited
scheme remains usually the same.
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3 VARIABLE PROPAGATION VELOCITY LINES

As told before, the other way to change the time delay of an optical signal is to
vary the propagation velocity. In particular, the propagation velocity can be changed
by exploiting the chromatic dispersion of some optical devices, such as for example
HDF.

In this section we report the main VPVL architectures proposed in literature. Each
architecture is based on a specific optical device. In particular, we consider:

= High Dispersion Fibers
= Fiber Bragg gratings
= Arrayed waveguide gratings

Really, it is worth noting that for the last two architectures, unlike the HDFs, the
time delay varies without any change in the propagation velocity, but by means of
variations in the path length or in the experienced light path, due to changes in the
signal wavelength. Therefore, since the time control can be achieved by varying the
laser wavelength, thank to the dispersive behaviour of the used device, this type of
PAA optical control systems are usually mentioned in the VPVL schemes [Matthews
20001], although the delay is controlled as in a SDL.

3.1 HIGH DISPERSION FIBERS

The optical dispersion technique was proposed in 1992 [Soref 1992; Esman et al.
1992] and demonstrated at the Naval Research Laboratory [Esman et al. 1993]. The
basic idea is to use HDFs together with tunable lasers, in order to change the
propagation velocity by varying the laser wavelength. The light signal is intensity
modulated by the MW one and sent into an HDF having a total chromatic dispersion
Dupr(A) assumed constant over the laser wavelength tuning range. It is usually
measured in ps/(km'nm). If the fiber has length L, and the tuning range AA=A-Ay is
small compared to the centre wavelength Ay, then the reported delay T(A) is given by:

T(A)=L {i + DHDFAA} (I11.4)

Ve

where the high-order terms have been neglected and v, is the group velocity.
Accordingly, the delay variation due to the laser tuning is:

AT=L1D,, AA (I1L5)

Obviously, if the tuning range amplitude does not allow to neglect the high order
terms, the dispersion variation with the wavelength has to be taken into account.

Accordingly, provided the laser tuning system is able to change continuously the
wavelength, the time delay can be varied continuously, thus achieving a continuous
time steering. The maximum delay t,,x can be varied at will by using fibers with a
proper dispersion and length, although excessive long fibers suffer from delay
variations due to thermal stabilization problems, as described in the following.
Regarding the time resolution, it depends on the laser wavelength stability AA;. The
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latter is defined as the maximum of the laser linewidth, mode spacing and wavelength
stability. The time delay resolution is given by AAJ/AA.

Apart from the conversion losses, the IL of each MW link is essentially due to
fiber coupling and attenuation, and then can be easily kept low.

In the BFN suggested by Soref [/992] to feed a linear array, a variable delay link
is used for each radiating element (Fig.3.12). By referring to a linear array with an
inter-element spacing d and assuming that all the dispersive links have equal length,
the wavelength tuning needed for the n-th radiating element to steer the beam at the
angle 0, is given by:

A =—"4 i 6, (IIL.6)
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Figure 3.12 The HDF variable delay lines architecture

In particular the laser tuning can be also used to compensate for the Dypr
variation across the tuning range. However, when dealing with large antenna this first
architecture requires a prohibitive amount of hardware and a complex control unit,
since the control signals are different for each laser.

Fiber Optic Prism:

Esman et al. [/993] proposed an innovative structure called the Fiber Optic Prism
(FOP). The suggested scheme, depicted in Fig.3.13, is based on a single tunable laser
and on the FOP, a set of optical fiber links with different total dispersion. In particular
the net dispersion of each link is proportional to the position of the feed antenna
element. Each link is obtained by connecting HDF and non dispersive fibers with
different length in order to get the same group delay at the centre wavelength and the
proper net dispersion.

Accordingly, at the centre wavelength the time delays for each antenna elements
are equal, thus making the antenna beam pointing broadside. At wavelength less or
greater than Ay, each dispersive link adds or subtracts a time delay proportional to its
dispersion. As consequence, opposite tuning ranges make the radiated beam pointing
towards opposite directions, as shown in Fig.3.13. The authors demonstrated the beam
squint free behaviour for a two element horn antennas array, from 2GHz to 8GHz.
They used a c-laser [Esman et al. 1993], having a 6A equal to 0.06nm and a tuning
range of about 50nm. The obtained time delay resolution is about 1.2e-3. The FOP
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was made of two links. The first was made of an HDF with length equal to 108m,
while the second was made of a standard non dispersive fiber with the same length.
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Figure 3.13 The FOP scheme

Let us consider the design of the FOP. For a linear array, with N radiating
element and links, the n-th link has total length l;i,k, equal for each channel, composed
by n sections of HDF, each having length lypp, and a section of non dispersive or
dispersion shifted fiber (DSF), with length ljj,x-n lypr. Let us denote with Dypr(A) and
Dpsr(A) the dispersion of the HDFs and of the DSFs, respectively. Accordingly,
assuming that the dispersion varies linearly with the wavelength [Frankel and Esman)
as Dypr(A)= Dypr+ D’yprAA and Dpsp(A)= Dpsg+ D’pspAA, the time delay change
for the n-th link is given by:

AT, g =l (DDSFAA+ D' AN’ ) +

n

(111.7)
+anDFAA|:(DHDF - DDSF ) +AA (DHD - DDSF )]

Accordingly, the length of the HDF section is obtained by comparing the second
term of (IIL.7), the only one that changes across the array elements, with the time
delay required to the n-th element to achieve to assigned steering angle 6,. We have:

d
CAA[(DHDF - DDSF ) + AA(DHDF - DDSF )]

sing, (L8

lHD

By using the system specification adopted in [Frankel and Esman], an lyp equal
to 46m is required to achieve a maximum steering angle equal to £60°, for a maximum
tuning range AA=+22.5nm, d=2.5cm, and assuming Dypp(A)=-70ps/(km'nm) and
Dpsr(A)=0ps/(km'nm). Accordingly, the last element (n=30) needs a HDF 1334m
long.

In this way, for large array very long fibers are needed. This involves a thermal
stability problem, since deleterious variations in the fiber physical length and optical
length can be caused by temperature changes [Frankel and Esman]. In particular the
main effect is the optical length change due to refractive index thermal slope. In
[Frankel and Esman] a delay link variation of 54ps/°C is registered. Such temperature
instability can generate serious delay variations and, then, beam pointing errors.
Moreover, HDF and dispersion shifted fibers present different thermal slopes. To
avoid delay asymmetries and drift, the BFN has, therefore, to be placed into an
insulated enclosure, provided with a proper thermal stabilization system.
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Furthermore, the use of HDFs involves losses at high MW frequency. In
particular, the loss Ggisp 1s given by [Matthews et al. 1998]

2 2
G, =20logy, (COS (MJJ [dB] (111.9)

This problem is serious only for the edge elements of large arrays, requiring very
long HDFs, when the MW working frequency f of the antenna is high. In this case, the
frequency range has to be upper bounded in order to reduce the related loss. The
amplitude taper produced by the undesired losses has to be properly taken into
account to achieve the desired amplitude distribution.

The research group at the Naval Research Laboratory proved the FOP efficiency
and flexibility for different applications.

The time steering was demonstrated for a transmitter and receiver arrays [Frankel
and Esman; Frankel et al. 1995, Frankel et al. 1997, Matthews et al. 1998]. In
particular OTSAs able to perform both transmit and receive modes have been realized
in [Frankel and Esman; Frankel et al. 1995], while the receive only mode has been
considered in [Frankel et al. 1997; Matthews et al. 1998].

The adopted receive scheme has already been discussed in the Section 3.1.2 of
the 1°' Chapter (Fig.1.17): the OBFN provides properly phased local oscillators signals
(LO) for downconverting the signals received by the antenna elements (Fig.3.14). The
BFN LO signals are mixed together with the antenna received ones, thus generating
the intermediate frequency signals. The receiving-mode steering commands are the
complementary to the one in the transmit-mode, as discussed in the 1* Chapter. This
can easily achieved by inverting the laser tuning range respect to the one adopted in
the transmit mode.

Receive arrays, using a binary-tree fiber optic dispersive prism, have been
proposed in order to reduce the hardware required and the amount of fibers [Frankel
et al. 1997; Matthews et al. 1998].
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Figure 3.14 The FOP receiver scheme

In [Frankel and Esman] the time steering of an 8 elements array in transmit mode
and 2 elements in receive mode has been demonstrated respectively from 2GHz to
18GHz, with a 0,,=+53° and from 6GHz to 16GHz, with a 0,.,=+35°. In their
experimental validation, the authors observed amplitude and phase variations of the
excitation coefficients, 2-3dB and about 15° respectively, due to the mismatch among
the high output impedance of the photodiodes and the 50Q impedance of the
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following MW devices. These unbalances have to be reduced by properly terminating
the photodiodes, or by using broadband insulators, after the detection, to avoid the
mismatching changes the photodetectors working point.

The dispersive prism can be easily adapted to generate multiple simultaneous
beams at the same or at a different frequency, by adding another wavelength tuned
laser [Frankel and Esman]. To avoid deleterious intermixing products, in the case of
pulsed operation, the two laser wavelengths have to be distant at least 2f,,y, the latter
being the maximum frequency contained in the modulating MW pulse.

An OBFEN able to drive a 2D array, based on the fiber prism, has been also
proposed in the 1996 (Fig.3.15) [Frankel et al. 1996a; Frankel et al. 1996b;
Tulchinsky and Matthews 2000; Matthews et al. 1996]. The system is made of N
FOP, one for each array column, called elevation FOPs, whose external modulator is
driven by the proper MW signal generated by an azimuth FOP. Accordingly, the
azimuth laser, with wavelength A,,, drives the delay of the MW signals modulating
the different elevation channels. This cascading approach allows a very useful
hardware reduction. In the experiment [Frankel et al. 1996a] the authors considered a
two dimensional array made of 4x4 flared notch elements, working in the 6GHz-
18GHz band. The time steering was verified across +30° in azimuth and range
independently. In each link a fiber optic attenuator and a microwave trombone phase
shifter are used to compensate for amplitude and time errors. In each azimuth link a
MW amplifier with about 39dB gain and 3dB noise figure have been introduced.
These amplifiers present an amplitude stability of +1dB and phase stability of £10° in
the band 6GHz-8GHz. The OBFN has been characterized, showing an RMS variation
of +1dB and £5° at low and intermediate frequencies, and +2.5dB and +10° at the
higher frequencies. This behaviour is due to the amplifiers and modulators defects.
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Figure 3.15 The FOP 2D feeding scheme

Finally, it is worth noting that, probably, the first millimetre wave OTSA has been
also demonstrated by the Naval Research Laboratory group [Tulchinsky and Matthews
2001]. An array prototype of 8 waveguide elements working in the Ka band
(26.5GHz-40GHz) has been considered and a squint free range of +60° has been
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proved. Fiber optic stretcher, having resolution better than 0.25ps, are introduced for
fine time adjustments. The amplitude and phase-tracking errors have been measured in
two different conditions, with or without output MW amplifiers. Good results have
been obtained: concerning the amplitude tracking an RMS deviation of £0.5dB and
+1.8dB, while RMS phase-tracking deviation of +4.6° and £8°.

Accordingly, the FOP approach has been demonstrated to be suited also for
millimetre wave applications where very stringent time resolution, amplitude and
phase tracking requirements are needed.

Programmable Dispersion Matrix:

A different architecture, based on the fiber dispersion, has also been proposed
[Tong and Wu 1996a]. The core of the structure is called the Programmable
Dispersion Matrix (PDM) and is shown in Fig.3.16a, while the whole OBFN is shown
in Fig.3.16b. The PDM is a dispersive BIFODEL: each stage contains sections of
HDFs, having dispersion growing of a factor 2, as shown in Fig.3.16. At the same
time, the PDM is designed to be fed by a multi-wavelength laser in order to use only
one PDM to drive the whole OTSA. For an N element array, a laser source providing
N wavelengths, all intensity modulated by the same MW signal, is used so that the
different laser modulated signals realize simultaneously the required delays within the
PDM. The different wavelengths are then separated by means of a wavelength
division multiplexer (WDM) in order to feed the proper radiating element. In [Tong
and Wu 1996a] the authors characterized a 2 bit PDM up to 5GHz. A 2D beamformer
has been proposed in [Tong and Wu 1998al].
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Figure 3.16 The PDM architecture: a) PDM b) OTSA based on the PDM

Unlike the FOP, the PDM does not provide a continuous time delay control but
realized a digital TS, avoiding the use of tunable sources. Then, like in the BIFODEL

76



scheme, the related IL grows with the number of bit. In particular, they estimated that
a M bit PDM has an IL of about M+4 dB, provided that the IL of the optomechanical
2x2 switches is 1dB and that the WDM IL is 3dB. Moreover, since each antenna is
associated to a specific wavelength, at difference with the FOP, there are no splitting
losses related to the signal distribution.

3.2 FIBER BRAGG GRATINGS

One of the main problems of the discussed dispersive approaches is, as told
before, the thermal stability of the BFN. To overcome this problem, the group at the
Naval Research Laboratory suggested chirped FBGs as time delay units in place of the
HDFs [Medberry et al.; Roman et al.]. In fact, as described in the following, by using
FBG, fibers with shorter length are employed thus avoiding the thermal stabilisation
system. Really, the use of FBG as time delay module for PAA was already proposed,
by Ball, Glenn and Morey in the 1994 [Ball et al.].

Generally speaking, the FBGs are widely used in the optical control systems for
PAA [Pan and Shi], to realize tunable laser sources, wavelength division multiplexer
and time delay units, we are here mainly interested. Two main approaches have been
considered in the FBG delay unit schemes, according to the type of FBG employed:
discrete or chirped FBG (CFBG). Discrete FBGs allow to realize discrete time delays,
while CFGBs allow for the continuous time control. Initially, time control units based
on discrete FBG have been proposed, since chirped FBGs suited for the PAA
applications were not available due to realization technique issues. Later, the
technology advancements made possible to implement CFGB based time control
units.

Discrete gratings:

The first scheme, proposed in [Ball et al.; Molony et al.] uses discrete FBGs
distributed along the length of a single fiber at proper distances, individually
addressed by varying the laser wavelength (Fig.3.17). In this way different time delays
are achieved due to the different position of the selected FBG.

The maximum delay t,,x can be chosen at will by varying the FBG distance.
Moreover, since the delay is due to the round-trip, the fiber length required to realize
an assigned delay is half the one of a simple fiber delay line.

The maximum number of attainable delay is equal to the maximum number Ng_pax
of FBGs that can be used in a delay line. The latter depends upon the laser tuning
range AA and on the optical bandwidth of the FBG 3A that depends on the achievable
FBG length L.

In particular we have [Molony et al.]:

_AA
S A (T11.10)
2 .
A =2
2nLg

where n is the fiber refraction index.
Delay lines up to 6 bit seem to be feasible [Molony et al.].
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Regarding the minimum achievable delay Ty, it depends on the grating spacing
Ggy. In fact:

G, (IIL11)
C
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Figure 3.17 The FBG delay line

In particular Gq is set by the FBG length L,. According to Soref [/996], the limit
is G¢=0.5L;. In this way a T, of about 10ps, or some extent lower, can be achieved.
This limit affects the maximum frequency of the MW signal to be delayed. In fact, the
required minimum delay for two radiators located at a distance equal to half
wavelength at the frequency f'is:

I .
T nin oF sin(0,;.) (II1.12)
where Opi, is the minimum steering angle. Accordingly, time steps <10ps can be
suited up to 3-4GHz [Molony et al.].

The time delay unit losses are essentially due to the coupler/circulator since high
reflectivity FBG, over than 90%, can be easily realized. Particular attention has to be
taken when realizing the FBGs. In fact, the positioning uncertainty can affect the time
delay precision. [Molony et al.].

Fiber Grating Prism: An innovative discrete FBG beamformer was proposed by
Soref [Soref 1996]. He suggested a FBG reflective prism structure, successively
realized in [Zmuda et al], where the gratings location is set according to the fixed
number of beam configurations to be radiated (Fig.3.18). A tunable laser source is
intensity modulated by the MW signal and then divided to feed N fibers,
corresponding to the N radiating elements to be fed. Each fiber includes an array of K
single frequency FBGs in order to realize the delay distributions for K beams. The
separation of the FBG along each fiber depends on the radiating element to be
controlled and on the desired beam pointing configuration. According to the used
wavelength, the desired gratings are selected to realize the needed time delay
distribution. The reflected light signals are driven to the related photodiodes by means
of 3dB coupler or circulators located at the output of the FBG prism.

Soref [1996] provides the design of the FBG prism considering both discrete and
chirped FBG. In particular, he shows how the maximum allowable number of beams
decreases with frequency. In fact, by comparing (IIl.11) and (IIl.12), we have
Gy=(c/4nf)sin(Omin). Then, by using L,=2Gy in the expression of the Ny, We have:
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cAA .
eomax = AT sin(0 ;) (II1.13)

As consequence, to utilize this BFN from 30GHz to 60GHz, one useful solution is
to employ HDFs at the output of the FBG prism. In this way, smaller time steps can be
achieved by the subtraction of the two cascaded time-shift profiles, allowing a T, of
the order of 2ps. An integrated solution has been also proposed [Soref 1996].

Regarding the losses, the major contribute is due to the couplers (6dB round-trip).
In [Zmuda et al.] a FBG prism for three elements and four beams (0°, 30°, 59° and 60°)
is demonstrated, by characterizing the FBG achievable delays. The FBG prism
requires a tunable laser and as many FBG as the product of the number of required
beam configurations and the radiating element number.

A FBG prism using chirped FBG instead of discrete FBG has been also proposed
[Liu et al. 2002a; Yang et al.].
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Figure 3.18 The FBG prism

A simpler architecture based on discrete FBGs and a laser operating at a single
wavelength has been proposed in [Ortega et al. 1998; Ortega et al. 1999; Ortega et al.
2000a]. The delay line operates by straining a small part of the grating by means of a
magnetic field and a magnetostrictive transducer. The delay is changed by varying the
position where the strain is applied. By locating the strain in different position, the
grating reflectivity does not vary significantly, while the delay varies linearly with the
strain position. Slight oscillations are reported due to the formation of a Fabry-Perot
cavity between the uniform sub-gratings existing inside the original grating. The
cavity is formed by the ends of the original grating and the section where the strain is
applied. By growing the distance of the perturbation, the period of the oscillation
decreases while its amplitude increases. For delays up to 350ps, the amplitude
variation of the detected MW signal in the range 130MHz-18GHz are below -0.5dB,
while the reported time delay fluctuations are under 2ps. Such deterioration can be
considered acceptable in the frequency range considered. However, when dealing with
more long delays the amplitude of the oscillations could lead to unacceptable errors.

Such a system could, in principle, provide a continuous time delay variation,
since the magnet transducer can be placed in arbitrary position along the grating, but
as indicated by the authors, in practical systems the actuator can be placed in discrete
position with a minimum spacing of about 1mm, leading to a minimum delay of 10ps,
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like in previous schemes. The main difference is that in this structure, the number of
achievable delays is not limited by the laser tuning range, since single wavelength
operation is adopted. Moreover, by using more strain actuators and lasers the system
can easily extended to a multiple-beam architecture.

Chirped Fiber Bragg Gratings:

When the fabrication technologies allowed the realization of chirped FBG
(CFBG) with suited properties, continuously variable TTD OBFNs have been
proposed [Corral et al. 1997a; Cruz et al. 1997; Cruz et al. 1998; Roman et al.].

CFBGs are obtained by changing the period of the refraction index profile. A
linear CFBG has, in fact, a refraction index whose period increases along the
structure. It could be considered made up of a series of smaller FBG increasing in
period. In this way a broadband reflector can be realized: the light signal is reflected
by the CFBG section having the proper period. By changing the source wavelength,
the reflection point within the FBG can be varied continuously, thus realizing a
continuous time delay variation.

The delay properties are estimated once the CFBG main characteristics are
known. These are the grating length L, the grating bandwidth AA and the group-delay
slope 9, usually measured in ps/nm. The achievable T,y is, in principle, limited to
about 2AAJ, while the T, depends on the laser tuning resolution.

In Fig.3.19 the scheme of an OBFN based on a CFBG delay unit able to realize
continuous time delay control for a PAA is depicted [Corral et al. 1997a]. The delay
unit is made of a very wide-bandwidth single CFBG that allows driving
contemporaneously many antenna elements. In particular each element is controlled
by a tunable laser with a narrow tuning bandwidth.
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Figure 3.19 The CFBG architecture

For a linear CFBG the delay response is, nominally, assumed linear with the
wavelength, as shown in Fig.3.20. The different optical carriers thus experiences
dif