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Introduction

This thesis summarizes the work done by the author in the frame of the Ph.D. Program in Aerospace, Naval and Quality Engineering at the University of Naples Federico II, following the research projects ARCA and COMFORT, which were aimed to develop innovating solutions for the noise and vibration control in the aeronautical field. In the last years, a constant pursuit in performance improvement has been demanded to the aeronautical products, mainly in reducing weight and fuel consumption, hence in reducing the emissivity of polluting agents (Nox). The employment of composite materials in bigger parts of the structures is one of the solutions found to reduce weight, culminating in the design of Boeing 787, the first airplane with a massive part of carbon fiber also in the main frames of the fuselage structure. However, like any other engineering solution, using composite materials has its own drawbacks; while they allow considerable weight reductions, they show high noise permeability thus negatively influencing the comfort level, when employed in the structural elements of an airplane fuselage. To contrast this behavior and comply with comfort requirements in the cabin, it was suggested the use of soundproof or damping materials. Adding one or more viscoelastic material layers within the laminate allows to increase the damping properties of the structure, hence limiting the noise, whether it is structure-borne or air-borne. This approach is called passive control of noise. Inserting a viscoelastic material between composite plies increases the total weight of the panel, contrasting the weight gained by using composite materials. On the other hand, this technique only reduces the noise by increasing the structural damping of the system panel-viscoelastic layer. Damping is very important for noise and vibration control and for structural stability as well; however, the experimental characterization of the damping level of a structure and its numerical modeling are very hard to realize, especially when viscoelastic materials are employed. At the present day, few references can be found in literature on the subject of damping measurements on composite structures with embedded damping treatment, depending on temperature. From the numerical point of view, things get even more complicated, since even fewer results are found in literature, given the lack of adequate modeling criteria and analysis procedures. This thesis was motivated by the need of further development in both the modeling and the prediction of viscoelastic damping materials properties, for the practical use in aeronautical applications. The aim of this work is to identify, define and validate a procedure for experimental-numerical analyses capable to characterize the behavior of structures with embedded viscoelastic damping treatments, as a function of temperature, in a range of values similar to that of flight conditions. The present research activity can thus be split up in two parts: the first one related to ex-
experimental tests and the second related to the numerical simulations. About the experimental part, the objectives have been primarily the identification and validation of a procedure capable to extract the loss factor with a low dispersion of the data in different temperature conditions and, subsequently, the characterization of the performance of two test panels in different environmental conditions like flight temperature conditions. About the numerical part, the objective has been the identification of a numerical procedure able to give as output the same result of the experimental tests, in terms of loss factor. In this direction, two ways have been undertaken by two different numerical approaches: explicit in time domain and direct in frequency domain.

For the numerical part of the study, a FEM solver was used, NASTRAN. As it will be shown in the following, the damping extraction procedures were realized with dedicated routines written in Matlab. This thesis is organized as follows: in chapter 1, the state of the art about damping treatments is exposed, together with analytical and numerical models that allow to study it. In chapter 2, composite materials are described, as they are characterized as laminates starting from fiber and matrix characteristics. In chapter 3 viscoelastic materials are introduced, first describing viscous and elastic properties separately, then introducing the constitutive models already present in literature to describe such materials. Then these properties were described as functions of several external factors, such as temperature, frequency, etc. In chapter 4, the approach adopted for the experimental part is presented. A detailed description of the loss factor extraction procedure is proposed (IRDM) with the hypotheses to take into account to consider this procedure applicable to highly damped structures as well. The test bed set-up and the lay-up of analyzed panels are described. In the end, the results in terms of position effect (due to the accelerometers position) and temperature effect are shown. Then, in order to validate a procedure of experimental analysis on over 700 acquisitions, a statistical analysis is proposed.

In chapter 5, the FEM modeling criterion is shown, in terms of element types, boundary conditions and constraints. Then, two possible approaches are confronted, a time-domain explicit approach and a frequency-domain direct approach. Thereafter, a numerical-experimental comparison is performed to define which procedure is the most suitable to the analysis at the subject of this thesis.
Viscoelastic materials are rubber-like polymers possessing stiffness and damping characteristics which vary strongly with temperature and frequency. In most case, practical structures and machines requiring vibration or structure-borne noise control cannot be made of these materials, because they are usually far to weak. Instead, the materials must be added strategically to the structure or machine in a way which may vary according to the system involved. It may be noted, however, that many parts of modern machines and structures are frequently made of stiff plastic materials.

The goal of an effective damping treatments is to add the viscoelastic material in such a way and in such location as to ensure that the greatest possible cyclic deformation of the damping materials will occur as the structure vibrates in the modes of interest, to dissipate as much vibrational energy during each cycle as possible. This requires an understanding of the dynamic behaviour of the structure or machine and an understanding of the deformation of the viscoelastic material which occurs during vibration of the structure, and by no means least, an understanding of the complex modulus properties of the candidate damping materials in order that a proper treatment can be developed. Many other engineering factors must also be considered, some of which may be far more difficult to overcome than the damping treatments design itself. In this research work, only the effects of temperature and frequency on the viscoelastic material properties have been considered and so the effects on the overall structure were evaluated.

1.1 Noise and Vibration Control

The internal noise has an important role in the design of aircraft, if it is too high reduces comfort in the fuselage and could cause interferences with aircraft systems. The noise inside the cabin can be generated by various sources and, depending on its propagations, can be classified into two types:

- *airborne noise*: external noise generated, for example, by turbofans propellers and turbulent boundary layer and transmitted through the air;
1.2. TYPES OF DAMPING TREATMENTS

- **structure-borne noise**: noise generated by vibrations of the structure and transmitted through the same.

The noise transmitted by air is critical to high frequencies because it is characterized by high sound pressure level, instead the sound transmission through the structures is particularly critical to lower frequencies. In this way the worst condition is when there are both (fig.1.1). The noise control and its reduction can be achieved in two ways:

- acting directly on the primary source of noise (active control);
- increasing the attenuation and dissipation along the path of waves’ propagation (passive control)

In aeronautical field, generally, the passive control systems are preferred to the active ones due to their lower complexity and costs. A vibrating structure, has a mechanical energy distributed between: kinetic energy associated to mass; deformation energy associated to stiffness and dissipated energy, usually in form of heat, associated to damping. Thereafter the reduction of vibration level can be performed by increasing the structural damping. The main effects of this are: the attenuation of structure-borne noise, the reducing of vibration amplitude in resonance conditions, the reduction of the structural fatigue phenomena and the transmission loss increase near the critical frequencies. A possible way to increase the damping in composite structures is using viscoelastic materials embedded between the plies giving benefits both for airborne and structural-born transmission ways. Others damping treatments will be shown in the next paragraphs.

### 1.2 Types of Damping Treatments

Viscoelastic damping materials can be applied in many ways, some of which are showed in a figure 1.2a-b. The extensional treatment or free-layer treatment (fig.1.2a) can be applied in parallel with member which are deformed in extension during vibration. This case is relatively simple, since stiffness are then directly added as [1]:

\[
k^* = k_s + k_v(1 + i\eta_v) \tag{1.1}
\]
where $k^* = k(1 + i\eta)$ is the complex stiffness of the combination, $k_s$ is the initial stiffness of the member and $k_v(1 + i\eta_v)$ is the complex stiffness of the parallel viscoelastic element. The effective stiffness and loss factor of the combined system is, therefore:

$$k = k_s + k_v \quad (1.2)$$

$$\eta = \frac{\eta_v}{1 + k_v/k_s} \quad (1.3)$$

so that the maximum loss factor of the damped member depends upon the value of both $\eta_v$ and the ratio $k_v/k_s$.

The simplest flexural damping treatment (free-layer) consists simply of a viscoelastic coating applied to a beam or plate surface in a sufficient thickness to materially increase the damping of the coated member. The change of flexural rigidity of the plate or beam is readily calculated from the dimensions and modulus of the plate or beam material, and the thickness and complex modulus values of the viscoelastic coating by means of an equation first introduced by Oberest [3]. Invariably, for this type of treatment, high thicknesses and high modulus and loss factor value are required, so the treatments are somewhat inefficient from a weight point of view. However, costs of materials and application processes are often lowest for this type of treatment. The simplest form of Oberst’s equations are written in the form:

$$\frac{(EI)^*}{E_s I_s} = 1 + \frac{E_v^*}{E_s}\left(\frac{h_v}{h_s}\right)^3 + 3\left(1 + \frac{h_v}{h_s}\right)^2\frac{(E_v^*/E_s)(h_v/h_s)}{1+(E_v^*/E_s)(h_v/h_s)} \quad (1.4)$$

where $h_s$ is the thickness and $E_s$ is the Young’s modulus of the structural member and $h_v$ is the thickness of the damping layer, and $I_s = h_s^3/12$. $E_v^*$ is the complex Young’s modulus of the viscoelastic layer. The real and imaginary parts of this equation may readily be calculated, and the effective flexural rigidity and loss factor of the damped member determined. Oberst’s equation is approximate, and applies only to members which deform in flexure. These members may, of course, be part of a large system.

A more complicated flexural damping treatments is the so-called shear or constrained layer damping treatment (fig.1.2b). In this case, the viscoelastic layer is capped by another elastic layer, such as a metal sheet or plate. In fact, multiple layers can be applied when needed. In this case, the effective flexural modulus of the damped configuration is much more difficult to calculate, since it depends upon the boundary conditions and the mode shape, as well as the various dimensions and damping material complex modulus. Approximate equations of various
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Types are known, such as the Ross-Kerwin-Ungar equation [4], which applies accurately only to beam-like members with pinned-pinned boundary conditions, but is often applied to cases having other simple boundary conditions, such as cantilever beams and clamped-clamped beams. More complicated configurations with this type of treatment, such as stiffened panel, can be properly addressed only by means of finite element analysis.

One application of this last treatment is the so-called embedded viscoelastic damping treatment (fig.1.3). In this configuration the host structure and the constraining layer are laminates made up with the same composite material, while the damping layer is made up of viscoelastic material embedded between them. The traditional analytical models, such as Ross-Kerwin-Ungar model, do not allow the calculation of the damping for these complex structures. The only way forward is one that uses finite element approach, as we shall see later.

Figure 1.3: Embedded viscoelastic damping treatment

1.3 Analytical models

There have been several analytical methods developed since the late 1950’s to predict response of damped systems. Some of the more popular methods include those developed by Ross, Kerwin, and Ungar [4], Mead and Markus [5], DiTaranto [6], Yan and Dowell [7], and Rao and Nakra [8]. However, the development of finite element software has increased the accuracy and precision of estimations of the dynamic responses of damped structures. For fairly simple structures, analytical methods can be used as a substitution for finite element predictions. Furthermore, finite element packages are often computationally expensive, something that might not be needed for damping predictions of simpler systems. In this case, a simple code or program can be written implementing an analytical method to derive a simple, sufficiently accurate damping model. As the complexity of the system increases, however, finite element formulations should be strongly considered as the boundary conditions and system parameters may prove too difficult to define using a simple analytical based formulation.
1.3.1 Ross, Kerwin and Ungar model

Ross, Kerwin, and Ungar developed one of the earliest damping models for three-layered sandwich beams based on damping of flexural waves by a constrained viscoelastic layer. They employed several major assumptions, including [10]:

- For the entire composite structure cross section, there is a neutral axis whose location varies with frequency;
- There is no slipping between the elastic and viscoelastic layers at their interfaces;
- The major part of the damping is due to the shearing of the viscoelastic material, whose shear modulus is represented by complex quantities in terms of real shear moduli and loss factors;
- The elastic layers displaced laterally the same amount;
- The beam is simply supported and vibrating at a natural frequency, or the beam is infinitely long so that the end effects may be neglected.

These assumptions apply to any constrained layer damping treatment applied to a rectangular beam. Figure 1.4 shows an example system which the Ross, Kerwin, and Ungar (RKU) equations could be applied to.

Comparison between experimental data and this theory have shown that results

![Figure 1.4: Three layer beam, with viscoelastic treatments](image)

from theory correlate well to experiment [4]. The model is represented by a complex flexural rigidity, \((EI)^*\), where the * denotes a complex quantity, given by:

\[
(EI)^* = \frac{E_s h_s^3}{12} + \frac{E_v^* h_v^3}{12} + \frac{E_c h_c^3}{12} - \frac{E_v^* h_v^2}{12} (d - D) (1 + g_v^*) + 
\]
\[
+ E_s h_s D^2 + E_v^* h_v (h_{vs} - D)^2 + E_c h_c (d - D)^2 + 
\]
\[
- \left[ \frac{E_v^* h_v (h_{vs} - D)}{2} + E_c h_c (d - D) \right] \left[ \frac{(d - D)}{(1 + g_v^*)} \right] 
\]

(1.5)
where $D$ is the distance from the neutral axis of the three layer system to the neutral axis of the host beam,

$$D = \frac{E_v^* h_v (h_{vs} - \frac{d}{2}) + g_v^* (E_v^* h_v h_{vs} + E_c h_c d)}{E_s h_s + \frac{E_v^* h_v}{2} + g_v^* (E_s h_s + E_v^* h_v + E_c h_c)}$$

$$h_{vs} = \frac{h_s + h_v}{2}$$

$$g_v^* = \frac{G_v^*}{E_c h_c h_n p_1}$$

$$d = h_v + \frac{h_s + h_c}{2}$$

In these equations $E_s, E_v^*, E_c$ and $h_s, h_v, h_c$ are the elastic moduli and thickness of the host structure, viscoelastic layer and constraining layer, respectively. The term $g_v^*$ is known as the shear parameter which varies from very low when $G_v^*$ is small to a large number when $G_v^*$ is large. The term $p$ within the shear parameter is the wave number, namely the $n^{th}$ eigenvalue divided by the beam length. The shear parameter can also be expressed in terms of modal frequencies by

$$g_v^* = \frac{G_v^* L^2}{E_c h_v h_n \xi_n^2 \sqrt{C_n}}$$

where $\xi_n = \frac{\rho_s b h_s \omega_n^2 L^4}{E_s I_s}$

$$\omega_n = \frac{\rho_s b h_s \omega_n^2 L^4}{E_s I_s}$$

where $\omega_n$ is the $n^{th}$ modal frequency and $C_n$ are correction factors determined by Rao [8].

The equation 1.5, imposing $h_c = 0$ (extensional layer) and $g_v^* \rightarrow \infty$, become:

$$\frac{(EI)^*}{E_s I_s} = 1 + \frac{4 E_v^* h_v}{E_s h_s} + \frac{6 E_v^*}{E_s} \left( \frac{h_v}{h_s} \right)^2 + 4 \frac{E_v^*}{E_s} \left( \frac{h_v}{h_s} \right)^3 + \left( \frac{E_v^*}{E_s} \right)^3 \left( \frac{h_v}{h_s} \right)^4$$

remembering that $E^* = E(1 + i\eta)$ and $E_v^* = E_v(1 + i\eta_v)$ were $\eta$ is the loss factor of the entire structure and $\eta_v$ is the loss factor of the viscoelastic layer, we can write:

$$\eta = \eta_v = \frac{E_v h_v}{E_s h_s} \left[ 3 + 6 \frac{h_v}{h_s} + 4 \left( \frac{h_v}{h_s} \right)^2 + 2 \frac{E_v}{E_s} \left( \frac{h_v}{h_s} \right)^3 + \left( \frac{E_v}{E_s} \right)^2 \left( \frac{h_v}{h_s} \right)^4 \right]$$

$$\frac{1 + E_v h_v}{E_s h_s} \left[ 1 + 4 \frac{E_v h_v}{E_s h_s} + 6 \left( \frac{h_v}{h_s} \right)^2 + 4 \left( \frac{h_v}{h_s} \right)^3 + \left( \frac{E_v}{E_s} \right)^2 \left( \frac{h_v}{h_s} \right)^4 \right]$$

By this approach, known thickness and loss factor of the viscoelastic material, the equation 1.9 gives the loss factor of the structure treated with the free layer.
Similarly one can derive the equation of the loss factor in the case of the treated structure with Extensional layer treatments. The equation 1.9 can be written as:

$$\frac{\eta}{\eta_v} = \frac{g_s^* Y}{1 + (2 + Y)g_s^* + (1 + Y)(1 + \eta_v^2)(g_s^*)^2}$$  \hspace{1cm} (1.10)$$

where $g_s^*$ is the shear parameter and $Y$ is called geometric parameter if both host structure and constraining layer are of the same material ($E_s/E_c = 1$) and it is equal to:

$$Y = \frac{12 \left( \frac{d}{h_s} \right)^3}{\left[ 1 + \frac{E_c}{E_s} \left( \frac{h_c}{h_s} \right)^3 \right] \left[ \frac{E_c}{E_s} \left( \frac{h_c}{h_s} \right) + 1 \right]}$$  \hspace{1cm} (1.11)$$

from equation 1.10 is known as the loss factor $\eta$ varies with the geometrical parameter ($Y$) and $\eta_v$. In addition, fixed $Y$ and $\eta_v$, there is an optimum value for the shear parameter given by:

$$(g_s^*)_{opt} = \frac{1}{\sqrt{(1 + Y)(1 + \eta_v^2)}}$$  \hspace{1cm} (1.12)$$

A significant effect on performance of the damping treatments is due to temperature. At low temperatures, where the viscoelastic material is in the glassy region with a very high shear modulus, the host structure and constraining layer are rigidly connected and so are therefore coupled; the shear contribution in the viscoelastic layer is negligible. At high temperatures, however, when the material is in the rubbery region, the host structure and constraining layer are uncoupled: in this case, the shear deformation is very high but the shear modulus is low then the dissipated energy is low to. Between these two cases the maximum loss factor is found.

Ultimately for the loss factor calculation of a treated panel with a constrained layer treatment, the relationship between the wavelength and frequency of the flexural modes of the treated panel must be known so the problem can be solved iteratively [9].

### 1.4 Numerical models

The analytical methods are applicable only on relatively simple structures, while the need to analyze complex structures turn our attention to the methods based on finite element analysis. For the application of all the numerical models presented in the following, the NASTRAN software was used.

#### 1.4.1 Modal Strain Energy

The assumptions of the Modal Strain Energy (MSE) model consists in representing the modal behavior of the damped structure as a real eigenvalues problem, ie neglecting the effects of damping on the modal frequencies and modal shapes. This narrows the applicability of the MSE method to slightly damped structures.
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In fact, in the reality, if the damping is not small its effect can be seen on both modal frequencies and modal shapes [12]. Mathematically, it is a real eigenvalues problem that initially requires to calculate the natural frequencies for the undamped system. The modal loss factors are calculated using the real modal deformation and assigning the loss factor for each material. This approach was suggested by Ungar and Kerwin in 1962 [13] and the next implementation in a Finite Element Model (FEM) was developed by Rogers in 1980 [14].

The MSE principle states that the ratio of composite system loss factor to the viscoelastic material loss factor for a given mode of vibration can be estimated from the ratio of elastic strain energy in the viscoelastic elements to the total strain energy in the model for a given mode. This is shown mathematically in the following equation:

\[ \eta^n = \eta_v \frac{U^v_n}{U^n_{tot}} \]  

(1.13)

where:

- \( \eta^n \) is the loss factor of the structure treated for the \( n^{th} \) mode of vibration;
- \( \eta_v \) is the viscoelastic damping for the appropriate frequency and temperature;
- \( U^n_v \) is the elastic strain energy stored in the viscoelastic core for the \( n^{th} \) mode;
- \( U^n_{tot} \) is the total elastic strain energy for \( n^{th} \) mode shape.

Typically, the MSE approach is used in conjunction with an undamped, normal modes analysis to compute the strain energy ratio. The strain energies are determined from the relative mode shapes. It is assumed that the viscoelastic properties are linear in terms of the dynamic strain rate.

Despite the strong assumptions of low damping, this method is widely used because in many finite element software some procedure to calculate the strain energy have been developed.

1.4.2 Complex Eigenvalues Method

The complex eigenvalue analysis problem in general is a quadratic eigenvalue problem in the form:

\[ M\ddot{u} + B\dot{u} + Ku = 0 \]  

(1.14)

where \( u \) is the displacement vector; \( \ddot{u} \) is the acceleration of the grid points, i.e., the second time derivative of \( u \); \( \dot{u} \) refers to the velocity or first time derivative; \( M, B, K \) are the mass, damping and stiffness matrixes respectively. The \( B \) matrix may be purged and the \( M \) and \( K \) matrices may be real or complex, symmetric or unsymmetric.

The solution of this homogeneous system (the free, but damped vibrations) is of the form

\[ u = e^{\lambda^* t} \Phi \]  

(1.15)

where \( \Phi \) is a vector of complex numbers and \( \lambda^* \) the eigenvalue is also complex. By substituting equation 1.15 into equation 1.14, we get:

\[ (M(\lambda^*)^2 + K) \Phi = 0 \]  

(1.16)
In order to solve the quadratic eigenvalue problem, first a linearization transformation is executed. This transformation converts the original quadratic problem to a linear problem of twice the size.

It is obtained by simply rewriting last equation as a 2x2 block matrix equation:

\[
\lambda^* \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \dot{\Phi} \\ \Phi \end{bmatrix} + \begin{bmatrix} 0 & K \\ -I & 0 \end{bmatrix} \begin{bmatrix} \dot{\Phi} \\ \Phi \end{bmatrix} = 0
\]  

(1.17)

where:

\[
\dot{\Phi} = \lambda^* \Phi
\]  

(1.18)

The complex eigenvalue can be expressed by real and imaginary contribution as:

\[
\lambda^* = \lambda + i \lambda'
\]  

(1.19)

By this approach, for each \(n^{th}\) mode, and so for each \(n^{th}\) eigenvalue, the loss factor can be obtained as relationship between real and imaginary parts of the eigenvalue as:

\[
\eta^n = \frac{\lambda'^n}{\lambda^n}
\]  

(1.20)

Unlike the MSE, this method allows to characterize the loss factor of very damped structures but with a computational cost about three times higher than the MSE. Moreover, in many FEM software its use is limited by the material models. Many of these software, in fact, does not allows to use the viscoelastic material models with the complex eigenvalues analysis. Thus this method can not be used in the present case [15].

Other numerical approaches can be used. In these methods the loss factor must be calculated using the same approach used in experimental tests (IRDM) contrarily to what occurs in the previous models in which the damping is directly provided by the software. Two of these approaches (in time and frequency domains) are discussed in chapter 5 where, as we shall see, the real behavior of the structure as done in the experimental tests, in the same load and boundary’s conditions, has been simulated. Two different models of viscoelastic material, Herman and Peterson and Hysteretic formulation respectively, have been used.
Chapter 2

Composite materials

In all space and aeronautical applications the fundamental constructions’ requirement is the lightness, associated with the strength and stiffness. In this direction, composite materials perfectly meet these specifications. The word *composite* in the term *composite material* signifies that two or more materials are combined on a macroscopic scale to form a useful third material. Different materials can be combined on a macroscopic scale, such as in alloying of metals, but the resulting material is, for all practical purposes, macroscopically homogeneous, i.e. the components cannot be distinguished by the naked eye and essentially act together. The advantage of composite materials is that, if well designed, they usually exhibit the best qualities of their components or constituents and often some qualities that neither constituent possesses. Some of the properties that can be improved by forming a composite material are:

- strength
- stiffness
- corrosion resistance
- wear resistance
- weight
- fatigue life
- temperature-dependent behavior
- thermal insulation
- thermal conductivity
- acoustical insulation

Naturally, not all of these properties are improved at the same time nor is there usually any requirement to do so. In fact, some of the properties are in conflict with one other, e.g., thermal insulation versus thermal conductivity. The objective is merely to create a material that has only the characteristics needed to perform the design task. In this direction, this Ph.D thesis is focused. The purpose is to evaluate how the acoustical properties of a composite material improve by the use of embedded viscoelastic plyers.

Composite materials have a long history of usage. Their precise beginnings are unknown, but all recorded history contains references to some form of composite material. For example, straw was used by the Israelites to strengthen mud bricks. Plywood was used by the ancient Egyptians when they realized that wood could be rearranged to achieve superior strength and resistance to thermal expansion as well as to swelling caused by the absorption of moisture. Medieval swords and armor were constructed with layers of different metals. More recently, fiber-reinforced, resin-matrix composite materials that have high strength-to-weight and stiffness-to-weight ratios have become important in weight-sensitive applica-
2.1 Micromechanical behaviour of a Lamina

As above mentioned, a large enough piece of the lamina was considered so that the fact that the lamina is made of two or more constituent materials cannot be detected. Thus, we were able to say that a composite material has certain stiffnesses and strengths that we measured in various directions. But the basic question of micromechanics is: what is the relationship of the composite material properties to the properties of the constituents? (fig.2.1).

![Figure 2.1: Basic question of micromechanics](image)

The micromechanics study the composite materials behaviour wherein the interaction of the constituent materials is examined in detail as part of the definition of the behaviour of the heterogeneous composite material. Thus the properties of a lamina can be experimentally determined in the as made state or can be mathematically estimated on the basis of the properties of the constituent materials. That is, we can predict lamina properties by the procedure of micromechanics, and we can measure lamina properties by physical means and use the properties in a macromechanical analysis of the structure. Thus, micromechanics is a natural adjunction to macromechanics when viewed...
in a materials design rather than a structural analysis environment. Real design power is demonstrated when the micromechanical predictions of the properties of a lamina agree with the measured properties. About this, micromechanical analysis has significant, inherent limitations. For example, a perfect bond between fibers and matrix is a usual analysis restriction that might well not be satisfied by some composite materials. Thus micromechanical theories must be validate by careful experimental work.

There are different approach to the micromechanics of composite materials. The most used is the Mechanics of Materials [16].

The key feature of the mechanics of materials approach is that certain simplifying assumption must be made regarding the mechanical behaviour of a composite material in order to get an effective solution. Each assumption must be plausible, i.e., there must be a reason why the assumption might be true. The most prominent assumption is that the strain in the fiber direction of a unidirectional fiber-reinforced composite material are the same in the fibers as in the matrix (fig.2.2). If the strains were not the same, then a fracture between the fibers and the matrix is implied. Thus, the assumption has a plausible reason. Because the strains in both the matrix and fiber are the same, then it is obvious that section normal to the 1-axis, which were plane before being stressed, remain plane after stressing. In the following just we will show, on that basis, the mechanics of materials predictions for the apparent orthotropic moduli of a unidirectionally fiber-reinforced composite material, namely, $E_1$, $E_2$, $\nu_{12}$ and $G_{12}$.

**Determination of $E_1$**

The first modulus to be determined is that of the composite material in the 1-direction, ie in the fiber direction (fig.2.2).

$$\varepsilon_1 = \frac{\Delta L}{L} \tag{2.1}$$

where $\varepsilon_1$ applies for both the fibers and the matrix according to the basic assumption. Then, if both constituent material behave elastically, by the Hooke’s law, the stresses in the fiber direction for fibers ($\sigma_f$) and matrix ($\sigma_m$) respectively are:

$$\sigma_f = E_f \varepsilon_1 \quad \sigma_m = E_m \varepsilon_1 \tag{2.2}$$

The average stress $\sigma_1$ acts on cross-sectional area $A$ of the representative volume element, $\sigma_f$ acts on the cross-sectional area of the fibers $A_f$, and $\sigma_m$ acts on
the cross-sectional area of the matrix \( A_m \). Thus, the resultant force on the representative volume element of composite material is:

\[
F = \sigma_1 A = \sigma_f A_f + \sigma_m A_m \tag{2.3}
\]

replacing equation 2.2 in equation 2.3 and recognition from macromechanics that:

\[
\sigma_1 = E_1 \varepsilon_1 \tag{2.4}
\]

we have:

\[
E_1 = E_f \frac{A_f}{A} + E_m \frac{A_m}{A} \tag{2.5}
\]

But the volume fractions of fibers and matrix can be written as:

\[
V_f = \frac{A_f}{A} \quad V_m = \frac{A_m}{A} \tag{2.6}
\]

Thus:

\[
E_1 = E_f V_f + E_m V_m \tag{2.7}
\]

which is known as the rule of mixtures for the apparent Young’s modulus of the composite material in the direction of the fibers. The rule of mixtures represents a simple linear variation of apparent Young’s modulus \( E_1 \) from \( E_m \) to \( E_f \) as \( V_f \) goes from 0 to 1. The fiber modulus is typically many times the matrix modulus. Thus, at usual practical fiber-volume fraction around .6, the fiber modulus dominates the composite modulus \( E_1 \).

**Determination of \( E_2 \)**

The apparent Young’s modulus, \( E_2 \), of the composite material in the direction transverse to the fibers is considered next. In the mechanics of materials approach, the same transverse stress, \( \sigma_2 \), is assumed to be applied to both the fiber and the matrix (fig. 2.3). That is, equilibrium of adjacent elements in the composite material (fibers and matrix) must occur.

The strains in the fiber and in the matrix are, therefore, found from the stresses:

\[
\varepsilon_f = \frac{\sigma_2}{E_f} \quad \varepsilon_m = \frac{\sigma_2}{E_m} \tag{2.8}
\]

The transverse dimension over which, on average, \( \varepsilon_f \) acts is approximately \( V_f W \), whereas \( \varepsilon_m \) acts on \( V_m W \). Thus, the total transverse deformation is:

\[
\Delta W = \varepsilon_2 W = V_f W \varepsilon_f + V_m W \varepsilon_m \tag{2.9}
\]
or

\[ \varepsilon_2 = V_f \varepsilon_f + V_m \varepsilon_m \quad (2.10) \]

which becomes, upon substitution of the strains from equation 2.8,

\[ \varepsilon_2 = V_f \frac{\sigma_2}{E_f} + V_m \frac{\sigma_2}{E_m} \quad (2.11) \]

but from the macroscopic stress-strain relation we have:

\[ \sigma_2 = E_2 \varepsilon_2 = E_2 \left[ \frac{V_f \sigma_2}{E_f} + \frac{V_m \sigma_2}{E_m} \right] \quad (2.12) \]

whereupon:

\[ E_2 = \frac{E_f E_m}{E_f V_m + E_m V_f} \quad (2.13) \]

which is known as the rule of mixtures for the apparent transverse Young’s modulus of the composite material. Obviously, the assumptions involved in the foregoing derivation are not entirely consistent. In literature [16], better approaches are available for prediction of \( E_2 \), but at the cost of far more complexity.

**Determination of \( \nu_{12} \)**

The Poisson’s ratio, \( \nu_{12} \), is obtained by an approach similar to the analysis for \( E_1 \). First, Poisson’s ratio is:

\[ \nu_{12} = -\frac{\varepsilon_2}{\varepsilon_1} \quad (2.14) \]

for the stress state \( \sigma_1 = \sigma \) and all other stresses are zero. Then, the deformation are depicted in the representative volume element (fig.2.4). There, the fundamental simplifying assumption is that the fiber strains are identical to the matrix strains in the fiber direction, as in the approach to \( E_1 \).

![Figure 2.4: Representative volume element loaded in the 1-Direction](image)

The transverse deformation \( \Delta_W \) is macroscopically equal to:

\[ \Delta_W = -W \varepsilon_2 = -W \nu_{12} \varepsilon_1 \quad (2.15) \]

but is also microscopically

\[ \Delta_W = \Delta_{mW} + \Delta_{fW} \quad (2.16) \]
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In the manner of the analysis for the transverse Young’s modulus, $E_2$, the transverse deformations $\Delta_{mW}$ and $\Delta_{fW}$ are approximately:

$$\Delta_{mW} = WV_m \nu_m \varepsilon_1 \quad \Delta_{fW} = WV_f \nu_f \varepsilon_1$$  \hspace{1cm} (2.17)

Combine the last equations and divide by $\varepsilon_1 W$ to get

$$\nu_{12} = \nu_m V_m + \nu_f V_f$$  \hspace{1cm} (2.18)

which is a rule of mixtures for the Poisson’s ratio. Because the Poisson’s ratios $\nu_m$ and $\nu_f$ are not significantly different from each other, the composite material Poisson’s ratio $\nu_{12}$ is neutral, i.e., neither matrix-dominated nor fiber-dominated.

**Determination of $G_{12}$**

The in-plane shear modulus of a lamina, $G_{12}$, is determined in the mechanics of materials approach by presuming that the shearing stresses on the fiber and on the matrix are the same (fig.2.5). As we will show in a section 3.1.1, by virtue of the basic presumption, we know that:

$$\gamma_m = \frac{\tau}{G_m} \quad \gamma_f = \frac{\tau}{G_f}$$  \hspace{1cm} (2.19)

The nonlinear shear stress-shear strain behavior typical of fiber-reinforced composite materials is ignored, i.e., the behavior is regarded as linear.

![Representative volume element loaded in Shear](image)

Figure 2.5: Representative volume element loaded in Shear

Generally, the matrix deforms more than the fiber in shear (fig. 2.5) because the matrix has a lower shear modulus. The total shearing deformation is:

$$\Delta = \gamma W$$  \hspace{1cm} (2.20)

and is made up of, approximately, microscopic deformations:

$$\Delta_m = V_m W \gamma_m \quad \Delta_f = V_f W \gamma_f$$  \hspace{1cm} (2.21)

Then, because $\Delta = \Delta_m + \Delta_f$ division by $W$ yields

$$\gamma = V_m \gamma_m + V_f \gamma_f$$  \hspace{1cm} (2.22)
or upon substitution of equation 2.19 and realization that macroscopically

\[
\gamma = \frac{\tau}{G_{12}} \tag{2.23}
\]

Equation 2.22 can be written as:

\[
\frac{\tau}{G_{12}} = V_m \frac{\tau}{G_m} + V_f \frac{\tau}{G_f} \tag{2.24}
\]

Finally we have:

\[
G_{12} = \frac{G_m G_f}{V_m G_f + V_f G_m} \tag{2.25}
\]

which is the same type of expression as was obtained for the transverse Young’s modulus.

### 2.2 Macromechanical behaviour of a Lamina

The lamina is the basic element of the laminate so knowledge of its mechanical behavior is essential to predict and understand the behavior of the composite structure. The macromechanical behavior of a lamina is studied considering only the global mechanical properties of the material assumed homogeneous but not isotropic, regardless of the interactions between components.

![Unidirectionally reinforced lamina](image)

In the first approximation, a lamina may be considered as orthotropic material and it is possible to consider its thickness negligible compared to the other dimensions; therefore for a unidirectionally reinforced lamina in the 1-2 plane (fig.2.6), a plane stress state is defined by setting:

\[
\sigma_3 = \tau_{13} = \tau_{23} = 0 \tag{2.26}
\]

The plane stress state on a lamina is not merely an idealization of reality, but instead is a practical and achievable objective of how we must use a lamina with its fiber in its plane. In the 1-2 plane (fig.2.6), the lamina is equivalent to 2-D orthotropic thin layer for which we can apply the generalized Hooke’s law and the stress-strain relation are obtained as:

\[
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{bmatrix} =
\begin{bmatrix}
Q_{11} & Q_{12} & 0 \\
Q_{12} & Q_{22} & 0 \\
0 & 0 & 2Q_{66}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}/2
\end{bmatrix} \tag{2.27}
\]
where the $Q_{ij}$ are the so-called reduced stiffnesses for a plane stress state in the 1-2 plane which are expressed in terms of engineering constants as:

\[
Q_{11} = \frac{E_1}{1 - \nu_{12}\nu_{21}} \quad Q_{22} = \frac{E_2}{1 - \nu_{12}\nu_{21}}
\]

\[
Q_{12} = \frac{\nu_{12}E_2}{1 - \nu_{12}\nu_{21}} = \frac{\nu_{21}E_1}{1 - \nu_{12}\nu_{21}} \quad Q_{66} = G_{12}
\]

(2.28)

In the stress-strain relations there are four independent material properties, $E_1$, $E_2$, $\nu_{12}$ and $G_{12}$ when equations 2.28 are considered in addition to the reciprocal relation

\[
\nu_{21} = \frac{E_2}{E_1}
\]

(2.29)

The preceding stress-strain relations are the basis for stiffness and stress analysis of an individual lamina subjected to forces in its own plane.

If the principal directions of orthotropy do not coincide with coordinate directions that are geometrically natural to the solution of the problem, a relation between the stress and strain in the principal material coordinates are needed. Then, a method of transforming stress-strain relations from one coordinate system to another is also needed.

Recalling from elementary mechanics of materials the transformation equations for expressing stresses in an $x - y$ coordinate system in terms of stresses in a $1 - 2$ coordinate system,

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}
= \begin{bmatrix}
\cos^2 \theta & \sin^2 \theta & 2\sin \theta \cos \theta \\
\sin^2 \theta & \cos^2 \theta & -2\sin \theta \cos \theta \\
-\sin \theta \cos \theta & \sin \theta \cos \theta & \cos^2 \theta - \sin^2 \theta
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{bmatrix}
\]

(2.30)

where $\theta$ is the angle from the x-axis to the 1-axis (fig.2.7). Note especially that the transformation has nothing to do with the material properties but is merely a rotation of stress directions. Also, the direction of rotation is crucial. Similarly,

![Figure 2.7: Positive Rotation of Principal Material Axes from x-y Axes](image)

the strain-transformation equation are:

\[
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy}/2
\end{bmatrix}
= \begin{bmatrix}
\cos^2 \theta & \sin^2 \theta & 2\sin \theta \cos \theta \\
\sin^2 \theta & \cos^2 \theta & -2\sin \theta \cos \theta \\
-\sin \theta \cos \theta & \sin \theta \cos \theta & \cos^2 \theta - \sin^2 \theta
\end{bmatrix}
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}/2
\end{bmatrix}
\]

(2.31)
where we observe that strains do transform with the same transformation as stresses if the tensor definition of shear strain is used (which is equivalent to dividing the engineering shear strain by two).

The transformations are commonly written as:

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}
= [T]
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{bmatrix}
\] (2.32)

\[
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy}/2
\end{bmatrix}
= [T]
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}/2
\end{bmatrix}
\] (2.33)

Thus, given the stress-strain relation in the principal material coordinates, the stress-strain relation in x-y coordinate are:

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}
= [T]
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{bmatrix}
= [T] [Q] [T]^{-1}
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy}/2
\end{bmatrix}
\] (2.34)

Then, if we use the abbreviation

\[
[\overline{Q}] = [T] [Q] [T]^{-1}
\] (2.35)

the stress-strain relation in x-y coordinate are:

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}
= [\overline{Q}]
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\gamma_{xy}/2
\end{bmatrix}
\] (2.36)

or in the abbreviated form:

\[
\{\sigma\} = [\overline{Q}]
\{\varepsilon\}
\] (2.37)

where the bar over the \(\overline{Q}_{ij}\) matrix denotes that we are dealing with the transformed reduced stiffnesses instead of the reduced stiffnesses, \(Q_{ij}\). Moreover, the transformed reduced stiffness matrix \(\overline{Q}_{ij}\) has terms in all nine positions in contrast to the presence of zeros in the reduced stiffness matrix \(Q_{ij}\). However, there are still only four independent material constants because the lamina is orthotropic. In body coordinate, even an orthotropic lamina appears to be anisotropic. The equation 2.36 is the stress-strain relation in a generally orthotropic lamina or equivalently in an orthotropic lamina whose principal material axes are not aligned with the natural body axes.

### 2.3 Macromechanical behaviour of a Laminate

A laminate is two or more laminae bonded together to act as an integral structural element (fig. 2.8). The various laminae are oriented with (local) principal material directions at different angles to the global laminate axes to produce a structural element capable of resisting to loads in several directions. The stiffnesses and strengths of such structural configuration are obtained from the properties of the constituent laminae. There are procedures enable the analysis of
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laminates that have individual laminae with principal material directions oriented at arbitrary angle to the chosen or natural axes of the laminate. As a consequence of the arbitrary laminae orientations, the laminate might not have definable principal directions.

![Figure 2.8: Laminate](image)

Starting from the knowledge of the stress-strain relation (eq.2.37) for the $K^{th}$ lamina of a multilayered laminate

$$\{\sigma\}_k = [Q]_k \{\varepsilon\}_k \quad (2.38)$$

and after some stress and deformation hypotheses (that would be shown later), a classical lamination theory (CLT) can be defined.

About the strain and stress variation in a laminate, its knowledge through the laminate thickness is essential to the definition of the extensional and bending stiffnesses of a laminate. The first hypothesis is that a laminate is presumed to consist of perfectly bonded laminae. Moreover, the bonds are presumed to be infinitesimally thin as well as non-shear-deformable. That is, the displacements are continuous across lamina boundaries so that no lamina can slip relative to another. Thus, the laminate acts as a single layer with very special properties.

Accordingly, if the laminate is thin, a line originally straight and perpendicular to the middle surface of the laminate, i.e., a normal to the middle surface, is assumed to remain straight and perpendicular to the middle surface when the laminate is deformed. It is equivalent to ignoring the shearing strains in a plane perpendicular to the middle surface, that is, $\gamma_{xz} = \gamma_{yz} = 0$ where $z$ is the direction of the normal to the middle surface (fig.2.9). In addition, the normals are presumed to have constant length so that the strain perpendicular to the middle surface is ignored as well, that is, $\varepsilon_z = 0$.

The foregoing assumptions of the behavior of the single layer that represents the laminate constitutes the Kirchhoff hypothesis for plates and shells [20]. The implications of the Kirchhoff hypothesis on the laminate displacements $u$, $v$ and $w$ in the $x$, $y$ and $z$ directions are derived by use of the laminate cross section in the $x-z$ plane (fig.2.9). The displacement in the $x$-direction of point B from the undeformed middle surface to the deformed middle surface is $u_0$ (where the symbol $(0)$ is used to indicate middle-surface values of a variable). Because line ABCD remains straight under deformation of the laminate, the displacement at
point C is:

\[ u_c = u_0 - z_c \beta \] (2.39)

But because, under deformation, line ABCD further remains perpendicular to the middle surface, \( \beta \) is the slope of the laminate middle surface in the x-direction, that is:

\[ \beta = \frac{\partial w_0}{\partial x} \] (2.40)

Then, the displacement \( u \) at any point \( z \) through the laminate thickness is:

\[ u = u_0 - z \frac{\partial w_0}{\partial x} \] (2.41)

similarly, the displacement \( v \) in the y-direction is

\[ v = v_0 - z \frac{\partial w_0}{\partial y} \] (2.42)

The laminate strains have been reduced to \( \varepsilon_x, \varepsilon_y \) and \( \gamma_{xy} \) by the Kirchhoff hypothesis. That is, \( \varepsilon_z = \gamma_{xz} = \gamma_{yz} = 0 \). For small strains (linear elasticity), the remaining strain are defined in terms of displacements as:

\[ \varepsilon_x = \frac{\partial u}{\partial x} \]

\[ \varepsilon_y = \frac{\partial v}{\partial y} \] (2.43)

\[ \gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \]

thus, for the derived displacements \( u \) and \( v \) in equations 2.41-2.42, the strains are:

\[ \varepsilon_x = \frac{\partial u_0}{\partial x} - z \frac{\partial^2 w_0}{\partial x^2} \]

\[ \varepsilon_y = \frac{\partial v_0}{\partial y} - z \frac{\partial^2 w_0}{\partial y^2} \] (2.44)

\[ \gamma_{xy} = \frac{\partial u_0}{\partial y} + \frac{\partial v_0}{\partial x} - 2z \frac{\partial^2 w_0}{\partial x \partial y} \]
where the middle-surface strains are:

\[
\begin{bmatrix}
\varepsilon^o_x \\
\varepsilon^o_y \\
\gamma^o_{xy}
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial u_0}{\partial x} \\
\frac{\partial v_0}{\partial y} \\
\frac{\partial u_0}{\partial y} + \frac{\partial v_0}{\partial x}
\end{bmatrix}
\]  

and the middle-surface curvatures are:

\[
\begin{bmatrix}
\kappa_x \\
\kappa_y \\
\kappa_{xy}
\end{bmatrix} = -
\begin{bmatrix}
\frac{\partial^2 w_0}{\partial x^2} \\
\frac{\partial^2 w_0}{\partial y^2} \\
\frac{\partial^2 w_0}{\partial x \partial y}
\end{bmatrix}
\]  

The last term in equation 2.47 is the twist curvature of the middle surface. We refer only to curvature of the middle surface as a reference surface and not of any other surface. Thus, the Kirchhoff hypothesis has been readily verified to imply a linear variation of strain through the laminate thickness.

Now the stresses in the \( k \)th layer can be expressed in terms of the laminate middle-surface strains and curvatures as:

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}_k = 
\begin{bmatrix}
Q_{11} & Q_{12} & Q_{16} \\
Q_{12} & Q_{22} & Q_{26} \\
Q_{16} & Q_{26} & Q_{66}
\end{bmatrix}_k 
\begin{bmatrix}
\varepsilon^o_x \\
\varepsilon^o_y \\
\gamma^o_{xy}
\end{bmatrix} + 
\begin{bmatrix}
\kappa_x \\
\kappa_y \\
\kappa_{xy}
\end{bmatrix}
\]

or in the abbreviated form:

\[
\{\sigma\}_k = \{\mathbf{Q}\}_k \{\varepsilon^o\} + z \{\mathbf{Q}\}_k \{\kappa\}
\]  

(2.49)

The \( Q_{ij} \) can be different for each layer of the laminate, so the stress variation through the laminate thickness is not necessary linear, even though the strain variation is linear. The quantity \( z \) represents the distance of the \( k \)th layer from the middle surface (fig.2.10). The resultant forces and moments acting on a laminate are obtained by integration of the stresses in each layer or lamina through the laminate thickness as (i.e. in x-direction):

\[
N_x = \int_{-t/2}^{t/2} \sigma_x dz \\
M_x = \int_{-t/2}^{t/2} \sigma_x z dz
\]  

(2.50)

Where \( N_x \) is a force per unit width of the cross section of the laminate (fig.2.11). Similarly, \( M_x \) is a moment per unit width (fig.2.12).
The entire collection of force and moment resultants for an N-layered laminate (fig.2.11-2.12) is defined as:

\[
\begin{bmatrix}
  N_x \\
  N_y \\
  N_{xy}
\end{bmatrix} = \int_{-t/2}^{t/s} \begin{bmatrix}
  \sigma_x \\
  \sigma_y \\
  \tau_{xy}
\end{bmatrix} dz = \sum_{k=1}^{N} \int_{z_{k-1}}^{z_k} \begin{bmatrix}
  \sigma_x \\
  \sigma_y \\
  \tau_{xy}
\end{bmatrix}_k dz \tag{2.51}
\]

and:

\[
\begin{bmatrix}
  M_x \\
  M_y \\
  M_{xy}
\end{bmatrix} = \int_{-t/2}^{t/s} \begin{bmatrix}
  \sigma_x \\
  \sigma_y \\
  \tau_{xy}
\end{bmatrix} zdz = \sum_{k=1}^{N} \int_{z_{k-1}}^{z_k} \begin{bmatrix}
  \sigma_x \\
  \sigma_y \\
  \tau_{xy}
\end{bmatrix}_k zdz \tag{2.52}
\]

where \(z_k\) and \(z_{k-1}\) are defined in the basic laminate geometry (fig.2.10) with the convention that \(z\) is positive downward. That is, \(z_k\) is the directed distance to the bottom of the \(k^{th}\) layer, and \(z_{k-1}\) is the directed distance to the top of the \(k^{th}\) layer. Moreover, \(z_0 = -t/2\) and \(z_1 = -t/2 + t_1\). These force and moment resultants do not depend on \(z\) after integration, but are functions of \(x\) and \(y\), the coordinate in the plane of the laminate middle surface.

Substituting equation 2.48 into equations 2.51-2.52, the resultant forces and moments acting on a laminate can be expressed in terms of the laminate middle-surface strains and curvatures as:

\[
\begin{bmatrix}
  N_x \\
  N_y \\
  N_{xy}
\end{bmatrix} = \sum_{k=1}^{N} \begin{bmatrix}
  \bar{Q}_{11} \\
  \bar{Q}_{12} \\
  \bar{Q}_{16}
\end{bmatrix} \begin{bmatrix}
  z_k \\
  \epsilon^o_x \\
  \gamma^o_{xy}
\end{bmatrix}_k dz + \sum_{k=1}^{N} \begin{bmatrix}
  \bar{Q}_{12} \\
  \bar{Q}_{22} \\
  \bar{Q}_{26}
\end{bmatrix} \begin{bmatrix}
  z_k \\
  \epsilon^o_y \\
  \gamma^o_{xy}
\end{bmatrix}_k dz \tag{2.53}
\]

and:

\[
\begin{bmatrix}
  M_x \\
  M_y \\
  M_{xy}
\end{bmatrix} = \sum_{k=1}^{N} \begin{bmatrix}
  \bar{Q}_{11} \\
  \bar{Q}_{12} \\
  \bar{Q}_{16}
\end{bmatrix} \begin{bmatrix}
  z_k^2 \\
  \gamma^o_{xy}
\end{bmatrix}_k dz + \sum_{k=1}^{N} \begin{bmatrix}
  \bar{Q}_{12} \\
  \bar{Q}_{22} \\
  \bar{Q}_{26}
\end{bmatrix} \begin{bmatrix}
  z_k^2 \\
  \gamma^o_{xy}
\end{bmatrix}_k dz \tag{2.54}
\]
Generally the stiffness matrix for a lamina \([\overline{Q}_{ij}]_k\) is not constant through the thickness of a lamina but is a function of \(z\) and must be left inside the integral. Moreover, the quantities \(\varepsilon_o^x\), \(\varepsilon_o^y\), \(\gamma_o^{xy}\), \(\kappa_x\), \(\kappa_y\) and \(\kappa_{xy}\) are not functions of \(z\), but are middle-surface values so they can be removed from within the summation signs. Thus, the last equations can be rewritten as:

\[
\begin{bmatrix}
N_x \\
N_y \\
N_{xy}
\end{bmatrix} = \begin{bmatrix}
A_{11} & A_{12} & A_{16} \\
A_{12} & A_{22} & A_{26} \\
A_{16} & A_{26} & A_{66}
\end{bmatrix} \begin{bmatrix}
\varepsilon_o^x \\
\varepsilon_o^y \\
\gamma_o^{xy}
\end{bmatrix} + \begin{bmatrix}
B_{11} & B_{12} & B_{16} \\
B_{12} & B_{22} & B_{26} \\
B_{16} & B_{26} & B_{66}
\end{bmatrix} \begin{bmatrix}
\kappa_x \\
\kappa_y \\
\kappa_{xy}
\end{bmatrix} \quad (2.55)
\]

\[
\begin{bmatrix}
M_x \\
M_y \\
M_{xy}
\end{bmatrix} = \begin{bmatrix}
B_{11} & B_{12} & B_{16} \\
B_{12} & B_{22} & B_{26} \\
B_{16} & B_{26} & B_{66}
\end{bmatrix} \begin{bmatrix}
\varepsilon_o^x \\
\varepsilon_o^y \\
\gamma_o^{xy}
\end{bmatrix} + \begin{bmatrix}
D_{11} & D_{12} & D_{16} \\
D_{12} & D_{22} & D_{26} \\
D_{16} & D_{26} & D_{66}
\end{bmatrix} \begin{bmatrix}
\kappa_x \\
\kappa_y \\
\kappa_{xy}
\end{bmatrix} \quad (2.56)
\]

where:

\[
A_{ij} = \sum_{k=1}^{N} (\overline{Q}_{ij})_k (z_k - z_{k-1})
\]

\[
B_{ij} = \frac{1}{2} \sum_{k=1}^{N} (\overline{Q}_{ij})_k (z_k^2 - z_{k-1}^2) \quad (2.57)
\]

\[
D_{ij} = \frac{1}{3} \sum_{k=1}^{N} (\overline{Q}_{ij})_k (z_k^3 - z_{k-1}^3)
\]

The quantities \(A_{ij}\) are extensional stiffnesses, the \(B_{ij}\) are bending-extension coupling stiffness, and the \(D_{ij}\) are bending stiffness. The presence of the \(B_{ij}\) implies coupling between bending and extension of a laminate.
Chapter 3

Viscoelastic materials

3.1 Linear response of materials

Unlike many other damping mechanisms most homogeneous isotropic polymeric materials exhibit damping behaviour which depends strongly upon temperature and frequency, but is linear with respect to vibration amplitude, at least within limits. Polymers are materials composed of long intertwined and cross-linked molecular chains, each containing thousands or even millions of atoms.

The internal molecular interactions which occur during deformation in general, and vibration in particular, give rise to macroscopic properties such as stiffness and energy dissipation during cyclic deformation, which is the mechanism of damping.

If the polymers are homogeneous (properties are the same throughout the volume of the sample) and isotropic (properties are the same in all directions), the stiffness and damping characteristics vary with temperature and, to a lesser degree, with frequency, but are otherwise qualitatively similar to those displayed by nominally elastic materials such as metal alloys, apart the fact that the damping levels are much higher and the behaviour is linear. The shear, extensional (Young’s) and bulk moduli are closely related to each other for homogeneous, isotropic, polymers. Some polymers are not homogeneous or isotropic and, in

Figure 3.1: Network of entangled polymers [21]
that case, the modulus and damping properties are more complicated functions of direction and position within the material.

The class of polymeric materials is extremely wide, and induce many commercially available products ranging from natural rubber, through various adhesives to stiff plastic, such as Plexiglas. Table 3.1 lists some of the categories of available polymers to be employed in stable material damping systems [22][23]. Special products can be formulated to meet almost any needs by combining or modifying polymers. The stiffness and damping characteristics of these various polymeric materials vary widely, according to the composition and processing.

The polymers provide the basis for designing damping treatments or systems for application in a wide variety of structures and machines, over wide frequency and temperature ranges.

The behaviour of the viscoelastic materials can be obtained as a mix between elastic and viscous behaviour, both taken as ideal materials. Elasticity is a property of matter typical of the solid state. An elastic solid can be deformed by applying suitable forces, and recovers the original shape when those forces are removed. In the immediate proximity of a material point, elasticity is described by a relationship, or constitutive equation, that links stresses and strains in that point. Such a relationship is generally nonlinear and only if small strains (or small stresses) are considered, the relationship becomes linear. Contrarily, viscosity is a property of matter typical of the fluid state. The viscous fluids do not maintain a fixed shape and so the stresses are directly connected with the deformation time.

The behaviour of the elastic solids and the viscous fluids identifies the limits of a wide spectrum in which the viscoelastic materials behaviour are enclosed.

### 3.1.1 Elasticity

If a tensile strength $F$ is applied to an elastic solid it will be subject to a strain $\Delta \varepsilon$ proportional to it ($F \propto \Delta \varepsilon$) as it is described by Hooke's law and the strain is not dependent on time; this behaviour is called linear elasticity.

Elasticity is a property of matter typical of the solid state: an elastic solid can be
deformed by applying suitable forces, and recovers the original shape when those forces are removed. This behaviour is true if the external loads are lower than the yield strength; it is strongly dependent on the material type and temperature [24].

For small deformations, all solid materials are linearly elastic. Moreover an ideally elastic material absorbs all the energy cumulated in the deformation of the body and this energy is completely stored inside the deformed material. When the external loads are removed the body releases completely the stored energy, therefore it does not dissipate energy so the elastic deformation is a completely reversing cycle.

Locally, the elasticity is described by a constitutive equation that ties stress and strain for each point. Such relationship generally is not linear, but, as already said, if small deformations are considered, the relationship becomes linear; in fact when an elastic material starts to deform, the initial response is always linear and it becomes not linear only if the deformations overcome the yield limit. Therefore, the stress $\sigma$ is directly connected with the strain $\varepsilon$ through Young’s modulus $E$ by the equation:

$$\sigma = E \varepsilon$$  \hspace{1cm} (3.1)

where the modulus of elasticity, or Young’s modulus ($E$), describes the tendency of the material to deform along directions when opposing forces are applied along that directions; it is the slope of the stress-strain curve in the elastic region (fig. 3.2) and it depends only from the material and from the temperature (it slowly decreases to increase some temperature).

Another important quantity named shear modulus $G$ explain (in the same condition of small deformations) the linear relation between the shear stress $\tau$ and the shear strain $\gamma$. It is defined as:

$$\tau = G \gamma$$  \hspace{1cm} (3.2)

The figure 3.2 show the stress-strain curve for an ideal elastic material.

![Figure 3.2: Stress-Strain curve](image)

The energy developed by the external load and entirely stored inside the deformed material, before being release once the external load is taken off, is defined by the integral in eq. 3.3:

$$U = \int \sigma d\varepsilon$$  \hspace{1cm} (3.3)
3.1. LINEAR RESPONSE OF MATERIALS

3.1.2 Viscosity

The viscosity is a property of matter typical of the fluid state where the generic term of fluid is referred to the liquid and gaseous state. Unlike solids, fluids do not have a proper shape, they can change form and can get deformed irreversibly when external strengths act on it. Moreover, under an external load, the velocity with which fluids change their shape is strongly dependent on the type of fluid because some of them offer a stronger resistance to the flow than others. This resistance is generally known as viscosity. The real fluids introduce therefore resistance to the motion of slide or rather to the free movement of the molecules inside it. As for friction in a relative motion of solid surfaces, the viscosity change part of the kinetic energy of motion in a thermic energy and so generates energy dissipation; this does not allow it to recover the original shape when the external forces are removed.

Then, in every real fluid dissipation effects are present and the characteristic of the fluid responsible of them is the viscosity. Viscosity can be defined as the strength in opposition to the relative motion of the fluid fillets. More generally the viscosity is the parameter that explains the resistance opposed by the fluid to get deformed under the action of a mechanical solicitation. To define it, let us consider to have a real liquid in quiet confined in two parallel plates of area \( A \) at \( l \) length between them (fig. 3.3a). For simplicity we suppose that the inferior plate is fixed and the superior one has a constant velocity \( v \) so that to induce motion in the fluid. To describe the motion we suppose to divide the fluid in so many strips or thin layers (fig. 3.3b) in order to define for each of them a velocity in comparison to the fixed inferior plate. Moreover we assume that the motion is unsteady and the flow is laminar (simplest case).

![Figure 3.3: Example of viscous flow](image)

Due to the molecular strengths, each thin layer will tend to be attached to the adjacent layer. To maintain the plate at constant speed \( v \), it is necessary to apply a tangential strength \( F \) to win the viscous strength \( F_v \), explained by the fluid on the superior plate so that opposes it to the motion. Each thin layer applies a resistant strength on those adjacent so that the speed of the latest thin layer, that one very close to the superior plate, is equal to \( v \) and decrease linearly with \( l \) until zero near the fixed plate. At the equilibrium, the tangential strength \( F \) is balanced by the viscous strength \( F_v \). Moreover, the tangential strength \( F \) is proportional to the area \( A \) and velocity gradient \( v \) in the fluid and inversely proportional to the distance between the plates \( l \) as following:

\[
F = \mu \frac{Av}{l}
\]

(3.4)

where \( \mu \) is the proportionality factor called viscosity. The viscosity is strongly dependent by the type of fluid (i.e. water, etc.) and the
environmental conditions, principally the temperature. In 1687 Isaac Newton was the first to explain the proportionality relation between \( F/A \), known as shear stress \( \tau \), and \( v/l \) known as velocity gradient[26].

In a differential form, if two consecutive parallel thin layers in uniform viscous flow at distance \( dy \) are considered (fig. 3.5a), the shear stress between the layers is proportional to the velocity gradient in the direction perpendicular to the layers:

\[
\tau = \mu \frac{dv}{dy} \tag{3.5}
\]

if \( A \) is the contact area, in accord to eq.3.4, the tangential strength is:

\[
F = \mu A \frac{dv}{dy} \tag{3.6}
\]

Generally, the eq.3.6 is referred to another quantity equivalent to the velocity gradient known as rate of shear deformation or shear rate. The relative velocity between the upper and the lower thin layer (fig.3.5a) is \( dv \). The rate of the shear deformation is defined as the velocity of variation of the \( d\gamma \) angle in a time and so \( \frac{d\gamma}{dt} \). In the same time, the deformation between the two thin layers can be defined as \( dvdt \) (fig.3.5b) and in the hypothesis that \( d\gamma \) is small, we have:

\[
dyd\gamma = dvdt \rightarrow \frac{dv}{dy} = \frac{d\gamma}{dt} = \dot{\gamma} \tag{3.7}
\]
Therefore the velocity gradient is equivalent to the shear rate (fig. 3.6) by the equation 3.7.

The Newton's law (eq. 3.6) can be written as:

\[
\frac{F}{A} = \tau = \mu \frac{dv}{dy} = \mu \frac{dy}{dt} = \mu \dot{\gamma}
\]

(3.8)

hence:

\[
\tau = \mu \dot{\gamma}
\]

(3.9)

Until now the viscosity coefficient \( \mu \) has been considered as a scalar value independent by the velocity of the deformation. There are fluids, however, in which it is a function of the shear rate and the velocity gradient \( \mu(\dot{\gamma}) \). Therefore, it is possible to distinguish newtonians and non-newtonians fluids. In newtonian fluids the viscosity is a scalar value independent on the shear strength and the shear rate; the viscosity is always dependent on temperature, pressure and chemical composition of the fluid. In other words, the graph of the shear strength vs shear rate show a straight line (fig. 3.7) where the ratio \( \tau/\dot{\gamma} \) is constant for every value and so the viscosity is constant.

In non-newtonian fluids the graph of the shear strength vs shear rate show a non linear relation between \( \tau \) and \( \dot{\gamma} \); the viscosity is a function of the shear rate and consequently of the shear strength (fig. 3.7).
3.1.3 Viscoelasticity

Viscoelastic materials are not purely elastic materials because, in reality, all materials deviate from Hooke’s law in some way. Viscoelastic materials have elements of both of elastic and viscous properties. Whereas elasticity is usually the result of bond-stretching along crystallographic planes in an ordered solid, viscoelasticity is the result of the diffusion of atoms or molecules inside of an amorphous material, e.g., glasses, rubbers and high polymers. Much of the viscoelastic behavior can be described in terms of a simple combination of elastic and viscous phenomena discussed in subsections 3.1.1-3.1.2.

The concept of viscoelasticity introduces a certain ambiguity in the classifications of the materials state. The distinction between solid and liquid state, therefore, doesn’t appear so clear anymore if the same material can manifest predominantly solid or liquid characteristic according to the state of solicitation to which it is submitted. In this way a Deborah number can be defined. It is a dimensionless number, often used in rheology to characterize the fluidity of materials under specific flow conditions. It was originally proposed by Markus Reiner, a professor at Technion in Israel, inspired by a verse in the Bible, stating The mountains flowed before the Lord in a song by prophetess Deborah (Judges 5:5). It is based on the premise that given enough time even the hardest material, like mountains, will flow. Thus the flow characteristics is not an inherent property of the material alone, but a relative property that depends on two fundamentally different characteristic times.

Formally, the Deborah number is defined as the ratio of the relaxation time characterizing the time it takes for a material to adjust to applied stresses or deformations, and the characteristic time scale of an experiment (or a computer simulation) probing the response of the material. It incorporates both the elasticity and viscosity of the material. It is defined as:

\[ De = \frac{t_c}{t_p} \]  

(3.10)

where \( t_c \) refers to the stress relaxation time, and \( t_p \) refers to the time scale of observation.

The smaller Deborah number, the material behaves more fluid like with an associated Newtonian viscous flow. At higher Deborah numbers, the material behavior changes to non-Newtonian regime, increasingly dominated by elasticity, reaching solid like behavior with very high Deborah numbers.

- \( DE \rightarrow 0 \) viscous fluid behaviour
- \( DE >> 1 \) elastic solid behaviour
- \( DE \approx 1 \) viscoelastic behaviour

The behaviour of viscoelastic materials subjected to an external load, on first approximation, can be considered as the sum of viscous and elastic behaviour (as mentioned above). In other words, if a shear strength \( F \) is applied to a viscoelastic area \( A \), the complessive shear stress is:

\[ \frac{F}{A} = G\tau + \mu \frac{d\gamma}{dt} \]  

(3.11)
where $G$ is the shear modulus and $\mu$ is the viscosity coefficient. A possible solution to this equation is:

$$\theta = \left(1 - e^{-\frac{G}{\mu}t}\right) \frac{F}{AG}$$  \hspace{1cm} (3.12)

that explains how the material deformation tend to $\frac{F}{AG}$ for a long time. This quantity is the shear strain at the equilibrium for an ideal elastic material with a shear modulus equal to $G$ and subjected to a shear strength equal to $\frac{F}{A}$. The quantity $\frac{G}{\mu}$ have a time dimension and is called time delay of the material. The trend of the equation 3.12 is showed in a fig.3.8.

Figure 3.8: Shear strain vs time

Viscoelastic materials can be deformed by applying suitable forces, and not always it is possible to recover the original shape when those forces are removed. This because the shear strain, as above mentioned, is strongly dependent on the time of application of the strength. Therefore, a viscoelastic material can assume a behaviour of a pure elastic material if subjected to a short time stress; on the contrary, it can assume a behaviour of a pure viscous material if subjected to a long time stress (fig.3.9).

Figure 3.9: Elastic, Viscous and Viscoelastic behaviour to an applied stress

In fig.3.10 the responses of different materials during creep recovery tests is showed. In a creep test, a material is subjected to a sudden stress $\sigma_{\text{step}}$ at time zero, and this stress is then held constant for a period of time and then released while measuring the deformation over time. For an ideal solid, the deformation will be seen immediately when the stress is applied and will disappear immediately once the stress is removed. In other words, the structure of an ideal solid can be recovery completely. An ideal liquid flows with this applied stress,
and strain thus increases with time. In accord with the Newton’s law the strain at the time $t$ is equal to $\text{Strain} = (t - t_0) \frac{\text{Stress}}{\mu}$ and when this stress is removed, an ideal liquid stays at the deformed position without going back to its initial position to any degree, that is, there is no recovery because it reaches its new equilibrium state in no time. The behavior of a viscoelastic material lies between these two extremes. The deformation will be seen when the stress is applied, it increases not linearly with the time, and when the stress is removed the material recover part of the deformation in time. Ideally, it could recover the original shape in an infinite time.

Another test, very useful to characterize the viscoelastic materials is the stress relaxation test. In this test, a material is subjected to a sudden strain $\gamma$ at time $t_0$, and this strain is then held constant for a period of time and then released while measuring the stress over time. For the elastic materials the behavior is entirely similar to that previously observed in a creep test (fig.3.11b) or rather the stress is a constant and independent by the time of application of the strain. Contrarily, in a viscoelastic case (fig.3.11a), the stress induced in the material

![Figure 3.10: Responses of different materials during creep recovery tests](image)

![Figure 3.11: Viscoelastic and Elastic behavior to a stress relaxation test](image)
decreases in the time; it will relax with time.
If the stress is time dependent and the deformation is a constant, we have that:

\[ E(t) = \frac{\sigma(t)}{\varepsilon_0} \]  

(3.13)

where \( E(t) \) is defined as viscoelastic relaxation modulus. Equivalently we can write:

\[ \sigma(t) = E(t)\varepsilon_0 \]  

(3.14)

that is the equation that bind the uniaxial stress with the deformation in a viscoelastic materials. It is equivalent to the Hooke’s law for the elastic materials but it is valid only if the deformation is constant as in the relaxation test. Similarly, if a constant shear strain \( \gamma_0 \) is applied, a shear stress equal to \( \tau(t) = G(t)\gamma_0 \) is obtained.

Some common phenomena in viscoelastic materials are [29]:
- If the stress is held constant, the strain increases with time (creep).
- If the strain is held constant, the stress decreases with time (relaxation).
- The effective stiffness depends on the rate of application of the load.
- If cyclic loading is applied, hysteresis (a phase lag) occurs, along with a dissipation of mechanical energy.
- Acoustic waves experience attenuation.
- Rebound of an object following an impact is less than 100%.

Among the common viscoelastic phenomena, two types of behavior are of major engineering interest: transient properties (creep and relaxation) and dynamic response to alternating load.

### 3.2 Constitutive models of linear viscoelasticity

For *Hookean* solids and *Newtonian* fluids, linear relationships are defined to link stress-strain and stress-shear rate, due to mathematical modeling of extreme ideal cases (sections 3.1.1-3.1.2). In this relationships, the proportionality coefficients (elastic modulus and viscosity) are not dependent on the strain and shear rate. When this applies for the viscoelastic materials as well, it is called linear viscoelasticity.

Some constitutive models have been developed to simulate the linear viscoelasticity through the linear combination of springs and dashpots, to represent elastic and viscous components respectively.

#### 3.2.1 Maxwell model

One of the first constitutive models of linear viscoelasticity was proposed in 1867 by James Clerk Maxwell [31]. This model, also known as Maxwell model, can be represented by a purely viscous damper and a purely elastic spring connected in series (fig.3.12).

In this configuration, under an applied axial stress, the total stress \( \sigma \) and the total strain \( \varepsilon \), can be defined as follows:

\[ \sigma = \sigma_1 = \sigma_2 \]  

(3.15)
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Figure 3.12: Element in a Maxwell model

\[ \varepsilon = \varepsilon_1 + \varepsilon_2 \]  \hspace{1cm} (3.16)

\( \varepsilon_1, \varepsilon_2 \) indicate the spring and damper elements, respectively. Therefore, if an axial stress is applied to the structure, both elastic and viscous elements are subjected to the same stress. About the deformations instead, the total strain is equal to the sum of both elastic and viscous strain (\( \varepsilon_1, \varepsilon_2 \)) (fig. 3.13).

Figure 3.13: Deformed element in a Maxwell model

If \( E \) is the elastic modulus of the spring element, by the Hooke’s law it is subjected to a stress equal to:

\[ \sigma_1 = E \varepsilon_1 \]  \hspace{1cm} (3.17)

Equivalently, if \( \mu \) is the viscosity of the viscous damper element, by the Newton’s law it is subjected to a stress equal to:

\[ \sigma_2 = \mu \frac{d\varepsilon_2}{dt} \]  \hspace{1cm} (3.18)

A time derivative of the equation 3.15 is:

\[ \frac{d\sigma}{dt} = \frac{d\sigma_1}{dt} = \frac{d\sigma_2}{dt} \]  \hspace{1cm} (3.19)

and replacing the spring’s term we have:

\[ \frac{d\sigma}{dt} = \frac{d\sigma_1}{dt} = E \frac{d\varepsilon_1}{dt} \]  \hspace{1cm} (3.20)

and so:

\[ \frac{d\varepsilon_1}{dt} = \frac{1}{E} \frac{d\sigma}{dt} \]  \hspace{1cm} (3.21)

replacing it into the equation 3.16 and deriving the last in a time, we have:

\[ \frac{d\varepsilon}{dt} = \frac{d\varepsilon_1}{dt} + \frac{d\varepsilon_2}{dt} = \frac{1}{E} \frac{d\sigma}{dt} + \frac{\sigma}{\mu} \]  \hspace{1cm} (3.22)
3.2. CONSTITUTIVE MODELS OF LINEAR VISCOELASTICITY

This is the constitutive equation of the Maxwell model. By this equation, the behavior of the Maxwell model in relaxation and creep tests can be evaluated. Consider first the case where a constant strain $\varepsilon_0$ is applied to an initially unstressed material specimen at time $t = 0$. Then $\frac{d\varepsilon}{dt} = 0$ and eq.3.22 give

$$\frac{d\varepsilon}{dt} = 0 = \frac{1}{E} \frac{d\sigma}{dt} + \frac{\sigma}{\mu}$$  \hspace{1cm} (3.23)

and so

$$\frac{d\sigma}{\sigma} = -\frac{E}{\mu} dt$$  \hspace{1cm} (3.24)

if $t_0 = 0$ and $\sigma(0) = \sigma_0$ the differential equation, opportunely integrated in time, become

$$\sigma = \sigma_0 e^{-\frac{E}{\mu} t}$$  \hspace{1cm} (3.25)

where $\sigma_0$ is the instantaneous elastic stress.

For a time smaller then $t_0$ ($t < t_0$) (fig.3.14), $\varepsilon = \varepsilon_0$ and remembering that the ratio between the viscosity coefficient and the modulus have a time dimension, it is possible replace the last equation introducing the relaxation time $t_{relax}$ as follows:

$$\sigma = \sigma_0 e^{-\frac{t}{t_{relax}}}$$  \hspace{1cm} (3.26)

Figure 3.14: Relaxation in a Maxwell model

Therefore, the Maxwell model show that the stress needed to guarantee the same strain level ($\varepsilon_0$) in a viscoelastic material decrease progressively to zero when the time extends to the endless one. In other words, a Maxwell model subjected to a constant deformation give an instantaneous elastic stress that gradually decrease thereafter. Indeed this is how much it is observed qualitatively for the real viscoelastic materials and so the Maxwell model is able to describe the behavior in a relaxation test. The relaxation time is defined as the time to which the stress will be reduced of $1/e$ respect to the initial stress $\sigma_0$.

Consider now the case where a constant stress $\sigma_0$ is applied to an initially unstressed material specimen at time $t = 0$. Then $\frac{d\sigma}{dt} = 0$ and eq.3.22 give:

$$\frac{d\varepsilon}{dt} = \frac{\sigma}{\mu}$$  \hspace{1cm} (3.27)
this equation opportunely integrated in time, become

\[ \varepsilon(t) - \varepsilon_0 = \frac{\sigma_0}{\mu} (t - t_0) \]  \hspace{1cm} (3.28)

and if \( t_0 = 0 \), we have

\[ \varepsilon(t) = \varepsilon_0 + \frac{\sigma_0}{\mu} t \]  \hspace{1cm} (3.29)

therefore at time \( t = 0 \) there is an instantaneous elastic strain \( \varepsilon_0 = \frac{\sigma_0}{E} \) due to the spring; increasing the time \( t > 0 \) the dashpot is subjected to the same stress of the spring and so the strain increase linearly with the time.

In reality, for a long time the strain tend to an asymptotic value and so the Maxwell model is not proper to simulate the creep test. Finally, the Maxwell model allow to simulate the viscoelastic behaviour in a relaxation test but not those in a creep test (if not limited in time).

### 3.2.2 Kelvin-Voigt model

Another model to describe the behavior of a viscoelastic material was proposed by Kelvin and Voigt [31]. This model combines a spring (characterized by a parameter \( E \)) and a dashpot (characterized by a parameter \( \mu \)) connected in parallel (fig.3.16). In this configuration, under an applied axial stress, the total stress \( \sigma \) in a Kelvin-Voigt model is broken down on both spring and dashpot, namely:

\[ \sigma = \sigma_1 + \sigma_2 \]  \hspace{1cm} (3.30)

thus, the total stress is equal to the sum of both spring and dashpot stresses. Contrarily, the total strain is the same for the spring and the dashpot; both elastic and viscous elements are subjected to the same strain.

\[ \varepsilon = \varepsilon_1 = \varepsilon_2 \]  \hspace{1cm} (3.31)
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As done for Maxwell model and by the Hooke and Newton’s laws we have:

\[ \sigma_1 = E \varepsilon_1 \]  
\[ \sigma_2 = \mu \frac{d\varepsilon_2}{dt} \]  

combine the last equation to get:

\[ \sigma = E \varepsilon_1 + \mu \frac{d\varepsilon_2}{dt} \]  

This differential equation is the constitutive equation of the Kelvin-Voigt model and describes the material behavior under certain stress conditions. Similarly to the Maxwell model, we can describe the relaxation and creep phenomena. In the first case, we assume to have a constant applied strain over time. Then, \( \varepsilon = \text{constant} \) so \( \frac{d\varepsilon}{dt} = 0 \) and consequently \( \sigma = E \varepsilon_1 \). This means that if the deformation is kept constant the stress remains constant, the Kelvin-Voigt model is not able to predict the stress relaxation and therefore cannot be used to simulate a relaxation behavior. Suppose now to have the second case, i.e. we want to simulate a creep test, where the stress is applied with the same intensity for a long time. If \( \sigma \) is constant, its derivative in time \( \frac{d\sigma}{dt} = 0 \) for which the general equation of the model reduces to:

\[ \sigma_0 = E \varepsilon + \mu \frac{d\varepsilon}{dt} \]  

and integrating:

\[ \varepsilon(t) = \frac{\sigma_0}{E} \left( 1 - e^{-\frac{t}{\mu}} \right) \]  

remembering that the ratio between viscosity and a modulus is dimensionally a time, the equation can be rewritten by introducing the delay time, \( t_{\text{delay}} \), as:

\[ \varepsilon(t) = \frac{\sigma_0}{E} \left( 1 - e^{-\frac{t}{t_{\text{delay}}}} \right) \]  

and this means that to a initial instantaneous stress \( \sigma_0 \) the material responds with an instantaneous strain \( \sigma_0/E \) plus a strain that grows over time tending to an asymptotic value as expected in reality.

When a Kelvin-Voigt model is loaded, part of the energy is stored in the deformed spring, while the remainder is dissipated by the dashpot and gives rise to the deformation delayed. If the load is suppressed, the original shape is fully recovered by spring but similarly a delay occurs due to dashpot. As it is clear by equation 3.37, when a K-V model is loaded, the deformation is not instantaneous, but increases gradually approaching to an asymptotic value. Similarly, when the load is removed, the deformation slowly fades and the material recovers its original shape. Thus, the Kelvin-Voigt model is able to describe the viscoelastic behavior in a creep tests, but not in those of relaxation.

3.2.3 SLS (Standard Linear Solid) or Zener model

Both Maxwell and Kelvin-Voigt models are limited in their representation of the real viscoelastic behavior. Many other studies have proposed different models, more complex, in order to describe more completely with a single model the
behavior of materials. Among these the simplest, but still able to explain qualitatively the most important viscoelastic behavior, is the model SLS (Standard Linear Solid) or Zener\[32\]. The SLS model provides a combination of both elements and thus offers more possibilities to simulate the real behavior of viscoelastic materials. It provides a Kelvin-Voigt (K-V) element in series with a spring, or with equivalent results, a Maxwell element in parallel with a spring (fig.3.17).

Consider now the case in which the Zener model is composed by K-V element \((E_1, \mu)\) in series with a spring element \((E_2)\) (fig.3.17). In this configuration, under an applied axial stress, both elements are subjected to the same stress:

\[
\sigma = \sigma_1 = \sigma_2
\]  

where \(\sigma_1\) is referred to a K-V element and \(\sigma_2\) is referred to a spring element. The total strain, instead, is given by the sum of both element strains as:

\[
\varepsilon = \varepsilon_1 + \varepsilon_2
\]  

A time derivative of last equation is:

\[
\dot{\varepsilon} = \dot{\varepsilon}_1 + \dot{\varepsilon}_2
\]  

In the spring we have that: \(\dot{\varepsilon}_2 = \frac{\partial \varepsilon}{\partial t}\).

Replacing the stress-strain relation of the K-V model

\[
\sigma_1 = E_1 \varepsilon_1 + \mu \dot{\varepsilon}_1
\]
and $\dot{\varepsilon}_2$ in equation 3.40 we have:

$$\dot{\varepsilon} = \dot{\sigma} - \frac{E_1}{\mu} \varepsilon_1 + \frac{\sigma}{\mu}$$

(3.42)

substituting the equation 3.39 in the last equation:

$$\dot{\varepsilon} = \dot{\sigma} - \left(1 + \frac{E_1}{E_2}\right) \frac{\sigma}{\mu} - \frac{E_1}{\mu} \varepsilon$$

(3.43)

thus:

$$\sigma + \frac{\mu}{E_1 + E_2} \dot{\sigma} = \frac{E_1 E_2}{E_1 + E_2} \varepsilon + \frac{\mu E_2}{E_1 + E_2} \dot{\varepsilon}$$

(3.44)

and so:

$$\sigma + p_1 \dot{\sigma} = q_0 \varepsilon + q_1 \dot{\varepsilon}$$

(3.45)

where: $p_1 = \frac{\mu}{E_1 + E_2}$, $q_0 = \frac{E_1 E_2}{E_1 + E_2}$, $q_1 = \frac{\mu E_2}{E_1 + E_2}$

This last is the general equation of the SLS model.

As it was done for the two previous models, a constant strain $\varepsilon = \varepsilon_0$ at time $t = 0$ is applied at the SLS model to study its behaviour at relaxation test. Stress due to instantaneous strain is equal to $\sigma_0 = E_2 \varepsilon_0$, because only the spring answers instantaneously. For a time $t > 0$, the strain is constant and so $\frac{d\varepsilon}{dt} = 0$. The general equation of the SLS model becomes:

$$\dot{\sigma} + \frac{E_1 + E_2}{\mu} \sigma = \frac{E_1 E_2}{\mu} \varepsilon_0$$

(3.46)

solving this differential equation, with the given initial condition we get:

$$\sigma(t) = \varepsilon_0 \left(\frac{E_2^2}{E_1 + E_2} e^{-\frac{E_1 + E_2}{\mu} t} + \frac{E_1 E_2}{E_1 + E_2}\right) = \varepsilon_0 G(t)$$

(3.47)

and the relaxation function $G(t)$ of the SLS model is expressed as:

$$G(t) = G_\infty + (G_0 - G_\infty) e^{-\beta t}$$

(3.48)

where:

- $G_0 = E_2$ is the unrelaxed shear modulus or short-term shear modulus
- $G_\infty = \frac{E_1 E_2}{E_1 + E_2}$ is the relaxed shear modulus or long-term shear modulus
- $\beta = \frac{E_1 + E_2}{\mu}$ is the decay constant

For a viscoelastic materials, the relaxation function $G(t)$ decays to an asymptotic value $G_\infty$. Contrarily, for a pure viscous fluid the relaxation function tends to zero ($G_\infty = 0$) for a long time; the same equation also says that its value is equal to $G_0$ for a very small time.

Thus, given these three parameters ($G_0, G_\infty, \beta$), it is possible to calculate the value of the relaxation modulus at any time. The SLS model is the only capable of simulating both relaxation and creep tests.
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3.3 The dynamic behavior

3.3.1 The DMA (Dynamic Mechanical Analysis)

The response of a material to an oscillatory loads is called dynamics behavior. For viscoelastic materials, the dynamic behavior is of great interest because they are used where vibration damping or sound absorption is very important. A viscoelastic material subjected to a load, due to damping effect, dissipates part of the strain energy and so a phase shift between stress and strain is induced. The phase angle or loss angle $\delta$ is thus introduced. The hysteresis loop (fig.3.19) shows the amount of energy lost (as heat) in a loading and unloading cycle. Some materials show a time-dependent elastic behaviour. Although, in the elastic

Figure 3.18: Creep (a) and Relaxation (b) tests for Maxwell, Kelvin-Voigt and Zener models

regime, the strain is recoverable, the stress-strain curve is not the same for loading and unloading. Such materials instead exhibit viscoelasticity, involving both elastic and viscous components, which at normal loading and unloading rates leads to hysteresis. A typical hysteresis curve is shown in a figure 3.19, and the energy absorbed during one loading-unloading cycle is given by the area within the loop. The shape of the loop depends on the rates of loading and unloading (unlike normal time-independent elasticity).

Dynamic Mechanical Analysis, otherwise known as DMA, is a technique where a
material is subjected to a sinusoidal deformation $\gamma$ of small amplitude $\gamma_0$ at fixed pulse $\omega$ [rad/s]: $\gamma = \gamma_0 \sin(\omega t)$.

The rapidity of deformation or rapid shear is the first derivative respect to time of the deformation:

$$\frac{d\gamma}{dt} = \dot{\gamma} = \omega \gamma_0 \cos(\omega t) \quad (3.49)$$

For a pure Hookian solid, the stress is directly related with the strain $\tau = G\gamma$, but in the case of sinusoidal deformation becomes:

$$\tau = G\gamma_0 \sin(\omega t) \quad (3.50)$$

For a pure Newtonian fluid, instead, where $\tau = \mu \dot{\gamma}$, in the case of sinusoidal deformation becomes:

$$\tau = \mu \omega \gamma_0 \cos(\omega t) \quad (3.51)$$

In other words, the shear wave for an elastic solid will be in phase with the shear deformation, while the shear wave for a viscous fluid will be 90° out of phase compared to the shear deformation. For a viscoelastic materials, a phase shift is confined between 0 and 90 degrees and it reflects the elastic and viscous nature of the material.

![ DMA of Elastic, Viscous and Viscoelastic materials](image)

**Figure 3.20: DMA of Elastic, Viscous and Viscoelastic materials**

### 3.3.2 Loss Modulus, Storage Modulus, Complex Modulus and Loss Factor

Let us now apply a sinusoidal deformation:

$$\varepsilon = \varepsilon_0 \sin(\omega t) \quad (3.52)$$

where $\varepsilon_0$ is the maximum deformation amplitude for each cycle and $\omega$ is the pulsation. The stress will be:

$$\sigma = \sigma_0 \sin(\omega t + \delta) \quad (3.53)$$
where $\sigma_0$ is the maximum stress and $\delta(\omega)$ is the phase angle. Defined $E = \sigma_0/\varepsilon_0$, the last equation can be rewritten as:

$$\sigma = \varepsilon_0 E \sin(\omega t + \delta)$$  \hspace{1cm} (3.54)

then:

$$\sigma = \varepsilon_0 E \cos(\delta) \sin(\omega t) + \varepsilon_0 E \sin(\delta) \cos(\omega t)$$  \hspace{1cm} (3.55)

Similarly, for shear deformation $\gamma = \gamma_0 \sin(\omega t)$ we have:

$$\tau = \gamma_0 G \cos(\delta) \sin(\omega t) + \gamma_0 G \sin(\delta) \cos(\omega t)$$  \hspace{1cm} (3.56)

It is clear that the term $\sin(\omega t)$ is in phase with $\varepsilon$ (or $\gamma$) and the term in $\cos(\omega t)$ is $90^\circ$ out of phase; therefore, the first term represents the component of the stress that is in phase with the deformation (elastic contribution) and it is also a measure of the energy elastically stored and recovered during each cycle. The term $E' = E \cos(\delta)$ (or $G' = G \cos(\delta)$) is known as dynamic storage elastic modulus or storage modulus.

The second term represents the component of the stress out of phase (phase shifted of $90^\circ$) with the deformation (viscous contribution) and it is a measure of the energy dissipated (as heat) in each deformation’s cycle. The term $E'' = E \sin(\delta)$ (or $G'' = G \sin(\delta)$) is known as dynamic loss viscous modulus or loss modulus.

Then the viscoelastic materials stores energy during the deformation (expressed by the storage modulus and $E'$) and releases part of the energy during unloading with losses (expressed by the loss modulus $E''$). The phase angle between stress and strain is expressed as a tangent:

$$\tan \delta = \frac{E''}{E'} = \eta$$  \hspace{1cm} (3.57)

it is known as loss factor or loss tangent or dissipation factor; it is an alternative measure of the dissipation energy because expressed as ratio between the loss modulus and the storage modulus in a deformation cycle.

For a pure elastic material (phase angle=0°), the loss factor is equal to zero; contrarily for a pure viscous material the phase angle is equal to 90°, the energy is fully dissipated.

It is often convenient to express the stress as a complex quantity, whose complex modulus is given by:

$$\frac{\sigma^*}{\varepsilon^*} = \frac{\sigma_0}{\varepsilon_0} e^{i\delta} = E^* = E' + iE''$$  \hspace{1cm} (3.58)

where $E^*$ is known as Complex Young Modulus or Complex Modulus.

As done in the time domain, the constitutive equation of viscoelastic materials can be expressed in the frequency domain, through the use of complex modulus. The constitutive equation is given as a relation between $E'$ and $E''$ defined directly in a frequency domain. The determination of these coefficients must be done experimentally for each materials.

Thus:

$$|E^*| = \frac{\sigma_0}{\varepsilon_0} = \sqrt{(E')^2 + (E'')^2}$$  \hspace{1cm} (3.59)

finally, given $E'' = E' \tan \delta$, we have:

$$E^* = (E' (1 + \tan \delta))$$  \hspace{1cm} (3.60)
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An expression similar to complex Young’s modulus can be used for the complex shear modulus $G^*\!$ defined as:

$$G^* = (G' (1 + \tan \delta_G))$$  \hspace{1cm} (3.61)

where the real part $G'$ is due to pure elastic behavior, while the imaginary part $G''$ is due to pure viscous behavior and it is linked to the material’s shear strain. For most of viscoelastic materials is:

$$E' = 3G', \tan \delta = \tan \delta_G$$  \hspace{1cm} (3.62)

where $\tan \delta_G = G'' / G'$. These relations show that the complex Young’s modulus and the complex Shear modulus have the same frequency dependence and the loss factor to the extensional stress is the same as on the shear deformation. Real and imaginary parts of the complex modulus depends on temperature, frequency (fig.3.21) and the environment.

![Graph](image)

Figure 3.21: Storage modulus and loss modulus

3.3.3 Other consideration about Loss Factor

The damping capacity of a system is defined as the energy dissipated during a load cycle:

$$\Delta U = \oint f_d dx$$  \hspace{1cm} (3.63)

This quantity can also be interpreted as the area within the hysteresis cycle in the force-displacement plan.

If $U_{max}$ is the total initial energy of the system, the specific damping $D$ is then defined by the ratio:

$$D = \frac{\Delta U}{U_{max}}$$  \hspace{1cm} (3.64)

And so the loss factor $\eta$, that is the the damping capacity per radiant:

$$\eta = \frac{\Delta U}{2\pi U_{max}}$$  \hspace{1cm} (3.65)
$U_{\text{max}}$ is approximately equal to the maximal kinetic energy and the maximal potential energy of the system, when the damping is low. If those relations are applied in a viscoelastic material under an armonic solicitation (or deformation), it is:

$$\Delta U = \pi \varepsilon_0^2 E''$$  \hspace{1cm} (3.66)

and since $E'' = \eta E'$ it is:

$$\Delta U = \pi \eta \varepsilon_0^2 E'$$  \hspace{1cm} (3.67)

The maximal potential energy absorbed by the material is:

$$U = \frac{1}{2} E' \varepsilon_0^2$$  \hspace{1cm} (3.68)

Hence, from eq 3.67 and 3.68, it is possible to derive the loss factor as:

$$\eta = \frac{\Delta U}{2\pi U}$$  \hspace{1cm} (3.69)

It is clear that a material characterized by a high loss factor has a strong capacity in dissipating energy, and so strong damping properties.

It should not be forgotten that the loss factor depends on temperature and frequency. For each material, in a fixed temperature range, it is possible to observe convenient values of the dynamic parameters only in a certain frequency range, and, vice versa, in a fixed frequency range, it is possible to observe convenient values of the dynamic parameters only in a certain temperature range.

### 3.3.4 Temperature effects on viscoelastic behavior

The properties of polymeric materials which are used as damping treatments are generally much more sensitive to temperature than metals or composites. Thus, their properties, namely the complex moduli represented by $E$, $G$, and the loss factor $\eta$, can change fairly significantly over a relatively small temperature range. There are three main temperature regions in which a viscoelastic material can effectively operate, namely the glassy region, transition region, and rubbery region [1, 10]. Figure 3.22 shows how the loss factor and the storage modulus can vary with temperature. The glassy region is representative of low temperatures where the storage moduli are generally much higher than for the transition or rubbery regions. This region is typical for polymers operating below their brittle transition temperature. However, the range of temperatures which define the glassy region of a polymeric material is highly dependent on the composition and type of viscoelastic material(fig.3.23). Thus, different materials can have much different temperature values defining their glassy region. Because the values of the storage moduli are high, this inherently correlates to very low loss factors. The low loss factors in this region are mainly due to the viscoelastic material being unable to deform (having high stiffness) to the same magnitude per load as if it were operating in the transition or rubbery regions where the material would be softer. On the other material temperature extreme, the rubbery region is representative of high material temperatures and lower storage moduli. However, though typical values of storage moduli are smaller, like the glassy region the material loss factors are also typically very small. This is due to the increasing breakdown of material structure as the temperature is increased. In this region,
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Figure 3.22: Temperature effects on Storage Modulus and Loss Factor

Figure 3.23: Temperature effects on different materials: plastic (a), elastomer (b)

the viscoelastic material is easily deformable, but has lower interaction between the polymer chains in the structure of the material. Cross-linking between polymer chains also becomes a less significant property as temperature is increased. A lower interaction between the chains results in the material taking longer to
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reach equilibrium after a load is removed. Eventually, as the temperature hits an upper bound critical value (also known as the flow region temperature), the material will begin to disintegrate and have zero effective loss factor and zero storage modulus. The region falling between the glassy and rubbery regions is known as the transition region. Materials which are used for practical damping purposes generally should be used within this region because loss factors rise to a maximum. In more detail, if a material is within the glassy region and the temperature of the material is increased, the loss factor will rise to a maximum and the storage modulus will fall to an intermediate value within the transition region. As the material temperature is further increased into the rubbery region, the loss factor will begin to fall with the storage modulus. This behavior is illustrated in Figure 2.2. Therefore, it is extremely important to know the operating temperature range during the design phase of a host structure to which a viscoelastic damping treatment will be applied so that the viscoelastic treatment will be maximally effective. Figure 3.24 shows the optimum regions for various damping treatments. The region A is optimum for the free-layer treatments, characterized by high shear modulus and high loss factor. The region B is optimum for the constrained-layer treatments, characterized by low shear modulus and high loss factor. The region C is good for harmonic absorbers (tuned-mass dampers), having a low shear modulus and low loss factor, while the regions A and B are also excellent for many other types of dampers.

3.3.5 Frequency effects on viscoelastic behavior

Like temperature, frequency also has a profound effect on the complex modulus properties of a viscoelastic polymer, though to a much higher degree with an inverse relationship. The three regions of temperature dependence (glassy, transition, rubbery) can sometimes be a few hundred degrees, more than covering a typical operational temperature range of an engineered structure. But the range of frequency within a structure can often be several orders of magnitude.

Figure 3.24: Optimum regions for the Loss Factor

characterized by high shear modulus and high loss factor. The region B is optimum for the constrained-layer treatments, characterized by low shear modulus and high loss factor. The region C is good for harmonic absorbers (tuned-mass dampers), having a low shear modulus and low loss factor, while the regions A and B are also excellent for many other types of dampers.
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The frequency dependence on complex moduli can be significant from as low as $10^{-8}\,Hz$ to $10^8\,Hz$, a range much too wide to be measured by any single method [1]. Furthermore, relaxation times after deformation of a viscoelastic material can be anywhere from nanoseconds to years and will greatly effect one’s measurement methods, especially at low temperatures [1, 10].

Frequency has an inverse relationship to complex moduli with respect to temperature (fig.3.25). At low frequency, the storage moduli are low and the loss factors are low. This region is synonymous with the rubbery region (high temperatures). This is due to the low cyclic strain rates within the viscoelastic layer. As the frequency is increased, the material hits the transition region where the loss factor hits a maximum value. As the frequency is increased further, the storage moduli increase as the loss factor decreases. Thus, the transition region is again the range of frequency for which a material should be chosen to correspond to a host structure’s typical operating range. Figure 3.26 illustrates this behavior.

3.3.6 Cyclic Strain Amplitude Effects on Complex Modulus

The effect of cyclic strain amplitude on polymeric complex moduli is highly dependent on the composition and type of the polymer, particularly the molecular structure [1, 10]. Experiments have shown that the complex moduli of polymers
generally behave linearly only at low cyclic strain amplitudes [1]. There are, however, polymers such as pressure sensitive adhesives, which exhibit linearity even at high cyclic strain amplitudes. These polymers usually have very few cross links between long, entangled polymer chains. Therefore, the low interaction between these chains seems to have an effect on the linear behavior over wide strain amplitude ranges [1]. However, most viscoelastic polymers used in typical damping applications behave nonlinearly at high strain amplitudes. This nonlinearity is very difficult to model accurately and involves very complicated theories and a significant number of tests, many more than for linear complex modulus behavior, to gather data sufficient to establish trends for a specific material [1, 10].

### 3.3.7 Environmental effects on complex modulus

The environment plays a significant role in all outdoor engineering applications. Temperature ranges, climate, amount of rainfall or direct exposure to sunlight, as well as foreign substance exposure (such as petroleum products, alkalis, harmful chemicals, etc.) are necessary design factors to take into consideration for any outdoor engineering project. The same holds true when considering applying a viscoelastic treatment to an engineered structure. Temperature dependence on the behavior of viscoelastic complex moduli has already been discussed. But depending on the application, polymer type, and composition of the material, exposure to foreign substances must also be addressed. Oils and other petrochemicals can penetrate into some materials and alter the behavior as well as jeopardize the bond between a material and the host structure, something which will be shown to be very important. Therefore, it is important to study the effects of these foreign elements on the behavior of the material which will be used in a particular application. Some elements may be more important than others depending on the operating environment, so these elements should hold the highest interest of the designer.
Chapter 4
Experimental Approach

The objective of this research activity is to evaluate the damping of composite structures realized with embedded viscoelastic damping treatments (as discussed in section 1.2) and then, subsequently, to develop a numerical analysis technique that correctly represents what occurs experimentally. The structures analyzed in this work are two typical aircraft composite fuselage skin made by carbon fiber/epoxy resin pre-preg laminate; the first one treated with viscoelastic damping treatments (HPLT) and the second without treatment (will be our reference). The activities were performed in the frame of the project A.R.C.A. (DM24436) granted to IMAST S.c.a.r.l. and funded by the M.I.U.R. Defined a flight altitude in a range of about 0-8000m and considering to an international standard atmosphere (ISA), to simulate the behavior of such structures in a temperature range similar to the flight conditions different tests in a temperature range from 15°C to −35°C were performed.

A number of damping measures and criteria are used in practice to characterize structural damping [37, 38]. It appears in practice that damping parameters in multi-degree-of-freedom (MDOF) systems are the most critical to estimate. It is well known that they are the most sensitive to noise, measurement errors, inadequate excitation, etc. There exist different techniques for measuring damping values and properties [38, 39]. Different methods of damping identification have also been developed in dynamics; a review can be found in references [38, 40]. These methods can be classified into time and frequency domain. The logarithmic decrement is the simplest time-domain method used for single-degree-of-freedom (SDOF) systems. More elaborate time-domain techniques are used for MDOF systems. The most popular techniques include the Smith least squares (SLS) algorithm [41] and the least squares complex exponential (LSCE) method [41] which basically fit the impulse response function (IRF) of a MDOF system. A modification of the SLS method based on an initial estimate obtained from the logarithmic decrement can be found in reference [40]. Other time domain techniques used for SDOF and MDOF systems include limit envelopes [42] and Hilbert transform [43, 44, 46, 47, 48].

Frequency domain methods are based on the frequency response function (FRF). The 3-dB method [37] uses the amplitude of the FRF. This method can be improved when the phase information from the Nyquist plot is used additionally [37]. The methods can be extended to MDOF systems for lightly coupled modes.
with minimal crossovers. They also give significant errors in the case of lightly damped systems. More accurate results can be obtained when curve-fitting techniques are applied to the FRF. This can be done by using, for example, a linear least squares technique for the SDOF system and a non-linear least squares technique for the MDOF system. A comparison between various time and frequency domain methods is given in reference [40]. A combined time-frequency approach can be applied to estimate the damping of the system by using, for example, the Wigner-Ville distribution [44, 48]. The main use of a time-frequency approach to the study of vibration signals is made on time variations of the spectral characteristics.

The presence of viscoelastic material, as in this case, increases the modal density of the whole structure. This does not allow to use methods based on the frequency domain, such as 3-dB method, since it is impossible to isolate each resonance peak because the structural response at a resonance is influenced by contribution of the neighbouring resonances (heavily coupled modes). A time-domain’s method based on the Hilbert transform and the identification of the extinction curve of the signal was then used, in this work. This method is the so-called Impulse Response Decay Method (IRDM).

4.1 Impulse Response Decay Method (IRDM)

The Impulse Response Decay Method (IRDM) is a time-domain methods for damping measurement based on decay of oscillations[49, 51]. The damping characterization for a structure can be made through different parameters, all related and equivalent to each other. For experimental damping evaluation it is customary to refer to a dimensionless quantity, called loss factor $\eta$. It represents the fraction of mechanical energy dissipated (generally as heat) in a vibration cycle [53, 54]. The main point of the procedure is that the impulse response is obtained directly in time domain and not as inverse frequency response of the structure. This is the situation in which the impulse response function is prone to a Bias error when calculated via an inverse Fourier transform from a leakage free measurement of the frequency response function using DFT/FFT technique [50]. When the system under investigation contains lightly damped resonances, the estimated impulse response function will be biased in both amplitude and phase. Lightly damped resonances in a system cause the impulse response function to be long with decaying oscillations, which in the frequency domain corresponds to sharp, narrow peaks in the frequency response function. If the record length in the FFT analysis is not sufficiently long compared to the time constant of the decay in the impulse response function, the bias error is observed [49]. In the frequency domain this means that above-mentioned bias error is observed if the resonance peak in the frequency response function is narrower than the resolution in the analysis even though the calculated samples of the frequency response function are free of the influence of leakage. One of the assumptions underlying the application of this method is that the structural response is an IRF (Impulse Response Function). This claim allows to extract information from signal by applying the Hilbert transform such as the decay rate $D$ that is directly related to loss factor $\eta$.

In the standard IRDM procedure, the Hilbert transform must be applied on each
resonance peak and then this procedure evaluates the loss factor at resonance [50]. For highly damped structures, such as skins in advanced composite materials where the modal density is very high, it is not possible to separate each resonance peak because the structural response at a resonance is influenced by contribution of the neighbouring resonances (heavily coupled modes). In this case, it is assumed to obtain the loss factor in a frequency band as average loss factor in the band. This is not a modal approach, often known as Impulse Response Decay Method (IRDM) and allows a realistic estimate of damping to high frequencies. Once acquired the Time History, the first step is to filter the signal in a 1/3 octave bands in order to isolate the contributions to various bands; then the Hilbert transform is applied to the various bands and the Hilbert’s envelope is evaluated. The final step is to evaluate the regression line, and then the decay rate of the response for each analysis band.

4.1.1 Excitation type

The assumption underlying the application of the Hilbert transform is that the excitation is impulsive [49]. Theoretically the unit impulse function or Dirac function (\(\delta(t)\)) is a generalized function representing an infinitely sharp peak bounding unit area; this function has the value zero everywhere except at \(t = t_0\) where its value is infinitely large in such a way that its total integral is 1.

\[
\delta(t) = \begin{cases} 
+\infty, & t = t_0 \\
0, & t \neq 0 
\end{cases} \tag{4.1}
\]

\[
\int_{-\infty}^{+\infty} \delta(t) dt = 1 \tag{4.2}
\]

In frequency-domain, an impulsive signal has a constant spectrum and so excites the structure with the same amplitude at all frequencies. An impulsive signal is not easily reproducible experimentally due to both constructive problems and physical problems (friction, etc.). Since vibration tests require a lot of excitations with the same amplitude and because the tests were conducted in a...
climatic chamber, in order to characterize the damping behavior in a temperature range similar to the flight conditions, an excitation system has been developed ad-hoc.

A programmable excitation system was thus developed by Department of Aerospace Engineering at University of Naples Federico II in order to overcome the limitations given by standard excitation devices and to obtain a signal that is as close as possible to the impulsive one. The obtained excitation signal (fig.4.1) has an application time about \(2.5 \cdot 10^{-4}\)s and so it frequency spectrum is constant up to around 4 kHz.

### 4.1.2 Hilbert Transform

The Hilbert transform [45] for a real signal \(x(t)\) in time domain is defined as:

\[
\tilde{x}(t) = H[x(t)] = \int_{-\infty}^{+\infty} \frac{x(\alpha)}{\pi(t-\alpha)} d\alpha
\]  

(4.3)

It is easy to see (fig.4.2) that the Hilbert transform leads to phase delay (\(\pi/2\) radians for each frequency component of input signal) and produces no change in input amplitude signal. Defined a complex analytical signal \(\hat{x}(t)\), whose real part is the signal \(x(t)\) and its imaginary part is the Hilbert transform of the signal \(\tilde{x}(t)\), as follows:

\[
\hat{x}(t) = x(t) + j\tilde{x}(t)
\]  

(4.4)

the module of the function so defined, provides the envelope function, as shown in figure 4.2 for a simple signal like a damped sinusoid. The envelope of impulsive response gives all the information necessary to calculate damping. In the case of MDOF system, the same method can be used if, in the frequency response, it is possible to distinguish every modal behaviour. An example is the system represented in figure 4.3 with frequency response and relative impulsive response on right side. The impulsive response can not be used because it is a sum of five different damped sinusoids, each of them corresponding to an own vibration mode. Through an opportune filtering, it is possible to isolate the peak of interest.
in the FRF so to obtain the impulsive response corresponding to a SDOF system (4.3c, 4.3d). Do that, it is possible to analyze the system as seen before. The use of Hilbert transform to determine damping, requires the knowledge of impulsive response (in time domain) of the structure for the analysis. If $h(t)$ is the impulse response function (IRF), the analytic function $\hat{h}(t)$ defined such as equation 4.4, is equal to:

$$\hat{h}(t) = h(t) + j\tilde{h}(t)$$

whose modulus is:

$$|\hat{h}(t)| = \sqrt{h^2(t) + \tilde{h}^2(t)}$$

The modulus of the function $\hat{h}$ is simply the envelope of the function $h(t)$ (fig. ??).

For a SDOF system (Single Degree Of Freedom system) the modulus of IRF transform is [49]:

$$h(t) = A_0 e^{-\sigma t} \sin(\omega_d t) \rightarrow |\hat{h}(t)| = A_0 e^{-\sigma t}$$

(4.7)
where $A_0$ is the amplitude; $e^{-\sigma t}$ is the exponentially decaying term, determined by the viscous damping and called the damping term; $\sin(\omega_dt)$ is the term that oscillates at a frequency which is the damped natural frequency.

If the system is underdamped the impulse response has a trend like that shown in fig.4.4, where the bold curves are called *extinction curves* and are described by the equation:

$$y = \pm A_0 e^{-\sigma t}$$

where $\sigma$ is the decay constant or decay rate. Known the decay constant, it easy to obtain the loss factor as:

$$\eta = \frac{2\sigma}{\omega_n}$$

where $\omega_n$ is the central frequency of each analysis band.

### 4.1.3 Decay Rate evaluation

The viscoelastic layer give rise to an increase in modal density due to its link with the viscoelastic characteristics and frequency [55]. When the frequency of analysis increases, the modal density increases too. For this reason, in this case, applying the procedure described in section 4.1.2, the Hilbert envelope is not very smooth as in the SDOF (fig.4.4). Consider what happens in figure 4.5 where the filtered time-history (with central-band frequency equal to 508Hz) and its Hilbert envelope is shown; this last have generally a large number of peaks (local maxima) due to high modal density. The area of interest in the Hilbert’s envelope curve useful to decay rate evaluation is contained between red lines (fig.4.5) and coincides with time history extinction length. The decay evaluation is achieved by the least squares method considering the values identified by the peaks in the area of interest. Another assumption is to neglect the valleys (local minima) since they are related to the sampling used to calculate the Hilbert envelope. If the
peaks (red circles in fig.4.6) are identified by couples of random variable \((x_i, y_i)\) where \(x_i\) is the time and \(y_i\) is the acceleration in dB, the regression line is given by:

\[
y = ax + b
\]

where the terms \(a, b\) are estimated in order to minimize the squared residuals \(S\) given by:

\[
S = \sum_{i=1}^{n} z_i^2 = \sum_{i=1}^{n} (y_i - ax_i - b)^2
\]

The estimation of parameters \(a, b\) is computed imposing that the partial derivatives of the squared residuals \(S\) respect to \(a, b\) are equal to zero as follows:

\[
\frac{\partial S}{\partial a} = 2\left( - \sum_{i=1}^{n} x_i y_i + a \sum_{i=1}^{n} x_i^2 + b \sum_{i=1}^{n} x_i \right) = 0
\]

\[
\frac{\partial S}{\partial b} = 2\left( - \sum_{i=1}^{n} y_i + a \sum_{i=1}^{n} x_i + nb \right) = 0
\]

hence

\[
\hat{b} = \frac{1}{n} \sum_{i=1}^{n} y_i - \hat{a} \frac{1}{n} \sum_{i=1}^{n} x_i = \bar{y} - \bar{x} \hat{a}
\]

\[
\hat{a} = \frac{1}{n} \sum_{i=1}^{n} (x_i y_i) - \bar{x} \bar{y}
\]

\[
\frac{1}{n} \sum_{i=1}^{n} x_i^2 - \bar{x}^2
\]

and finally, the regression line (fig.4.6) becomes:

\[
y = \hat{a} x + \hat{b}
\]

and its slope \(\hat{a}\) is the decay rate \(D\). The equation 4.9 give the loss factor \(\eta\).

### 4.2 Experimental set-up

In this section, the experimental set-up used to perform tests is described. It can be divided into an excitation system, a climatic room and an acquisition system.
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4.2.1 Excitation system

The excitation system used in this activity has been entirely designed and built at Dias’s laboratory. It is the result of numerous experiments accompanied by corresponding changes in order to obtain an excitation system more performing. This system (fig.4.7) is composed by pneumatic actuator (cylinder), hydraulic electrovalves, and it is automated through the use of a programmable control unit. The pneumatic actuator was chosen because it compared to other excitation systems, such as impact hammer, it is able to provide a lot of excitations with the same intensity (avoiding the overload of the channel in the acquisition system) and above keeping the same position for the excitation. Electromagnetic actuators were discarded due to their high inertia. In addition, only the pneumatic actuator can operate automatically without problems up to low temperatures, as in this case. The obtained signal (fig.4.8) has an excitation time about $2.5 \cdot 10^{-4}$s and so it frequency spectrum is constant up to around 4 kHz.

Figure 4.7: Excitation system (a) and some of its components (b)

Figure 4.8: Excitation signal
4.2.2 Climatic room

Defined a flight altitude in a range of about 0-8000m and considering the international standard atmosphere (ISA), in order to simulate the damping behavior of these composite fuselage structures in a temperature range similar to the flight conditions, different tests in a temperature range from 15°C to −35°C were performed. The device able to reproduce the environmental flight conditions in terms of temperature is the climatic room (fig.4.9). These tests have been performed in the climatic room of the acoustic laboratory of the Alenia Aeronautica which allows temperature variations in a wide range of values (-75°C, +180°C) with a rate of change of 8°C/min).

Figure 4.9: Climatic room of Alenia Aeronautica laboratories

4.2.3 Acquisition system

The acquisition system is composed by four monoaxial accelerometers, PCB Piezotronics, (fig.4.10b) located in a different positions on the panel surface skin. The acceleration time histories are showed and registered in a real time by signal analyzer device  *LMS scadas mobile SCM01* (fig.4.10a).

Figure 4.10: Acquisition system
4.3 Structure lay-up

Two typical aircraft composite fuselage panels made by carbon fiber/epoxy resin pre-preg laminate have been analyzed in this work; the first one treated with viscoelastic damping treatments (HPLT) and the second without treatment (fig.4.11). About the boundary conditions, the panels are suspended into the climatic room through four springs (fig.4.12b) in order to realize a free-free condition. The stiffness of the springs are such that the first natural frequency of the springs-panel system is much lower than the first natural frequency of the panel. The dimensions of the panels are equal to 200x600mm. The position of the four accelerometers is like in figure 4.12a.

Figure 4.11: Panels lay-up: (a) treated, (b) no-treated

Figure 4.12: Test Panel
4.4 Results

Thanks to the excitation system opportunely developed for this test campaign, a lot of signal acquisitions have been performed at different temperature conditions for both no-treated and treated panels as follows:

- 212 tests for no-treated panel at temperature condition of $-35^\circ$C;
- 168 tests for treated panel at temperature condition of $15^\circ$C;
- 100 tests for treated panel at temperature condition of $-20^\circ$C;
- 50 tests for treated panel at temperature condition of $-25^\circ$C;
- 50 tests for treated panel at temperature condition of $-35^\circ$C.

A first result of the viscoelastic effect, it already can be seen from the comparison of the time histories. These curves (fig. 4.13) show that the treated panel has a decay rate much faster than the untreated panel.

![Acceleration Time Histories](image)

Figure 4.13: Acceleration time histories for treated and no-treated panels

This effect is much more clear in the filtered signals and their Hilbert transforms. A comparison between the filtered accelerations and their Hilbert transforms, for the two analyzed cases (treated and no-treated panels) in the analysis band with the central frequency equal to $254Hz, 508Hz, 806Hz, 1016Hz, 2032Hz$ and $3225Hz$ are shown in figures 4.14-4.19, respectively.
4.4. RESULTS

Figure 4.14: No-treated (a) vs treated (b) time histories, $F_c=254\text{Hz}$
Figure 4.15: No-treated (a) vs treated (b) time histories, Fc=508Hz
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Figure 4.16: No-treated (a) vs treated (b) time histories, $F_c=806\text{Hz}$
Figure 4.17: No-treated (a) vs treated (b) time histories, Fc=1016Hz
Figure 4.18: No-treated (a) vs treated (b) time histories, $F_c=2032\text{Hz}$

(a) Time History filtered, $F_c=2032\text{Hz}$

(b) Hilbert envelope, $F_c=2032\text{Hz}$

(a) no treated

(b) treated
Figure 4.19: No-treated (a) vs treated (b) time histories, $F_c=3225\text{Hz}$
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4.4.1 Position effect

Four accelerometers for each test have been utilized. Considering a coordinate system as shown in a figure 4.12a, in the table 4.1 the accelerometers positions are reported. For each tests and for both test panels, these positions do not change. The use of four accelerometers, therefore, allows to avoid that the acquired signals are affected by systematic errors, such as the bias error. In fact, in the case of a suspended panel, a typical systematic error could be caused by the placement of the accelerometer in a lines of zero out-of-plane displacement [56]. In this case the sensor cannot detect the real behavior of the structure, and consequently its measurement is wrong. The figures 4.20-4.21, show the loss factor evaluated for each accelerometer at temperature condition of $T = -35^\circ C$ and for both test panels (treated and no-treated). It is possible to see that the loss factor have the same curve progress thus are not be dependent on accelerometer positions. So the bias error can be excluded.

Table 4.1: Position of the accelerometers

<table>
<thead>
<tr>
<th>accelerometer</th>
<th>x [mm]</th>
<th>y [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>129</td>
<td>450</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>525</td>
</tr>
<tr>
<td>3</td>
<td>169</td>
<td>280</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>235</td>
</tr>
</tbody>
</table>

Figure 4.20: Loss factor for each accelerometers in a no-treated panels at $T = -35^\circ C$
4.4.2 Temperature effect

Generally, the viscoelastic materials change their mechanical properties with frequency and temperature as shown in sections 3.3.4-3.3.5.

In this work, the investigation was focused on the characterization of the overall damping for two typical aircraft composite fuselage skin made by carbon fiber/epoxy resin pre-preg laminate; the first one treated with viscoelastic damping treatments (HPLT) and the second without treatment.

Considering that in aerospace application from cruise and climb/descent conditions the temperature ratio is very high, it is very important to appraise the range of temperature in which the composite structures give an optimal noise and vibration reduction (best loss factor). To get this, many tests have been performed.

Assessed the absence of systematic errors due to the positioning of the accelerometers, the loss factor curves were obtained as average value of a loss factor evaluated for each accelerometers and for all tests, at fixed temperature condition. The first result of damping versus frequency for both test panels (treated and no-treated) is shown in figure 4.22. At the same temperature ($-35^\circ C$) the loss factor of the treated panel is almost one order of magnitude higher than that of the no-treated panel (about $10^{-1}$ versus $10^{-2}$). This highlights how the viscoelastic damping treatments are very efficient for noise and vibration control.

The evaluated loss factor versus frequency at different temperature conditions, for treated panel are shown in figure 4.23. The analyzed temperature conditions, for treated panel, have been $T = 15^\circ C, T = -20^\circ C, T = -25^\circ C, T = -35^\circ C$.

Decreasing the temperature from $15^\circ C$ to $-25^\circ C$, the loss factor increases of about 5 logarithmic levels reaching the optimal value. At the temperature of $-35^\circ C$, the loss factor has the same curve progress referred to these at $-20^\circ C$.
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Figure 4.22: Loss factor for both test panels (treated and no-treated) at T=−35°C

Figure 4.23: Treated panel: loss factor vs frequency at different temperature conditions and −25°C up to 1500Hz, but it decreases of about 2 logarithmic levels for the other frequencies. This behavior is in compliant to viscoelastic properties curves(fig.3.22) where the optimal temperature range in which the composite structure show the greatest damping is about from −20°C to −35°C.
4.4.3 Statistical analysis

In order to estimate the uncertainty level of our tests and thanks to high number of acquired signals, a statistical analysis has been made.

Defined the standard deviation as follows:

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{N} (\eta_i - \overline{\eta})^2}{N}} \quad (4.16)
\]

were \( N \) is the number of the performed tests (as reported in a section 4.4), \( \eta_i \) is the loss factor at i-th test and \( \overline{\eta} \) is the mean loss factor, the standard deviations curves have been calculated (fig.4.24). By equation 4.16, is clear that increasing the number of tests \( N \), decreases the value of the standard deviation and so the estimated loss factor tends to be very close to the mean. This is perfectly what appears by our tests; for no-treated panel at temperature condition of \( T = -35^\circ C \), where we have the greatest number of tests (212), a minimum value of the standard deviation (about \( 10^{-3} \)) occurs. However, the maximum standard deviation occurs for treated panel at temperature condition of \( -35^\circ C \) and frequencies greater than 1500Hz, but its value is relatively low (about \( 10^{-2} \)).

For these two test cases (treated and no-treated panels at temperature of -35C), a confidence intervals at 95% were calculated (fig.4.25, 4.26). Defined the mean value as:

\[
\overline{\eta} = \frac{\sum_{i=1}^{N} \eta_i}{N} \quad (4.17)
\]

the probability at 95% can be expressed as:

\[
P \left( \overline{\eta} - 1.96 \frac{\sigma}{\sqrt{N}} < \eta < \overline{\eta} + 1.96 \frac{\sigma}{\sqrt{N}} \right) = 0.95 \quad (4.18)
\]
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and so, the confidence interval is:

\[ IC = \bar{\eta} \pm 1.96 \frac{\sigma}{\sqrt{N}} \]  

(4.19)

Figure 4.25: Confidence interval for no-treated panel, T=\(-35^\circ C\)

Figure 4.26: Confidence interval for treated panel, T=\(-35^\circ C\)

The maximum interval with 95% confidence interval is 0.0019 for the untreated panel and it is 0.0211 for the treated panel; the first one occurs at low frequencies.
while the second occurs around $3200\,\text{Hz}$. At high frequencies the evaluated loss factor is influenced by the excitation system, as seen in section 4.1, while at low frequencies, such as $0 - 500\,\text{Hz}$, the values of the loss factor are unstable. This is related to the IRDM method that when the modal density is low gives unstable results [51].
Chapter 5

Numerical approach

The objective of the numerical part of this research activity is to create a numerical approach able to provide the same experimental results in terms of damping, as shown in chapter 4.

There are different analytical and numerical methods, as described in chapter 1, able to characterize the dynamic behavior of structures realized with constrained layer treatments. The analytical methods are applicable only on relatively simple structures, while the need to analyze complex structures turn our attention to the methods based on finite element analysis. The use of the traditional FEM approaches, such as the Modal Strain Energy (MSE) or the Complex Eigenvalue Analysis, is limited by the material models; many FEM software, in fact, does not allows to use the viscoelastic material models. The assumption of this chapter is to simulate the same experimental test, in terms of load and boundary’s conditions, in order to reproduce the same dynamic behaviour of the panel in terms of accelerations and so to apply the IRDM like in the experimental tests. Two approaches (Explicit non linear analysis and Direct frequency response analysis) in time and frequency domains have been used and two different models for viscoelastic material, Herman and Peterson and Hysteretic formulation respectively, have been utilized.

5.1 Finite Element modelling

The composite structures realized with embedded viscoelastic damping treatments can be represented like the sandwich structures where the viscoelastic layer is like the sandwich core. The dissipation energy in the structure is given only by viscoelastic material and it is almost exclusively linked to shear deformation [59]; modeling composite structures with viscoelastic layer requires that the shear deformation be accurately represented.

There are three commonly-used finite element models for composite structures with viscoelastic core, as shown in figure 5.1. Briefly, the features of the above three models can be summarized as:

- Model (a) is commonly-used for its relatively simple FEM modellation and for its low computational cost required;
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- Model (b) is the most complex one and can be used to model curved plates, because the offset plate elements in model (a) do not correctly represent the curved inside and outside layers [61];

- Model (c) exhibits a better convergence rate than model (a), but due to the extra nodes, the computational cost increases.

![Finite element models for composite structures with viscoelastic core](image)

Figure 5.1: Finite element models for composite structures with viscoelastic core

One thing that needs to be avoided in finite element modeling is shear locking. Shear locking is caused by an inaccurate displacement field of linear quadrilateral or hexahedral elements. Illustrated on the left of figure 5.2 is the real deflection shape of a bending element and on the right its linear representation. It can be seen that though the extension on the top and the compression at the bottom are modeled, an unreal shear stress is introduced by the linear model. This excessive shear absorbs strain energy, thus the element reaches equilibrium with smaller nodal displacements because of shear locking. This representation under-predicts the bending displacements and over-predicts the stiffness. To avoid shear locking, the thickness/length ratio of solid elements should be kept above 1/5000 [62]. This requirement is satisfied in this Finite Element model.

Considering computational cost and that the test panels are no curved plates, model (a) is used in this research. Therefore, shell-solid-shell elements have been used for the FE modelling where the QUAD4 elements (for both upper and lower layers), are modeled by PCOMP scheduled with offset equal to composite mid-thickness; the HEXA elements are, instead, modeled by HEXA8 scheduled...
Table 5.1: Number of Nodes and Elements of the FE model

<table>
<thead>
<tr>
<th>Type</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCOMP</td>
<td>9600</td>
</tr>
<tr>
<td>HEXA8</td>
<td>4800</td>
</tr>
<tr>
<td>Total Elements</td>
<td>14400</td>
</tr>
<tr>
<td>Total Nodes</td>
<td>9922</td>
</tr>
</tbody>
</table>

both in a NASTRAN software. The FE model dimensions are like to test panels (fig.5.3) equal to 200x600[mm] respectively for width and height. The mesh is realized with around 15000 elements and around 10000 nodes as reported in table 5.1. The mesh size is equal to 5x5[mm] and it is such that numerical results are reliable up to frequencies of about 5000Hz as required by experimental tests.

The composite lay-up is granted to IMAST S.c.a.r.l. and was developed in the frame of the project A.R.C.A. (DM24436) funded by the M.I.U.R.. Considering the reference system in figure 5.4, where the x-axis is oriented in a longitudinal direction of the plate and the y-axis in a transversal direction, the composite lay-up is equal to:

\[
[OF(IWWF)/45/90/−45/0/−45/Viscoelastic/−45/0/−45/90/45/OF]
\]

The properties of Fabric (\(OF\) and \(OF'(IWWF)\)) and Tape are reported in a table 5.2. The thickness of the viscoelastic layer is 0.230\(mm\) and so the total thick-
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Table 5.2: Properties of the Composite plies

<table>
<thead>
<tr>
<th></th>
<th>Tape</th>
<th>Fabric</th>
<th>Fabric (IWWF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$ [GPa]</td>
<td>142.0</td>
<td>65.1</td>
<td>65.2</td>
</tr>
<tr>
<td>$E_2$ [GPa]</td>
<td>7.79</td>
<td>65.20</td>
<td>65.20</td>
</tr>
<tr>
<td>$G_{12}$ [GPa]</td>
<td>4.00</td>
<td>3.86</td>
<td>3.86</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>0.34</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$t$ [mm]</td>
<td>0.193</td>
<td>0.220</td>
<td>0.220</td>
</tr>
<tr>
<td>$\rho$ [Kg/m$^3$]</td>
<td>1550</td>
<td>1531</td>
<td>1909</td>
</tr>
</tbody>
</table>

The thickness of the panel is equal to 2.6 mm. About the boundary conditions and load conditions, they are made in order to represent correctly the experimental tests. The boundary condition is then free-free, while the load is impulsive. It is simulated with a constant frequency spectrum, such as the Dirac signal. About the viscoelastic material, soundfoil LT (HPLT) was used. Its properties, only in two
different temperature conditions (−27°C and 0°C), in terms of loss factor η and complex modulus |G| are granted to IMAST S.c.a.r.l. in the frame of the project A.R.C.A. (DM24436) funded by the M.I.U.R. Known the loss factor η and the complex modulus |G| and by equations 3.57-3.58, the Loss Modulus and the Storage Modulus can be calculated (fig.5.7). The properties reported in figure 5.7,
show that the viscoelastic material (HPLT) give a maximum performance at low temperature, in accord with experimental results. Decreasing the temperature from 0°C to −27°C, the storage modulus \((G')\) increases, but the loss modulus \((G'')\) increases much more and so the loss factor \((\eta)\) increases. Therefore at low temperatures the viscoelastic material dissipates a greater quantity of energy. As previously described, two different approaches have been used. For both the equation of structural dynamics is solved, the first one in time domain and the second in frequency domain.

5.2 Explicit non linear analysis

The application of this method is entirely performed by NASTRAN software. The general equation of motion:

\[
[M] \{\ddot{x}\}_n + [C] \{\dot{x}\}_n + [K] \{x\}_n = \{F(t)\}_n^{ext} \quad (5.1)
\]
can be rewritten as:

\[
[M] \{\ddot{x}\}_n = \{F\}_n^{ext} - \{F\}_n^{int} \quad (5.2)
\]
and so:

\[
\{\ddot{x}\}_n = [M]^{-1} \{F\}_n^{residual} \quad (5.3)
\]
where:

\(\{F(t)\}_n^{ext}\) is the vector of externally applied loads;

\(\{F\}_n^{int} = [C] \{\dot{x}\}_n + [K] \{x\}_n\) is the vector of internal loads;

\([M]\) is the mass matrix.

The acceleration can be found by inverting the mass matrix and multiplying it by the residual load vector. The mass matrix is lumped which results in a diagonal mass matrix. Since is diagonal, its inversion is trivial, and the matrix equation (eq.5.3) is a set of independent equations for each degree of freedom, as follows:

\[
\ddot{x}_{ni} = F_{ni}^{residual} / M_i \quad (5.4)
\]

For explicit codes to remain stable, the time step must subdivide the shortest natural period in the mesh. This means that the time step must be less than the time taken for a stress wave to cross the smallest element in the mesh. Because the smallest element in an explicit solution determines the time step, it is extremely important to avoid very small elements in the mesh. Since it is impossible to do a complete eigenvalue analysis every cycle to calculate the timestep, an approximate method, known as the Courant Criterion, is used. This is based on the minimum time which is required for a stress wave to cross each element:

\[
\Delta t = \frac{SL}{c} \quad (5.5)
\]
where:
\( \Delta t \) is the time step;

\( S \) is the time step scale factor \((<1)\);

\( L \) is smallest element dimension;

\( c \) is the speed of sound in the element material.

This explicit methods allows to use the formulation of Herman and Peterson for the viscoelastic material, as follows:

\[
G(t) = G_{\infty} + (G_0 - G_{\infty})e^{-\beta t}
\]  

(5.6)

where:

- \( G_0 \) is the unrelaxed shear modulus or short-term shear modulus
- \( G_{\infty} \) is the relaxed shear modulus or long-term shear modulus
- \( \tau = 1/\beta \) is the decay constant

The advantages of this explicit approach are that it gives directly the time-history like the experimental tests and that it has a lower computational cost compared to direct frequency response analysis. The disadvantage of this approach is that it requires that the characteristics of the viscoelastic material are inserted in time domain (NASTRAN material scheduled MATD006). Unfortunately, in this research activity, only two viscoelastic properties are known, ie the Loss Modulus and Loss Factor, and both are expressed in frequency domain. To overcome this limitation, the interconversion methods have been used [63, 64, 65]. The dynamic measurements are mainly used in industry field, because they can be easily made from commercially available equipment, and these allow to obtain the dynamic response functions in terms of \( G'(\omega) \) and \( G''(\omega) \). As discussed above, \( G'(\omega) \) is a measure of elastic energy stored in a cycle of deformation, while \( G''(\omega) \) is a measure of energy dissipated in a cycle of deformation.

Many approximate interconversion methods have been developed in the past. Some of these are still used now, especially in laboratories. These methods, given the material properties in frequency domain provide the material properties in time domain. Three are the most common algorithms based on semiempirical formulations; all these consider that a dynamic experiment performed at frequency \( \omega \), is equivalent to an experiment performed in time with \( t = 1/\omega \) and are following shown:

**Ninomiya and Ferry [63]:**

\[
G(t) \cong \left[ G'(\omega) - .4G''(4\omega) + .014G''(10\omega) \right]_{\omega=1/t}
\]

(5.7)

**Schwarzl and Strauik [64]:**

\[
G(t) \cong \left[ G'(\omega) - .337G''(3.23\omega) \right]_{\omega=1/t}
\]

(5.8)
Schwarzl [65]:

\[ G(t) \approx \left[ G'(\omega) - 0.00807G''\left(\frac{\omega}{16}\right) - 0.00719G''\left(\frac{\omega}{8}\right) + 0.00616G''\left(\frac{\omega}{4}\right) - 0.467G''\left(\frac{\omega}{2}\right) + 0.0918G''(\omega) + 0.0534G''(2\omega) - 0.08G''(4\omega) + 0.0428G''(8\omega) \right]_{\omega=1/t} \]  

(5.9)

Applying these at the viscoelastic material used in this research activity (soundfoil LT (HPLT)), at temperature condition of \( T = 0^\circ C \), the curves in a figure 5.8 have been calculated. All methods give the same results so the terms of Herman and Peterson formulation (eq.5.6) can be chosen as follows:

- \( G_0 = 0.6[\text{MPa}] \)

- \( G_\infty = 0.4[\text{MPa}] \)

- \( \tau = 0.1[\text{s}] \)

Other parameters needed to define the NASTRAN material scheduled (MATD006) are the density \( \rho \) and the bulk modulus \( B \). The first one is known and equal to \( \rho = 990[\text{Kg/m}^3] \); the second is unknown, so we chose to place it equal to that of similar materials and thus \( B = 1[\text{GPa}] \). The time step calculated by Courant Criterion is equal to \( \Delta t = 10^{-5}[\text{s}] \).
5.2.1 Results

A brief summary of the parameters utilized in the first numerical simulation are listed in Table 5.3; the result in terms of loss factor vs. frequency is reported in Figure 5.9. The numerical result of the test 1 shows a strongly decay in frequency.

Table 5.3: Parameters used in a first numerical simulation

<table>
<thead>
<tr>
<th>Test</th>
<th>$G_0$ [MPa]</th>
<th>$G_\infty$ [MPa]</th>
<th>Bulk [GPa]</th>
<th>$\tau$ [s]</th>
<th>$\Delta t$ [s]</th>
<th>$\rho$ [Kg/m$^3$]</th>
<th>$T$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>0.6</td>
<td>0.4</td>
<td>1</td>
<td>0.1</td>
<td>$10^{-5}$</td>
<td>990</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5.9: Loss Factor vs. frequency result for test 1

abnormal if compared to experimental result. This behavior may be attributed to three different factors: the first related to the erroneous attribution of the bulk modulus. As mentioned above, this parameter is unknown and therefore it has been estimated by viscoelastic materials with similar features; the second related to the incorrect estimation of the viscoelastic material properties in the time domain ($G_0$, $G_\infty$, $\tau$). Thus, interconversion models could be not valid for the present case; the third related to the material model used. The Herman and Peterson formulation could be inappropriate in this case.

In order to perform a sensitivity analysis, three other numerical simulations were conducted by varying
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τ, K, G₀, and keeping all other parameters constant like in test 1. A brief summary of the used parameters are listed in table 5.4. The results in figure 5.10 show that the strongly decay in frequency remains yet. Therefore, the variation of material properties does not affect the numerical solution. In fact, varying the Decay constant τ, the Bulk modulus B and the unrelaxed Shear modulus G₀ for the tests 2,3,4 respectively, the loss factor curves have the same trend (fig. 5.10). This is physically not possible. For this reason we can conclude that the material model (Herman and Peterson) is inappropriate in this case. This could be due to several factors such as the type of excitation (impulsive in this case), the embedded viscoelastic configuration with upper and lower plies of composite material, the boundary conditions and much more. Is very difficult to investigate between all these aspects since it would require further experimental tests and so would be very expensive. Beginning to the test results, a new numerical approach based on direct frequency response of the structure has been used.

5.3 Direct Frequency Response Analysis

In direct frequency response analysis, structural response is computed at discrete excitation frequencies by solving a set of coupled matrix equations using complex algebra. Similarly to done with the Explicit method, also the application of this method is entirely performed by NASTRAN software. The damped forced vibration equation of motion with harmonic excitation, can be written as [66]:

\[
[M] \ddot{x} + [B] \dot{x} + [K] x = \{P(\omega)\} e^{j\omega t} \tag{5.10}
\]

The load in eq. 5.10 is introduced as a complex vector, which is convenient for the mathematical solution of the problem. From a physical point of view, the load can be real or imaginary, or both. The same interpretation is used for response
quantities. For harmonic motion (which is the basis of a frequency response analysis), assume a harmonic solution of the form:

\[
\{ x \} = \{ X(\omega) \} e^{j\omega t} \tag{5.11}
\]

where \( \{ X(\omega) \} \) is a complex displacement vector. Taking the first and second derivatives of equation 5.11, the following is obtained:

\[
\{ \dot{x} \} = j\omega \{ X(\omega) \} e^{j\omega t} \tag{5.12}
\]

\[
\{ \ddot{x} \} = -\omega^2 \{ X(\omega) \} e^{j\omega t} \tag{5.13}
\]

When the above expressions are substituted into equation 5.10, the following is obtained:

\[
-\omega^2 [M] \{ X(\omega) \} e^{j\omega t} + j\omega [B] \{ X(\omega) \} e^{j\omega t} + [K] \{ X(\omega) \} e^{j\omega t} = \{ P(\omega) \} e^{j\omega t} \tag{5.14}
\]

which after dividing by \( e^{j\omega t} \) simplifies to:

\[
[-\omega^2 M + j\omega B + K] \{ X(\omega) \} = \{ P(\omega) \}
\]

The equation of motion is solved by inserting the forcing frequency into the equation of motion. This expression represents a system of equations with complex coefficients if damping is included or the applied loads have phase angles.

The Damping simulates the energy dissipation characteristics of a structure. Damping in direct frequency response is represented by the damping matrix \([B]\) and additions to the stiffness matrix \([K]\). The damping matrix is comprised of several matrices:

\[
[B] = [B^1] + [B^2] \tag{5.15}
\]

where \([B^1]\) is the damping matrix generated through CVISC and CDAMPi Bulk Data cards (damping elements); \([B^2]\) holds the damping terms generated through direct matrix input, e.g., on the DMIG (Direct Matrix Input at Grid points) Bulk Data card. These would be needed to model discrete dampers, which does not apply to this research.

In frequency response analysis, the parameters \(G\) and \(GE\) on the MATi entry do not form a damping matrix. Instead, they form the following complex stiffness matrix:

\[
[K] = (1 + jg) [K^1] + [K^2] + j [K^4] \tag{5.16}
\]

where \(g\) is the overall structural damping coefficient specified through the PARAM, G Bulk Data card. \([K^1]\) is the stiffness matrix for structural elements. This would be appropriate if all elements had the same damping properties, which is not the case here. \([K^2]\) is the stiffness terms generated through direct matrix input, e.g., DMIG Bulk Data card, which is not done here. \([K^4]\) is the element damping matrix generated by the multiplication of individual element stiffness matrices by an element damping, \(g_e\), entered on the MATi Bulk Data card; \(g_e\) is the element structural damping coefficient (GE on the appropriate MATi entry). The equation 5.16 is of particular interest in the current discussion of viscoelastic material properties because the presence of these properties will be reflected in terms of this equation. For discussion purposes, frequency-dependent
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Material properties will be denoted as viscoelastic materials. Thus, if the stiffness properties for the viscoelastic elements are initially computed on the basis of a representative reference shear modulus, \( G_{REF} \), the stiffness matrix for the viscoelastic elements (denoted by the subscript \( v \)) may be written in the form:

\[
[K]_v = \left[ \frac{G'(f) + jG''(f)}{G_{REF}} \right] [K^1]_v
\]

To use the viscoelastic capability in the NASTRAN software, the following conditions are necessary:

1. Assume the \([K^1]\) matrix will be restricted only to the viscoelastic elements. This restriction implies that elastic elements will have a blank or zero entry for \( g_e \) on their associated \( MAT_i \) Bulk Data entries. Conversely, all viscoelastic materials must have representative reference values of \( g_e \), and \( G_{REF} \) entered on their associated \( MAT_i \) Bulk Data entries. Then, by definition:

\[
[K^4]_v = g_{REF} [K^1]_v
\]

2. The \( TABLEDi \) tabular functions \( TR(f) \) and \( TI(f) \) are defined to represent the complex moduli of all viscoelastic materials.

These two conditions may be combined in equation 5.16 to provide the following expression [68]:

\[
[K]_v = (1 + jg) [K^1]_v + \{TR(f) + jTI(f)\} [K^4]_v
\]

\[
= \{(1 + g_{REF}TR(f)) + j(g + g_{REF}TI(f))\} [K^1]_v
\]

A comparison of equation 5.17 and 5.19 yields the form of the tabular functions \( TR(f) \) and \( TI(f) \):

\[
TR(f) = \frac{1}{g_{REF}} \left[ \frac{G'(f)}{G_{REF}} - 1 \right]
\]

\[
TI(f) = \frac{1}{g_{REF}} \left[ \frac{G''(f)}{G_{REF}} - g \right]
\]

The advantage of this direct frequency response approach is that it requires as input parameters that the characteristics of the viscoelastic material are inserted directly in frequency domain, so the calculation of \( TR \) and \( TI \) is simple because \( G' \) and \( G'' \) are known. The overall structural damping \( g \) is fixed equal to zero, so the damping is given only by the viscoelastic material. The reference shear modulus \( G_{REF} \) and the reference element damping \( g_{REF} \) are chosen so that their product is equal to one [67].

The disadvantage of this approach is that it gives as output the Frequency Response Function (FRF) and then to have the time-history (as in the experimental tests) we must to use the Fourier transform. Moreover, it has a higher computational cost compared to explicit non linear analysis.
5.3.1 Results

Two direct frequency response analyses were conducted into two temperature conditions known, i.e. \( T = -27^\circ C \) and \( T = 0^\circ C \). The data used for \( G'(f,T) \) and \( G''(f,T) \) are shown in fig. 5.7. The frequency range of analysis is from 10Hz to 6100Hz with a sampling equal to 1Hz so that it provides results, in terms of loss factor, up to about 2500Hz [69]. The results in terms of frequency response function (FRF) are reported in figure 5.11. They show how the effect of

![Figure 5.11: Frequency Response Function (FRF) for two temperature conditions](image)

![Figure 5.12: FRF (a) and accelerations (b), for both temperature conditions](image)
viscoelastic material on the entire structure is greater at lower temperatures (in accord with the material properties, fig. 5.7). In addition to the strong reduction of the amplitude in frequency (that increases with frequency), by zoom in the range 400-1000Hz (fig. 5.12a), another clear effect given by viscoelastic material it is possible to see: it is the phase displacement. By fixing the attention on a peak, e.g. that at 450Hz in the temperature condition of 0°C (black line in fig. 5.12a), the numerical simulation carried out in the other temperature condition of −27°C, shows a reduced amplitude (of the quantity ∆|Acc|) and a phase delay of about ∆f (red line in fig. 5.12a) for the same peak.

The effect of the amplitudes reduction is also visible in the overlap of the acceleration time histories, obtained from FRF through the inverse Fourier transform (fig.5.12b). Starting from the accelerations time history, was then applied the IRDM procedure, like in the experimental tests, and therefore the loss factor was calculated. As already shown in the FRF, the loss factor curves (fig. 5.13) give

![Figure 5.13: Loss Factor vs. frequency results for all direct frequency response simulations](image)

a strong damping, with a magnitude order of about $10^{-1}$, in the temperature condition of $T = -27°C$ respect to that at $T = 0°C$, where the magnitude order is about $2 \times 10^{-2}$.

About the comparison between numerical and experimental results, the fig. 5.13 shows that in the range of 500 – 2500Hz, the numerical results at temperature condition of −27°C are perfectly related with those given experimentally at the same temperature. Moreover, the numerical result, obtained in the temperature condition of 0°C, show that the damping level (expressed in terms of loss factor), is higher than that obtained experimentally at 15°C. This one is agreement with the viscoelastic material properties (fig. 3.22).
Conclusions

Structures subjected to dynamic loads, generally show structural damping values which are just slightly capable of reducing oscillations amplitude. In the aerospace field, low structural damping, or high oscillations amplitudes, may impact negatively on structural stability and emitted noise. This is much evident if applied to structures in composite materials. In force of their stiffness-over-weight ratio, composite materials are deeply used in large assemblies and subassemblies belonging to fuselage and/or lifting surfaces (wing, tail empennages, control surfaces); on the other hand, structural advantages related to composite solutions are accompanied by drawbacks mainly due to materials’ high vibration and noise permeability. By increasing structural damping it is possible to obtain a considerable noise and vibration reduction thus augmenting overall composite appeal in aerospace applications. Among the most common damping treatments in the aerospace field, viscoelastic materials embedding are widespread. This research activity was born in the wake of ARCA and COMFORT research projects, within which different types of composite material structures have been built. In particular, typical aircraft composite fuselage skin made by carbon fiber/epoxy resin pre-preg laminate treated with viscoelastic damping treatments have been utilized in this work. This research activity can be split up in two parts: the first one related to experimental tests; the second related to the numerical simulations. About the experimental part, the objectives have been primarily the identification and validation of a procedure to extract the loss factor with a low dispersion of the data in different temperature conditions and, subsequently, to characterize the performance of two test panels in different environmental conditions like flight temperature conditions. About the numerical part, the objective has been the identification of a numerical procedure able to give as output the same result of the experimental tests, in terms of loss factor. In this direction, two ways have been undertaken by two different numerical approaches: explicit in time domain and direct in frequency domain.

In Chapter 4, the experimental approach is described. Two composite fuselage structures have been analyzed; the first one treated with viscoelastic damping treatments (HPLT) and the second without treatment taken as reference panel. The presence of viscoelastic material, as in this case, increases the modal density of the whole structure. This does not allow to use methods based on the frequency domain, such as 3-dB method, since it is impossible to isolate each resonance peak because the structural response at resonance is influenced by the contribution of the neighbouring resonances (heavily coupled modes). A time-domain’s method, Impulse Response Decay Method (IRDM), based on the Hilbert transform and
the identification of the extinction curve of the signal was then used (section 4.1). The experimental set-up is characterized by an excitation system entirely developed at the Departement of Aerospace Engineering of the University of Naples Federico II, in order to overcome the limitations given by standard excitation devices and to obtain a signal that is as close as possible to the impulsive one. In order to analyze the tests panel in the environmental flight conditions in terms of temperature, the climatic room of the acoustic laboratory of Alenia Aeronautica (section 4.2.2) has been used. Defined a flight altitude in a range of about 0-8000m and considering the international standard atmosphere (ISA), some tests in a temperature range from 15°C to −35°C were performed. About the boundary conditions, the panels are suspended into the climatic room through four springs (fig.4.12b) in order to realize a free-free condition (section 4.3). A first experimental result of the viscoelastic effect, can be seen in the comparison of the time histories (fig. 4.13). They show that the treated panel has a decay rate much faster than the untreated panel. This effect is much more clear in the filtered signals and their Hilbert transforms, so for the two analyzed cases (treated and no-treated panels) in the analysis band with the central frequency equal to 254Hz, 508Hz, 806Hz, 1016Hz, 2032Hz and 3225Hz, in figures 4.14-4.19, their comparisons are respectively shown. Four monoaxial accelerometers located in different positions have been used (fig.4.10b) in order to evaluate if the acquired signals are affected by systematic errors, such as the bias error. A typical systematic error, in the case of a suspended panel, is due to the placement of the accelerometer in a lines of zero out-of-plane displacement [56] so the sensor cannot detect the real behavior of the structure, and consequently its measurement is wrong. The figures 4.20-4.21 show that the loss factor evaluated for each accelerometer at temperature condition of $T = −35°C$ and for both test panels (treated and not-treated) have the same curve progress thus are not be dependent on accelerometer positions. So the bias error can be excluded. Assessed the absence of systematic errors due to the positioning of the accelerometers, the loss factor curves were obtained as average value of loss factor evaluated for each accelerometers and for all tests, at fixed temperature conditions. The first result of damping versus frequency for both test panels (treated and not-treated) is shown in figure 4.22. At the same temperature ($−35°C$) the loss factor of the treated panel is almost one order of magnitude higher than that of the not-treated panel (about $10^{−1}$ versus $10^{−2}$). This highlights how the viscoelastic damping treatments are very efficient for noise and vibration control. The evaluated loss factor versus frequency at different temperature conditions, for treated panel are shown in figure 4.23. The analyzed temperature conditions, for treated panel, have been $T = 15°C$, $T = −20°C$, $T = −25°C$, $T = −35°C$. Decreasing the temperature from 15°C to −25°C, the loss factor increases of about 5 logarithmic levels reaching the optimal value. At the temperature of −35°C, the loss factor has the same curve progress referred to these at $−20°C$ and $−25°C$ up to 1500Hz, but it decreases of about 2 logarithmic levels for the other frequencies. This behavior is compliant to viscoelastic properties curves(fig.3.22) where the optimal temperature range in which the composite structure show the greatest damping is about from $−20°C$ to $−35°C$.

In order to estimate the uncertainty level of the experimental tests and thanks to high number of acquired signals (section 4.4), a statistical analysis has been made in terms of standard deviation and confidence interval (section 4.4.3). The figure
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4.24 shows that for not-treated panel at temperature condition of $T = -35^\circ C$, where we have the greatest number of tests (212), a minimum value of the standard deviation (about $10^{-3}$) occurs. However, the maximum standard deviation occurs for treated panel at temperature condition of $-35^\circ C$ and frequencies greater than 1500Hz, but its value is relatively low (about $10^{-2}$). Moreover, for these two test cases (treated and not-treated panels at temperature of -35C), the confidence intervals calculated at 95% (fig.4.25, 4.26) shows that the maximum value is 0.0019 for the untreated panel and it is 0.0211 for the treated panel; the first one occurs at low frequencies while the second occurs at around 3200Hz. At high frequencies the evaluated loss factor is influenced by the excitation system, as seen in section 4.1, while at low frequencies, such as $0 - 500Hz$, the values of the loss factor are unstable. This is related to the IRDM method that when the modal density is low gives instable results [51].

At the conclusion of this experimental part, we can say that the experimental approach, applied as described in this Ph.D. thesis, provides very reliable results. In addition, the loss factor curves estimated at different temperature conditions are perfectly consistent with the real characteristics of the viscoelastic material.

In Chapter 5 the numerical approach is described. The assumption of this chapter has been to simulate the experimental test, in terms of load and boundary conditions, in order to reproduce the same dynamic behaviour of the panel in terms of accelerations and so applying the IRDM like in the experimental tests, the loss factor has been calculated. Two approaches (Explicit non linear analysis and Direct frequency response analysis) in time and frequency domains have been used and two different models for viscoelastic material, Herman and Peterson and Hysteretic formulation respectively, have been utilized.

The shell-solid-shell elements have been used for the FE modelling (fig. 5.3b) where the QUAD4 elements (for both upper and lower layers) have been modeled by PCOMP Bulk Data card with offset equal to composite mid-thickness and the HEXA elements have been, instead, modeled by HEXA8 Bulk Data card both in a NASTRAN software. The FE model dimensions are like to test panels (fig.5.3) equal to 200x600[mm] respectively for width and height. The mesh is realized with approximately 15000 elements and around 10000 nodes as reported in table 5.1. The mesh size is equal to 5x5[mm] and it is such that numerical results are reliable up to frequencies of about 5000Hz as required by experimental tests. The composite lay-up is granted to IMAST S.c.a.r.l and it is reported in a section 5.1. The laminate properties are reported in a table 5.2. The thickness of the viscoelastic layer is 0.230mm while the total thickness of the panel is equal to 2.6mm. The boundary condition is free-free, while the load is impulsive. It has been simulated with a constant frequency spectrum, such as the Dirac signal. About the viscoelastic material, soundfoil LT (HPLT) was used. Its properties, in two different temperature conditions ($-27^\circ C$ and $0^\circ C$) are reported in figure 5.7. As seen in section 5.2, the advantages of the first numerical approach (explicit in a time domain) are that it gives directly the time-history like the experimental tests and that it has a lower computational cost compared to direct frequency response analysis. The disadvantage of this approach is that it requires that the characteristics of the viscoelastic material are inserted in time domain, but unfortunately, in this research activity only two viscoelastic properties are known, ie the Loss Modulus and Loss Factor, both expressed in frequency domain and
so the interconversion methods have been used [63, 64, 65]. A summary of the parameters utilized in these simulations are listed in table 5.4. The numerical result in terms of loss factor vs. frequency of the test 1 shows a strongly decay in frequency, abnormal if compared to experimental result (fig.5.9). This may be attributed to three different factors: the first related to the erroneous attribution of the bulk modulus; the second related to the incorrect estimation of the viscoelastic material properties in the time domain \((G_0, G_\infty, \tau)\). Thus, interconversion models could be not valid for the present case; the third factor is related to the material model used. The Herman and Peterson formulation could be inappropriate in this case. In order to perform a sensitivity analysis; three other numerical simulations were conducted by varying \(\tau, K, G_0\), and keeping all other parameters constant like in test 1. The results in figure 5.10 show that the strongly decay in frequency still remains yet. Therefore, the variation of material properties does not affect the numerical solution. In fact, varying the Decay constant \(\tau\), the Bulk modulus \(B\) and the unrelaxed Shear modulus \(G_0\) for the tests 2,3,4 respectively, the loss factor curves have the same trend (fig. 5.10). This is physically not possible. For this reason we can conclude that the material model (Herman and Peterson) is inappropriate in this case. This could be due to several factors such as the type of excitation (impulsive in this case), the embedded viscoelastic configuration with upper and lower plies of composite material, the boundary conditions and much more. It is very difficult to investigate among all these aspects since it would require further experimental tests and so would be very expensive. Starting from test results, a new numerical approach based on direct frequency response of the structure has been investigated.

In direct frequency response analysis, structural response is computed at discrete excitation frequencies by solving a set of coupled matrix equations using complex algebra, as reported in a section 5.3. Two direct frequency response analyses were conducted into two temperature conditions known, i.e. \(T = -27^\circ C\) and \(T = 0^\circ C\). The data used for \(G'(f,T)\) and \(G''(f,T)\) are shown in fig. 5.7. The frequency range of analysis has been from 10Hz to 6100Hz with a sampling equal to 1Hz so that it provides results, in terms of loss factor, up to about 2500Hz [69]. The results in terms of frequency response function (FRF) are reported in figure 5.11. They show how the effect of viscoelastic material on the entire structure is greater at lower temperatures (in accord with the material properties, fig.5.7).

In addition to the strong reduction of the amplitude in frequency (that increases with frequency), by zoom in the range 400-1000Hz (fig.5.12a), another clear effect given by viscoelastic material has been observed: it is the phase displacement. Focusing on a peak, e.g. that at 450Hz in the temperature condition of \(0^\circ C\) (black line in fig. 5.12a), the numerical simulation carried out in the other temperature condition of \(-27^\circ C\), has shown a reduced amplitude (of the quantity \(\Delta|Acc|\)) and a phase delay of about \(\Delta f\) (red line in fig. 5.12a) for the same peak.

The effect of the amplitudes reduction has been also visible in the overlap of the acceleration time histories, obtained from FRF through the inverse Fourier transform (fig.5.12b). Starting from the accelerations time history, the IRDM procedure has been then applied, like in the experimental tests, and therefore the loss factor has been calculated. As already shown in the FRF, the loss factor curves (fig. 5.13) give a strong damping, with a magnitude order of about \(10^{-1}\), in the temperature condition of \(T = -27^\circ C\) respect to that at \(T = 0^\circ C\), where the magnitude order is about \(2 \times 10^{-2}\).
About the comparison between numerical and experimental results, the fig. 5.13 shows that in the range of 500 – 2500Hz, the numerical results at temperature condition of $-27^\circ C$ are perfectly related with those given experimentally at the same temperature. Moreover, the numerical result, obtained in the temperature condition of $0^\circ C$, have shown that the damping level (expressed in terms of loss factor), is higher than that obtained experimentally at $15^\circ C$. This one is agreement with the viscoelastic material properties (fig. 3.22).

At the conclusion of the numerical campaign, we can say that the numerical approach in terms of direct frequency response analysis, applied as described in this Ph.D. thesis, provides results very close with those obtained experimentally. Therefore, during preliminary phase design of a generic component realized in composite material, with specific damping characteristics, in order to reduce time and costs associated to experimental tests, a possible way could be to use directly the numerical approach described in this thesis, in order to evaluate the damping level of the structure and subsequently proceed to the realization and so the experimental validation only for a single model instead of other not definitive models.
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