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Introduction

“Smaller, faster, and cheaper” is the mantra reteto a huge number of commercial
products which are of interest for a very large kegrspanning from high-tech devices
to everyday electronics, such as smartphonesatligdeo cameras, but also biomedical
and healthcare instruments. The answer of reseamdhdevelopment centres, both
academic and industrial, to market requirementa general trend to make things as
smaller as possible. This effort is driven mainly tne electronic industry, which
competition is focused on size reduction of basimponents as the key for smaller and
better devices, and, in ultimate analysis, for carmal success. However, there are
also many other reasons why scaling things dowsiza is of crucial importance for
science, in general. In this way, it is possibled&tect, measure and build on the
nanometer scale, which is the same size scald.ifieatises. Working on the same scale
as Nature does, helps to gain knowledge about fuadtal biological and biophysical
phenomena. Biomolecular and medical applicatioas demand down-scaling of both
scientific apparatus and systems under studiestipaf advantages are the possibility
to decrease sample volumes, separate smallerlpsytprobe smaller areas and detect
fewer molecules. From the theoretical point of viemw horizons can be explored in a
very controlled way, and many models can be acelyraésted: for example, in very
thin channels, the ratio between volume and surthemges drastically and bulk forces
are not predominant with the respect to surfaceractions. This is also the
technological and scientific environment where & mgeneration of devices born and
grown: the so called lab-on-a-chip tools, whichdnaeen described as the results of the
new millennium industrial revolution, due to th@iotential impact in all the fields of
modern life [1]. An example schematic of a lab-eok#p device is illustrated in Figure
1.
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Figure 1 Schematic of a lab-on-a-chip for genatiglygsis.

The micromanipulation of liquid started when theweuse of fast etching techniques
and smart handling of resist and sacrificial layetstained by bi-dimensional optical
lithography, allowed the construction of complexrustures. Although major
developments occurred earlier in mechanical systéms only in 1975 that the first
microfabricated device using liquid was reportedh¢. Terry at Stanford University
[2]. In subsequent years devices such as minigdifmumps, valves, mixers and sensors
were invented, designed and fabricated [3,4]. Miardics was thus born, and within
its core, the potential of using this techniquecamjunction with life sciences. Many
scientists believe that the development of miciditudevices will revolutionize not
only chemistry laboratory processes, but also tbdem approach to the complex field
of biology. Microfluidics is really a multi-disciplary field of investigation, involving
almost all the scientific branches of knowledgeshsas physics, biology, engineering,
chemistry and microtechnology. In particular, tlarication of microfluidic systems
was originated from the field of microelectromedicahsystems (MEMS), which itself
is a spin-off of the semiconductor industry. Labasohip devices can be date to 1990,
when Manz et al. [5] proposed that MEMS technolsgieuld be applied to biological
and chemical processes, and that a single deviakel ¢ocorporate many aspects of
laboratory processes including sample preparatieparation, transport and detection.

These miniaturized devices have been demonstratedaily many applications that
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possess superior analytical performance even ifaineunt of reagents required is
strongly reduced.

Another important issue was the use of novel, ahdaper, materials rather than
crystalline silicon, which need to be purified,eried and eventually doped in order to
satisfy the industrial standard. Glass and polyméke the resist SU8 or the
polydimethylsiloxane (PDMS), classically used aalisg material in electronics, are
nowadays more and more used to realize microfluwduits. Microfluidic tools boost
the features of many kind of devices, by providétigking advantages over their macro
correspondent. Compatibility with microfabricatitechnologies allows the integration
of microfluidic circuits with micro, and actuallyano, scale devices. As the length scale
is reduced, processes such as thermal energydrarsfsignificantly faster and devices
can operate with faster analysis and response timall size also makes microfluidic
devices portable, which is particularly appealingdlinical or on-field use in point-of-
care diagnostics [6]. Due to device compactnedspfleexperiments, up to tenths of
thousands, can be run in parallel or on one sialgie in order to increase throughput.
Microfluidic devices have the capability to handiguid precisely in the nanoliter
interval and reduce cost of running experimentsdapiring less reagents [7]. Lab-on-
a-chip can be designed to perform a wide rangeaskst that span from detecting
airborne toxins to DNA and protein sequences arglyshich are key actions in
environment monitoring, genomic and proteomic, eesipely [8]. Microfluidics can
also be a breakthrough for a more biological apgrd® lab-on-a-chip applications,
where tools are developed with the only aim togrenfbetter what is already available
at the lab scale. Therefore, microfluidics systgmuvide a real potential for improving
the efficiency of techniques applied in drug disagvand biochemical diagnostics.
Microfluidics related research is a field that ageased very much in last ten years. In
particular, between 2004 and 2008 it had a greastbohe number of article has been
growing with a quadratic law. Now the interest incrofluidics continues and the
number of article is growing linearly with high phaction rate.

The aim of this PhD work is to exploit microfluidicfeatures to improve the
performances of some lab-on-a-chip designed fortebimological applications:



Introduction

microfabrication techniques developed in the fraahegelecommunication systems have
by far found many other fields of applications piarticular optical sensing of chemical
substances and biomolecular process is of outnebstance in defence, health, and
environment, i.e. the principal items of socialemngst. The experience developed in
design, fabricate, and test optical components BM@ systems, can be successfully
applied to the realization of lab-on-a-chip for cie scopes: two kind of microfluidics
circuits for biotechnology have been considerede omegrated with the microarray
technology, and the other devoted to cell maniputat In general, microarrays
technology is undergoing significant changes byroamg not only the signal detection
but also the support materials, the functionalaraprocedures, the scanning methods,
and, last but not least, the integration of miarafic circuits with the standard devices.
Microarrays, originally developed for gene expressprofiling ,offer the advantages of
very high throughput, cost-effective analysis wibhv consumption of reagents, and
quite rapid operative times. They are powerful desifor laboratory application in
genomics, proteomics, pathogen detection, and raismbial ecology research. Most
common microarrays use fluorescence as the tratsdusignal of molecular
interaction under investigation. To overcome thansic limits of this technology, such
as chromophores photobleaching and quenching -fedeebptical methods, like surface
plasmon resonance imaging, ellipsometry, and spsmpic reflectometry have been
proposed [9-13]. In particular, recently a poroilisa based microarray for label free
optical monitoring of molecular interactions hagieroposed by Rea et al. [14]. One
aim of the PhD program has been the integratioa pfoper microfluidic circuit with
the porous silicon microarray: even if all the fahtion techniques are in principle
compatible, this operation is not trivial nor sitatiforward. It required a proper design
of the microfluidic network, the modelling of theiolbgical phenomena at the
microscale, the realization by soft lithography higique, the integration with the
microarray, and finally the optical characterizas®f the whole system. Final device is

illustrated in Figure 1.
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Figure 2 Microfluidic assisted porous silicon array a) compared to one euro coin and b) under a
10x objective for optical characterization.

The manipulation of cells was for long time the @émof micro clamps and pipette,
but direct mechanical contact has consequencebeondll surface which can result in
damaging the membrane and perturbation of theadtien of the cell surface with its
environment. Alternative cell manipulation techrequs thus strongly desired in order
to facilitate cell sorting and diagnosis. Isolatiand manipulation of cells can also be
applied for diagnostic and purification purposepeially in blood or bone marrow for
the detection of cancer cell but also with pathodisease (malaria, dengue fever, HIV)
[15]. Also in this case, the fabrication of a mitualic system for manipulation,
feeding, and observation of a small number of gvaells has been realized using soft
lithography and computer aided design and simuiatio

The PhD thesis is organized in four chapters plgpexial one on a spin-off activity,
which exploited some numerical and experimentalstateveloped during the main
studies. The first chapter introduces to microilcsdbasic concepts. Microfluidics fluid
mechanics has been explained to give some basitisetoeader, and dimensionless
numbers useful in microfluidics have been presentee last paragraph is dedicated to
computer aided circuit modelling: analytical sobms are illustrated in few but very
important cases; an alternative modelling basedlectrical circuits formulation is also
exposed; then numerical simulations are treatedlfather cases.

Microfabrication techniques are developed in chapteo. It starts with a small
introduction to fabrication methods in microfluidjcwith an in depth look at soft-
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lithography, which is a convenient non-photolitheyginic based approach for micro-
and nano-fabrication extensively used in microficsd An innovative photographic low
cost procedure for masks fabrication has beenm@issented. Porous silicon, and their
related realization technique are also a topich@ thapter: Porous silicon is an ideal
material as transducer for biosensing due to ige-like morphology characterized
by a high specific surface area that assures ariesff and rapid interaction with the
species to detect; its fabrication process is caimeawith microelectronics, which
makes it an important material in lab-on-a-chiplegagpion.

The third chapter is completely dedicated to a dfigidic assisted porous silicon array
for optical label-free biochemical sensing. Theegration of a microfluidic circuit with

a porous silicon microarray is step-by-step illastd, and its features are investigated.
Experimental proofs have been obtained for the ctete label-free DNA-DNA
interaction. Finite element method analysis wadieggo the characterization of the
biomolecular interactions taking place in a mianafic assisted microarray. Numerical
simulations have been used for the optimizatiogemfmetrical and physical parameters
of the sensing device. Different configurations dalveen analyzed and general
considerations have been derived. Stationary ane tiependent results have also been
obtained.

Microfluidics applied to synthetic biology is thepic of the fourth chapter. In this
section, an integrated computational and experiahesttategy based on a microfluidic
device to achieve control of a synthetic biologisgstem has been proposed. This
strategy has been applied to study and model &eslyotgenetic network constructed in
yeast cells.

The thesis ends with a chapter on a side actithg electric field mapping in
microfluidic devices. In this chapter a new teclhmigto measure the direction and
amplitude of the electric field generated by mideogodes in a liquid environment, as
often used in microfluidic devices, is presentetie Tnethod is based on the use of
optical tweezers as a force transducer. A trappledrged particle behaves as a probe.
By this technique, it is possible to obtain a dethimap of the electric field, even for
very complex electrode structures with high resofut

10
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Finally, the conclusions and perspectives of thesyvpromising research field are

presented.
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Chapter 1

Microfluidics basic concepts

The study of fluid motion in lab-on-a-chip devices called microfluidics. In this
chapter microfluidics fluid mechanics has been a&xgd to give some basics to the
reader for the comprehension of topics presentedhe next chapters. The last
paragraph is dedicated to circuit modelling usedhapter 3: Analytical solutions are
illustrated in few but very important cases; thedelbng with electrical circuits is

exposed for most of case; then numerical simulatane treated for all other cases.

1.1 Why microfluidics?

Microfluidics is the science that studies the matdfion of small (10° to 107 litres)
amounts of fluids, using channels with dimensiohgeaths to hundreds micrometres.
Microfluidics is the perfect tool to integrate colew systems devices, the so-called lab-
on-a-chip, for biology and chemistry applicatiossce it allows automation of all
operations, and also offers possibility of scalidgwn that rival with respect to
electronics integrated circuits.

Furthermore, microfluidic devices can work with dleareagent volumes, shorter
reaction time, and parallel operations, which meamew capability in the control of
molecules and cells concentrations in space anel fuiicrofluidic devices exploit their
most obvious characteristic, small size, and ldsgonis characteristics of fluids in
microchannels, such as laminar flow. Microfluidievites are nowadays commercially
employed in chemistry, biology, genomics, prote@nigharmaceuticals, bio-defence,
and other areas where their advantages exceedastam@thodologies. Although most
current effort in microfluidics concerns devicestlwapplications in chemistry [1],
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biology [2], and medicine [3] news and more foresaeplications are in the field of
physical sciences for systems control, heat managegnenergy generation, displays
and printing technology [4,5]. In fact some micuidic applications as liquid crystal
displays and ink jet printers have had enormousistrcal impact and they now are

certainly large consumer products.

1.2 Microfluidics phenomena and equations

The behaviour of fluids at the microscale can diffem “macrofluidic” behaviour in
that factors such as surface tension, energy dissip and fluidic resistance that
dominate system behaviour. Reasoning on scaling I@vable 1) can be useful to
anticipate the changes one may expect from minztgr a given system. When going
from the macroscale to the microscale is inevitaveincrease of the surface area to
volume (SAV) ratio. This implies that the surfaedated force becomes dominant with
respect to volume-related force. For example, ircrofiuidic the capillary force

influences the system more than gravity.

Quantity Scaling law
-7
I

Intermolecular van der Waals force
Capillary force I

Flow velocity I
Electrostatic force

Diffusion time P
Mass f
Force of gravity i

Force Centrifuge

Table 1 Scaling law of some physical quantities.

The interactions in a fluid can be described asaayybody problem with one set of
equations for every elements (in this case for yevapolecule) and together these

equations form a huge system of equations. Fluafs lie also considered under the

14
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continuum model, and so discrete quantities likessnand force become continuous
fields. In this approximation the macroscopic pmips of a fluid are the same as the
fluid was perfectly continuous instead of, as ialitg, consisting of molecules. Physical
guantities such as the mass, momentum and enesggiated with a small volume of
fluid containing a sufficiently large number of raoules can be calculated as the sum
of the corresponding quantities for the moleculesthe volume. In microfluidic
volumes the continuum approximation remains vdlidfact, for example, a picoliter
volume of water contains 3xtOmolecules, a number large enough to make valil thi
hypothesis. As shown in Figure 3, measured quaotity fluid volume encounters large
fluctuations due to the molecular structure of fln@l as its volume decrease. Thus, in

the microfluidic range steady and reproducible raesments are possible [6].

o

)
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=
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=
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Figure 3 A sketch of a measured physical quantitya diquid as a function of the volume
probed. Large fluctuations are due to the molecstancture of the fluid as its volume
decreases. In the microfluidic range, steady apboicible measurements are possible.

This happens once the probe volume is big enougbotdain a sufficiently large

number of molecules, such that well defined averagkies with small statistical

fluctuations are obtained. In nanofluidics, whenealler length scales and less fluid
molecules are present, the continuum hypothesiss st break down [7]. When the
continuum approximation loses its validity molecwdéfects change drastically the fluid
behaviour.

To understand better the validity range of contmuwpothesis is useful to distinguish
between gas and liquids, because they have ditfesnre: while gas molecules move

15
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ballistically and collide only rarely, liquid moleles are in constant collision. In the
first case, using the kinetic theory of gasesntiean free pathl between collisions can
be calculated from

1
yma?

(1)

A=

where n is the number of molecules per unit volumte diameter a. For example, an

ideal gas at 1 atm and 25°C has a mean free path70nm that increases at lower

pressures. As channel dimensions decrease, thefmeegpath occupies an increasingly
significant portion of the flow and thus plays awrcreasingly important role. The

Knudsen number
A
Kn=— 2
. (2)

is the ratio of the mean free path (the lengthescal which molecules matter) to a
length channel scald. It express a measure of noncontinuum effects pheayt an

increasing role as Kn increases. Gases behaves ldantinuum up to a distancé

from the wall, and influence the boundary condiiaieyed by the fluid. Three distinct
Knudsen regimes have been measured in pressuemdiow [8]:

. Kn <1 where the gas behaves as a no-slip fluid;

. Kn ~1 where the gas behaves as a continuum but slipg &ioundaries;

. Kn>1where the continuum approximation breaks down cetepl.
On the other hand liquid are incompressible andanitdecules are in constant contact,
making the concept of mean free path less meardingwever noncontinuum effects
appear to play a role only when the liquids arefioexd to molecular length scales.
The fluid behaviour in a system is dictated by ampsetition between various
phenomena, which can be described by a seriesntdrgiionless numbers expressing
their relative importance. These dimensionless rarsiborm a sort of parameter space
for microfluidic physics, ready to be explored [d]hese dimensionless number are

summarized in Table 2.

16
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Name Symbol Definition significance
U, L inertial force
Reynlods Re Re= oo e
7 viscous force
u,L diffusion time
Peclet Pe Pe=—"2- —
D convenction time
A molecular mean free pa
Knudsen Kn Kn=—
L length channel scale

Table 2 Dimensionless numbers used in microfluidics

In this work all fluids considered are Newtoniamhieh means that the stress versus
strain rate curve is linear and passes througlotigen, with viscosity as the constant of

proportionality.

1.2.1 Fluid mechanics

The velocity field for a Newtonian fluid obeys tidavier-Stokes equations, which

essentially represent the continuum version of elstLawF =ma per unit volume:
o, . —. = 2 T
Yo, E+(uDD)u =—{p+p0t+f 3)

where u, p,p andn are the velocity field, the pressure, the densityl dynamic
viscosity of the fluid, respectively. In this eqgieat inertial acceleration terms appear on
the left and forces on the right; here f represéinésbody force densities. The body
forces are external forces that act throughout éhttre body of the fluid as the
gravitational force (in terms of the densjtyand the acceleration of gravity g) or the
electrical force (in terms of the charge dengifyof the fluid and the external electric

field E); the resulting force density from thesetlody forces is:

f:fgrav+?;:pa+pdﬁ' (4)

To the Navier-Stokes must be added the mass catgerequation

% i =0
5 FOHeN) 5)

and if the material density is constant, it becames

17



Chapter 1: Microfluidics basic concepts

Om@i=0
When inertial forces are small compared to visdouses, which is usually the case in
microfluidic channels, the nonlinear term can bgleeted, leading to the Stokes

equation:

alj _ e 2 e
p—-=-Up+p07u+f (6)

ot
To see this, we can compare the nonlinear (oriaterm p(i [0)d with the viscous
term 700G . We denote by, the length over which the derivative of the vetpdield
changes significantly, and we denote igythe characteristic velocity of the flow. The
ratio between the inertial and the viscous termtban be estimated as

"O(U Dﬁ.jﬁ‘ _Pug L, _ PUol,
n0%|  nu /Ly g

(7)

Hence if pu,L,/7<«1 we can indeed neglect the nonlinear/inertial termine

dimensionless number that appeared on the righd-bale of eq. (7) is called Reynolds
number Re:
Re:pu_OLO (8)
7

L,is also called “hydraulic diameter” and generayfour times the cross-sectional
area divided by the wetted perimeter, which lead4.0]:

d for cylindrical channel (d=diameter)
L, = 2 9)

Theliw for rectangular channel (h=height; w=hdl
Fluids in great channels are often turbulent andhabe chaotically, where an
infinitesimal change in initial conditions totalthange the flow pattern. Our weather
system is an excellent example of a turbulent ftuslystem and can be accurately
simulated for short periods of time, but on a latyae scale the flow pattern cannot be
determined even with the most accurate initial @oes. When scaling down in size,
inertial energies decrease more rapidly than vis@nergies. Viscosity thus dominates

and the flow can be divided into streamlines, whatttie smoothly over one another. A

18
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small bead into the fluid will follow a streamlim@d mixing occurs only on a molecular
level by diffusion. This type of flow is called lamar and is the most commonly
encountered in microfluidic devices. The Reynoldsber is able to describe the flow

regime in fluid dynamics (Figure 4).

Parabola

/
——
ple
™D
e
R o
— )
Laminar Flow Turbulent Flow

Figure 4 Laminar and turbulent flows.

In cylindrical channel the flow transition valuekés place at Re = 2300: Re < 2300
indicates a laminar flow, as Re approaches to 2B@0flow starts to show some
turbulence and for Re > 2300 the flow is considevedulent. In microfluidics, the flow
in microchannels is almost always laminar, whicim@ans that the velocity of a particle
in a fluid stream is not a random function of tian&d is possible to predict its position
in the fluid as function of time. In microfluidi¢he Reynolds number is generally < 0.1
because of the small size of microchannels. Fompie& a microchannel with circular
cross section with a radius of 28n filled with water that flows at 100um/s has a
Reynolds number of 5-F0 If we downscale further and investigate atomigiiovs,
fluctuations become significant and, for examplenté Carlo methods can be used to
simulate flow patterns [11].

1.2.2 Transport and dynamic

It is important to remember that fluids are mademaflecules, and this discreteness
reveals itself in the phenomenon of diffusion. Btdte molecules of the fluid and any
“tracer” or additive move diffusively through theiifl. It is a statistical phenomena on
the molecular level caused by random motion suchBeswvnian motion. Over

macroscopic distances diffusion is a very slow ess¢ but in microchannels of a

19
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typical microfluidic system, diffusion can give igmsificant contribution to the transport

of matter. Random molecular motion tends to sea @iffusion current density,,, of

the solute from regions of high density to low cemiation densityc. This

phenomenon is expressed by the Fick’s first law:

Jgr =-DOc (10)
where D is the diffusion coefficient of the molecular sgsc Using the continuity

equation for flux and concentration:

oc = —
a-l_l]l]]diff =0 (11)
it's possible to obtain the Fick’s second law:
o _ DO% (12)
ot

that predicts how diffusion causes the concentnatm change with time. However
diffusion can be simply modelled in one dimensiathva dimensional analysis of (12)
12
L =+/Dt or t :B (13)

where L is the distance that a particle coverstima t. These equations could be useful
to understand the contribution that diffusion gitedransport of matter. For example a
bio-molecule with D=1x18" m%s in water go through few microns in 1s, but it
employs 5-1% for 1 cm. As show in Figure 5 ,one consequendaroinar flow is that
two or more streams flowing in contact with eadmeotwill not mix except by diffusion
[12]. This is not an advantage when mixing is dakiso to enhance mixing mechanism
in microfluidic devices many schemes have beengsegp to maximize the interfaces
between solutions to allow diffusion to act quicky3]. An interesting solution was
proposed by Strook et al. [14] which propose aigaswiethod for mixing streams of
steady pressure-driven flows in microchannelswatReynolds number stirring the flow

with some bends on to bottom of the microchanres (&gure 6).
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D slowly-diffusing
analyte

. quickly-diffusing
analyte

. interdiffusion
region

Figure 5 Mixing mechanism in microchannel: diffusi The flow is steady state, projecting the
interdiffusion along the length of the channel. Tlhsymmetric development of the
interdiffusion region is due to the difference iffusion coefficients between the two diffusing
species.

Figure 6 Staggered herringbone mixer (SHM). (A) &uohtic diagram of one-and-a-half cycles
of the mixer. A mixing cycle is composed of two seqtial regions of ridges. (B) Confocal
micrographs of vertical cross sections of fluoresselution.
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In microfluidic systems is often necessary to mowacentrations of molecules around
in microchannels. Hence, the velocity of the ligaairying the molecules is not zero as
assumed previously. Now, the solute moleculesraresported both by diffusion due to
concentration gradients and by convection due énttoving liquid. As a result the
diffusion equation (12) must be changed into thaveation-diffusion equation to
handle this more general case. It can be obtaioediadering the convection contribute

into the total flux J

J =344 + 3, =-DOc+uc (14)
And substituting into (11)
%muﬂc: DO%c (15)

As for Reynolds number, it's possible now to inwod the dimensionless Péclet
number, Pe, to characterize the importance of adiore relative to diffusion. The
Péclet number is defined as the ratio of the tiniekies to diffuse the distance L relative
to the time it takes to cover the same distancednyection:

diffusion time _ L* /D _u,L
convenctiontime L ¥, D

Pe=

(16)

A high Péclet number means that convection domsn@tes large), while a low Péclet

number means that diffusion dominates (D is large).

1.3 Modelling microfluidic circuit

The Navier-Stokes equation is notoriously diffictdtsolve analytically because it is a
nonlinear differential equation. Analytical solut®can however be found in a few, but
very important cases. It is important to study sidgalized flows, since they provide
basic understanding of the behaviour of liquidsvitag in the microchannels of lab-on-

a-chip systems. From these analytical solutions possible to create simple
microfluidic networks models to study the fluid d@mic and transport. More

complicated systems involving more than one difiée¢ equation need to be solved

with numerical methods.
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1.3.1 Analytical solutions

A fluid in mechanical equilibrium must be in egbiium relative to the walls of the
channel containing it, because otherwise it wowldtiouously loose kinetic energy by
heat conversion due to internal friction origingtiinom viscous forces inside the fluid.
The velocity field is therefore zero everywhere.
u(r)=0, forrdQ a7
The Navier-Stokes equation (3) reduces to
0=-0p-pgé, (18)
Where pgé, is the gravity force along z direction. For an imgwessible fluid, as
water, it can be easily integrated, since it depesrdy on z, giving
P=p, P92 (19)
where is p, the pressure at the arbitrarily defined zero-lexel0. This relation points

to an easy way of generating pressure differentdiguids often used in microfluidics

devices.

Pressure-driven, steady-state flows in channets ehlled Poiseuille flows or Hagen-
Poiseuille flows, are an important class of analtisolutions to the Navier-Stokes
equation. This class is very important for the basiderstanding of liquid manipulation

in lab-on-a-chip systems. In a Poiseuille flow thud is driven through a long, straight,

and rigid channel by imposing a pressure differebheeveen the two ends of the
channel. The channel, taken parallel to the x @aiis an arbitrary cross-sectional shape
as illustrated in Figure 7, is assumed to be tediwgi invariant in that direction. The

constant cross-section in thg plane is denotedC with boundarydoC. A constant
pressure differencép is maintained over a segment of lendthof the channel. The

gravitational force is not considered. The tramnghainvariance of the channel in the x
direction implies that the velocity field is a 1w field without the time dependence

since steady state are considered.

G=u,(y, 2)e, (20)
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p(0) =
e L

ﬁ C ) .
y /-_/ /_/_
= N \_ p(L) = py

Figure 7 Poiseuille flow in a straight channel wath arbitrary cross-section [6].

Solving the Navier-Stokes equation (3) in the 1Begawithout time-dependence and
without body forces:

nlay +0z1u.(y, 2) =0, p(x) (21)
it's possible to note that the left-hand side fsirction of y and z while the right-hand
side is a function of x. So the solution can benfbumposing the two sides of the
Navier-Stokes equation equal to the same consfdrg. pressure must be a linear

function of x and imposing the boundary condititim following expression can be

obtained
A
p() == (L-%)+ p, (22)
nL

The final second order differential equation foloegy that accomplish the no-slip

boundary condition is given by

2 2 — _%
[0, +0;]u,(y,2) = L for (y,z)JC 23)

u(y,2)=0 of (y,z)daC
For a channel of length L and a circular crossisecof radius a, the solution is a

simple paraboloid

_ﬂ 2_\2_ 52
LD = @y -2) (24)
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Instead for rectangular channel where the widthegimht aspect ratio is very large (as

often happens in microfluidics) the infinite paehlchannel approximation works well.

In this case the solution is a simple parabolaufE@)

B8P 4 _
1= (=22 (25)

h- o

p(0) = py+Ap ——= v=v(z,2)

Figure 8 Infinite parallel flow [6].

1.3.2 Electric equivalent circuit

As explained in the previous paragraph, the flad be driven through a long, straight,

and rigid channel by imposing a pressure differebhedveen the two ends of the
channel. It is described by the law:

Ap=R,,Q (26)
where Ap is the pressure difference along the chanRgl,is the hydraulic resistance

and Q is the flow rate. This law is completely analogaaghe Ohm’s lawAV =Rl
relating the electrical currert through a wire with the electrical resistanReand an
electrical potential differencdV along the wire. For example the hydraulic resistanc
of a microchannel with circular cross section can dalculated by the following

equation:

_8uL
T

Ry = o @)
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where a and L are the radius and length of the microchannele&tds the hydraulic
resistance of microchannel with rectangular crosstien (as often happens in
microfluidics) can be calculated by the followinguation:

12uL 1
= 3
Rue 1-0.63h ) h*w

(28)

whereL, h andw are the length, height and width of the microclehf@.

Other hydraulic resistance can be found in the @ 8&bl

Channel shape Ryd

. 1
Circle §/7L—4
moa

: | a 4 1+(b/a) 1
Ell Y il
o ZOEES
a a 320 1
| 320 1
Triangle A B

a
12uL 1
B
Rectangle h W 1-0.630 W) Pw
Square h Lout E—Il4
h 1-0.63 h

Table 3 A list over the hydraulic resistance famigtht microchannels with different cross
sectional shape [6].

As for electric resistors it's easy to show theidig} for low Reynolds Number of the
law of additivity of hydraulic resistors in a sexieoupling (Figure 9)

R=YR (29)
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Po+Ap Q; Po R=R,+R,

Ap, = R,Q,
pg+Ap Q Dy
Apy = ByQ, D |

Po+Ap, Q; Po

Figure 9 The series coupling of two channels wittiraulic resistance fand R [6].

and the validity of the law of additivity of invershydraulic resistances in a parallel

coupling (Figure 10)

l-yt (30)
R TR
o to0: IR 7 | . (L2
Ap, =By . Ry I R,
Apy = Ry @y
Po+Ap, Q; Po Ap=(E+%)7Q

Figure 10 The parallel coupling of two channeldwhiydraulic resistance;Rnd R [6].

For a given microfluidic network it's possible toasv the equivalent electric network:
channels with hydraulic resistancesy/Rbecome resistors, flow rates Q become
currents, and pumps delivering pressure differerqedecome batteries (see Figure
11). For any given fluidic network or circuit onarcthen apply Kirchhoff's laws:

a) At any node in a microfluidic circuit, the surnflow rates is zero;

b) The sum of the pressure differences around ksga circuit is zero.
However the analogy with electric circuit is everoren complete: it's possibile the
define an hydraulic capacitance and inductanceoékgy the gas entrapment in to the

channels and elasticity of microchannel walls.
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b)

Figure 11 For a given microfluidic network (a) ittdways possible to draw the equivalent
electric network (b). Channels with hydraulic remices Ry become resistors, flow rates Q
become currents, and pumps delivering pressurerdiftes\p become batteries.

1.3.3 Numerical simulations

The finite element analysis is a powerful methadnmdelling and solving all kinds of
scientific and engineering problems based on pattiterential equations (PDES). The
solution approach is based either on eliminating differential equation completely
(steady state problems), or rendering the PDEantapproximating system of ordinary
differential equations, which are then numericaliyegrated using standard techniques.
The Finite Element Method is a good choice for sgvwartial differential equations
over complicated domains, when the domain changresyhen the desired precision
varies over the entire domain. The finite elemenalysis software package used in this
work is FEMLAB. With FEMLAB it's possible extend owentional models for one
type of physics into multiphysics models that sateeipled physics phenomena and do
so simultaneously.

To find the solution, boundary conditions must bgwosed; they define the interface
between the model geometry and its surroundingand@n and Dirichelet conditions
are allow: the first specifies the values a solutieeds to take on the boundary of the
domain; the second instead specifies the valudstiieaderivative of a solution is to

take on the boundary of the domain. Three are tmiton types that have been
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imposed on Navier-stokes equation (3) used in thas&: wall, velocity, pressure (no

viscous stress) and laminar inflow and outflow.

Navier-Stokes boundary type: wall

These boundary conditions describe the existeneesolid wall. In all studied cases it
has been used the so-called wall-no-slip boundangition for the velocity field for
boundariesdQ that are solid walls

u(r)=0, forrdoQ (no-slip (31)
The microscopic origin of this condition is the @sption of lack of interactions
between molecules and walls. Only for rarefied gasenarrow channels, where the
mean free path of the gas molecules is comparaitketie channel dimensions, is it

necessary to abandon the no-slip boundary condition

Navier-Stokes boundary type: velocity

This boundary type describes different ways to gpeonditions on a boundary where
the fluid is supposed to enter or exit the dom&ior. these boundaries it's possible to

specify the fluid’s velocity equal to a given vercto

U=, (32)

Navier-Stokes boundary type: pressure (no viscousrsss)

This boundary condition states the value of thessuree and that the viscous boundary

force is zero:
P=p, (33)
nO%G =0 (34)

Navier-Stokes boundary type: laminar inflow and ouflow

In microfluidic devices, flows often have a verywildReynolds number and a fully
developed laminar profile. Thus it is reasonabl@geume this profile in any inlet and

outlet boundary. This condition simulate the effefca fictitious channel outside of the
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true geometry. The inlet and outlet lengths shdoddset large enough so that the flow

can develop its laminar form.

Pasiti | Q Q I Pexit

Figure 12 Sketch of the physical situation simatden using the laminar inflow and out flow
boundary conditionQ is the actual computational domain while the ddsbemain is a
fictitious domain [15].

Instead for which concerns convection and diffusequation (15) there are three
condition type that have been used in these work.

Convection and diffusion boundary type: concentrain

A user-specified concentration is imposed usualtyirflet condition
c=¢ (35)

Convection and diffusion boundary type: flux
When a flux has to be imposed through a boundargdimdition to be applied is:
nl{ci—DUOc) =N, (36)

wheren is the unit normal vector to the surface.

Convection and diffusion boundary type: insulation
This boundary condition typically applies at wallbere you can assume that mass is
not transported over the wall. It is a particulase of the previous case.

n[{cti - DOc) =0 (37)

Convection and diffusion boundary type: convectivelux
This boundary condition typically applies at owtlevhere you can assume that mass is
transported out of the domain by convection only.

A{-DOc) =0 (38)
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However it's important to remember that modellingreal system means always
approximate it at best of possibilities. A good mlodf a microsystems is composed
always by more than one set of PDEs, but as thebaumf equations increases the
computing power required may became unsustainabtbe major of case it's possible

to reach a compromise between the model accuratg@nputing degree.
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Chapter 2

Microfabrication techniques

The current techniques for fabricating microfluidlievices include micro-machining,
soft lithography, etc. This chapter starts withnaaB introduction to these fabrication
methods and then carries on in depth about sbftdiaphy, a convenient non-
photolithographic approach based for micro- andorfabrication extensively used in
microfluidics. This chapter also presents fabrmatmethods of porous silicon. Porous
silicon is an ideal material as transducer for &mesng due to its sponge-like
morphology characterized by a high specific surfamsa that assures an efficient and
rapid interaction with the species to detect; &brication process is compatible with
microelectronics, which makes it an important maten lab-on-a-chip applications.
Porous silicon based devices have been presentkd following book chapter:

o llaria Rea, Emanuele Orabona, Ivo Rendina, and LDeaStefano (2011).
Porous Silicon Integrated Photonic Devices for Bamoical Optical Sensing,
Crystalline Silicon - Properties and Uses, SukuBasu (Ed.), ISBN: 978-953-
307-587-7, InTech.

2.1 Fabrication methods in microfluidics

Microfluidics technology uses all the microfabricat techniques developed and
successfully applied, for example in microelectrohanical systems (MEMS)
realization, by microelectronics industry. Theffidevices were fabricated in silicon and
glass, largely used in microprocessors and MEMScdsy but now these materials
have been largely displaced by plastics [1]. In dn@lyses of biological samples in
water, glass and silicon devices are usually urssscg or inappropriate. Silicon, in
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particular, is expensive, and opaque to visible altdviolet light, so it cannot be used
with conventional optical methods of detection. fEhare a large number of possible
materials and processes that can be used in fabgaaicrofluidic circuits, including
hot embossing of PMMA [2]; femtosecond irradiatiand chemical etching of glass
[3]; polymerisation of photoresist [4] and photdidable PDMS [5], and so on.

In this chapter, all the steps needed for the ¢alion of microfluidic chips in
polydimethylsiloxane (PDMS) are presented. Shottlg, fabrication process of PDMS-
based chips is called soft lithography where liguidpolymerized PDMS is poured
onto a hard master mould, cured in an oven, and pleeled and sealed to a substrate.
The whole process is fast, cheaper than silicomigogy, and can be made many times
with the same mould. The ability to bond PDMS teide range of substrates, including
silicon and glass, makes it a practical optionatemal in a research laboratory for its
easy handling, and its optical transparency makeseal in a wide range of settings.
Nevertheless, PDMS chips are not so much useddimstnal applications, mainly due

to their lack of robustness and the limited scdiltgbi

2.2 Soft lithography techniques

Soft lithography, pioneered particularly by G.M. Wésides and co-workers, is a group
of fabrication methods concerned with forming stuoes with feature sizes generally
on the micrometre scale. It provides fast methadsédalising microfluidic chips, using

a simple replica moulding process from a hard ma€tece a mould has been realized,
one can use it repeatedly to form many consecudigatical chips. Soft lithography

techniques are a convenient, straightforward tdyamrcessible to a wide range of
users, and low-cost non-photolithographic approdesed for micro- and nano-

fabrication. These methods are based principallthercreation of an elastomeric block
with patterned relief structures on its surface andts possibility to use it to generate
patterns and structures with feature sizes ranfform 30 nm to 100 um. Some soft

lithography techniques are: microcontact printipdCP) [6], replica molding (REM)
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[7], microtransfer molding (LTM) [8], micromolding capillaries (MIMIC) [9], and
solvent-assisted micromolding (SAMIM) [10].

The soft lithographic techniques offer immediatevaadages in a number of
applications: for example, patterning on scalesO<bdn, patterning on nonplanar
surfaces, patterning of solid materials other tlpuotoresists, patterning of liquid
materials, patterning of surface functionalitiesatt@rning over large areas, and
formation of three-dimensional microstructures agstems. Table 4 compares the pros

and cons of conventional photolithography and kbibgraphy.

Photolithography Soft Lithography
Definition of patterns Rigid photomask Elastomestiamp or mould
Materials that can be Photoresists Photoresists

patterned directly

SAMs on Au and SiO2 SAMs on Au, Ag, Cu, GaAs, Al,
Pd, and SiO2

Precursor polymers
Polymer beads
Conducting polymers

Colloidal materials
Sol-gel materials
Organic and inorganic salts

Biological macromolecules

Surfaces and structures that Planar surfaces Both planar and nonplanar
can be patterned 2-D structures Both 2-D and 3-D structures
Current limits to resolution 100 nm From 30 nm tarl

Table 4 Comparison between photolithography andlisodgraphy [11]

Soft lithography and its related technologies repn¢ a different approach to
micropatterning. The techniques of soft lithograplgpomplement those of

photolithography and extend micropatterning intomeinsions, materials, and
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geometries to which photolithography cannot, incpca, be applied. The most famous
and most important technique for microfluidics he treplica moulding technique. The
standard soft lithography replica molding procedtae be summarized as follow:
1. Chip scheme is drawn on a computer, representiagflthdic circuit to be
transferred to PDMS;
2. The design is transferred to a monochrome mask;
3. A master mould is formed in photosensitive epox&pby photolithography
using the photomask;
4. PDMS is cast from the master mould.
Cured PDMS is cut into chips, fluid inlets are plued in, and the device is bonded to a
suitable substrate.
Before detailing the fabrication procedures for mmileidic chips, the chemistry and

physical properties of PDMS are reviewed in théofeing.

2.2.1 Materials characteristics

Polydimethylsiloxane - PDMS

PDMS is available commercially from several companbut the most famous is the
silicone elastomer kit from Dow Corning called Syidg 184, containing a base and a
curing agent which, once mixed, polymerize to foRDMS. The key chemical
constituents are two and they are showed in Fig@eBoth components of the kit
contain siloxane oligomers terminated with vinybgps (Figure 13a). The curing agent
also includes cross-linking siloxane oligomers (ffgg13b), which each contain at least
three silicon—hydride bonds (Si-H). The base inetu@ platinum-based catalyst that
cures the elastomer by an organometallic crossAiinkeaction. When the base and the
curing agent are mixed together, hydrosilation safkace between the vinyl (SICH =
CH2) and hydrosilane (SiH) groups of the copolymes-cursors, forming Si — CH2 —
CH2 - Si linkages (see Figure 14). The hydrosilgreups provide multiple reaction

sites, giving rise to three-dimensional cross-lgki
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i .
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n - R is usually
n = ~60

= m=~10 s,

sometimes H
Figure 13 Key PDMS pre-cursors, where (a) is aMegminated siloxane oligomer and (b) is a
shorter, partially hydrosilane-terminated siloxaokgomer. The base contains (a) and a
platinum complex, whereas the curing agent cont@ahpsand (b). Each methyl-hydrosiloxane
oligomer contains a minimum of three hydrosilane-K§ groups available as hydrosilation
reaction sites [12].
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Figure 14 Hydrosilation reactions between dimeilgdane and methylhydrosiloxane
copolymers to form cross-linked polydimethylsilogasilicone elastomer. The relative ratios of
the pre-cursors determine the rigidity of the fiaklstomer. The reaction does not produce any
collateral-products and can be accelerated by[h&at

One advantage of this type of reaction is that aste/products are generated. Changing
the curing agent-to-base ratio alters the promexiethe resulting cured elastomer: as

the ratio of curing agent-to-base increases, mwied elastomer results [13,14]. In
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Table 5 are exposed the density and Young's mocafit’DMS with different mixing

ratio.
Mixing ratio Density Young’'s modulus
curing agent : base (kg/m3) (Pa)

1:5 9.52.10 8.68-16
1:7.5 9.18-18 8.26-16
1:10 9.20-18 7.50-18
1:12.5 9.27-18 5.49-18
1:15 9.87-18 3.60-16

Table 5 Density and Young's modulus of PDMS undeious mixing ratio [13].

The properties of PDMS are surprisingly close tt ttould be obtained from glass and
plastic. The cross-linking of many of these polynceains makes a structure that is
flexible and reversibly deformable. Table 6 summesithe physical properties of cured
PDMS. Many of the properties exhibited by PDMS waeey desirable for fabricating
microfluidic chips. Increased temperature will decate the cross-linking reaction. It is
curable from less than room temperature to over°’@50ylgard 184 also has
temperature dependant shrinkage as showed in Figureor example curing at 140°C
(=15 min) will make the stamp shrink almost exac¥6 [16]. The temperature-
dependent curing time allows it to be easily mixpdured onto a mould and cured
through heating. Being elastomeric and reversildfodnable, it can be peeled from
delicate mould features without damaging the mawlidself, creating a negative cast in
PDMS of the mould. Features of the order of microas be easily obtained through
this replica moulding method. PDMS is non-toxic, king it a good choice for
containing biological samples. It is also resistanemperatures in excess of 200°C and

to ethanol, making it easy to sterilize by eitharlfiological applications.
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Property Characteristic Consequence
Optical Transparent; Optical detection from 240 to 1100nm
UV cut-off = 240nm
Electrical Insulating; Allows embedded electrical circuits;
breakdown voltage = 2x1®/m Electrophoresis possible on contained fluid
Mechanical Elastomeric; Conforms to surfaces;
Young’s modulus typically 750 kPa Facilitates release from moulds;
Thermal Insulator; Does not allow dissipation of optical
Thermal conductivity 0.2 W/(m-K): absorption heating, or electrophoretic resistive
' ' heating;
Thermal expansion coeff. 310 g o
um/(m°C): Can be autoclaved for sterilisation
Can withstand 200°C
Interfacial Low surface free energy 20 ergfcm Releases from mould easily;
Can be reversibly sealed to materials
Permeability Impermeable to liquid water Contain aqueous solutions in channels; allows
Permeable to gases and non-polar gas transport through material bulk;
solvents Incompatible with many organic solvents
Reactivity Inert Unreactive toward most reagents, including
Oxidised by plasma exposure ethanol;
Surface can be etched;
Can be modified to be hydrophilic and also
reactive toward silanes;
Can be permanently bonded
Toxicity Non toxic Can be implanted in vivo;

Supports mammalian cell cultures.

Table 6 Physical properties of PDMS [15].
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Figure 15 Percentage of shrinkage for Sylgard X8dwing temperature [16].

SU8 photoresist
SU8 (Figure 16) is a high contrast, epoxy based tqhsist designed for
micromachining and other microelectronic applicasiowhere a thick, chemically and

thermally stable image is desired.
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Figure 16 Chemical composition of the main constituin SU8 photoepoxy. Eight oligomers
are available for a high degree of crosslinkingrupbotoexposure.

SU8 is available in different viscosities, thus ldiveg a wide range of thicknesses (0.5
to 650 um with a single coat process [17]) thatlmambtained, through spin coating on

a substrate. SU8 has excellent imaging charadgterighd is capable of producing very
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high aspect ratio structures. SUS8 is best suite@pplications where it is casted, cured
and left permanently on the device [18]. Upon U\p@sure, cross-linking proceeds in
two steps: formation of a strong acid during theasure step, followed by acid-
catalyzed, thermally driven epoxy cross-linkingidgrthe post exposure bake step. The
substrate covered with photoresist, is spun ateaaghtypically 1000-5000 rpm for 30
seconds. Part of the solvent is evaporated ofhduhis spin cycle. The thickness of the
photoresist layer is inversely proportional to Hpn speed. SU8 is designed to obtain
thickness values from 0.5um to 650um, some fornaratare extremely viscous and
require special attention compared to other phetst® The most important issue is the
formation of an edge bead to the silicon wafer. Huge bead is resist material
accumulate at the edge of the substrate and caa jp®blem where high vertical
resolution is desired, as it prevents the photonbaskg placed in close proximity to the
sample, thus allowing loss of resolution due tdradtion. The best method for its
removal was found to be simply dissolving it witbetone spraying carefully with a
syringe on to the substrate edges. One of thedudsstirates, is silicon: it's possible to
obtain excellent adhesion between SU8 and silid@nobtain good adhesion between
the SU8 and the silicon, it is essential that thbstgrate is cleaned by the so-called
“piranha solution”. A “piranha solution” is formeay mixing sulphuric acid (F80Qy)
and hydrogen peroxide ¢B,), in a ratio of typically 3:1. Since the mixtur® a strong
oxidizer, it will remove most of the organic maitand it will also hydroxylate the
surfaces (-OH groups), making them hydrophilicotder to minimize the adhesion and
enhance the removal of PDMS from the mould, it b@nsilanized exposing it to
trimethylchlorosilane (TMCS) vapours for few minsitgr]. In Figure 17 is illustrated
the surface energy decreasing of a silicon sulestsgih native oxide on its surface

before and after the TMCS vapours treatment.
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Figure 17 Contact angle of a piranha cleaned silsubstrate before and after the exposition to
trimethylchlorosilane vapours for 10 minutes in@sed reactor.

2.2.2 Replica molding technique

In order to produce PDMS chips containing micrafloichannels, a mould has to be
firstly realized. One way is making moulds by patieg Microchem SU8 epoxy-based
photoresist on a silicon substrate using standhaatotithography techniques. The basic
procedure followed for producing a mould illustchte Figure 18 is as follows:
1. Spin Coating SU8 is spin coated onto the substrate to theatb#nickness;
2. Soft baking: the photoresist is warmed on a hotplate to eapdhe solvent;
3. Exposing SUS8 is exposed with UV light to photomask pattein a mask
aligner;
4. Post bake the photoresist is again warmed on a hotplatertss-link and
harden the exposed regions;
5. Development solvent is used to dissolve unexposed regiorasjing a relief
structure of SU8 of the transparent regions inpif@tomask pattern;

6. Silanization: mould is coated with silanizer to enhance theawshof PDMS.

eeaaas EEeesses PSS SafafaEs
a) b) c) d)

Figure 18 Scheme process to realize a mould ugihR8 Shotoresist.
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As well described by many texts [16,19], the stepmould a stamp in PDMS from a

template (Figure 19) can be summarized as:

1.

Preparation of solution: one part of curing agent and ten parts of base (b
volume) have to be mixed rather carefully for astea few minutes. A small
error in the amounts will not affect the final rieghough.

Degas of solution after the mixing, the silicone mixture full ofrabubbles
needs degassing under vacuum. During the degattgngjlicone expands and
starts to look like foam. When the step is finishiibd silicone is completely
clear and transparent.

Dispense the solution dispensing the silicone on to the template avgdi
trapping air in the process. It must be leavedafaninute in order to get a flatter
top surface. Stamps thickness can range from (Ginta or more.

Curing: Sylgard 184 is heat cured. It is curable frons lggn room temperature
to over 150°C.

Peal off. the final step is to peal off the stamp from teeplate starting by

releasing all borders and then to continue at lpeed.

R
a) b) c)

Figure 19 Scheme process to mould a stamp in PDMS.

2.2.3 Surface activation processes

The moulded PDMS can be sealed reversibly to imethany other materials through

van der Waals bonding, or sealed irreversibly tonynanaterials through a short

exposure to oxygen plasma.

Irreversible Bonding: Plasma-oxygen process

One technique most commonly used for getting im&&e seals is by exposing the

surfaces to oxygen plasma. The samples are placedacuum chamber and oxygen is
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introduced. Microwaves dissociate the oxygen madé&scto single atoms that react with
the surfaces of the samples [20]. Silicon basedenahtwith Si-CH groups react to

form Si-OH groups (silanol groups) on the surfake.the silanol groups are polar in
nature, they make the exposed surface highly hyulio@nd this can be observed by a

drastic change in the water contact angle (FigOje 2

|Angle = 107.49 degrees |Angle = 8,89 degrees
Angle Left = 107,49 degrees Base Width = 3,0556mm
Angle Right = 107,49 degrees e

Base Width = 1,1480mm

a) b)

Figure 20 Water contact angle on PDMS a) beforebgradter the plasma oxygen process.

The hydrophobic surface of PDMS (107°) turns torbpdiilic surface (9°) after the
exposition to plasma oxygen for ten seconds. Whenedxposed surfaces are pressed
together, silanol groups naturally form Si-O-SipMater in a condensation reaction
(Figure 21). These covalent bonds form the basia tfht irreversible seal between
layers. Typically such seals can withstand 30-5@psir pressure and are practically
inseparable. Silicon based materials can therdfereovalently bonded together after
oxygen plasma treatment. Further, the hydroxyl parthe silanol group makes the
surfaces hydrophilic and wetting by hydrophilic logical samples is facilitated but the
effect is temporary and it recovers hydrophobiaitier less than an hour [21]. However
this time can be relaxed by the use of a polarest/vsuch as methanol [22]. Covering

the exposed surface by the solvent, immediatelgr adkposure, has twatfects: it

prevents instantaneous bonding of the two layeremwbrought into contact, and it
lubricates the boundary allowing the two layersbeomoved laterally relative to one

another.
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Figure 21 General scheme of irreversible bondinglagma oxygen process.

Once correctly positioned, the composite is placedn oven or hotplate, evaporating
the solvent and allowing the two surfaces to bond.

Reversible bonding: van der Waals forces

A simpler temporary bonding than the previous ane@assible; it can be desirable in
simpler fluidics applications or surface patterniRfPpMS, being flexible, will conform
to smooth surfaces and form van der Waals bondsh $ands are strong enough to
contain a fluid, but not to withstand the positpressures required to drive a fluid flow
[23]. However, generating a negative pressure dluid outlet, by pulling up by a
syringe for example, the fluid can pass through émebedded channels, without
separating the PDMS from the substrate.

2.3 Photographic procedure for masks fabrication

PDMS is very cheap as material, but the relatetiuingentation can be very expensive:
main costs are due to the realization of Chromiuaska. Many solutions has been
proposed to bypass this step, typically by UV lageting coupled by motorized stages
[24—26], however, the mask approach results thet miogple and practical method.
Deng et al. [27] proposed a new method for thei¢ation of cheap photomasks using
photographic films: CAD files are first printed témes bigger than real size onto paper
using an office printer with resolution of 1200 slat, and then reduced to right
dimensions onto 35-mm films. After development éhphotographic films can be used

as photomasks in contact photolithography. Thessksndo not have the resolution to
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be suitable for the fabrication of complex micretlenic devices, but they are well
suited for many medium/low resolution applicaticweh as microfluidics. After this

work, many others have been proposed [28,29] torawe the performance and to
investigate possible applications. A practical metlfor a fine control in the reduction
factor from paper to photographic film is basedagohotographic enlarger (Durst C35)
used in reverse mode in a darkroom. Its use isnsatieed in Figure 22.

a) b)

Figure 22 Scheme process to realize a mask witphbé&graphic reduction technique: a) Cad
designing of mask; b) Printing 10X on a4 papewmijcal reduction on to photographic film; d)
final result.

An enlarger is a specialized transparency projasted to produce photographic prints
from film or glass negatives using the gelatin-ilprocess. It consist of a light source,
normally an incandescent light bulb, a holder fer hegative and a specialised lens for
projection. The light passes through a film holdenjch holds a photographic negative
or transparency, having been previously exposed itcamera and developed. This
instrument has been used in reverse mode, impgestnnegative (Maco Genius Print
Film) in the holder with the microfluidic channgsinted on a paper. An enlargement
factor of 10 has been chosen for the realizatiormagks, an illumination system
composed by two 100W incandescent lamp orientedbatprovide a quite uniform
illumination on the printed paper. Then the regelctight impresses negative film
creating a negative image of the microfluidic scheifhe film is a half tones without
gray scale, and orthochromatic, which means thaersitive to only blue and green
light, and thus can be processed in darkroom wittech safelight. To obtain black

enough zone to use it as a mask for UV light, & haen necessary to overexpose the
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photographic film for 30 seconds. These photog@piasks can be used with an UV
light box avoiding the use of an expensive masgnalii. UV light box are normally
used for printed circuit boards and are simply cosepl by UV lamps without any light
collimation system. A test pattern (Figure 23antaming lines and dots in black and
white with dimensions from 10um to 100um, has beesigned and transferred onto

photographic film (Figure 23b) to optimize the pees parameter.
— T —
|T|\§|?/|t Pattern v.1.0 S | '

10 - 100um

a) b)
Figure 23 a) test pattern used for optimize theicgdn parameter. It contains lines and dots in

black and white with dimensions from 10um to 100p)rphoto of the impressed photographic
film.

Dark (exposed) regions are due to the presencenalf particles of a metallic silver, or

dye clouds (see Figure 24a), developed from sihadide that have received enough
photons. It's is possible to observe the film grthat is obviously absent in classical
photolithographic masks. It has an average thickr&#s410nm and a roughness of
120nm (see Figure 24b). However in transparenoregihere silver is absent, black
dots with a diameter of 1.8+1.4um are found. Thiefects that shall be transferred by
mask aligner on to the photoresist are ignored ftioenUV box: the uncollimated light

from this device erase all micron and submicronuies present on the mask. This is a
disadvantage for high resolution photolithographyib an advantage for low resolution

applications.
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Figure 24 a) Optical photograph and b) thicknesdilps measured by the profilometer of the
transition from dark exposed region to transpaneetxposed region on the photographic film.

In the photographic mask the edge are not so bktraiigd well defined and there is a
transition region of few microns from dark to trpasent region(Figure 25a); however,
as showed in Figure 25b, the impressed photoredigts are quite well defined and it is
not present any edge roughness. Then the comhbinatiphotographic masks with an
UV light box can be a powerful tool for the reatipa of microfluidic devices.

a) b)

Figure 25 a) photographic mask with alternatingkdamd transparent regions and b) relative
substrate with impressed photoresist (SU8, thickn&gum).
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2.4 Porous silicon fabrication

Porous silicon (PSi) was discovered by accidert966 at Bell Labs, USA, during a
study on the electropolishing of crystalline sihcan an HF-based solution. They
observed under several conditions a crude produthe form of thick black, red or

brown film on the surface of the material [30].the following years, after a study of
Leigh Canham on an efficient tunable room tempeealight output from the material

[31], thousands of papers were published on postieen and its potential applications
in microelectronics, optoelectronic devices, chehand biological sensing [32]. The
PSi is an ideal material as transducer for biosgndue to its sponge-like morphology
characterized by a specific surface area of Z0fini that assures an efficient and rapid
interaction with the species to detect. Another aatizge of PSi is its complete
compatibility with fabrication processes of micmeaionics, which makes it an
important material in lab-on-a-chip application.iR@n be simply described as a
network of air holes in a silicon matrix. In mostses, the porous silicon structure is
formed by electrochemical dissolution of doped taN®me silicon wafers in

hydrofluoric acid (HF) based solution. The schemfe tloe cell used for the

electrochemical etching is illustrated in Figure 26
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Figure 26 Electrochemical etching setup.
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In this type of cell the silicon wafer is the anpdas placed in back-side contact on an
aluminium plate while the front side is sealed w#h o-ring and exposed to the
anodising electrolyte. The cathode is made of qlei. In the anodic I-V curve of
silicon in HF based solution, shown in Figure 2% possible to distinguish three
regions (called A, B, C). Pore formation takes plamn region A. At anodic
overpotentials in excess of the current “peak,”iargC, silicon electropolishes. At
intermediate overpotentials, region B, a “transitiaone exists where pore formation
and electropolishing compete for control over theface morphology. The resulting
structure within this region is generally poroushature but the pore diameters increase
rapidly as the electropolishing potential is appta.

{Regicn .li] iﬁagion B:[x
1&?ﬂnﬂiﬁ:ﬂ : ~(Transl1m-|

_

¥ Region C \
Q“\\_\Elaclrnﬂohslin \

Current (arbitrary units)
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Figure 27 Anodic I-V curve for silicon in HF. Indtregion A pore formation occurs. In region
C there is the silicon electropolishing. The regi®iis a transition zone where pore formation
and electropolishing compete [33].

The PSi shows a great variety of morphologies degeinon the doping type and level
of the silicon substrate and the electrochemiaaiiegy parameters. Usually for a given
substrate and electrolyte, only one type of pomectiire can be obtained. The IUPAC
(International Union of Pure and Applied Chemistgylidelines define ranges of pore
sizes that exhibit characteristic absorption pripgr pores characterized by a diameter
< 2nm define microporous silicon; for sizes in taage 2-50 nm the PSi is mesoporous;

pores diameters > 50 nm are typical of macroposdicon.
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Figure 28 Scanning electron microscope image afrays silicon surface.

The porosity is defined as the fraction of voidhintthe porous layer. And it is given
by the equation:
V.

p=_ wd__ (39)
Ves +V,

void
The average dielectric constant of a porous silieger is linked to the porosity by the
Bruggeman effective medium approximation (EMA) [34]

o0 e el ) “
whereeg, epg, andeyiq are the dielectric constants of silicon, porodis@ and void,
respectively. This approximation is acceptableluh® size of the PSi pores is much
smaller than the wavelengths of incidence lighthim near IR-UV regions; in this range,
the electromagnetic radiation does not distinglistween silicon and void, and it is
possible to treat the PSi as an homogeneous mefdfignme 29 shows the dependence
of the PSi refractive index on porosity given bg Bruggeman model.

51



Chapter 2: Microfabrication techniques

3.5
—— Bruggeman model
3.0F

251

201

Refractive Index

15

1.0 ) ) ) )
0 20 40 60 80 100
Porosity (%)

Figure 29 Dependence of the PSi refractive indexthanporosity given by the Bruggeman
effective medium approximation [32].

2.4.1 Porous silicon as an optical transducer

A biosensor is an analytical devices incorporatingpiological material (e.g. tissue,
microorganism, enzyme, nucleic acid, antibody, Jetw. a biomimic, intimately
associated with, or integrated within, a physicogical transducer or transducing
microsystem which may be optical, electrochemitih&rmometric, piezoelectric or
magnetic. They can be used in many applicationsh sag clinical diagnostics,
environmental monitoring, and food quality contrAmong others, photonic sensing
devices offer specific features which make theny atractive:

0 optical measurements are not invasive and candskinsmany environments;

0 opto-instrumentation is immune to electromagnetierferences so that they are
highly requested for applications such iasvivo monitoring inside a patient
body.

0 Moreover, optical sensors are generally charagér® very short analysis time
and high sensitivity.

The optical detection principles are based eitmefluwnrescence-labelled systems or on
label free direct optical monitoring. Fluoresceuetection has been the main approach
in medical diagnostic, biotechnology and drug digeyg for a long time. However,
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these labelling strategies often alter the charisties and natural activities of the query
molecules. Moreover, the labelling procedure i®tadus and lengthy. In contrast to the
label-based techniques, the label-free detectiaimods depend on the measurement of
a property of the query itself, such as mass decliec property. Label-free techniques
avoid interference due to the tagging moleculesl determine reaction kinetics of
biomolecular interactions in real-time [35].
The PSi is an ideal material as optical biosensorsducer and it allows the label-free
detection; its principal advantages are:

o low-cost material and fabrication process;

o large specific surface area (~ 50&/em’);

o rapidly and effectively interaction with chemicglegies;

o evident changes in several physical properties lestdy label-free sensing
(reflectivity, photoluminescence, electrical contlity, optical waveguiding...);
easy integration in hybrid systems (MEMS, MOEMSAST lab-on-chip etc...);

(@)

o compatibility with microelectronic technologies;
o chemically modification of its surface possibleeithance selectivity in analyte
detection.

The label-free sensing mechanism used is basetheowhange of the PSi refractive
index on exposure to the substances to be detedtedio their infiltration into the
pores; the consequence of the refractive indexatran is a change in the
reflectivity/transmittivity spectrum of the devices
Photonic structures as PSi resonant photonic stegtas Fabry-Perot interferometers
[36], Bragg reflectors [37], optical microcaviti§38], and Thue-Morse sequences [39]
have been realized exploiting intensively multilayf@brication capability. This is
possible because the PSi fabrication process fisteglping; an as etched PSi layer is
depleted of holes and any further etching only oscat the pores tips [40]. The
refractive index modulation of a PSi multilayerettusture can be realized by
alternating different proper currents densitiesirdurthe electrochemical etching of

crystalline silicon.
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Bragg mirror optical structures have been realaernating periodically layers of low

and high porosity values which correspond to higk) &nd low () refractive index.

The related thicknesses must satisfy the relaﬁ(m1 d, + nLdL) =m/,, wheremis the

order of the Bragg condition (Figure 30a).
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Figure 30 (a) Schematic section of a Bragg mirloy Experimental (black line) and simulated
(red line) normal incidence reflectivity spectrurarh a Bragg mirror.

The reflectivity spectrum of a Bragg mirror is cheterized by the presence of a stop
band centred on the Bragg wavelengliFigure 30b) [41].

2.4.2 Porous silicon surface functionalization

The major drawback of the “as etched” PSi is itemaltal instability: hydrogen-
terminated PSi surface is slowly oxidized at ro@mperature by atmospheric oxygen,
resulting in an increasing blue shift of the ogtisectrum with time [42]. To stabilize
it is usually completely thermal oxidized at 900°This process however induces a
reduction in pore diameter and porosity. A key stepthe fabrication of the PSi
biosensor is the functionalization, which is a deméiimmobilization of the bioprobe,
of its surface with the biological probe in orderhake the device selective for the
species of interest. An example of functionalizatischeme with a DNA-probe is

reported in Figure 31.
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Figure 31 Scheme of the functionalization procd433) surface with DNA probe single strand.

In this process the PSi surface, stabilized by media thermal oxidation at 900°C, was
immersed in Piranha solution for 40 min in orderagsure the formation of Si-OH
bonds. The chip was rinsed with deionized water @it in a nitrogen stream. Then,
the PSi surface was silanized in a 5% solution ofPTBS (3-
aminopropyltriethoxysilane) and anhydrous tolueae 30 min at room temperature.
After the reaction time, the chip was washed twitetoluene to remove unlinked
APTES, and baked at 100 °C for 10 min. The chip Was immersed in a 2.5%
glutaraldehyde (GA) solution in 20 mM HEPES buftpH 7.4) for 30 min. The GA
reacts with the amino groups on the silanized serfand coats the internal surface of
the pores with another thin layer of molecules. Pl surface was incubated overnight
with a 200uM amino terminated DNA single strand solution (80. From the optical
point of view, each step cause a shift of the otildy spectrum: the thermal oxidation
causes blue-shifts due to the lower value of th@, &fractive index rfe=1.46) with
respect to the Si refractive indemg€3.9), on the contrary, the functionalization steps
(APTES+GA, and DNA probe) produce red shifts duarnoincreasing of the average
refractive index of the layers.

2.5 Porous silicon based microarray

The progress in sophisticated micro and nanotecoigies over the last 20 years has led
to the development and diffusion of small integiadevices for chemical and biological
analyses. Lab on a chip and micro-total-analyss¢esys are bright examples of what is

nowadays more and more required both by industdy amademic researches [43]. A
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subset of these devices is represented by micysarmiginally developed for gene

expression profiling [44]: these miniaturized ptaiths offer the advantages of very high
throughput, cost-effective analysis with low congtion of reagents, and quite rapid
operative times. Even if DNA microarrays are beirapidly superseded by next

generation sequencing technologies in the induistnarket, especially in massive

parallel sequencing of large numbers of DNA fragteeinom complex samples or

transcriptomes, they are still working-horses dewitor small laboratory application in

genomics, proteomics, pathogen detection, and misoobial ecology research [45].

From the historical point of view, DNA microarraygere developed utilizing different

types of probes, depending on the specific field iofestigation, such as

oligonucleotides, complementary DNA, long sequendesctly spotted on the support
surface, or even growth on it, with a density afsgve elements from few tenths up to
millions of probes. The first generation of micn@gss required radioactive or

fluorescent labelling, in both cases long, invasaed costly procedures. To overcome
the intrinsic limits of this technology, such asrarnophores photobleaching and
guenching, label-free optical methods, like surfggasmon resonance imaging,
ellipsometry, and microfluidic assisted x-ray daftion have been proposed. [46-49].
In general, DNA microarrays technology is undergoirignificant changes by

improving not only the signal detection but alsoe tlsupport materials, the

functionalization procedures, the scanning methamlsl, last but not least, the
integration of microfluidic circuits with the staadi devices.

A microarray of porous silicon Bragg reflectors omrgstalline silicon substrate has
been realized using a technological process basestamdard photolithography and
electrochemical anodization of the silicon. Theagrdensity is of 170 elements / Tm

and each element has a diameter of 200 pum. Thaupaibcon structures have been
used as platform to immobilize an amino terminal¥dA single strand probe. All

fabrication steps have been monitored by spectpisoptical reflectometry.
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2.5.1 Fabrication process

To integrate PSi elements in a microarray, a prapehnological process had to be
designed. The silicon substrate was a highly dqpegpe wafer with a resistivity of
0.01Qcm, <100> oriented and 400 um tick. Two differeratenials have been used as
masking material during the electrochemical etchir@ilicon nitride and SU8
photoresist. The process flow chart of the PSimayafabrication using SU8 photoresist
as a masking layer is schematized in Figure 32.

5 5
a) b) c)
Figure 32 Technological steps of the PSi p-arrdyyi¢ation process using SU8 photoresist. a)

SU8 photoresist spin coating; b) photolithograpiriccess; c¢) local electrochemical etching of
silicon.

The SUS8 photoresist, 1m thick, was spin coated on the substrate (Fig@a and
patterned by a standard photolithographic procésgufe 32b). Finally, the silicon
wafer was electrochemically anodized in a HF-bas®dtion (50 wt. % HF : ethanol =
1:1) in dark and at room temperature (Figure 19 (e process steps are very few but
to avoid stress during photolithography a long pecwith relaxation time has been
adopted [50]. The result of the electrochemicahietg is shown in Figure 33. An
evident under-etching has been observed arounel¢heent; however the PSi region is

uniform.

Figure 33 A porous silicon element realized maskirggsilicon with SU8 photoresist
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Instead the process flow chart of the PSi p-aredyyi¢ation using silicon nitride as a
masking layer is schematized in Figure 34.

a) b) c) d)
Figure 34 Technological steps of the PSi p-arrdyi¢ation process using silicon nitride. a)

silicon nitride deposition by PECVD; b) photolitraghic process; c) RIE etching of silicon
nitride layer; d) local electrochemical etchingsdicon.

The silicon nitride film, 1.6um thick, was deposited by PECVD on the substrate
(Figure 34a). A standard photolithographic process used to pattern the silicon
nitride film (Figure 34b), which has been subsedyertched by RIE process in
CHFR/O, atmosphere (Figure 34c). Finally, the silicon wafes electrochemically

anodized as previously described. Some detailed 8&ddes of a microchamber with

porous silicon at the bottom are illustrated inufeg35 [51].

Figure 35 SEM images of one microchamber. In thet finset, a particular of the microchamber
wall and the silicon nitride mask layer. In the@at inset the structure of the porous layers.

The process is not as simple as the previous ahjrere than one technological step
are required. However as been shown in the resulistter than with photoresist. The
optical microscope image of the microarray andr#fkectivity spectra of some Bragg

mirror elements are reported in Figure 36.
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Figure 36 Optical microscope image of the microaemad reflectivity spectra of the PSi Bragg mirtors

Each element is a Bragg reflectors of 200 um, zedlby alternating high (H) refractive
index layers (low porosity) and low (L) refractireex layers (high porosity); a current
density of 80 mA/cm2 was applied to obtain low aefive index layers (nL=1.6) with a
porosity of 71 %, while one of 60 mA/cm2 was apglier high index layers (nH=1.69)
with a porosity of 68 %. The device was then fukidized in pure O2. The reflectivity
spectra at normal incidence of the Bragg devicexharacterized by a resonance peak
at 627 nm and a FWHM of about 25 nm. The spectnaotistrate also the uniformity of

the electrochemical etching on the whole microas@yace.
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Chapter 3

A microfluidics assisted porous silicon array for

optical label-free biochemical sensing

The result of the fruitful mixing between biosergseand microfluidics is exposed in this
Chapter: the integration of a microfluidic systemtam a porous silicon microarray,
which fabrication processes have been reportechapt@r 2, is step-by-step illustrated,
and its features are investigated. Experimentabfgsrand numerical calculation have
been performed. These results have been published i
o] Rea, E. Orabona, A. Lamberti, I. Rendina, L. Deféte, A microfluidics
assisted porous silicon array for optical labekfrigiochemical sensing,
Biomicrofluidics. 5 (2011) 034120.
o] E. Orabona, I. Rea, I. Rendina, L. De Stefano, NugakOptimization of a
Microfluidic Assisted Microarray for the Detectioof Biochemical
Interactions, Sensors. 11 (2011) 9658-9666.

3.1 Design a microfluidic circuit for biochemical nteractions

In the past two decades microfluidics has emergeal @owerful tool for biosensing [1]
and biophotonics [2]. Microfluidic devices requamall reagent volumes, short reaction
times and allow high throughput due to their pataihode of operation. Microfluidics
represent a fundamental tool to integrate almashalfunctionality of a laboratory onto
a single chip, i.e., a lab-on-a-chip. Microfluidieéso hold promise for many other
applications, such as the manipulation of nanonad$e}3,4]. In recent years, the study
of microfluidic systems for biosensing has becomeetive research field. Biosensors

exploit a variety of different detection mechanissiech as microcantilever based
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transducers [5], surface plasmon resonance seri6hrsand porous silicon based
biosensors [7,8]. In these devices, the selecfivity the ability to quantify a particular
target analyte in a complex mixture, is due to smpecific interaction between a
bioprobe, such as a DNA single strand or a prateian enzyme, and its own ligand.
Even if the basic principles of molecular interantidetection are completely different,
a common key issue is thus the analyte-ligand hmdiinetic. The specific and
selective recognition of analytes occurs at thetneg surface of the biosensor, which is
a solid-liquid interface. The reaction kinetics da@ described as a two-step process;
namely, a mass-transport process, which takesasdount the diffusion or the dragging
of molecules in the fluids, and a chemical surfagaction process, which depends
strictly on molecular interactions.

Many works concerning the modelling of a microfigicbiosensor have appeared
recently. The main aim of these studies usually wasmprove some aspect of the
sensing performance, such as sensitivity, timearesg and dependence on external
factors. How the assay parameters determine theirsnod captured analytes [9], the
optimization of a microfluidic channel in case ofi@owire biosensor [10], the electro-
thermal effect on diffusion enhancing [11], andowed design for fiber-optic localized
plasmon resonance biosensor [12] are some to@athave been studied.

Among biosensors, the microarray technology hasodstnated a great potential in
drug discovery, proteomics research, and medicafjndistics. The reason of this
success is the very high throughput of these dsuce to the large number of samples
that can be analyzed simultaneously in a singlalighrexperiment. The microarray
technology is based on the immobilization of a hageunt of bioprobes on a solid
platform, which can be obtained Iy situ direct synthesis of the biomolecules or by
binding them on a functionalized area.

The convergence between microfluidics and micrgarrdhas been relatively
straightforward due to their multiple shared feasyrbut the implementation of a
microfluidic circuit on an array device is not iavnor simple: a specific design is often
required to meet biological constraints and fahioca technique demands. In this
context, numerical simulations by finite elementimoes (FEM) allow a space and time
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characterization of the biomolecule distributiordanteraction in the circuit. Het al.
explained in [13] the different antigen-antibodynding kinetic between four sensing
elements, proposing a “zigzag” array configurationmprove binding uniformity; Lee
et al. proposed a recirculating flow system for a miarmfic DNA microarray to
improve the rate of hybridization [14]; Srivannaastial. instead proposed a microfluidic
reactor array for massively parallel situ synthesis of oligonucleotides obtaining a
quite uniform binding kinetics on to the array [15]

In this regard, a numerical study by FEM analydishe binding interaction between
active sites on the array surface elements witlth@mical species in microfluidic
networks is highly required in order to understah@ role of geometrical and
dynamical parameters. While the literature worksegally consider interactions
between biochemical species under flow conditionthe simulations elaborated in this
work the binding kinetics is under static condigpmwith an initial step involving flow
of a liquid solution to fill the channel, followddy a flow velocity decreasing to a zero
value. The results with respect to the dynamic aeqgn have been compared. Many
experiments, especially those requiring consumptiba very low volume of reagent
for economic or technical reasons, are driven aticst or quasi-static, steady flow
conditions, so that the aim of the work is a usdggign tool for both situations. On the
basis of the results obtained, a new microfluidigolut for parallel flow, able to provide
efficient and uniform analyte distribution on thensing part of microfluidic assisted

microarrays, has been proposed.

3.1.1 Binding kinetic inside microchannels

The modelling of what happens before transductfamlmomolecular interaction in a
biosensor requires considering at least three palysprocesses: (1) the surface
reactions, i.e., the binding of a biomolecule ahi® functionalized surface; (2) the fluid
flow in microchannels, which takes into account thass transport in the microfluidic
circuit; (3) the diffusion of chemical species, whiis the only process for bringing an
analyte to the active site(s). The interaction BEfween one chemical species A

(mol/m®), present in a buffer solution, and a second cbainsipecies B (mol/f), bound
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to the sensing area, producing a complex C crdatede two molecular species, can be
described by the first order time-dependent Langiquation (2):

A+BQ{§E~C (1)

&~k A1B-C)—k,C @

where C is measured in mofink, is the association rate constant t81%), and I is the
dissociation rate constantts This equation can be used for antigen-antibddy1[3]
or protein-ligand reactions [11] or other biocheahienteractions. The equilibrium
complex concentrationdgcan be expressed as:

Car = A+II‘:dB/ k, ®)
where the ratiky/k, represents the inverse of the affinity constaiie Tesponse of a
biosensor is proportional to the amount of the conmgl C formed on the sensing
regions. It is crucial to understand the behavifuthe complex formation rate C(t) and
equilibrium concentration & in the microfluidic configuration assigned in orde
maximize the sensor response as a function ofawéchtion parameters.

The fluid flow can be modelled using the Navierke® equations (see Chapter 1). The
values of fluid constants are assumed as thosesry = 10° kg/n?® andp = 10° Pa-s.
The flow is considered laminar with a parabolic fieoat the inlet and an average
velocity w, since the flow in the microchannel is in the I&gynolds number region.
Boundary conditions for the equations are zerogumes(p = 0) at the outlet and no-slip
walls (u = 0) elsewhere.

The transport of a chemical species A in bulk kigyhase is described by the
convection and diffusion equation (see Chapter dinhqu the following boundary

conditions:
A=A, attheinlet; (4)
ADUA) =0 at the outlet;

AL{AG—-DOA) =0 at the microchannel walls;
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. oC .
AL{AG — DOA) = _E at the reaction surfaces.

wheren is the unit normal vector to the surface.

In order to simulate a static process, inlet cood# Ay and @ has been multiplied for

the function1-H (t—tﬁ”, ts&ale)' The H (t—tﬁ”, tscaje) is a smoothed version of the
Heaviside step function wherg, is the necessary time to fill the channel given by
L/u, (L is the total device length) artd . is 1 second. As illustrated in Figure 37 the

function is 0 fort<t_,., and 1 fort>t in the interval t <t<t the

scale ! scale !

function is a smoothed function with a continuourstfderivative, defined by a fifth-

degree polynomial.

1.0+

0.5+

Heaviside step function

0.0

time (sec)

Figure 37 A smoothed Heaviside step function with=3sec, t_,, =1sec

scale

In this way, it has been possible to simulate thection of the solution of A fot,,

seconds in the microchannel and then the subsegtadit incubation. Under dynamic
conditions a constant flow velocity in the microohals is assumed. Numerical
calculations have been performed using the FEMLABZBmsol Inc.) finite element
software package combining the three differentiglations into a single model.

The microarray considered is composed by sixteemehts arranged in 4 x 4 matrix:

each circular element has a radius of i@0and they are spaced 6QM apart. In this
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work, two different microfluidic configurations amnsidered; an example of the first
one is sketched in Figure 38a. The microfluidicreteds are 250 um wide, 10 um high,
and 3 mm long and connect the elements as shougime=38b. The distance between
the inlet and the first element is the same as dmtvihe last element and outlet which
has been considered equal to 300. The 3D geometry has been simplified to 2D
assuming negligible variations in the concentratioross the width of the microchannel.
For simulations, typical values fog &Bnd k (ka=5 x 16 Mt s, ky = 10%s %) [16], a
typical diffusion coefficient for D = 18" m?/s and an active site surface concentration

B =1 x 10° mol/n? have been assumed.

Fow ) [T @ @ @ @ 1)
1 2 3 4

e o o o
e o o o
e © o o
e o o o

a) b)
Figure 38 (a) An exemplary scheme of the microftumssisted microarray, (b) scheme of the
channel with four sensing elements used in the inode

It has been also assumedA10 nM and giranging from 0.1 to 10 mm/s: the formation
of compound C in the sensing region by changingirtfet velocity has been studied:
this parameter because it doesn’t directly infleenthe equilibrium complex

concentration ¢, and can be easily controlled in real experimemntsab automatic

pump. Other parameters, such as the diffusion ico&ft or the affinity constant, can be
adapted according to the chemical species considéhe results of the amount of C on
the surface of four elements under static steamly flonditions in a single channel are
shown in Figure 39. The simulation has shown thatd is a clear decrease in the
formation of compound C which is proportional te ihlet distance from the first to the

fourth element, respectively.
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Figure 39 Comparison of the formation of complesi@ulating a static incubation from the
first to the last element in a linear microcharfoeldifferent inlet velocity values.

The effect is due to a concentration decrease dlmmghannel of the chemical species
A as shown in Figure 40: by increasing the inletoggy up to 10 mm/s more
homogeneous values among the four active surfaame®e obtained [17]. A change of

the inlet position will cause only a time shiftthre graphs of Figure 39.
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Figure 40 Concentration distribution of moleculpesies A in the microchambers at 3 seconds
just after the injection. A significant differenage concentration is well evident. The numerical
simulation has been obtained with an inlet veloofty -10° m/s.

3.1.2 Optimization of microfluidic circuit by numerical simulations

The second layout considered is viewed as an ingpnewt of the device using the
same elements configuration, but changing the rigdic network. In this design, a

parallel approach (see Figure 41a) with four pakathannels, which transport the
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chemical species, have been proposed, thus avditenigprmation of a different surface
density of the compound C on the sensing elements.

Flow )
b) WTD:DODZQ .

@ ® @ @

@ @ @ @ 3
a) e @ o o Ra Rb Re

o o o o Flow |)[—

c)

..R1 ..R7 ..R3

Re Rp Ra

Figure 41 An example scheme of the microarray withnew microfluidic layout propose(h)
the scheme of the channel with four sensing elesnestd in the model, arfd) its electrical
model.

Since under static flow conditions, a homogeneassildution of C along the channel
depends on the average inlet velocity: to havestimae density of C in the parallel
active sites, the same local velocity is necessary.
As described in Chapter 1 the microfluidic netwadn be modelled as an electrical
network (Figure 41b). For the sake of simplic®, L;, h;, w;, represent the resistance,
the length, the height and the width of tkehannel, respectively, wherean bel, 2, 3,
4, for the channels, in correspondence with the &ements, oa, b, ¢ for the channels
that connect them, as shown in Figure 3(b) (a syimenicrofluidic network has been
designed to allow inversion of inlet and outletdesired). Using Kirchhoff's circuit
laws, the condition of equal flow@ (Q; = Q. = Q3 = Q) is satisfied whermr; = 3R,.
The resistances of the channal$ andc have been tuned only by changing the width
w: in this way has been avoided a superfluous isere# the microfluidic network
complexity. Thel, 2, 3, and4 channel dimensions were taken equal and the sathe o
first layout proposedy = 250um andh = 10um). The previous relation thus becomes:
w, =3w, —2[063h (20)
for the widths of channels andc. No condition must be imposed @i, a mean value
betweenw, andw, has been chosen. The design, based on Equatipasd910), of a

microfluidic circuit which can homogeneously dibtrie the biomolecules in each
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active area, has been tested by numerically soliagncompressible fluid flow using
3D Navier Stokes equations. The model has beefiaceassumingv. = 100um (then
Wy = 287.4um, wp, = 193.7um), andh = 10um; a surface map, giving the velocity field

illustrated in Figure 42a.

Velocity field [m/s]
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Figure 42 a) Fluid dynamic simulation by FEMLAB™ e new proposed microfluidic layout.
b) Comparison of binding kinetics obtained simulgta static incubation from the first to the
last element in linear and the parallel microflaidystems, respectively.

From these calculations, it results that the fourrent flows are equal within a
confidence range of less than 5%. The electricekorx analogy can be thus used for
the fabrication of a compact microfluidic circuitigh feeds the chemical substance B
in parallel. The comparison between the bindingkas of formation of C in the four
active areas in the case of the two microfluidyolas for u0 = 1 mm/s is presented in
Figure 42b. From Figure 42b, where the binding tiicnesing a static flow condition is
presented, it is clearly evident that the paraftetrofluidic layout, which assures a
homogeneous velocity field across each active aambsy give rise to an equal C
complex formation in all the sensing elements. Tédvantages of a parallel

configuration are also evident in case of dynanoevfconditions. The microfluidic
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circuit behaviour quantifying the formation of coley C in the four active zones for a
1 mm/s solution flow has been simulated. The resark reported in Figure 43.

Linear microfluidic layout Parallel microfluidic layout

2.0 epig— 2.0, E
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time (s) time (s)
—1 2 ---3 4

Figure 43 Comparison of C formation binding kinstiobtained by simulating a dynamic
incubation from the first to the last element imelar and parallel microfluidic system,
respectively

In a dynamic regime, the four active areas reaehsime amount of C are different
time points, and the saturation condition is ol#diwith a time difference of 48%
between the last element (2040 s) with the resfmethe first element (1380 s). By
parallel microfluidics it is possible to almost cahthis delay: all the elements saturate
in the same interval (the time delay is less th#). The binding kinetics under dynamic
flow conditions dependence on the inlet velocitythe case of a parallel microfluidic

system has been investigated; the results are shmoligure 44.
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Figure 44 Comparison of the formation of complexmpound C simulating a dynamic
incubation from the first to the last element ipaallel microfluidic system for different inlet
velocity values.
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The simulations have confirmed that there are tstsintial differences among the four
elements in this case, and also a substantial aseref saturation time can be noted
upon increasing the inlet velocity: the saturatiatue is reached in 2,880 s fay 21 0.1
mm/s, in 1,380 s forgu= 1 mm/s, and in 1,020 s fop & 10 mm/s. The effect is also

evident in the concentration map of A illustratadrigure 45.
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Figure 45 Concentration distribution of moleculpesies A in the microchambers at 3 seconds
just after the injection using the parallel micuidlic layout. A significant difference in
concentration is not present. The numerical sinarabas been obtained with an inlet velocity
of 1-10° m/s.

In conclusions it's possible to state that thetimbdocity plays a fundamental role in the
optimization of the microfluidic microarray bothrfstatic and dynamic regimes. Then
dynamic flow condition approach seems to be the lmeterms of homogeneity and

time parameters for the microfluidic biosensor, that static approach can be useful in

case where very low sample consumption is necefkaly

3.2 Microfluidic integration on to a porous silicon based

microarray

The following paragraph is dedicated to the integra of a porous silicon (PSi)

microarray, made of Bragg mirrors, with a micraflgi circuit made of
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polydimethylsiloxane (PDMS): the combination of isptand microfluidics can boost
technology towards new devices for biosensing [D8—Z2he integration of a PSi
transducer in an optical microsystem is never glittorward nor trivial from the
technology point of view [21,22]: the applied mituidic system, which strongly
reduces the functionalization time, chemicals ammogical products consumption,
should also preserve all the features of the Rfgil{xee optical detection. On the other
side, the integration of such optical transducera microsystem is an unavoidable step
towards the realization of an industrial prototypehich could be considered for
production purposes.

A microarray of porous silicon (PSi) Bragg mirrans a crystalline silicon substrate has
been realized using a technological process destiib Chapter 2. In this process the
PSi surface, stabilized by means of a thermal dxidaat 900°C, was immersed in
Piranha solution (4:1 sulphuric acid to hydrogerogile) for 40 min in order to assure
the formation of Si-OH bonds. The chip was rinsethweionized water and dried in a
nitrogen stream. Then, the PSi surface was sildnizea 5 % solution of APTES (3-
aminopropyltriethoxysilane) and anhydrous tolueae 30 min at room temperature.
After the reaction time, the chip was washed twitetoluene to remove unlinked
APTES, and baked at 100°C for 10 min. The micrdilusystem has been realized with
replica molding technique in polydimethylsiloxankustrated, as the microarray
fabrication process, in Chapter 2. The surface®DMS layer and microarray were
activated by exposing to oxygen plasma for 10 sréate silanol groups (Si-OH), as
shown in the schematic reported in Figure 46anatigunder a microscope using an X-
y-z theta stage with an accuracy of 5 um, and detgether by keeping the two
surfaces in contact without any external pressiéigu¢e 46b). Figure 46¢c shows a
schematic of the PSi array integrated with the dafigidic circuit. The microfluidic
device consists of four channels 25® wide, 10um high, and 3 mm long, each one
connecting four Psi elements with a diameter of g@0and spaced by 6Qdn. The
images (a) and (b) in Figure 47 show top and latgeavs of the microfluidic device

compared to a one cent euro coin size (16.25 mmetex).
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Figure 46 Schematic illustration of the fabricatfmocess used to integrate the PSi array with a
PDMS microfluidic system: (a) plasma activatiorttué surfaces; (b) section and top view (c) of

the sealed device.

b)

Figure 47 a) top and b) lateral views of the milriofic assisted porous silicon array.

The reflectivity spectra of the Bragg reflectorsreveneasured at normal incidence by
means of a Y optical reflection probe, connectedatwhite light source and to an
optical spectrum analyzer. The spectra were celteover the range 600-1000 nm with
a resolution of 0.2 nm. The light spot size hasnbleeused on the single PSi device
using a 10x microscope objective. The presenceeoPDMS layer, which completely
seals the array, does not greatly affect the dmactra of the PSi Bragg reflectors: the
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reflectivity spectra of a PSi element before an@rathe sealing process, reported in
Figure 3, show a small peak shift of about 3 nmictvis due to humidity condensation.

1.4 T T T T T T
r before PDMS sealing

1.2 - - —after PDMS sealing

Intensity (a. u.)

00 " 1 L 1 " 1 N
650 700 750 800 850
Wavelength (nm)

Figure 48 Reflectivity spectra of a PSi elementobef(solid line) and after (dashed line) the
sealing with the PDMS microfluidic system.

The shift can be removed by a peristaltic pumpiaddb a close channel, but it rapidly
restores when the channel inlet is open. An attemuaf about 30% in the reflected
intensity can also be noted, due to the light scat) and absorption in the PDMS layer.
The resonance peak wavelength is, on average aaibtige PSi Bragg, equal to 730 +
2 nm, the error being the standard deviation. Meeeothe microfluidic channels
greatly facilitate the functionalization process BfSi elements (Figure 49): the
biochemical solutions containing the glutaraldehyae a cross-linker, and the DNA
single strands, as bioprobes, can be directly tegemto the microfluidic circuit so that
only few microlitres are necessary to fill the noichannel zone (about 15 nl) and the
inlet and outlet channels (less thaplp PSi optical transducers are completely covered
by the passivation solution just using a smallduv@ with respect to more than 30 pl
required in the functionalization of not integrate8i devices [23,24]: in this way, the

reagents consumption and avoided every manual ingritthve been reduced.
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Figure 49 Scheme of the functionalization procé$33) surface with DNA probe single strand.

3.2.1 Biofunctionalization of the microfluidic PSiarray

The PSi microarray elements were bio-functionaliagdnjecting the solutions into the
microfluidic channels using a peristaltic pump.sBy, the microchannels have been
filled with a 2.5% glutaraldehyde solution in 20nHMEPES buffer (pH 7.5) for 30 min;
the excess glutaraldehyde was flushed away byl bsffer mini* for 5 min. Then,

of DNA probe (5-GGACTTGCCCGAATCTACGTGTCC-3'-Ni4200 uM in 10mM
HEPES buffer, pH8) were introduced into each chbhand incubated for 3h at room
temperature. The un-attached DNA was removed hy-fltoough washing with 1l
buffer min* for 5 min and with DI water for 2 min. Bl of complementary (5'-
GGACACGTAGATTCGGGCAAGTCC-3’; 20uM in 10mM HEPES buffer, pH 7.5)
and non-complementary (5-CACTGTACGTGCGAATTAGGTGAR-200 uM in 10
mM HEPES buffer, pH 7.5) DNA were pumped into twiéfeslent channels of the
device and incubated for 1 h. The microchannels Haeen rinsed in buffer and DI
water to remove the excess of biological matter.

The grafting of DNA single strand probes on the B&iface has been verified by
spectroscopic reflectometry: the biological molesuattached to pore walls induce an
increasing of the effective refractive index of tagers and, as consequence, a red-shift
of the reflectivity spectrum of each PSi opticansducers. In Figure 50, the spectra of
four PSi Bragg reflectors, belonging to the samerowhannel, before and after the
DNA functionalization process have been reportedagerage red-shift of 18 + 2 nm
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has been measured, which is a value higher than+10.6 nm obtained in the case of a

not integrated PSi microarray [25].
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Figure 50 Top image: optical micrograph of a mienafic channel. Bottom image: reflectivity
spectra of the PSi elements before (solid line) aftér (dashed line) the DNA probe
functionalization.

The red-shift increase observed in the integratdce is simply due to a higher ratio
[GA active sites available/ DNA probe concentrakjomith respect to the case of the
array without microfluidics. A significant shortexy of the process time has been
observed: the bioprobes have been incubated for 8hlinstead of the overnight
treatment reserved to free PSi samples. The rexfuct the incubation time can be
justified by considering the diffusion of the DNAofecules in a solution according to
the Fick’s law [26]; the diffusion time of a DNAmile strand (25 mer, 7.7 kDa),
characterized by a diffusion coefficient of aboGt"Im?s at room temperature [27], is,
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in fact, three orders of magnitude lower in a narelvolume with respect to a
microlitre one. Anyway, the microfluidic circuit oaot be simply schematized as a
small volume; for this reason, it was experimegtaletermined, which was the
incubation time to be used by measuring the refissbi the optical spectra after 2, 3, 4,
and 8 h. The 3h incubation was chosen, since ibbans found that the red-shift after 4h
was equal to that obtained after 3h and greater ttint measured after 2h. The sample
incubated for 8h shown a red-shift less than thes&@hple, which means that the PSi
matrix was partially dissolved by the buffer.

The red-shift due to DNA functionalization is najual for all the Bragg spectra: its
magnitude decreases from 23 nm to 15 nm alongld¢he gropagation direction. The
phenomenon can be due to the decreasing of the pi@Bes concentration in the

propagation flow caused by the interaction with @ into the channel [28].

3.2.2 Binding kinetic analysis

In order to better understand how the functionélira process proceeds in the
microchannels, two different numerical calculatiohave been performed. The
functionalization dynamic which the interaction weén the bioprobes (the DNA) and
the active sites (the glutaraldehyde), has beeeshigated as illustrated in the previous
paragraph, can be summarized by the following essoe:

A+BQ{§E~C (5)

where A is the DNA-probe concentration into the rotel, B is the glutaraldehyde
surface density on the porous silicon walls, and ¢he surface density of the bound
bioprobes. A proper boundary condition must beiadpb the convection and diffusion
equation:

(AT - DpgOA) = —‘z—f (6)
D (10™ m%s) and Rg; (6.0x10 m?s) are the diffusion coefficients of the chemical
specie A in bulk phase and in the PSi pores. Toe i considered laminar with a

parabolic profile at the inlet and an average vigjog, (inlet velocity = 3-13 m/s). In
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first simulation only the first few seconds of thie-functionalization process have been
considered, since the liquid flow rapidly tendszé&wo and the probes can only diffuse in
the available volume. In this approach, the bouncb@ surface density C can be

neglected in the last two terms:

oC _ _ _
= ~KAB K AT - k€ 7

Each PSi element has been modelled as a flat sudacwhich the By diffusion
coefficient of the DNA probe has been supposed teofssince the functionalization
process can be considered uniform along the polis {28], and corrected with respect
to its value in bulk solution (D) according to themdered diffusion theory [30,31]. In
order to take into account the large specific sgfarea of the PSi elemenisfS=100
m%cm®) [32], a very high surface density of active sitBsi.e., the ratio between the
glutaraldehyde molecules bound on the PSi elenMjtand its area, has been used in

calculations, using the equation
=Cged-S, (8)

where G is the density of active sites experimentally nnead in a porous silicon layer
(20-10° mol/n?) [33], a is the area of the PSi element (0.31@7), and d is its
thickness (4.3-Ibcm). An association constant K10 M™*-s* = k@) [34] has been
assumed, and that there are no changes in the amoDNA probes bound to the PSi
surface on increasing or decreasing the associediervalue of some magnitude orders
have been verified, as it can be deduced from taphgreported in Figure 51. In
particular, from this graph, it is possible to estte the association rate valug®¥),
which corresponds to the saturation of the bindiites available. £2"is two orders of
magnitude lower with respect to that used in caliboihs. Figure 52, the maps of DNA
probes concentration available in the first (a) &sl (b) microchambers are reported
together with the respective mean concentratiomattans along the length and the
depth of the channel.
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Figure 51 DNA probes bound to the porous silicorfiese calculated for different values of the
association rate .k
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Figure 52 Comparison between the DNA concentradigtribution in the first (a) and last (b)
microchambers just after the injection of the prohesignificant difference in DNA probes
concentration is well evident. The numerical sirtiolahas been obtained with an inlet velocity
of 3-10° m/s.
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The distribution of DNA probes in the microchambas been obtained by numerically
solving the equations with constants values preshjoteported, in particular, the inlet
velocity was y =3-10° m/s. It's clearly possible to observe an inhomogesse
distribution of DNA probes, which can be attributéal the starting concentration
gradient of the probes, that is, strictly relatedhe inlet velocity.

As explained in the previous paragraph to have ggawoncentration uniform along the
fluidic channel this effect, the inlet velocity sHd be increased up to 3:4en/s: the
difference between DNA probe concentrations bounthe surfaces of the first and last

PSi devices is about 5%. The results of the cdicuga are illustrated in Figure 53.
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Figure 53 Maps of DNA concentration distributiontire first (a) and last (b) microchambers
together with the mean concentration variationswugthe length and the depth of the channel.
The data have been calculated using an inlet \glo€i3-10° m/s.

Even if higher inlet velocity values could damabe tlevice because they correspond to
high pressure values by the Hagen-Poiseuille law,circuit integrity has been tested
up to b = 5.4-10' m/s. Bio-functionalization experiments repeated usyng values
equal or greater than 3:1én/s produced peaks shift of all PSi elements, whiitter
less than 8% among them [28]. Even if it is notgilde to exclude completely the DNA
absorption by channel walls, it is reasonable kelithat in experiment the surface
interaction does not affect the DNA concentration dt least two reasons: PDMS is

able to effectively adsorb only small hydrophobioletules, of the order of hundreds
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of Daltons [35], while the DNA probe used has a evalar weight of 7.7 kDa;
moreover, DNA is a highly charged hydrophilic mallecwith a reduced spontaneous
ability to interact with hydrophobic surfaces [36].

In the second simulations the compound formatiororCthe porous silicon walls
varying the inlet velocity and the diffusion coefént has been studied. These
parameters have been chosen because they do hmnie directly the equilibrium
complex concentration & The results about the first and the last PSi efgnon the

channel are exposed in Figure 54.
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Figure 54 Comparison between the first and lastdkSnents for different values of a) inlet
velocity and b) diffusion.

The simulation about the binding kinetic has showeat there is a decreasing of the
formation of compound C from the first to the fduelements. This is caused by a
concentration decreasing of chemical species Aoiatisn along the channel. This
effect is reduced by increasing inlet mean veloaityil 1.5mm/s reducing slightly the

amount of complex C on the first element. Diffusialso influences strongly the
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binding kinetic: an increase of coefficient causarastic worsening of uniformity
[37,38]. Vice versa a decreasing of coefficient iaye the C uniformity along the
channel but it can’t be taken as a method to olatainiform amount of complex linked
to the porous silicon walls, because the diffusdda chemical species can be changed

as we want.

3.2.3 DNA hybridization
After the bio-functionalization with DNA probe, thgNA-DNA hybridization has been

studied by injecting into the microchannel 200 pMcomplementary sequence. Figure
55 shows the reflectivity spectra of a PSi Braditgoe or before the functionalization

process, after the DNA functionalization, and after complementary DNA interaction.
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Figure 55 Reflectivity spectra of a PSi elementobef(solid line) and after (dashed line) the
DNA probe attachment, and after (dotted line) thieridization with the complementary DNA.

A red-shift of 6.0 £ 0.2 nm can been detected aftex specific DNA-DNA
interaction by the first PSi element, while an ager red-shift of 5 £ 1 nm has been
recorded by the other three. A negligible shifsslé¢han 0.2 nm (data not reported in the

figure), is the result of a control measurementictvthas been done exposing another
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functionalized microchannel to non-complementary A)Ndemonstrating that the
integrated PSi array is able to discriminate betwemmplementary and non-
complementary interactions. In a previous work, sbesitivity of an optical PSi based
DNA hybridization sensor has been experimentallyreged obtaining the value 1.1
nm/uM, which corresponds to a limit of detectionf@i/ nM hundreds, in case of a 0.2
nm resolution on the wavelength shift [24]. Thidueais of the same order of those
reported for other DNA biosensors realized usirffedint technologies. [39,40]. A low
variability among results of DNA-DNA recognition gariments is a key issue for
microarrays application in immunoassays diagnosiric proteomics: the DNA
hybridization has been followed by others micraflai PSi arrays, realized using the
same fabrication process previously reported, obitgiresults comparable with those
shown in Figure 55. In particular, by averagingroWese results, a standard deviation
of 4 nm has been estimated for the spectrum rdtiekie to the DNA functionalization,
while a standard deviation of 1 nm has been cdedlfor the red-shift related to the
DNA-cDNA interaction [28].
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Chapter 4

A microfluidic circuit for synthetic biology

Synthetic biology concerns the design and reabmatf new biological systems, and
their functions, which cannot be found in natutasla new area of biological research
that needs strong multi-disciplinarity, linking seal science and technical fields.
Microfluidics usefulness for classic biology resdais a well-known reality, and new
prospective are also opening for synthetic biol¢bly Microfluidic is for example a
perfect tool for the cell culture due to spatiatla@amporal control of cell growth. In this
chapter an integrated computational and experirhstr@egy based on a microfluidic
device to achieve control of a synthetic biologisgstem has been proposed. This
theoretical and experimental strategy has beenempp study and model a synthetic
network constructed in yeast cells and has beelhspheid in two proceedings:
o “A Microfluidic Device for the Real-Time control @& Synthetic Gene Network”
E. Orabona, F. Menolascina, L. De Stefano, D. dnBelo; Network tools and
applications in biology NETTAB-BCC 2010 - Biologid&/ikis, Aracne;
o “An optical microsystem for cell monitoring“ E. Grana, F. Menolascina, L.
De Stefano D. di Bernardo; 3rd EOS Topical MeetingOptical Microsystems
(Ous’09), 2009;

4.1 Cells culturing in microfluidic devices

Over the past decade, microfluidics has emergeal tashnology with the potential to
make significant impact on cell biology researcthe Tability to manipulate small

volumes of fluid in micron-sized channels, capidlar and other geometries has led to
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new methods of designing and performing biologegberiments, and is paving the
way for innovative approaches to understand fundaah®iology. Microfluidic devices
are becoming increasingly high-throughput, integslatand close to the realization of
lab-on-a-chip systems that were promised at theinbegy of the microfluidics
revolution. Although research in microfluidics wamstially dominated by studies in
chemistry, and by analyses of physics at the moales the integration of cell biology
with microfluidics has recently become a major ®aeuithin the scientific community.
The initial motivation to study chemical and phydiphenomena in microfluidics was
borne out of an inherent need to first understamel fundamental aspects at the
microscale before starting on research work thedlwred complex biological systems,
such as a living cell. But once knowledge was madglable on how to exploit the
chemical and physical aspects of microfluidicsyés natural for microfluidics and
biology to intersect and establish its own areantdrdisciplinary research. Cells and
their internal structures have physical dimensiomshe order of microns, and thus can
be suitably manipulated, tested and probed in riigdic environments using tools
developed with microscale technology. In movingrirmacro- to microscale, there is
an incredible control ability over spatial and tesrad gradients and patterns that cannot
be realized in conventional Petri dishes and wallgs. It is necessary to understand the
intricacies of the cell microenvironment, how iffeis across physical scales in vitro,
and how best to control it using benefits of thecnmscale to merge biology and
microfluidic in a new fascinating science [2].

So far, progress in the area of biology-relatedraofigidic systems has been mostly in
proof-of-principle demonstrations, with large resba efforts toward testing the
behavior of various cell types in different geonestrand on different platforms.
However, general progress has been somewhat hthdsrehe lack of a complete
understanding of why living cells behave differgntthen moved from macroscale
culture to confined microscale geometries. Culwiricells in microfluidic devices
requires an understanding of certain fundamentahciples that span multiple
disciplines, including biology, biochemistry, phgsiand engineering. Cell culture
techniqgues cannot be directly transferred to migidic environments without
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consideration of the physics of the microscales Itather important to remember that
only a century ago the idea of cultivating a liviogJl outside of a living organism was
met with enormous scepticism and resistance. TodaW,culture is part of a huge
biotechnology industry that relies on it for maseduction of proteins and vaccines,
and preparation of cell-based assays for drug sergeapplications. Moreover, cell
culture techniques are an integral part of fundaaiend applied cell biology research.
Much of our current understanding of biology corfres in vitro experimentation with
cells in Petri dishes and well plates: biology lattories spend significant amounts of
effort and resources on designing and performingegments based on the in vitro
methods that are available to them.

Proponents of in vivo methodology often cite asagamweakness of in vitro techniques
the inability of a Petri dish to fully capture dhe aspects of the in vivo cellular
microenvironment. Cell culture allows the researctwe isolate specific factors for
experimentation outside the complex in vivo micmsnment. By doing so, scientists
can make logical hypotheses of the effects of tHaséors, and through controlled
experimentation elucidate the mechanisms that adgudell function. The goal in cell
culture is twofold: to recapitulate as closely asgble the cellular microenvironment
while also maintaining enough simplicity so thatpesmental replicates can be
performed to achieve statistically significant l&sin a reasonable amount of time.
Microfluidic platforms are tools that are gainingpularity for studying cellular
biology. These devices have achieved amazing psegneapplication to cell culture in
recent years and allow to realize a precise cordfolne environment surrounding
individual cells. Cultured cells are used in a gbriof contexts such as cell biology,
synthetic biology, tissue engineering, biomedicajireering, and pharmacokinetics for
drug development. Cells exist in vivo in carefutiaintained microenvironments within
the three dimensional cell communities. Cells grélrough interactions and
communication with other cells within the livinggamisms that have complex and well
organized two-dimensional (2D) or three-dimensiorf8D) microscale systems
composed of multilayers, membranes, protein chanreashd many other elements.

Current in vitro cell culture environments lack thehness required to successfully
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mimic their in vivo counterparts. As most cell-badrological research is performed by
isolating cells, placing them in a culture flasktiwmedium, and then incubating the
culture flask, there are no cellular structurebe¢ocadhered to in the culture dish and no
other cell types with which to interact in vitroliuwed cells. Consequently, in vitro
cultured cells frequently alter their cellular peofes related to their growth rate,
morphology, and intracellular metabolic activitieBherefore, novel approaches are
needed to establish a more in vivo-like microenvwinent than presently available.
Microtechnology can facilitate the study of celhbgior in vitro because it provides the
necessary tools for recreating in vivo-like microvieonments. Therefore, microfluidic
devices for cell culture studies are rapidly gagnimportance in drug development and
biological research applications, such as drugcttyxor metabolism studies, and stem
cell differentiation studies [3]. Microfluidic sysins offer the ability to create cell-cell,
cell-substrate, and cell-medium interactions witthigh degree of precision. Such
environment is analogous to in vivo conditions: fimeall size of the channels permit
nutrients to diffuse to nutrient-poor areas. Momgwmicrofluidic technology can be
used to supply and transfer media, buffers, and eewhile the waste products by
cellular activities are drained in a way resemblthg human circulatory system.
Therefore, microfluidic cell culture systems hawe tability to precisely control the
environment around individual cells that cannotdohieved under traditional culture
conditions and offer numerous benefits (Table T) T4ree different microfluidic cell
culture systems are generally considered: micrepst cell culture on substrate

surface, microchannels cell culture and microchambell culture [5].

Culture cells on micropatterned substrates surface

Advances in microfabrication and microfluidic techsgy have allowed highly
controlled cellular micropatterning. Microscalelgatterns are commonly obtained by
culturing cells on a substrate having a patterrh veiell adhesive and non-adhesive

regions molecule. Two examples of microscale cattgons are illustrated in Figure 56

[6].

92



Chapter 4: A microfluidic circuit for synthetic hogy

Property of microfluidic systems Benefit for cell mlture

Small chip size and microchannels on thereduced sample/reagent consumption
cellular length scale - numerous cells coculture in a single device
- faster transfer of cell culture medium and héat,

short equilibration time

2D or 3D network structure Simulating in-vivo cgtbwth and development
The feasibility to integrate multiple - Integrate with fluid handling operations for efént
microfluidic devices on a chip and high throughput cellular analysis

- Integrate with detection functionality for in it
monitoring of cellular events
- Integrate with heating functionality for tempena

control of the cellular microenvironment etc.

Material transparency Observation and monitoringafular events in real-

time by microscope and fluorescent measurement.

Table 7 Benefit for cell culture provided by midwoélic systems.

(b)

Figure 56 Micro-scale cell patterns. The cell pagewere obtained on PDMS substrates
patterned for (a) epithelial cells and (b) chicketarain cells.

Adhesion and cell-to-cell communication is currgnthe most studied area of
microscale biology and this can be studied mimigkim vivo-like the patterning cells
capabilities. Although photolithography is one bétmost well-established techniques
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for microfabrication, its application in protein oell patterning is more expensive and
less bio-compatible than soft lithography techniqiigpically, a soft lithographic
method has been used to fabricate microstructinasare moulded with a patterned
PDMS stamp by means of capillary force for protad cell patterning. This method
can make the cells arranged according to the pattke moulded structure acts as a
physical and biological barrier or the adhesiorpuafteins and cells and the exposed
substrate surface acts as adsorption promoterse Stonventional techniques for
preparing patterned substrates require complexaseir€hemistry to immobilize both
cells adhesive molecules and inhibitory molecul#epas on the cell culture substrate
surface, a microcontact printing technique is usecreate patterns on PDMS substrates
to permit cell attachment and growth, and explotitesl natural tendency of PDMS to

inhibit cell adhesion.

Culture cells in microchannels

Microfluidic channels are especially attractivecgirthey can be easily multiplexed with
integrated fluid handling operations for efficiearid high throughput cellular analysis,
imaged for in situ monitoring of cellular eventsidacan recapitulate a physiological
cellular microenvironment with controllable diswiion of biochemical molecules and
shear stresses at the cellular resolution. Cellyve hdbeen cultured within
microenvironments specifically to observe cell hebar in the confines of a

microchannel. An example is illustrated in Figuie[3].

Culture cells in microchambers

The in vivo tissue environment can be describeddwective transport of nutrients in
capillary vessels that are in close proximity watls (usually within 100 um). Culture
cells in microchambers that etched in microchip gamavide a stable cell culture
microenvironment and enable parallel and high thhpuit cellular research. Several
microfluidic cell culture systems have incorporatedarray of simple chambers, which
have been designed to simulate the mass transéaatbristics of the in vivo tissue
environment and diffusive transport across therstitéal space to individual cells.
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Figure 57 A 3D microfluidic channel-based cell oult system. (a) Cells were three-
dimensionally immobilized in a microfluidic chanr®} dynamic seeding through a micropillar
array. (b) Prototype with a cross-sectional illasom (indicated by white line). (c) SEM
micrograph of hepatocytes three-dimensionally imitiddl in a microfluidic channel with an
array of elliptical micropillars.

Some microfluidic perfusion culture systems usé¢ @adture chambers that are isolated
from the bulk fluid flow so that cells are not sedfied to direct convective flow. In such
designs, mass transport distances are similat glirattions, resulting in more uniform
microenvironment for cell growth. In Figure 58 lisistrated a a 10x10 microfluidic cell
culture array was bonded to a coverglass and mdwmntex transparent ITO heater [8].
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Figure 58 Pictures of a 10x10 microfluidic celltoué array.

4.2 In vitro testing of a genetic network

The development of high-throughput data-collectiechniques, as microarrays, allows
for the simultaneous interrogation of the statua oéll’'s components at any given time.
In turn, new technology platforms, such as prowhips help to determine how and
when these molecules interact with each other.odaritypes of interaction networks,
(including protein—protein interaction, metaboBggnalling and transcription-regulatory
networks) emerge from the sum of these interactiddene of these networks are
independent, instead they form a ‘network of neksbithat is responsible for the
behaviour of the cell. The theory is the same ahglex networks, that has made
advances in the past few years uncovering the amganprinciples that govern the

formation and evolution of various complex techigdal and social networks. This
unexpected universality indicates that similar lamasy govern most complex networks
in nature, which allows the expertise from larged amell-mapped non-biological

systems to be used to characterize the intricaegiaeships that govern cellular
functions [9]. Further examples include genetiautatpry networks, in which the nodes

are individual genes and the links are derived fthenexpression correlations that are
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based on microarray data, or protein domain netsvttkt are constructed on the basis

of protein domain interactions (see Figure 59).

LR
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Figure 59 A map of protein—protein interactionsSiaccharomyces cerevisiae, illustrates that a
few highly connected nodes (which are also knowhudss) hold the network together.

In the recent years, the studying and modellingegeetworks are become an active
research field. In this context, the control of lbgcal networks is an ambitious
objective: drive a gene expression at will (e.gvehdahe cell produce a desired
concentration of a protein, or a desired time-etiotuof protein concentration) starting
from a mathematical model of the biological proceby applying appropriate
conditions (for example varying concentration ofaimmolecules). This can be
achieved by applying principles from control sysseimeory to induce gene networks to
follow a pre-determined behaviour. Unfortunateligtaning this result in-vivo is very
difficult since a suitable benchmark gene netwasknieeded to test the working
hypothesis on, moreover a technological platforradseto be developed to achieve a
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fine control over the concentration of input compdsi in the extracellular environment
and to observe and quantify cell populations dywanfor long experiments (t > 24h)
analyzing at regular and frequent time intervals ithe order of minutes). These
requirements do not make it trivial and is probabidg main reason for previous
attempts in this field being mostly computationarks.

IRMA (In-vivo Reverse engineering Method Assessm§d] is a synthetic five-gene
network developed in yeast S. Cerevisiae meetihghal requirements for a control
system benchmark: it is integrated in a eukaryotgamism, it is the most complex
synthetic network built so far, it can be eitheitstied on or off by galactose or glucose
administration and a detailed mathematical modelavsilable for it. All these
characteristics rendered IRMA the ideal candidatdb@nchmark for the testing of a
control strategy in-vivo. As a matter of fact, IRMAN be interpreted as an Single Input
- Single Output system: galactose and glucose earséd to switch the network ON or
OFF respectively and these dynamics can be trabiedstimating the amount of a
green fluorescent protein (GFP) fused to the CBRE, IRMA’s genes. IRMA has been
developed as a testbed synthetic network in yeasthe design and validation of
reverse engineering and modelling approaches []1-i8 diagram of genomic
interaction is illustrated in Figure 60. A new higbdynamical model describing the
behaviour of the synthetic circuit has been deriviemlir alternative control strategies
stemming from classic control theory (namely retaytrol, both ideal and non-ideal
and Pulse Width Modulation (PWM) control, with amdthout a “Proportional,
Integrative, Derivative” (PID) controller) have lmedesigned. These control strategies
were designed to achieve two objectives: setpemlation and tracking. The objective
of setpoint regulation is to produce a desired amhaod a protein (GFP), monitored by
fluorescence, which the cell cannot achieve by grgwnly in galactose or in glucose,
but only dynamically switching between glucose agdlactose administration
appropriately. The switching sequence is computeéal-time by the control algorithm
following the scheme. The objective of trackingtis produce a desired, but time-
varying, concentration of a protein. Again the cohalgorithm produces the switching

sequence.
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Figure 60 Schematic diagram of genomic integratafri® MA genes.

The control algorithm has been designed to tactifeesof the most common issues
found in biological networks namely: non-linearstigranscriptional delays and switch-
like transcription activation functions (leading tdiscontinuities). Therefore, this
framework can in principle be applied to a wideieigrof control problems in systems
biology. In-silico results shown excellent capalas in terms of both setpoint and
tracking error minimization. All of the algorithnfsave been implemented taking into
account the technological platform, thus achiewanill integration of inhomogeneous
components like macro-mechanical valves and miogreered fluidic devices.

In order to test the in silico results, a simplegpéa-loop” experiment where the
switching sequence accounts for 180 min galactotggemnd 180 min glucose supply
has been tested. Cells were imaged at 5 minutes imervals and GFP-associated

fluorescence was quantified as shown in Figure 61.
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Figure 61 The experimental galactose concentraionblack) and CBF1-GFP cellular
concentration (in red) are plotted against the kted input (in green) and output (in blue)
signals.

Numerical estimation of the fluorescence profileelotime provided evidence for a
satisfactory agreement between theoretical predistand in-vivo quantification. The
full closed-loop experiment, where the switchingugnce is computed in real-time, is
ongoing. Certainly a control framework will be sassfully applied to control the

behaviour of living cells and to better investigatenplex biological pathways [14].

4.2.1 A microfluidic trap for yeast cells

The developed device is schematized in Figure @& i has been realized in
polydimethylsiloxane using the replica molding teicjue fully developed in Chapter 2.
Basic operations of this device include cell logdand feeding. The cells loading step
is performed injecting them into the outlet porth®4 an enough number of cells is
captured by the “Tesla” microchemostat (Figure 6QIH] the flow is stopped. The
Tesla microchemostat is an improvement of the ilagssla diode loop [16,17]. The
design is such that the side-arm of the loop foartsapping region that constrains a
population of cells to a small area. Fluid flowused to continuously purge cells that
grow beyond the trapping region boundaries so that device can function as a

standard chemostat.
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Figure 62 a) microfluidic scheme of the device yeast cell culture; b) optical microscopic
images of Tesla microchemostat with some trapphsl ce

After the loading step the stimulation of yeastsealized by feeding. Two inlets has
been realized for galactose and glucose and theypeanixed at will changing relative
pressure differences. Relative concentration of pmumds is modulated by computer
controlled manipulation of the pressure that drithesflow in the common channel. By
using this approach it's possible to gain a deeptrob over chemical concentration
sensed by cells. In Figure 63 are illustrated tpegmental and simulated mixing ratio
for three simple case: only galactose, glucose,agdiactose only, and mixed at 50%.
The meander channel that follows to the “Y” regisna folded channel to permit
complete mixing of molecular species with low aceasumption. This device, coupled
with an epifluorescence microscope provided withaap autofocus capabilities, allows
to operate in “free-run” mode over long time pesodithout the need for external
adjustment. Protein levels can be monitored by G&lkng advantage of transparency
of chip to the optical wavelengths, which has biesed to one of the genes in the cells.
In Figure 64 is illustrated the platform implemeahtéor the control algorithm. A
computer program encoding the control strategy nmghe PC that controls the valves

managing the delivery of the compounds in the nflicidic device.
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Figure 63 Simulated and experimental mixing ratioGalactose and Glucose inputs.

The microfluidic chip hosts yeast cells in a specihicro-chamber imaged via an
inverted microscopes that periodically sends imagdake PC. The computer closes the
loop by estimating the GFP fluorescence and comgahis signal with the reference
one in order to compute the next input signal tedet to the valves. A variation of the
previous design has been realized adding an altbatnel, as illustrated in Figure 65,
changing the channels cross from “Y” t§™ This extra channel is useful to increase
the relative pressure difference that should beigeal to obtain galactose or glucose
feeding only. This bigger difference makes eagecdntrol other intermediate mixing
ratios. In this case another meander region has beeessary to increase the channel

resistance and in this way to minimize the samptesamption.
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Figure 64 Schematic view of the platform implemerf@ the control laws.

Inlet - galactose
Outlet - waste

N

| 4

Tesla
microchemostat

1mm
—
Inlet - glucose

a)

Figure 65 a) microfluidic scheme variation of ttevide for yeast cells culture with two outlet
channels and b) its master in SU-8 on silicon doirtg 4 devices.

As for the previous configuration a finite elemeainulation has been performed for
fluid dynamics and convection and diffusion equagigFigure 66). Leaving the same
pressure values at the inlets the length of th@mélanecessary to reach the complete
mixing of galactose and glucose reduces to halk fappens because the flow velocity

decrease to half in the central channel.
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Figure 66 Finite element simulation about convantad diffusion inside the microchannels.
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Chapter 5

Electric field mapping in microfluidic devices

Computer aided design, finite element method, andarical calculations are general
tools which can be used for modelling and testiegywifferent microfluidics based
devices. The technical and scientific skills exigdifor the development of the PhD
research project have been used in an experimeooliaboration with the prof. A.
Sasso group’s, University of Naples “Federico Tihe mix of competencies leads to an
innovating method for the quantitative mapping gatesl by microelectrodes,
published in G. Pesce, B. Mandracchia, E. Orab@aRusciano, L. De Stefano, A.
Sasso, “Mapping electric fields generated by mieceodes using optically trapped
charged microspheres”, Lab Chip, 2011, DOI: 10.1032C20432G.

5.1 Electrokinetic transport phenomena

Electrokinetic pumping and particle manipulatioe &chniques widely used to move
liquids and particles at small length scales sthey are implemented through surface
forces which scale down accordingly to length scdle2]. Electrokinetic techniques
have the advantage of being easily integratedrmtwofluidic systems. The application
of electric fields to colloids in a fluid can badlctuate the liquids as well as the colloids.
In a system where colloids are suspended in a nwkée a controlled electric field
exists, the system is subjected to a variety ofrd@nistic forces which it is possible to
control as well as stochastic forces that cannanhfdeenced. The two major electrical
forces that exist are electrophoresis and dielpbtvcesis. Electrophoresis is the motion

of charged matter under the influence of an appékattric field. The direction of
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motion is always toward the electrode of oppodiarge to that of the particle, and it is
of no consequence whether the field is uniform @n-oniform. A double layer is an
electric structure that appears on the surfacen aflgect when it is placed into a liquid,
and refers to two parallel layers of charge surdingy the object. The first layer, the
surface charge (either positive or negative), coseprions adsorbed directly onto the
object due to a host of chemical interactions. $beond layer is composed of ions
attracted to the surface charge via the coulombefoelectrically screening the first
layer. Due to the presence of the double layehaged particle when suspended in
aqueous solution appears electro-neutral. Despitieisy movement of the particle still
occurs due to the mobility of the ions in the deuldyer. The velocity of a charged
particle due to the electric field is a functiontbé particle’s size and charge as well as
the viscosity and conductivity of the suspendimiid (i.e. the thickness of the double
layer surrounding the particle). The main applmatiof electrophoresis is in the
separation of macromolecules such as DNA and msteisince different
macromolecules move with different velocities undiee influence of the applied
electric field. On the contrary, dielectrophoredses not occur in a uniform electric
field: the net force experienced by a neutral platis zero. However, if the particle is
placed in a non-uniform electric field the resudtiforce difference across the particle
causes it to move. This movement arises due todhation of the charge density over
the particle. The free charges in a liquid syste@mduced or natural) also undergo a
force. Electrokinetic effects are the result of doenbined movement, irregular charge
distribution and screening at the solid liquid rfaee [3].

5.2 Electric field mapping in microfluidic devices

As explained in the previous paragraph, microfluidievices use electrokinetic
phenomena to pump, mix, inject, sort, and also &nipulate fluids, cells and particles.
In lab-on-a-chip devices electric fields are usualapplied by integrated
microelectrodes. They are attracting much intefi@stheir possibilities to generate high

electric fields from relatively small applied AC teatial. They also play an important
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role, also for the investigation of sub-millimets®-logical structures, even at level of
single cells [4]. Measurement of electric fieldsnaitroscopic scale is not trivial, and
only few experimental measurements of electricdiehave been proposed [5]. To
overcome this limitation, typical approaches arsellaon numerical calculations using
finite element method software assigning the appatg boundary conditions. Optical
tweezers can be used to measure the effects dfieléeld on to a charged patrticle
while it is trapped by optical forces. Since boitedtion and amplitude of electric field
generated by micro-electrodes requires the knowleolgthe charge of the trapped
particle, an absolute measure is possible. The lidesa is to use charged microspheres
confined by an optical trap which acts as a se#sitorce probe to explore the electric
field. The electric field measurement derives frtira equilibrium between the electric

force (QE) and the elastic optical restoring fordek ). Two pairs of electrodes have

been combined in the same device to measure therieldield in an aqueous
environment: two plane parallel electrodes genaaatell defined uniform electric field
which has been used to estimate the charge wisiéeand electrodes pair generates the
electric field to be determined. The measuremencymie is very simple; it is based on
the detection of the displacement of the trappetigba from its equilibrium position
under the effect of the external electric forcee Harticle displacement was measured
in the three dimensions with nanometer precisiomgusthe back focal plane
interferometry detection technique [6]. A detaile@pping of electric field has been

performed moving the position of the optical twaezEigure 67).

glass slide

ITO

A ted Fiweezers=Kr . .
u coate =g
tungsten wire electric

ITO

coverslip

Figure 67 Scheme illustrating how a charged potgsty bead held in an optical trap acts as a pmbe t
measure amplitude and direction of an electridfiel
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It's important to note that in polar solutions likeater, even for distilled deionized
water (conductivity 1.0 pS/cm), the number of freles is high enough to generate a
double-layer around the electrodes that screems,teastically reducing the electric
field amplitude. Thus in polar solutions, staticas@rements are impossible and it is
necessary to use alternating fields with oscillafi@gquency higher than the transit time
of free ions in solution. The analysis of the tragppcharged bead motion gives the
amplitude of the force exerted on it. Neverthelbssoscillatory motion can be masked
by the thermal motion when the electric field sg#nis particular low. To extract the
oscillation amplitude the Power Spectral Densityh@ Auto Correlation Function can
be used [7]. Therefore, using the same partictepitissible to determine both its charge
and the distribution of the electric field. In tregperiment two electrodes geometries
has been used: a wire-wire geometry and a wireeplggometry. In both cases the
experimental results are compared with those obtialyy numerical simulations. The
experimental setup (Figure 68) comprises an homeroptical microscope with a high-
numerical-aperture water-immersion objective leNA£1.2) and a frequency and
amplitude stabilized Nd-YAG lasek € 1.064 pm, 500 mW maximum output power)

for the optical tweezers.
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Figure 68 Experimental setup.
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The particles were chosen negatively charged, atdptpated polystyrene microspheres
(1.06g/cni density, 1.65 refractive index) with a diameterldd0+0.05um, and were
diluted in distilled deionized water to a final @@mtration of a few particles/ul. The
surface charge density, provided by the manufacturas 5.7 pC/cthat corresponds
to a total charge of 1.79-19C. However due to screening effects of the padérest,
the effective charge of the particles is less thiam nominal value and has to be
measured before using them as probes. A droplsuch solution (100ul) is placed
inside a sample chamber made of a 150 um-thickrsliweand a microscope slide, both
coated with a transparent conductive layer (IndilimOxyde) that act as planar
electrodes. The microfluidic device was mountedgriezoelectric stage, which allows
movements with nanometer resolution. The 3D parfadsition was monitored through
the forward scattered light imaged on a quadraotquhode (QDP) at the back focal
plane of the condenser lens, using a digital asulbpe for data-acquisition. The QPD-
response was linear for displacements up to 300(2nmm resolution, 250 kHz
bandwidth). First the charge of the trapped beadbe®n measured using the two ITO
coated glasses that generated a uniform electlt Whose amplitude was E=V/h ~ 2.7
kV/m; (h=185 pm). The effective charge measured (1a83+0.07)x103° C, that is
about 2000 times smaller than the value reporteth&ynanufacturer. This is due to the
screening caused by the double-layer around thfacsurof the bead. This value
remained constant within experimental errors fwmesa hours. To check the uniformity
of this field the bead motion at several positimeroa wide area of about 500x500tm
have been recorded, the electric field resultethdauniform within the experimental
error both in amplitude and direction. It is wotthnote that the laser field induces a
polarization of the trapped dielectric particlef this effect is negligible since the value
of the charge changing the intensity of the lasesnb has been measured without
observing any relevant difference. In the first getry (see Figure 69a) a gold coated

tungsten wire with a diameter of 10 um and thedmotfTO coverslip have been used.
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Figure 69 The electric field mapping, measuredliertwo configurations. Experimental results
are displayed with red arrows and are verticalijtesth 1 mm for clarity. Blue arrows are the
results of finite elements method simulations. Tégions where the electric field was measured
are highlighted by a red dashed line in the upigerés.

The wire was placed in the middle of the samplé atethe height of 85 um from the
bottom coverslip. Measurements in the proximitytied wire, where the highest field
gradient is expected, have been performed. Forlisitypthe electric field only in a
plane perpendicular to the wires axis have beensuamed, but it is clear that
measurements can be carried out in any three-diorelggeometry. The amplitude of
the sinusoidal voltage at the electrodes was V & 2% with a frequency of 87 Hz.
Starting from an initial position the sample celssmoved with a fixed step in a raster
scan around the electrode. In every position tresl ieajectory was acquired for 20 s.
At the end of every scan the electric field atithiBal position has been measured again
to check that the experimental conditions did nodnged during the measurements.

The sensitivity of apparatus has been tested hycreg the electric field amplitude up
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to reach a signal-to-noise ratio close to 1. Theimim amplitude estimable was about
250 V/Im. As expected, for the symmetry of the geoynesed, the y-axis component is
zero. In the second geometry (Figure 69b), thetreldes were two wires (10 um in
diameter) placed at a distance of 220 um positicated height of 85 um from the
bottom coverslip and 90 um from the upper microscepde. The amplitude and
frequency of the applied voltage were the sameheffirst geometry. For both the
configurations used, the electric field maps wertaimed. Theoretical field distribution
has been estimated using the finite elements metifoBEMLAB package. The
agreement between experiment and simulation isllextefor both the geometries
investigated [8,9]. In conclusion the techniquevites a direct and realistic estimation
of the electric field generated by whatever comptexfiguration of microelectrodes

even when numerical simulation can fail.
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Conclusions

Microfluidics, and the concept of the lab-on-a-chghown an extraordinary success
during these last fifteen years, from laboratotesommercial products. Now, to stay
on top, it must reinvent itself as a every fieldneology in science. Two ways can be
foreseen for it: (i) it can gather up the techngldigat is now available, and develop it
fully and completely finding uses for what now égjsand motivate the development of
related manufacturing technologies. This step isokitely necessary to transform
laboratory prototypes into large-scale commercialdpcts; (ii) it can invent new
things, and see if these new ideas will carry tieéd fforward. This strategy would
support later technologies but does not probaldulten products, at least in a very
short period. In this PhD thesis, trust has beeargto both hypotheses.

By following the first hypothesis, a microfluidissisted porous silicon array for optical
label-free biochemical sensing has been realizetl aptimised by using numerical
simulations. The microsystem has been used fosttidy of DNA-DNA interactions and
realized as a proof of concept device. From thartelogical point of view, a proper
fabrication process has be designed to integratesle®ents in a microarray: silicon
nitride and SU8 photoresist have been used as nwashkiaterial during the
electrochemical etching; pro and con have beerudssx in both cases. Experimental
label free detection of DNA single strands hybmdian (200 uM) is performed by
monitoring the reflectivity spectra shifts of PSiag reflectors. High quality reflectivity
(FWHM of about 25 nm) in the visible range (Braggonance peak at 627 nm) has
been measured for all the optical elements of tleeaarray at normal incidence, which
demonstrates the uniformity of the electrochematahing on the whole microarray
surface. A microfluidic system, realized by softhdigraphy technique, has been
integrated with the porous silicon based microaridye PSi elements of 200 um, spaced
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600 pm, constituting a four by four array, haverbgectionalized by directly injecting
the DNA probe molecules into the microfluidic systeSmaller sample amountsu(p
and a functionalization time significantly shor{@h) than those required for the not
integrated device have been used. The performamicéise microarray, in terms of
precision and reproducibility, have been optimided computer aided design and
numerical simulations. Combining transport equatiand reaction dynamics, the binding
kinetics of the formation of a chemical complexstarting from two components A and
B, have been analyzed in the case of a genericcuale interaction which could
happen in the channel of a pressure driven middeircuit used to assist microarray
operations. The conditions required to optimize uhdormity of the chemical species
distribution on the sensing area, in terms of st@rifluid velocity and channels
geometry, have been found. Different microfluidayduts have been proposed to
improve the sensing features. Experiments can erpeed in dynamic flow condition,
which approach seems to be the best in terms obgeneity and time parameters for
the microfluidic biosensor, but static steady fl@s,the one used in the present work, can
be also very effective, when required in cases &hkery low sample consumption is an
unavoidable restriction. The integrated microausyg a label-free detection method has
revealed great potentiality and it could be ofre$t also in other application fields of the
bio-analysis.

In the field of new ideas, microfluidics has be@plaed to a just born area of biological
research that combines science and engineeringsytiitbetic biology. A microfluidic
platform has been realized by soft lithography thieve the control of biological
genetic network: the aim is to drive gene expresdiy external stimuli, using a
mathematical model of the biological process, bylypg appropriate conditions. The
goal can be achieved by applying the same methiocksntrol systems theory to induce
gene networks to follow a pre-determined behavidutomputer program encoding the
experiment strategy controls the valves managiegd#ivery of the compounds in the
microfluidic device. A suitable benchmark five-gemetwork developed in yeast cells
(IRMA) can be either switched on or off by galaetas glucose administration: these
dynamics can be tracked by estimating the amouatgreen fluorescent protein (GFP)
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fused to one IRMA’s genes. The microfluidic chipsteyeast cells in a specific micro-
chamber imaged via an inverted microscopes thabgieally sends images to the PC.
The computer closes the loop by estimating the @Gkd?escence and comparing this
signal with the reference one in order to comphéerext input signal to be sent to the
valves. An experiment where the switching sequartmunts for 180 min galactose
pulse and 180 min glucose supply has been perfor@eits were imaged at 5 minutes
time intervals and GFP-associated fluorescenceqwastified. Numerical estimation of
the fluorescence profile over time provided eviderfor a satisfactory agreement
between theoretical predictions and in-vivo quacdtfon.

In all experiments a peristaltic pump has been tisadove liquids into devices. Lab-
on-a-chip devices use also electrokinetic phenon@pamp, mix, inject, sort, and also
to manipulate fluids, cells and particles. Elecfrétds are usually applied by integrated
microelectrodes. An highly sensitive and precisehnejue has been developed to
measure the direction and amplitude of an eledieid generated by microelectrodes
using optical tweezers as a force transducer. Nepatcharged sulfate coated
polystyrene micro-spheres, trapped by the optigakrers, have been used as a probe to
detect its displacement from its equilibrium pagitiunder the effect of the external
electric force. The particle displacement was megsuthree dimensionally with
nanometre precision using the back focal planafer@metry detection technique. As
examples, the technique has been applied to sonmesmicroelectrode configurations,
but it can be used in whatever complex configuraisoneeded. The technique provides a
direct and realistic estimation of three-dimensionap of the electric field generated by
microelectrodes or very complex electrode strustuvdth a resolution below a
micrometre and with a sensitivity as low as a femdreds of V/m which can be useful
even when numerical simulation can fail.

In conclusion, microfluidic assisted microsysteras ©e considered new powerful tools
for an incoming technological revolution which wiliring to reality devices for
environmental monitoring, medical diagnostic, aifd science research, in particular
proteomics and cell biology. One expected resuthésadvent of personalized medicine,
which will be possible only if genomic and protecrdeterminations should be available
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for each person. The impact on the society canadbieseen. The research developed in
the three years PhD program presented in thissthissin the direction of realize new
devices by combining micromachining standard teses and microfluidics methods in
order to overcome limits of laboratory instrumeioiatand open new horizons to

scientific research.

118



Ringraziamenti

Y

Alla fine di ogni esperienza mi sono sempre fermp&y pensare a cid che é passato e
ringraziare chi ha permesso di avvicinarmi al teago. Questa volta, dopo tre anni, le persone
da ringraziare sono veramente tante e sono sitwalt mi ha spinto fin qui non I'ha fatto solo
per il proprio dovere e neppure per ricevere uZg”. Sono stati tre anni intensi, di speranze,
di precariato ma non privi di soddisfazioni. Quargtmo arrivato in questo istituto ero un
giovane neolaureato e sono stato accolto con gréddeia dal direttore lvo Rendina nel
gruppo dove ho lavorato in questi anni.

Il mio tutor con i suoi insegnamenti, con le su¢tlia ed a volte anche con i suoi rimproveri
mai ingiustificati, ha cercato di spronarmi pernfiaivincere le paure che avevo: per questo
motivo a te, Luca, va un sentito grazie. Ringramohe llaria, che con la sua profonda saggezza
mi ha insegnato e tramandato con pazienza moliigsgmgnamenti: spero di non averti deluso.
Grazie anche ad Edo per avermi inconsapevolmestgimrato che nella vita non si pud dire
sempre si. Grazie a Mariano per la compagnia inecarpulita e per avermi introdotto nel
mondo delle microfabbricazioni. Grazie a Mario Mr e buie serate in camera oscura passate
a realizzare maschere. Grazie a tutti i “ragazeilidtituto, Antonella, Massimo, Peppe, Pia,
per la compagnia in pausa pranzo e a tutti i retert per il loro supporto.

Un doveroso grazie va a Diego di Bernardo, Filipgpbiara e Gianfranco per la collaborazione
che hanno avuto con me e con l'istituto. Un ringmaento va anche al Prof. Sasso e a Peppe
con i quali ho avuto I'onore di lavorare. Ringrazioi STMicrorelectronics ed in particolare
Valeria e Fabrizio che mi hanno ospitato in aziefade@ndomi sentire una persona “di casa”.
Ringrazio la mia famiglia che mi ha supportato esnitamente e moralmente in questi tre
anni. Il ringraziamento piu grande spetta pero alla meta, Angelica, che mi ha consolato e

spronato ogni volta che ho avuto voglia di mollato: senza di te non esisterei.

Emanuele Orabona



