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Abstract

A number of numerical and experimental studiesigoered in the field of technical
flow duct acoustics, are presented in this th&die analyses have been implemented on the
automotive mufflers, and the fluid-dynamic aspéetge been taken into account too.

The noise attenuation characteristics of a thress peerforated muffler with final end
resonator have been investigated. Acoustic perfocesm have been quantified by the
Transmission Loss (TL) parameter, and different excal methods have been adopted.
Firstly, a non-linear one-dimensional (1D) time dgomapproach is utilized to predict the TL
profile in a low frequency range. Secondly, a Iméaee dimensional (3D) boundary element
method (BEM), in the frequency domain, has beelizad to obtain more accurate results at
higher frequencies. The effects on muffler perfanosaof different mean flow velocities and
gas temperatures have been investigated too.

Advantages and disadvantages of the above mentimnee@rical approaches have been
highlighted by analyzing a two-tube cross-flow coemaial muffler. Besides the obvious
differences due to the non linear/linear and 1Df8Bnulations, the 1D method has been
successfully used in simulations where a mean fl@8 present. On the other hand, after
importing the results of a previously modal anaysa complex BEM fluid-structure
interaction analysis has been performed. Intergstsults about the structure excitation, at
certain frequencies, have been carried out. Momedhle radiated noise has been assessed,
once imposed a certain excitation at inlet.

An experimental campaign has been carried out enatoustic laboratory of Tallinn
University of Technologies (TTU), Estonia, aimedvalidate the above numerical results.
Testes have put in evidence the strong effectsnuaffier performances, of the constructive
features related to the manufacturing process, aade coupling of adjacent surfaces and
the actual shape of components. Hence, althougtencal analyses are usually performed
on ideal geometries (perfectly matched and shapeldgn the behaviour of a real muffler
must be simulated, a more detailed schematizatiost ide used. To this aim, a number of
tricks are suggested.

A brand new acoustic optimization procedure, based 1D non-linear solver coupled to
a genetic algorithm through a number of externatines, has been developed, aimed to
maximize the acoustical attenuation or to find ltlest tradeoff between acoustical and fluid-
dynamic performances. The proposed approach catestia valid instrument to improve the
muffler design process, providing a consistent anpbment of TL and a contemporary
reduction of back pressure for the examined case.

Keywords: IC-engine, muffler, silencer, acoustics, exhaugstesm, flow duct, one-
dimensional simulation, non linear simulations, hadary element method, finite element
method, fluid-structure analysis, radiated noisey-port source, two-microphone approach,
optimization, genetic algorithm.
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This doctoral thesis consists of an introduction, Shapters and the final

conclusions.

In the first chapter, a global overview on mufflegiven.
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- In the fourth one, main experimental techniques rfarffler acoustic analyses are
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Introduction — Fuardental on mufflers — a global overview

Introduction

The studies carried out in these three years datetdrave been driven by the will to
understand the principles founding the duct acosisdipplied to the silencers for ICE. A
gradual approach, based on the use of numericalilaiions, to the study of more
complicated problems has revealed its effectiven&ssfact, after performing the first
analyses, aimed to prove well known results frora literature, the attention has been
addressed to less explored areas, e.g. the sodiadioa due to the interaction of the muffler
structure with the surrounding fluid, the tuning o@imerical 1D and 3D models of a
commercial muffler through experimental tests, thescription of the effects of the
manufacturing quality on the acoustic silencer grenbince, and the development of an
optimization procedure.

The target has been, on one hand, a better desorgitthe silencers behavior, including
usually neglected aspects. On the other handnpeoving of the muffler design process, by
means of suggestions aimed to enhance the numsnalations, and by means of a tool,
represented by the above optimization procedumsied on the obtaining of the best trade-

off between acoustic and fluid-dynamic performances

FUNDAMENTALS OF MUFFLERS —A GLOBAL OVERVIEW

Mufflers play an important role on the environméntapact associated with the sound
emission of internal combustion engines (ICE). Tasydesigned to reduce the exhaust noise
originated from the pressure pulses occurring i@ geriodic charging and discharging
processes. A good design of a muffler must alsowdcthe requirement of minimizing the
back pressure, i.e. the extra static pressureexkén the muffler on the engine. This second
necessity is needed to avoid consistent reductdriee volumetric efficiency, consequent
increasing of the brake specific fuel consumptiand decreasing of mechanical power
output. Usually these requirements are contradictorthe right trade off must be chosen at
design phase [1-3].

Eventually, mufflers are also designed and tunedive a positive contribution to the

vehicle sound quality, which is an important pahtmphasis in NVH work: interior sound
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Introduction — Fuardental on mufflers — a global overview

quality can be used to differentiate vehicles @anlis as well as to give an overall impression
of the vehicle quality.This aspect puts an increased emphasis on the tamger of
understanding exhaust noise and its frequency obfg

A variety of muffler typologies and models canfbend in literature and on the market.
They are usually constituted by a certain numbeubés and chambers, divided each other
by baffles. Tube and baffles can also present pdd areas, and chambers can include a
certain quantity of absorptive material. Fundamismsé mufflers, including a summary of the
different typologies, a resume of their performanand guide line about the main

geometrical parameters, are given in the Chaptéitiis work.

Regarding the acoustic analyses, a very powerfdilveidely used simplification for IC-
engine intake or exhaust ducts is to assume sradlingbations and perform a linearization of
the governing equations, i.e., a set of coupledlim@ar equations for conservation of mass,
momentum and energy. This simplification allowsneglect the energy equation (linear
acoustics). When a homogeneous and isentropic frearms present, the final result will be
the convectivevave equatiorand then 3D effects can also be addressed witiboutmuch
difficulty.

Another possible simplification is to consider afimensional (1D) fields only. This
assumption implies that the variables of pressieasity, velocity and temperature are treated
as being constant over the cross-section of thé uluder consideration. Consequently, the
solution of the coupled nonlinear equations will ¢greatly simplified [2]. If only small
perturbations are considered, the wave equatidrb@iteduced to a 1D linear wave problem,
which can be efficiently analyzed via so called {past (or four-pole) methods [6]. On the
contrary, when the excitation overwhelms certaimtk, the linear assumption does not stand
anymore, and a non-linear approach is requiredlt@she acoustic problem.

Historically, the hypotheses of plane linear wavese been extensively utilized in
silencer analyses, allowing to study a variety ohfggurations, in amnalytical way. In
particular, many studies have been focussed oncelevincluding one or more expansion
chambers, which act as low frequency resonatois,aacertain number of perforated tubes,
often used as high-frequency resonators.

Roughly following a chronological order, aero-admusnalysis of perforated elements,
in the form of a series expansion for the straitfitough silencer elements, was first
presented by Sullivan and Crocker [7]. sAgmentation methodas developed by Sullivan
[8-9], lumping the effect of perforations into amber of discrete planes with solid pipes

present in between. This was followed up by Jayaramnd Yam [10] who developed a
11
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decoupling methodo obtain a closed form analytical solution. Ictfén these studies the
complete analysis of mufflers including perforatéds involves the elimination of velocity
variables from the basic governing equations ttaiabthe coupled ordinary differential
equations in terms of acoustic pressure varialeawani and Jayaraman demonstrated the
use of this decoupling method [11] by analyzingigtit-through resonators in the absence of
flow. Rao and Munjal [12] extended the analysisajaraman and Yam by allowing the
Mach numbers in the inner perforated duct and titerccasing to be different. Later, Peat
[13] presented another numerical decoupling appraaenoving the numerical instability
problems associated with other methods describhesiftr.

All of these studies, were limited to concentribéuesonators, plug mufflers, or two-
pass mufflers (two perforated ducts plus an expansthamber). As many of the
commercially available mufflers implemettiree passegthree perforated ducts plus an
expansion chamber), such configurations have besmore recent interest.

Munjal presented a frequency domain analysis dfreet pass muffler via a decoupling
method [14], which was also refined to include #dended-tube three-pass perforated
element muffler [15]. This decoupling approach whewn by Peat [13] to lead to numerical
instability problems, especially near transmissioss peaks. Selameatt al developed a
quasi-one-dimensional theoretical model for thelymms of a three-pass perforated duct
muffler based on the transfer matrix method and ribeerical decoupling of Peat. The
method was then generalized to include the anabfstbree-pass mufflers where the ducts
extend into the end cavities [16].

Further attempts have been made to analyze simadaustical elements for different
configurations and flow conditions. In a recent élepment, Munjal [17] analyzed an
axisymmetric pod silencer and Katral. [18] developed an algebraic algorithm for modejlin
a configuration with any number of interactingeslor parallel ducts. This latter provided a
clarity of thought for completeness, and hence @egdity, in a way, to preclude tedious

algebraic manipulations.

Since the 1D plane wave regime is suitable onlydar frequencies, enulti dimensional
approachwas needed for accurate predictions in wide fraqueange of interest. During the
past decades sevemhalytical studies, discussing the effects of higher ordedesoon the
performance of expansion chamber mufflers, hava peblished. In [19] Iket al. presented
the results in the four-pole form for a circularparsion chamber and a circular reversing

chamber. Abom derived the four-pole parametersh Wigher order mode effects, for an
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expansion chamber muffler with extended inlet antled [20], by utilizing the analytical

mode matching method [21].

NUMERICAL METHODS

In the Chapters 2 and 3 the main techniques basddoand 3D numerical approaches
are explained.

As previously shown, giving a look to the duct astauliterature of last 2-3 decades, a
number of fundamental studies, based on one-, twéhree-dimensional approaches can be
found. They are basicallgnalytical approaches, in which the algebra involved, pddity
for asymmetric chambers, has been found to beivelatcomplex. Moreover, in case of
multi-dimensional approaches, analytical solutitmghe acoustic problem can be found only
for easy cases (rectangular and circular, elligtid parabolic cylindrical cross-sections).

For these reasons numerical models, based on sam@proximations, are often
necessary, sometimes compulsory.

A variety of modeling procedures have been propasé&y the experts, and are currently
applied to predict the propagation of pressure wawethe gas flowing along intake and
exhaust systems. Also in these cases, the procedare be divided intdinear acoustic
modelsandnon-linear fluid dynamic modelaccording to the assumptions they are based on.

As above mentioned, the acoustic linear modelswadely used when there are small
acoustic excitations, and they incluliieear 1D, finite element metho(FEM) andboundary
element metho(BEM). These methods are usually based on frequdomain approaches,
solving the so called linedatelmholtz’'s equation5] (derived from linear wave equation) or
its 1D form in case of 1D linear codes.

1D linear methods are very fast and require low matational costs. The quality of the
predictions is often improved by introducing soraedth corrections to the 1-D model, in a
way that the complex wave reflections at disconties! (sudden expansion and contractions
in duct cross-section) are taken into account [E2n though the 1D linear theory is a useful
approach to the acoustics of muffler [1] and aetgriof excellent results are present in the
literature, nowadays the computing research isdedwn the development of numerical 1D
non-linear tools. These latter, described aftersapdeserve a quite low computational cost

and contemporary are able to deal with more compiteklems.
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Back to the linear theory, the 3D approaches (FEM BEM) are preferred when the
analysis regards the acoustic performance of sanganents in which non-planar higher
modes are excited. 3D effects, in fact, appear vthertransverse dimensions of the system
are comparable to the wavelength of the excitataord in proximity of the cross section
discontinuities.

The first attempt to study the acoustic behavidua muffler by using the finite element
method, was made by Ross [23] on a three passragrfbsystem, but he only demonstrated
the results for the case where the middle pipejusigass through (not perforated).

A major challenge for using FEM for Helmholtz’'s edjon is that a specific resolution
requirement for minimal wavelength must be respktie control of the approximation error
[24]. Dispersion analysis demonstrates that ieisegally more difficult to meet the resolution
requirements for higher frequencies [25]. Sevenrdlef element methods have been developed
to ease resolution requirements which are seemiaglyopen problem. In practice, finite
element simulation requires high computational ar@mnory resources, particularly at higher
frequencies and, due to restrictions in computatisasources, most of the past published
applications of FEM for time-harmonic wave propagathad been limited to two-
dimensional domains. This, obviously, has changedecent years, and more examples of
three-dimensional applications for the mufflersfpenance prediction can be found in the
literature [26-27].

Also the boundary element method has been widglizad for the solution of the
Helmholtz’'s equation in a variety of problems. Theglude mufflers with perforated tubes
and irregular geometries (such as edges or corneffglcts of porosity of perforation and
flow-resistivity of sound absorbing material [28}3@redicted transmission loss curves are
generally in good agreement with those from expenital measurements.

The major advantage of the BEM is that only the ratauy surface needs to be
discretized. This saves considerable modeling effben compared to domain discretization
methods such as the finite element method (FEM)rter to deal with certain classes of
acoustic problems where very complicated geometaresinvolved (for example acoustic
mufflers with thin obstacles or projecting surfaceghin the cavity volume) in [29] a
multidomain BE solution is proposed, in which thevities of the muffler are divided into
several subdomains so that the boundary surfaeadf subdomain is well defined and the
conventional BEM can be applied to each one of thEhe BEM equations for different
subdomains are coupled to each other by enfortiagontinuity conditions of pressure and

normal velocity at the interface between two ne@irig subdomains.
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Owing to the high requirements of development tiem&l computational cost, such
investigations focus only on particular componenfs intake/exhaust system, without

providing a description of their interaction witletengine.

As previously mentioned, nowadays the non-lineamerical methods are of great
interest: since in engine intake and exhaust systethe pressure fluctuations are
characterized by much larger amplitude than thauraed in the linear approach, these
approaches are often mandatory. In fact they fhrgugite realistic predictions, taking into
account of the distortion of high amplitude waveiprduring the propagation in ducts, and
the interaction between the engine and the dustesy Non-linear fluid dynamic models are
mainly used to predict the intake and exhaust sygperformance in terms of pressure,
velocity crank angle histories, and are based mp&d parameter (0-D), one-dimensional (1-
D) or three-dimensional (3-D) schemes. 0-D scheanesusually adopted coupled with 1-D
models, the former one in the investigation ofregéir behavior and of flow across intake and
exhaust valves, the latter one to describe théetahaust system [31-34]. Recently, some 1-
D models have been proposed to analyze complex gjeiesy such as mufflers, in which
perforations and adsorptive materials are incly8égl

More refined 1D based approaches, like the oneqgsexh by Montenegret al. [36]
utilize quasi-3D elements to model chambers or after-treatment cdsyi which are
specifically designed to account for conservatibormmmentum in three dimensions, even
though the code is otherwise nominally one-dimemdio They are composed by a 0D
element at the center of the volume, where theirmoity and energy equations are integrated,
and a number of volume openings (ports) where tbmemtum equation is integrated.

The computed results allow the evaluation of thessenwadiation from the tailpipe, by
assuming that the open end acts as a monopolees@are, for example, reference [33]).

Anyway, also in this case, when transverse dimesssa the analyzed components are
not small compared with the perturbation waveleragitd there is the necessity of a detailed
flow investigation including non linear effects3&D approach must be utilized: in this case a
3D non linear approach [38-39]. However, due to ldrge computing requirements, the
complete engine system cannot be modeled, and-Ehén8estigation must be focused only
on the analysis of some components, such as jumdtiel injector, intake and exhaust valve
regions.

For the prediction of performance of a silenceainon linear regime, the non linear gas
dynamic models in time-space domain are usualljeped [39-40]. In fact, the time space

domain method is more useful for understandingnttre linear acoustic field and its physics,
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since this method is similar to actual experimemtsnet al. [41] computed the reflection of
the silt resonator by using a high-order finitefeliénce-method (FDM) in the time—space
domain; his findings agreed well with experimemesults. Dickeyet al. [42] investigated the
acoustic behavior of a perforated tube silencea htgh level of sound. Hwanet al. [44]
calculated the insertion loss (a characteristi@mpeater) of an exponential pipe silencer for an
N-wave of a single frequency. Clab al. [69] predicted nonlinear acoustic propagation in a
lined duct for single frequency sinusoidal and sawth waves. These works demonstrate that
time—space domain methods are more attractivetthditional frequency-domain approaches
for analyzing non linear acoustic performance amdeustanding the related physics.

However, due to physical and numerical issues [#%§, challenging for engineers, who
work in related industrial fields, to apply the érspace domain computational aero-acoustic
techniques for the assessment of the acousticrpaafice of silencers. In fact, acoustic waves
are intrinsically unsteady, their amplitudes areesal orders smaller than the mean flow and
their frequencies are generally very high. Thusetsure that the computed solution is
uniformly accurate over the entire computationahdo, the numerical scheme must be free

of numerical dispersion, dissipation and anisotri@b}.

More recently, in order to overcome the limitatiaidinear acoustic and non-linear fluid
dynamic methods, some hybrid approaches, retath@deatures of both models, have been
developed. In the hybrid methods, the non-linearetdomain analysis is performed to
compute the evolution of the thermodynamic conditid the cylinder and associated valve
gas flow, while acoustic frequency-domain theoryapplied to the intake/exhaust system.
Due to the cyclic characteristics of engine operetj the Fourier transformations are used to
pass from one domain to the other one. In this wag/information between the simulations
carried out in time domain and the frequency donaaiinter-changed [46-47].

A recent example of the first group is the work ®iyawet al [48], where fluctuating
velocities predicted from 1D gas dynamics simulaiavere used as input to linear boundary
element simulations, but without taking into acdotihe frequency-dependence of the
boundary impedance at the coupling section.

An example of how nonlinear effects can be inethdh a one-port source model was
suggested by Rammal and Bodén [49]. The methodoaplmg acoustic 1D nonlinear
simulations to 3D nonlinear CFD is provided as dtho function in some commercial
software packages but is still not very usefuldooustic optimization due to extremely long

computational times.
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EXPERIMENTAL METHODS

In the Chapter 4 the main experimental techniqoeghe description of the acoustical
behaviour of a ICE muffler are explained. This dealso includes a detailed description of
the acoustic laboratory of Tallinn University ofchmologies (TTU), Tallinn, Estonia, where
a period of studies has been spent in order tmparseveral experiments on mufflers. These
latter were aimed on the improving, extension aaliiation of numerical results described in
the Chapter 5.

One of the most utilized parameter to describeattenuation performance of a muffler is
probably the transmission loss (TL), which conséitthe difference in the sound power level
between the incident wave entering and the tramsthivave exiting the muffler when the
muffler termination is anechoic; the

TL is a property of the muffler only. The muffleL.Tmay be calculated from models but
is difficult to measure. The TL can be measuredubiyng the decomposition method [50].
This method is based on decomposition theory, wiviah originally used to measure acoustic
properties in ducts (such as the absorption coeflicand surface impedance of absorbing
materials). If a two microphone random-excitatienhnique is used, the sound pressure may
be decomposed into its incident and reflected waké®er the wave is decomposed, the
sound power of the input wave may be calculated.

The major drawback of the decomposition methodha& &an anechoic termination is
required for measuring TL in order to carry out g$wmnd power of the output wave. In
practice, an anechoic termination could be consduasing a long exhaust tube, high
absorbing materials, horn shaped pipes or an astiued anechoic termination. However, a
“fully” anechoic termination is difficult to buildparticularly one that is effective at low
frequencies.

An acoustical element, like a muffler, can alsorbedeled via its so-called four-pole
parameters [1]. Assuming plane wave propagatidheainlet and outlet, the four-pole method
IS a mean to relate the pressure and velocityigirivolume, or mass) at the inlet to that at
the outlet. Using the four-pole parameters, thasmassion loss of a muffler can also be
readily calculated. Furthermore, if the source idgree is known, the four-pole parameters
of the muffler can be used to predict the insertoms of the muffler system [1].

The experimental determination of the four poles leeen investigated by many
researchers. The most accepted approach todag iapgproach developed by Munjal and

Doige [51] who proposed a two-source method forsugag the four-pole parameters of an
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acoustic element or combination of elements. Théhatecan also be used in the presence of

a mean flow.

RESULTS OF DOCTORAL STUDIES

In the Chapter 5, all the results obtained andiphetl in the three years of Ph.D., are
shown and commented. In the work presented atdabios 5.1 [52] , the noise attenuation
curve, expressed in terms of transmission loss (Wérsus frequency, of a three pass
perforated muffler with end Helmholtz resonatocasried out. Different numerical analyses
are employed. At first, a non-linear one-dimensidi®) time domain approach is used to
predict the TL profile in a low frequency range. &inulations, in fact, may be only applied
under the hypothesis of a planar wave propagatiotinear 3D BEM in the frequency
domain, specifically designed for acoustic appiarat, is utilized too. Obviously, such
analysis allows to obtain more accurate resultsigit frequencies, depending on the mesh
size. Different flow velocities and gas temperasuage investigated through the numerical
models. The predicted TL profiles are compared distussed in order to assess the
potentiality and limitations of the employed nuncatiapproaches.

The purpose of the works shown in the paragraph[&3254] is to put evidence on
advantages and disadvantages of the above mentibBednd 3D BE approaches in
evaluating the acoustic performance of a commemiass flow muffler, under different
conditions. The studied silencer under is compdsedhree chambers and two perforated
tubes. A 1D non linear acoustic approach in timengio and a 3D BEM acoustic linear
approach in frequency domain have been utilized mlghis work. Many information about
this two different way to model the acoustic pheeaon have already been given, but here
further practical applications and differences highlighted. The 1D approach obviously
assumes rigid wall hypothesis, while the BEM cd&etato account the surface vibrations is
when a preliminary FEM modal analysis of the suuetis realized. The computed structure
natural frequencies can be imported in the BEM rhadeorder to carry out the complex
fluid-structure interaction. The effects of thistlacondition on TL calculation have been
assessed and discussed. In addition, both flowtemgerature effects have been included in
the modeling and discussed with the previous amaly8greement among these numerical

evaluations and related limitations have beenmotevidence for different configurations.
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In the work described in section 5.3 [55-56], thewyous 1D-3D acoustical analysis of a
commercial muffler, has been improved and experaignvalidated. Features related to the
manufacturing process, like the coupling of adjacearfaces and the actual shape of
components, have been noticed to heavily affectnthfler behaviour. Hence, although
numerical analyses are usually performed on idesdngetries (perfectly matched and
shaped), schematizations utilized for acoustic &tans of real mufflers are being suggested
to do not neglect these important aspects. Onttier dand, for a given initial muffler design,
the manufacturing process is assessed to be @ataspect also for its remarkable effects on
the acoustics. The results have been carried algrwtifferent muffler operating conditions
related to different mean flow velocities and preseor not of internal insulating material.
1D approach has also been utilized to evaluatdltie dynamic behaviour of the studied
muffler in terms of pressure drop when a mean fieumposed. Also in this case, the 3D
results are obtained in absence of mean flow. Kinduring the experimental tests, the
muffler has been treated as an acoustic two-pemeiht.

In the section 5.4 [57], acoustic and fluid-dynaneiptimizations of the previously
studied commercial muffler have been carried oottfis aim, an external optimizer, based
on a genetic algorithm, has been coupled with fhesdlver in two different optimizations:
the first one has been addressed on the improvingeomuffler TL, in absence of mean
flow, and in 100-800Hz frequency range. The seaamel has been focused on the best trade-
off between acoustic and fluid-dynamic muffler penhances, in terms of TL arxp in 100-
400Hz frequency range. The 3D BEM approach hasbeen used in the optimization
process since it is much more time consuming, suisable and it has been validated only in
absence of mean flow. Moreover, the investigateduency range, which correspond to the
range where most critical frequencies occur indgpoperating conditions, is widely covered

by the 1D approach.
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Chapter 1

Fundamentals of silencers

1.1INTRODUCTION

The intake/exhaust system design process is a dbngatask for engineers, since it
involves the study of a number of interacting elatae(air box, turbocharger, engine,
catalytic converter, silencer) whose functioningd aoperating conditions are mutually
influenced. Moreover, the above systems are ofteputed to accomplish contradictory
functions, in a way that compromise choices mustalien. In particular, the purpose of an
exhaust system is tefficiently evacuate the exhaust gasses. Obviously, a sagotadik of
noise reduction is compulsory, as well as a coasispollutant reduction. The above
mentioned word'efficiently” means without exerting high pressure losses whach affect
the engine performances in terms of fuel consump#ind output power. In fact, the air
treatment and noise reduction performed by thes&elg is always associated with pressure
losses, in a way that the best trade-off betweamnming noise emission and maximizing
engine output and fuel efficiency must be achiguéd

The choice of the correct trade-off is usually g@aidoy the requirements of quality
vehicle, which can be used to differentiate thentisaor the models (cheapness, high comfort,
sport attitude) [2]. This optimization process @snpletely defined by including geometrical
constraints, i.e. the available space for settipghe systems. For example, in passenger cars
the silencer is often located behind the rear aadigacent to the spare tire, which inevitably
limits the total volume and imply a specific ouferm and layout. Other constraints of the
problem are the unit cost, the reliability, the ahility and the complexity of the designed
system [3].

In the past decades the design procedure was yiszed on the empirical experience
and background of designers, implying time consgmamd expensive “build and test”
procedures. Nowadays, the design phase has besglgtimproved thanks the aiding of
numerical simulation models. They permit the elepment of integrated design strategies,
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Chapter 1 — Introduction

where conflicting requirements are simultaneouslgoanted during the development loop
[4].

An integrated design process usually starts froendhaluation of the pressure waves
generated by the periodic charging and discharghegess occurring in the engine. In fact,
aerodynamic processes associated with the cyde through the valves, separation and
vortex generation at junction and expansion sesfi@onstitute the source of intake and
exhaust noise. These processes involve a transfovwo energy to wave energy generating
noise, which is radiated at open terminations. €quently the intake and exhaust acoustic
emissions can be controlled either by reducing ehergy transfer from sources or by
silencing the noise propagating in the duct syqtHm

Concretely, the spectral characteristics of exhpuldes are dominated by a sequence of
discrete tones related to the engine firing fregyeMhe fundamental frequency of ag,

cylinders engine isd=

rpm

FO = r]cyl @

(1.1)

were rpm are the engine revolutions per minute,sagdual to 1 or 2 for a 2 stroke or a 4
stroke engine respectively. For a four stroke 4ndg@r engine, it corresponds to the second
engine order frequency, where the -k engine ongguiency is defined as

rpm
F,=k—— 1.2
o= K60 (1.2)

This frequency and its entire multiplies detect st critical acoustic conditions due to
the discharging process. Consider, for example cylidder, 4-stroke automobile engine
driven at 3000 rpm. The fundamental tone in theaeshnoise corresponds to gas scavenging
of cylinders, twice per revolution, giving a frequoy of 100 Hz. Additionally, a number of
overtones are typically obtained as well, i.e. o 200 Hz, 300 Hz. Because of high
velocity of the gas through valve orifices and théraust manifold (at temperature around
900-1200 °C), broad banded sound is also generatgld, maximal strength somewhere
between a half and a few kHz. The sound generageduse of the coupling between the

turbulent average flow field and the acoustic fisldaid to beelf-excited3].
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Chapter 1 — Silencers classification

Object of this study are the silencers utilizedtle exhaust system of in internal
combustion engines (ICE). In the present chaptey will be described and classified, as
well as the main functioning parameters will beadticed. The resonant systems constituting
silencers will be presented, as well as and th&sidal transfer-matrix approach for the study
of these components. Also the dissipative silenaes described, aimed to attenuate
broadband noise with minimum pressure drop. A nuntbeattenuation curves of different
typologies of silencers are included in this chapttee numerical 1D results shown in this
chapter are performed with the package software c@EP" based on non-linear time-

domain approach.

1.2SILENCERS CLASSIFICATION

The silencers are passive noise control devicass, kabown agnufflers (amer.), whose
performance is a function of the geometric and dealsorbing properties of their
component. Other kind of devices for noise controlduct systems are the active noise
control silencers, whose cancellation features camgrolled by various electromechanical
feed-forward and feedback techniques [5]. Thegerlate not object of the present study.

The operations of noise cancelling performed byditencers can be regarded as based
on two different principles: reflection of sound wea and dissipation of acoustic energy.
Silencers based on the first principle are saidbdaeactive and are used to abate sound
consisting of discrete tones, especially in lowgérency region. Silencers based on the latter
principle are calledesistive and are those best suited to addressing higludrery broad-
band noise. In practice, most silencers are a sgiglof the two types.

Wauve reflections happen every time a wave encosiat@hysical discontinuity, such as a
cross section variation (expansion or restricteam) a temperature gradient. Simply reflective
components exhibit attenuation minima at each tesneacoustically significant length
corresponds to an integer multiple of half the aticuvavelength of the excitation, which is
obviously undesired. With stationary piston engiti@s correspondence can be avoided by
designing mufflers including a multiplicity of sifypelements (such as chambers or tubes)
which have different characteristic lengths. Irstivay, the attenuation minimum at a certain
frequency of one of the constituting muffler elemeis compensated by the maximum

attenuation exerted by another element. Anyway ritreduction of reactive elements, such
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as flow reversal, perforations on tubes and baffesl fibrous packing, is often needed in
order to damp acoustic resonances [1].

1.3M ODELS OF SOURCE, SILENCER AND TERMINATION

1.3.1 ONE-PORT MODEL OF THE SOURCE

Fundamentals of acoustic theory will be given ia thapters 2, 3 and 4, where the wave
equation will be introduced and numerically inteégch as well as the travelling waves in
ducts will be experimentally measured thoroughuse of a proper microphone setup.

What is of interest in this section is that, in thect system, connecting a muffler to an
ICE (exhaust pipepnd in the one connecting the muffler to the extkenvironmenttail
pipe) the assumption of plane wave propagation iss@éaliPlane wave propagation means
uniformity of the physical properties (pressurertipbe velocity, temperature), on the points
belonging to the generic cross section, at a timé&his hypothesis stands whenever the
transverse dimensions of the duct are a smalliéracof the significant wavelengths.
Moreover, when the fluctuating pressure amplitueimains a small fraction of the ambient
pressure, the waves propagate without change qfeshtend one can adopt the acoustic
approximation of describing the wave motion by dine@coustic models in the frequency
domain [1].

In the chapter 4 will be shown that, a generic specomponent of a plane wave, with
wavenumbek=2zf/c or w/c, can always be seen as a sum of a progressiva aggressive
plane wave, travelling in the two opposite direetioof the duct. Therefore, with plane
acoustic waves, at each frequency the spectral coemp amplitudes of pressure and particle

velocity are respectively expressed by

p=p. +p (1.3)

and

a=a, +0. (1.4)
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where p,and p_ are the amplitudes of the progressive and regreseee plane wavegy
andcy are, respectively, the local ambient density andhd speed.

Acousticone-port sourcanodels can be used to calculate the acoustic getebrated in
duct systems by fluid machines, e.g.,, pumps, fl@¥gngines. They can also be used for the
design of mufflers and silencers, and to gain &ebeinderstanding for the sound generating
mechanisms in the machines. The source has to éewa linear time invariant system for
the one-port model to be valid. For machines sughCaengines and compressors, which
generate high sound levels in the connected pipesondition of linearity might be violated.
There is therefore a need for experimental method$eck if the conditions of linearity and
time invariance are fulfilled [6,7]. If a linearme-invariant model is applicable for the
machine it can be described as an acoustic onesporte.

The behaviour in the frequency domain of the one-{s@e Fig. 1.1) can be described by:

p. =Rsp_+p? (1.5)

whereRs is the source reflection coefficient at cross isecatx=0, and P> is the source

strength. The source strength can be interpretgtieapressure generated by the source-side
when the system is reflection free.
In the literature the source model for one-portofiten expressed in terms of source

strength and normalized source impedange Z

P=ps—Z,Z0 (1.6)

where P, is the source pressurg) and G are acoustic pressure and volume velocity
respectively =31 whereSis the tube cross section area ands the particle velocity),

and % is the characteristic impedance of the flifg=pc/S wherep is the air density andis
the sound velocity). The source impedadgeepresents the acoustic impedance seen from
the reference cross section towards the source.

The Figure 1.2 shows the equivalent acoustic dirfan a linear and time invariant

source. In this figurep and Z denote the acoustic load data (the loacspresand the load

impedance), whileps, s andZs denote the source data respectively. Theoretithéytwo
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representations a) and b) of the source shownean Figure 1.2 are equivalent, and it is

possible to go from one representation to the dilgarsing the relationshifis = ps / Zs.

reference
Cross - section

i
acoustic p i
AS + I
one - port Py i i
source ! :
N b dﬁ i
p._ ; 1 1
i 1 1
: ; ; >
! X2 X3 X
4>
Rg ! R,
! Source : Load !

L M1

Figure 1.1 — An in-duct source modelled as an astia one-port

ZOZS U
p L ZoZ ZoZs p L
b) -
@)

ZoZ,

Figure 1.2 — Equivalent acoustic circuits for lirse time invariant source. (a)

Pressure source, (b) volume velocity source.

The Figure 1.3 illustrates source impedance frgmaatical standpoint. The sound waves

generated by the source propagate along the dudte \& portion of the energy propagates

through the attenuating element, some of the energgflected by the attenuating element

back to the source. The reflected sound wavesgthpartially absorbed by the source, are

also reflected back from the source. The amousbahd energy reflected or absorbed by the

source is a function of the source impedance [8].
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Waves Leaving Source Atienuating Element
\ -+ (lLe.Load)
Acoustic — ;
Source e P 4
Reflected from Source Reflected from

Aftenuating Element

Figure 1.3 — Schematic of a realistic source.

1.3.2 TwO-PORT MODEL OF THE SILENCER

An efficient way to analyze the sound transmissihen linear theory is valid, is
acoustical two-port theory (see chapter 4) [9]:riglation between the input and output states

of a time-invariant and passive two-port can betemi, in the frequency domain, as

y = Hx (1.7)

wherex and y are the state vectors at the inlet and ouHeis a [2 x 2] matrix which is

independent ok andy.

P P
ql :r—b T E—+ q,..
1 2

Figure 1.4 — Schematic of a two-port source foatrsfer matrix determination.

In particular, considering state vector composedgitessure and volume velocities (i.e. the
product cross section ar&times particle velocity) with, x=[paga]" andy=[ps,a]", (the
subscripta andb indicate the inlet and outlet respectively), atteg inversion oH matrix,
one obtains:

X =Ty (1.8)
that is:
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[?a}:[m leHE“)b} Q
0. Ty Ty sy

The matrix

T. T
e (1.10)
T21 T22

is calledtransfer matrixand it is widely utilized to describe the behaviofimufflers and its

acoustical parameters. It can be seen, from thatieequ(1.9), that

_ Pa _ Pa
T11 PN T12 - A
blg,=0 G Pp=0
(1.11)
_ G _Ga
T21 . Tzz = A |
% G,=0 G =0

In this way it is possible to give a physical ipitation to each of the 4 terms belonging to
the T matrix. For exampl&; represents the ration of the upstream pressurel@andstream
pressure for the hypothetical case of the downstread being rigidly fixed4 =«); T2 is
the ration of the upstream pressure to the velatityre downstream end for the hypothetical
case of the downstream end being totally free constrained4, =0) [10].

One advantage of using the transfer-matrix formalsthat a cascade-coupled chaim of
elements easily can be combined to yield a reptasen of a complete system.
Mathematically this corresponds to a series of matultiplications as

T=T,(T,[.T (1.12)

n

Here, it has been assumed that there is contiofitp and q at the element interfaces.
This is strictly valid only for interconnections & straight duct where only entirely plane
waves exist. If the element interface has to batkxt at a sudden expansion, a special

coupling two-port matrix has to be introduced tadila the discontinuity [10].
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1.3.3 SOURCESILENCERTERMINATION MODEL

Once the acoustic source has been schematizedjtheoane-port model and the silencer
through a two-port model, the entire system comghdsethe noise source, the silencer, and
obviously the connecting pipes and the surroundneglium can be analyzed (see Figure
1.5a) .

The exhaust pipe connecting the source to thecgteran be seen as a part of the source.
In the Figure 1.5b the electrical system analdguine acoustical one is shown. Also in this

model the pressurg is used instead of the voltage and the volumecitgiaj instead of
current. ps is the source pressure afglis its internal impedancd. andD are respectively

the muffler and the pipe segment transfer matriets the impedance of the termination.

| | |
| | |
Exhaust pipe! | Tail pipe |~ Open
Source | Silencer | I( space
| | |
a) | | |
2072 p% ﬁ3 ) d3 p2, [52 , 6]2 Py, I’jl ’ dl
. Tail
s Silencer . ZoZ
PS p [T] plpe 0eT
[D]
b) — 5 - Sl W

Figure 1.5 — a)Schematic of a source-silencer-tenation system; b) Equivalent
acoustic circuit.

Let p and g, i =1,2,3,designate the acoustical pressure and volume wglatithe

interfaces of the acoustical components of thecastgilencer—load system. These quantities
may be obtained by solving the system of equatestidbing the response of the components
shown in Figure 1.5b:

f)3 = f)s - ZOqu (113)
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Fﬂ:{m T“Hﬂ (1.14)
ds Ty Ty d,
[?2} Pu D Eﬁﬂ (1.15)
a. D, Dy, Oy

B =2,2,6, (1.16)

The calculated quantitieg,, ¢, i=1,2,3, can be then utilized for the evaluation haf t

selected silencer performance criterion.

1.4 SILENCER PERFORMANCE CRITERIA

The performance of an acoustic filter is measunagims of one of the following parameters
[10]:

- Insertion loss (IL)
- Transmission loss (TL)

- Level difference (LD), or noise reduction (NR)

All these parameters are based on sound powerelffe as a performance indicator.
Consequently they do not require any explicit kremigle of the source strengihof equation
(1.13).

The IL is defined as the difference between thendopressure levelsL{ and L,)
measured in a certain relative position, with resplee exhaust outlet, before and after the
installation of the silencer (see Figure 1.6).His two configuration, the exhaust pikeand
the tail pipe, can have different lengths.
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| ' Lo
I L !
, -
Source ! (S space
Zs | Exhaust pipe |
A 14 I
I |
|
| 1
| | |
| | I8 '
| |
Source | Silencer | - sp
Zs | [T] | Tail pipe |
i o
Figure 1.6 — Scheme for insertion loss determiioet
Symbolically:

IL=L,-L, (dB) (1.17)

or, in terms of acoustic pressymgandpa:

IL = 20LogIo (dB) 1.18)

a

The IL can be expressed in terms of transfer matarents:

Tz, + T, + T, 27, +T,,Z]

IL = 20Log
|Dﬂz +D',ZZ; + D5, Z| (1.19)

WhereT is the combined transfer matrix element of thensiég and its tail pipe{ =TD),

andD’;; are the transfer matrix elements of the replac#duest pipe. In case bf=l,=0, then

both D and D’ are identity matrices and equatiadg}lreduces to:

|T112T + T, + Ty ZsZ, +Tzzzs|
|DI11 Z; +D,ZsZ; + D'y, Zs| (1.20)

IL =20Log
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The noise reduction is the difference between thend pressure levels measure at
upstream and downstream the silencer (presguyr@sdp, in Figure 1.7):

7 | | |
| | | Open
P | ! p:!
Source ; Silencer ! | space
Zs | [T] | Tail pipe | Zr
| | |
) | . [D]
| | |
Figure 1.7 — Scheme for noise reduction determiioat
Mathematically :
NR =L, - L, = 20Log 2| (dB) (1.21)
1

If D is the transfer matrix of the tail pipe afidis the transfer matrix of the muffler, the
NR can be written as:

TuZr + T,

NR = 20Log (dB) (1.22)

11=T D12

The transmission loss describes the performancethef “proper silencer”, it is
independent of the source and presumes an aneenoimation at downstream the silencer.
TL is defined as the difference between the acoalspower incident on the silencer\if)
and that transmitted downstream into the anecleomibation W) , see Figure 1.8.

Symbolically:

TL=LW -LW (dB) (1.23)
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Anechoic termination

Inlet Outlet
| |
|
Source| Pr—> Silencer I
z pi_<7 | pt+4>
s [T]
~N

Proper silencer

-t

Figure 1.8 — Scheme for transmission loss detaration.

As previously mentioned, in the duct the wave cam donsidered plane and,
consequently, the acoustic powarcan be expressed as a product of the acoustisysegs
the particle velocity and the duct cross sectiagasr In particular, in order to evaluate the
incidentand theransmittedacoustic power, not the entire acoustic pressudevalocity must
be considered, but only the progressive componentslet and at outlet. Consequently,

according to the wave decomposition theory expresse equations (1.3) and (1.4), the

utilized pressure and velocity contributions wii”’ and (" at inlet, and p**and(®" at
outlet. As a result:
e WS BRaY _ S, BYpNZ, S.(pr) 2,
LV\/I —1OLog » 1&097—1&0910—12 10'.0910—_12
507807 o\ (1.24)
LVVt :10|_0 outp+ + —10'. g outp+_]g+ —10L09 Sout(p_) Z0
10 10 10

whereS, and S,; are the cross section areas at inlet and outlélenuand Zy=pc/Sis the

acoustic impedance of the medium. In conclusion:
TL = 20Log g;ut +10Log g‘ (1.25)

out

Also the TL can be expressed in termJpklements:
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T, S
T+ 24T, 2, + T,

TL = 20Log — n +1OLogSS—” (1.26)

out

out

In the next section will be clarified the importanof the TL parameter, which will be
extensively utilized in the results shown in theafter 5. For this reason another
consideration must be done regarding TL in presefcaean flow. In this case, in fact, the
(1.26) cannot be utilized, since the presence afean flow alters the expressions of the
pressure and particle velocity [11].

It can be shown that the TL assumes the followkgession:

Tll + le + Tle‘ + T22 Z "
1+ M, z n z
TL = 20Log in out out | | 4+10Log-=out (1.27)
1+ M 2 Z

out n

where Mi, and My,; are respectively the Mach number of the flow aetinhnd outlet.
Moreover, the equation (1.27) also contemplategpthssibility to have different impedances
at inlet and outletZin =pinCin /Sh andZou= poutCout/Sout respectively.

The various performance parameters have relativarddges and disadvantages: the IL
is, for the user, the only criterion for the penfiance of a given filter, since it truly represents
the performance of the acoustic filter. Anywaygitjuires prior knowledge or measurement of
the internal impedance of the source.

The TL does not involve the source impedance amedrddiation impedance, since it
represents the difference between incident acoestrgy and transmitted into an anechoic
termination. Being made independent of the ternonat the TL finds favour of researcher
who are sometimes interested in finding the acoustnsmission behaviour of an element or
set of elements in isolation of the terminationat Bieasurements of the incident wave in a
standing wave acoustic might be quite laborious (s&pter 4).

The NR does not require knowledge of source impeelamd, like IL, it does not need
anechoic termination. It is therefore the easiesheasure and calculate and has come to be
used widely for experimental corroboration of thacalated transmission behaviour of a
muffler [10].
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1.5 REACTIVE SILENCERS

1.5.1 SILENCER EXEMPLIFICATION

As previously mentioned, the acoustic behavioua oéactive silencer is mainly driven
by reflection phenomena which occur inside the comept and reflect the acoustic waves
back to the source. A wave reflection happens etierg a wave encounters a physical and,
consequently, an impedance discontinuity. In cdseeactive silencers such discontinuities
are due to sudden cross area changes (e.g. expaisimbers), wall property changes (e.g.
perforations along pipes), and combination of theses [5].

The reactive silencers are made up by internal eésnsuch as orifices, axial side-
branches, flow reversal, duct segments connectiigcant chambers, etc. The inner
geometry of these components can be definitely texng\nyway, imagining the path of a
travelling progressive plane wave inside the mufflbe internal complex shape can be
decomposed in a number of elementary elements, lynatnaight tubes and expansion
chambers (see Figure 1.9). The behaviour of eaelobthese elements is simpler to describe
in terms of transfer matrix. As a result, the tfansnatrix of the entire silencer can be easily

obtained by utilizing the equation (1.12). For #iilencer in Figure 1.9 one can write:

T=T,[T,[..T, (1.28)

A number of basic elements are here briefly analyaed the corresponding transfer
matrices are carried out. The common hypothesespéare wave behavior in presence of
superimposed mean flow, acoustic linear approacth almsence of thermal gradients.
Moreover, the acoustical energy dissipation, thay mesult from friction between the gas and

the rigid walls and from turbulence phenomenagiglected.
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Figure 1.9 — Decomposition of a silencer into baglements.

1.5.2 BASIC SILENCER ELEMENTS STRAIGHT TUBE

In the Chapter 4 it will be shown that, when a plamave travels, with a certain
frequencyf=w/2z, in a straight duct and in absence of mean fltv®,acoustical pressupe

and the particle velocity at a certain point x along the duct are given by:

p (X, t) - ’F‘)+eI(M—kX) + ’F‘)_eI(M+kX) (1 ] 29)
u(x.t) = Ps Ql@o) _ P ol (1.30)
PoC PoC

where the bold print means that the variable corezris complex and =J/-1. The
subscript + and — respectively represent the pssgre and regressive free plane wave
constituting the plane wave, akd2zf/c is the wavelengthc(is the speed of sound).

When a mean flow velocity V is imposed, the (1.281 (1.30) must be changed in to:

pX,1) = . + s (131
sty = B gt B g .
oC PoC
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wherek, =k/(1+M) andk=k/(1-M), being the number of Madi=V/c. Instead of the particle

velocity u, the volume velocitg=Su (whereSis the cross section area) can be utilized:

q(x,t) = P ek - P gitarion (1.33)
PoY PoY

whereY=c/S Equations (1.31) and (1.33) can be evaluategt@ibeginning of the duct) and
x=I (end of the duct) in order to obtain the corresidog fields p,,q,, p,,q,, respectively.

One can obtain:

. T. T .
|:E)2} _| ' T2 [EEH} @)3
4. Ty Ty ipe o

Kk | o kK
|:T11 le} B —iMIk*—b COST 1Y sin K (1 35)
TaTa ik Kk
Y k k

1.5.3 BASIC SILENCER ELEMENTS CROSS SECTIONAL DISCONTINUITIES

In the Table 1.1 typical cross sectional disconties are represented. Terms &d G
are utilized to satisfy the following compatibilitglation between the cross sectional afkas
S, S

CS+CS +5=0 (1.36)

For each configuration, the Table 1.1 also shovespitessure loss coefficietrelated to

the partial conversion of mean flow energy and atioal energy into heat [5].
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Table 1.1 — Transition element parameters

Transfer matrices for cross discontinuities in pree of mean flow assume

an

exemplified expression whevM<<1 and the term&+M" (with n>2) are set to unity, which is

a correct assumption in most silencer design.igxdase one can obtain:
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" T T "
FZ} =" Eﬁﬂ (1.37)
4. Ty Ty gise LR

T T 1 KM 1Y1
l:—l-ll -|-12 :| = Czsz Czstz -M 1Y1(C1§ + %K) (1'38)
# i | CS,Z,+SMY, C.S,Z, +SM;Y,

whereZ,=-i(c/Sy)cot(kk), Y1=c/S; andY3=C/S;.

In the case of sudden expansion or sudden corrdgtiO. In this case one can obtain:

Ty Ty {1 KMIYI} 10)
T21 T22 disc O 1

Other important silencer elements are represenyethd expansion chambers and the
side-branch resonators. The second ones includéeguaave, Helmholtz and perforated tube

resonators. All of these silencer components wéltreated in the following sections [5].

1.6ACOUSTIC BEHAVIOUR OF EXPANSION CHAMBERS

1.6.1 SIMPLE EXPANSION CHAMBERS

An expansion chamber is the simplest type of sdenconsisting of a cross section
expansion, a straight chamber and a cross sedainaction .

Obviously its behaviour can be described considettie above formulas related to cross
section discontinuities and to the straight tulitesan be shown that the transmission loss of a

generic expansion chamber is equal to:

TL= 10Log[1+ (% - %} sin(kl)} (1.40)

From this expression, maximal attenuation is olewwhen:
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f = (1.41)

where n=1,3,5,... The above expressions meanshihattenuation maxima happens when the
length of the chamberoincides with an odd multiple of a quarter of wWawgth. In fact, the
wave reflected at area change at the chamber adfeains a phase factexp(ir) when it
interferes with the field at inlet, which generatedestructive interference. The maximal

attenuation increases with increasing magnitudbefirea discontinuity [3].
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Figure 1.10 — Expansion chamber transmission lod®), 3D numerical and experimental
results.
The equation (1.44) and (1.45) are obtained in thgsis of plane waves. The acoustic

problem represented by the wave equation can lmdvess utilizing a modal approach [3].
The result is that an infinite number of modes bardetected in a certain duct. The lowest
mode is planar, and the cut-on-frequencies of itls¢ liigher order mode can be calculated,
depending on the shape of the duct. For a cirauat, such as an expansion chamber, this
frequency is:
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£, = 1841 (1.42)
D

The Figure 1.10 shows the TL of an expansion chamité centrally located inlet and
outlet, obtained with a planar and a 3D approatie [atter one is alable to take into account
the higher order modes.

It can be noted that the 1D analysis is neverteehesd valid all the way up to the first
“cut-on”. This is because the attenuation of higmedes is so low just beneath cut-on that a
significant near field develops at the inlet andeiu It is also evident a drastic reduction of
the TL as more as higher modes propagates. Whemligiteand outlet tube are perfectly
centred on the axis chamber, a symmetrical prolaleses and only radial varying modes are
excited. Contrariwise, when the inlet and outlebes are eccentrically placed, the
circumferentially varying higher modes are wellven, and the lowest cut-on frequency

occurs at lower frequencies, clearly influencing silencer behaviour [3].

1.6.2 EXTENDED OUTLET EXPANSION CHAMBERS

Expansion chambers provided of extended outlet, pippresents a first successful
attempt of improving the acoustic attenuation sfraple expansion chamber. In this case, the
length of the extended outlet constitutes anotheing parameter, added to the length of the
expansion chamber and the ra&i¢S; of cross sections.

The extended outlet and the external chamber suffaren a side branch element, in a
way that this type of silencer can be decompostmthree basic components, as shown in
Figure 1.11. The transfer matrix of the entire railer can be obtained by multiplying the
transfer matrices of the sudden cross section ti@mia the straight tube and the extended
inlet, given by the equations (1.39) , (1.34), 8 .&spectively.

It is noticeable that, for certain frequencies, timpedance Z of the extended-outlet
element approaches to zero, and the branch elegepaptates a pressure release condition. In
this situation the incident wave appears to intenath a closed-end-cavity, and no acoustical
power is transmitted downstream. This conditionuosovhen cof{l;)=0, corresponding to
kLi/7z=(2n-1)/2. Consequently, a dominant peak in the source gpectan be significantly
reduced by proper selection of the tube lengthreldd into the chamber.

44



Chapter 1 — Acoustic behaviour of expansion chamber
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Figure 1.11 — Basic elements of an extended ougigpansion chamber.

1.6.3 DOUBLE TUNED EXPANSION CHAMBERS

A further enhancement of an extended outlet expanshamber is the extended inlet-
extended outlet configuration. In this case thersiér is also called double-tuned expansion
chamber, since anothéuning parameter is added, that is the length The additional
parameter can be used to enhance the silenceribehéiling up the attenuation troughs of
the extended outlet configuration, in a way to ioyer the TL over a broader frequency. L
and L, should be chosen so as to neutralize differestaeroughs [5].

Now the silencer can be decomposed into three leésicents, as shown in Figure 1.12:
an extended inlet, a pipe element and an extendiet,onvhose TL matrices are expressed by
the equations (1.38), (1.34) and again (1.38) spmdy. It is easy to show that, in order to
better the attenuation performance, the conditibaslL/2 and L,=L/4 is particularly
favourable [5]. In fact the extended inlet elemgmiudes a term proportional to ckitg),
which produces stop bandskat=2(2n-1)t, filling up the troughs aL/z=2,6,10... Similarly,
since the extended outlet includes terms propatitm cofkL,), it produces stop bands at
kL=(2n-1)t, filling up the troughs at kiz=1,3,5... In conclusion the only troughs will remai
at kL/m=4n, n being an integer. Accordingly this design offebedter solution for broadband

performance than any previous configurations
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1.7 ACOUSTIC BEHAVIOUR OF SIDE BRANCH RESONATORS

1.7.1 FUNDAMENTALS ON SIDE BRANCH RESONATORS

A

" |

Lo

v

A 4

Figure 1.12 — Basic elements of an double tunedesxed expansion chamber

The side branch resonators are reactive elemesn oftlized in silencers. The Table 1.2

shows the most common types and their charactedsatiensions. These elements usually

consist of a resonant cavity connected to a pipeutih a single hole, or a multiplicity of

holes, and a throat whose length can be equaleatayr than the wall thickness of the pipe

[3], [3].

For the generic side branch, under the hypothdgi$ane wave behavior, and assuming that

the dimensions of the branch inlet are considerabigller than the wavelength, ile<<1,

the following condition exist between the sounddfiapstream and that downstream of the

branch (see Figurel.13):

and
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where the cross sectional area of the duct is @aheesupstream and downstream of the side
branch.

=3
'o?
N+

-,

Figure 1.13 — Plane waves in a generic side bramesonator.

The indexsis used to refer to quantities pertaining to tle ranch.
It is easy to show that:

2

S.o,C
TL=10Logl+ =2
O% g (1.45)

S

where Z, = p, /0, . The (1.42) implies that the maximum TL is obtainelen Z, =0, that is
p =0, which occurs at resonance frequencies [3].

The transfer matrix of a resonator in a statiomaegium is given by:
1 0
Tll T12
T =1 1 (1.46)
21 22 r Zr

whereZ.=Zn+Zq+Zw . In this sumZy, is the impedance of the throat connecting the fpe

the cavity,Z; is the impedance of the cavity. It is possiblshow that:
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Sc = ﬂ-(rc2 - r.02)
e QAI—»
\/ |
I ; |
— Q- foy .
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gl
a) Concentric hole-cavity resonator b) Quarter wave resonator
| 2r |
D
| A Sc = ﬂt‘
c SS
y
A
It
y
_
c) Helmholtz resonator d) Helmholtz resonator
Table 1.1l — Side branch resonators.
— H C
Zy, ="l gc cotkl,
. C 1
Z =72, =-i— (1.47)
S. tankl, +tankl,
. C
Z,=-1—
gv k\/c

where the subscript qw, ch and gv refer to thetguavave resonator, concentric-hole-cavity,
and general-volume cavities. The lengthdq, andl; , the cross sectio® and the volumeé/,
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are shown in Table 1.1I. It can be shown that at fiequencies botl; andZ. are reduced to
the expression dy, [5].
The impedance of the throaf; , has different expression in case of absenceeesknce

of grazing flow. FoiM=0,

ZtM:On_lh[Cf i ck((, ;Ol.?ro)) (1.48)
wherel; is the length of the connecting throag,the orifice radiusS the area of single
orifice, andny, the total number of perforated holes.

The presence of grazing flowm¢0) in the duct has strong effect on the impedafyc&
the resonator throat. Measurements conducted s#igie and multi hole throats lead to the

empirical expression:

202 133107 72M )+ 22+10°(1+51,Ja+ 408, (1.49)

where the parametelsandrg are in meters and is the porosity (i.e. the ratio between the
perforated area and the total area) [5].
1.7.2 QUARTER WAVE AND HELMHOLTZ RESONATORS

The quarter wave resonator and the Helmholtz résom@ae two common types of side
branch resonators, widely employed to improve thenaation performance of a silencer at a
certain (usually low) frequency. In fact a quaseve resonator (see Table 1.1) consists of a

duct with a constant cross sectional area, termthby hard wall. The resonance frequency of

this element is:
f =— (1.50)

where n=1,3,5,... anldis the column length.
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Another common type of a side branch resonatdnasHelmholtz resonator depicted in
Table 1.11, which is the acoustic equivalent of thechanical mass-spring system. It consists
of a closed volume that communicates with the dystem through a small duct-neck, with
areaSs and lengthL. The acoustical system, in which pressure andcpartelocity vary
continuously in the space, can be approximated$ystem consisting of parts in which either
the pressure or the particle velocity is constaftaining a particle system orlamped
system The lumped approximation implies that, for wavejths much larger than the
diameter of the resonator volume, the pressuraniforn throughout, and therefore only a
function of time. The reduction of the time and spaependent variables to merely time-
dependent ones, implies that the wave propagatitmnathe resonator cannot be taken into
account. Obviously this means that the lumped amalways neglect the effects of higher
order modes. An exemplified analysis of this typeesonator, also assumes that the acoustic
compression of the gas mass V in the resonatorm@N.=S]. takes place without heat
transfer. Under these hypothesis it is easy to sihatvthe eigenfrequency of the Helmholtz
resonator is:

(1.51)

In the Figure 1-14 the effects of voluiMgand throat radiug variations of an Helmholtz

resonator are eloquently highlighted: the largee wolume, the higher the resonance

frequency and the lower the TL. The larger the neattius, the higher the resonance

frequency and the lower the TL.
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Figure 1.14 — Behaviour of an Helmohltz resonator.
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Losses have not been included in the analysesasteyuvave and Helmholtz resonators,
but they can be decisive for the effectivenesshef resonator. Such losses as frictions or
radiation damping can be included in the precedmngdels by incorporating a force
proportional to velocity of the air column in thespnator neck, that is:

B, = - R, (1.52)
In this case the impedance of the resonators malude the term R, and for this reason it can

no longer be identically zero. This means thatrtteximum effectiveness of the resonator is

reduced, but with the compensating advantage obre foroad-banded attenuation behaviour

3].

1.7.3 CONCENTRIC HOLECAVITY RESONATOR AND PERFORATE TUBES

An example of this typology of resonator is shownTable 1.1l. It consist of an anular
tube cavity communicating with the centre tube gagating tube) through a number of holes
on its periphery. Such as extended tube and Heltmhesonators, the concentric cavity
resonators can also be represented by a mass systgm. The impedance is different, as
shown by the equations (1.47), and this is mainlg tb the fact that the annular cavity is
acoustically long Kl, and klq are not <<1). It is made of two quarter wave resors in
parallel and the neck is equal to the thicknedh®tommunicating holes.

The tuning frequency, in this case, is equal to:

n,Sc
f, = h 1.53
278, (tank J, +tank |, ) (1.33)

Where R is the number of holes. Since it appears in theerator off;, and in the
denominator of the throat impedarge see equation (1.48), thg of n, holes isn, times that
of a single hole, and th& of n, holes is Ik, times that of a single hole. This feature leads to
considerable flexibility to the design of concentible-cavity resonator [3].

51



Chapter 1 — Acoustic behaviour of side branch resors

The Figure 1.15 shows the influence the numbeholes and the lengthy/ly ratio : the
larger the number of holes, the higher the rasoe frequency, and the larger the riiq,
the larger the resonance frequency.

An extension of the concentric hole-cavity reson&agepresented by the perforated tube
elements: many muffler, in fact, include one or emexpansion chambers, which act as low
frequency resonators, and a certain number of pdd tubes surrounded by a chamber,
which can be tuned as high-frequency resonatorso-Aeoustic analysis of perforated
elements in the form of a series expansion foistreght through silencer elements was first
presented by Sullivan and Crocker [12]. A segme@ntamethod was then developed by
Sullivan [13,14], then followed by the decouplegaach techniques of Jayarameatnal. to
obtain closed-form solutions.

Concentric tube resonator
(n=80, r,=0.002m, }=0.002m)

10— Concentric tube resonator
1 (I,=14=0.1m, =0.002m, §{=0.002m)

| —— = 30 — . Iu: 0.1m, h:olm
*] s ] l,= 0.1m, =0.05m
“] n=20 ] I,= 0.1m, [=0.01m

L | | I || Tttt T
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
Frequency (Hz) Frequency (Hz)

Figure 1.15 — Behaviour of a concentric tube resaior.

In the segmentation approach, the basic elemenb Ise considered is two parallel flow
ducts, which are joined together by a perforatetti@® of lengthl and specific acoustic
impedance&Zw (see Figure 1.16) The impedance can vary aloagénforate. The main idea
of the segmentation approach is to divide the patéal section into a number of segments
along the length of the ducts. Each segment cansfstwo parts. The first part is composed
by two parallel hard ducts, where convective plaa@e motion is assumed. The second part
is a discrete impedance, which can be seen aseaanbypnch representing a parallel coupling

of all the holes in the segment.

The parameters characterizing a perforated tube are
- dn: diameter of perforated holes
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- C: center-to-center distance between consecutiveshol
-ty wall thickness of perforated tube

2

) 7o)
- orosityg = —= 1.54
p Yo =40 (1.54)

2

A number of studies, focussed on the acoustic cteniaation of perforated-tube silencers,
prove that the performance of these devices i®au#ensitive to the hole diametikrand the
wall thickness,,. Contrariwise the above mentioned parameter, arghrticulard,, strongly
affect the fluid-dynamic behaviour of the mufflén. fact, in presence of a mean flow, the
friction due to the passage of a gas flow thorutighholes increase at the decreasingnpf
which negatively affect the silencer overall pressirop.

The presence of a mean flow produces a generadserof TL at increasing of velocity
but, obviously, this parameter is not totally thelar the designer’s control.

The behaviour of a silencer composed by an extechamber and one or more
interacting straight perforated tubes, also provideflow deflectors, tends to became similar
to that of a simple expansion chamber for suffitiehigh values of the porosity, but it is
considerably better for low values of this parameten the other hand, as previously
mentioned, a reduced porosity raises the back ymesexcept for the concentic tube
resonator (a single perforated tube), where th& peessure is nearly indipendent of porosity.
Consequently the porosity provides another paranik&t can be used to trade off between
acoustical and mechanical performance [5].

1.8 END EFFECTS AT DISCONTINUITIES

The analyses above exposed, regarding reactivacsileelements, are based on the
common hypothesis of plane wave propagation, whaimot take into account of the three-
dimensional waves arising at the typical flow distbouities (sudden cross area variations,
open ends, neck of resonators). Generally, anderrdctionl. must be added to the length of
the duct entering the discontinuity, in order totabtb a proper representation of wave
reflection and transmission at boundarigsis usually a function of the geometry and
frequency of the propagating waves. The introduciid these corrections is necessary to
locate the plane of wave reflection, whose positsoshifted by the end correction away from
the geometrical discontinuity plane. Different eodrrection formulae can be found in

literature, based on theoretical and experimentadstigations [4].
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Figure 1.16 — End effects at discontinuities [4].

The importance of the end corrections can be eahibyvn considering an example of a
simple Helmholtz resonator: for a circular duct,emtan orifice is placed in a wall that is very
large with respect to the sound wavelength, thdéoviohg approximate expression are

obtained:

| = 0822
2 (1.55)

For a Helmholtz resonator with a cubic volume wiimensions 0.2x0.2x0.2 Ina neck
length of 0.01lm and a diameter of 0.10 m, the ré&@dween the corrected frequency
(including end correction length) and the frequembained without accounting the end

effect is:

001+ 00820'2m'

fo_ c = =05 (1.56)
f L 001

Which means that the corrected frequency is twheenbn-corrected one [3].

1.9 DISSIPATIVE SILENCERS

The acoustic behaviour of most exhaust system elmmis essentially reactive but
separated flow or flow reversal, perforations, dils packing and baffles may all enhance the
resistive contribution to their performance [5].

Dissipative silencers are widely utilized deviceshich allow good attenuation

performances on the broadband, with low backpresstihey are utilized not only in
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automotive field, but very frequently also in tmtake and exhaust systems of gas turbines,
air conditioning and ventilation ducts connectethttustrial fans.

In contrast to reactive silencers, which prevestribise by reflecting the incident sound
wave toward the source, dissipative silencers a#teenthe sound by converting the acoustic
energy of the waves into heat. This conversiornues i the frictions between the oscillating
gas particles and the fibrous or porous sound-abspmaterial, when the waves propagate
into the voids.

In order to accomplish that, the walls of the dao¢ covered by porous absorbents
typically consisting of mineral wool or glass fibre

Since the damping is mainly obtained from the uisctorces, resistive silencers should
be designed to maximize the particle velocitieshie porous material. For this reason, it is
often good to locate absorbent at a small distaweay from the walls, since the normal
velocity at the wall is zero.

In industrial application a widely utilized typolpgf resistive silencer is the so called
baffle silencer, since the typically large dimemsi@f the ducts permit such a silencer.

The global insertion loss of a resistive muffleaisummation of three contributions [5]:

IL= AL, +AL +AL, (1.57)

where the flow noise has been neglected, Abgnt , AL), ALgx are, respectively, the
entrance loss, the silencer attenuation and thelass. The first term is small if the incident
sound energy is in the form of a plane wave nowynmaltident on the silencer entrance (for
example in straight ducts at low frequencies). thig reasomLgynt can be considered as a
safety factor in the design of such a silencer.wany, when the cross dimensions of the duct
are higher than the wavelenght, the incident sdigid contains a number of higher order
modes, and the conversion of the semidiffuse sdighdl in the entrance duct into a plane
wave field in the narrow passages typically resul@n entrance loss of 3-6 dB.

The silencer attenuatiofL, is proportional to its length and to the linedipmter of the
passage and inversely proportional to the crosa afethe passage. It also depends in a
complex manner on the geometry of the passage,sacalucharacteristics of the porous
material, frequency, temperature and flow velocity

At last, exit losseadLgx are generated when the silencer is located abpee end of a
duct and the typical cross dimensions of the ogeanme small compared with wavelength. In
this case the exit losses are dominated by theedlattion.
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Obviously the importance of the entrance and esisés diminishes as the silencer length
increases, since both quantities are independetite dength [5].

It must be noticed that, because of the non-reflgatharacter of resistive silencers, the
coupling effects due to other system elements ateas strong as for reactive silencers. In
contrast to the resonator, the performance oftresisilencer is consequently not as sensitive
to the silencer’s location in the system. This [faogether with its undrammatic frequency

dependence, has made the resistive silencer widely.

1.10POROUS ABSORBENTS

Porous absorbents utilized in silencers consistllysof thin mineral, metal or glass
wool fibres (with a diameter of 2-30um), arranged layers and with random fibre
orientations in planes parallel to the materiafarg. When the sound propagates, the air is
forced to pass thorough the small voids includedh& material, which generates frictions
converting the acoustic energy into heat. Sincdibres usually conduct the heat better than
the air, the consequent heat transfer induces etinengy losses. Another phenomenon which
occurs is the fluid structure interaction betwelea vibrating particles and the material fibre
which implies kinetic energy losses of the parcl&nyway, this latter process is usually
neglect able for porous materials, except at l@gdencies (under 300 Hz) [3].

The fibrous materials are usually modelled by asatng the absorbent bulk to an
equivalent fluid With this approach the absorbent material isasgd by a homogeneous
fluid with viscous damping. That viscous damping && incorporated as an extra term into

the equation of motion:

I @, =0
0X (1.58)

where the harmonic signal is written in complexniprand¢ refers to theflow resistance

pOiCbUX +

[Rayl=Pa s/ri. The physical meaning of the flow resistance baneasily explained: if a
constant differential pressure is imposed acrokg/er of bulk porous material of open cell
structure, a steady flow of gas will be inducedotilyh the materialg is the ratio of
differential pressurglP [Pa] to normal fluid velocityJ [m/s] when a transversal steady flow

is imposed over a slab of absorbent material:
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_ 1 P.~ Py
=—1 < 1.59
=0 h (1.59)

Here h is the thickness of the slab. It is generally asst that the gas is air but a flow
resistance may be determined for any gas.

The concepts of flow resistivity and impedance diféerent: the first one relates to a
steady flow of air through a porous material whehjsct to a constant pressure gradient. The
second one relates to the resistance offered byr@up absorber to an oscillating pressure
gradient. Obviously in air they are equal and repnéed by a real number. In porous material
the impedance is a complex number.

Experimental investigations confirm the correctnesshe (1.58) under certain limits,
showing that, for a wide range of materials, thiéedential pressure and the induced normal
velocity are linearly related, provided that themal velocity is small.

Diagrams representing thiéow resistivityo (i.e. flow resistance divided by sample
thickness) as a function of material bulk denaitg fibre diameter, can be found in literature
[5].

The most common way to use a porous absorbentpkade it in front of a hard wall, for
the purpose of reducing the wall reflections.slpossible to determine how to chose the flow
resistance and absorbent thickness, in order tairolthe best possible sound absorption.
Usually the most utilized model, in case of absotbmaterial, is the semi-empirical
equivalent fluid model developed by Delany and Bwz[16] which is able to directly
estimate the characteristic impedance and weenumber, k,of the material. The
wavenumber is a frequently utilized parameter thedicribes how a wave travels through a
medium. It is the angular reciprocal of the wavgtén It represents what angle of rotation (in
radiants) the wave makes in the space of one mletéhne air it is obviously a real number.
Contrariwise, for the sound travelling in a poraisorber, the wavenumber is a complex
number.

Delany and Bazley derived the following equatiomsttscale the impedance and

wavenumber of air to derive the corresponding v&foe a porous absorber:

Zops = Z, (L+0.0572X 797~ 087X ")

(1.60)
Kups = ke (L+0.0978X 07 —i 0189X %)
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Pot (5 is the flow resistivity).
g

where X is a dimensionless quantityX:=

The real part produced by these equations is knaswesistanceand relates to energy
loss. The imaginary part is known asactance and relates to extra “virtual” mass the
absorbers appears to have due to the resistanatedrbe the viscous air/fiber boundary
layers.

The Delany and Bazley formulae are accurate witienfollowing boundaries:

- The flow resistivity values used to derive the diasienless term X must fall within the
range 1,000s<50,000

- The dimensionless term X must be within the ranG@D<X<1.0

- The porosity of the material must be close to 1.

Most porous absorbers utilized in mufflers respleese limits.

It can be shown, that the Delany and Bazley madgkeli$hes that the optimal absorption
properties can be obtained when the flow resistackosen in a way to satisfy the following

equivalence:

B[S
|E)

(1.61)

(whereh is the absorbent thickness). The vicinity of tipéimmum is, nevertheless, quite flat,
so that any value in the interval 1-3 would be atrgood. It can be proved that this means
that optimal absorbent can be expected to provada gabsorption if its thickness is about a
quarter wavelength [3].

Moreover, it can be shown that, at high frequendies reflection factor of the porous
material approaches zero and the sound wave pagsesly into the absorbent, without
reflection. Consequently a major fraction of acaadtenergy converts into thermal energy as

it propagates, and the porous material attenuatesimore.

1.11TYPICAL SILENCER CONFIGURATIONS

In this section, a number of typical silencer cgafations is shown and commented (see
Figure 1.17). Reactive spectral behaviour is cydihibiting attenuation minima each time
an acoustically significant length corresponds toimteger multiple of half the acoustic

wavelength of the excitation. Since several lengihs involved simultaneously, a simple
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parametric description of their overall acousticrfpegnance is not normally possible.
However, their general ranking in terms of relatateenuation per unit volume and relative
pressure loss or back pressure has been estabiishedxperience [1].

The packed silencers depicted in Figure 1.17aah@&dative efficiency which is roughly
proportional to the packing density, the flow rémice of the pack and the other acoustic
properties of the fibrous material. Their attenoratperformance tends to rise significantly
with increasing frequency, in correspondence with acoustic properties of the pack, while
they normally exhibit low back pressure. Their tiekavolumetric efficiency can be high, but
tends to deteriorate in service due to fouling disintegration of the pack. They are also
relatively heavy and may cause suspension probtenmsay excite mechanical vibration of
the vehicle structure.

The relative acoustic efficiency of the snubber arass flow silencers shown in Figure
1.17b and c, is closely related to the back pressuiflow losses they generate, which often
tend to be high. Their behaviour remains signifigareactive so that high acoustic efficiency
is often restricted to specific sections of thegrency spectrum. Cross flow silencers are
obviously more compact that the other type, andasohave relatively better low frequency
attenuation performance for the same overall dime@ss The acoustic influence of
perforated pipes diminishes as the porosity in@gaghile observation suggests it becomes
negligible with grazing flow at Mach numbers lebart 0.2 when the porosity rises above
15%. On the other hand, low porosity implies higifough flow losses, so a formulation of
the most effective practical configuration may Iiiallt. Finally, these silencer types can be
significant sources of flow noise, particularlyhegher frequencies.

The tri-flow mufflers are popular, relatively congpbaand have a high relative acoustic
efficiency. Their behaviour also tends to be stipmgactive at low frequencies so regions of
poor attenuation performance are often improveddying resonators to the flow reversal
chamber, as indicated in the example in depicteignre 1.17d. Back pressure losses are
directly related to the changes in flow momentunfiat reversal and vary as the square of
the engine speed; thus they can lead to undesiraductions in peak engine performance.
Vortex shedding at the flow reversals may alsoonhice significant flow noise. The
observations concerning the acoustic behaviouedbpated pipes also apply to these units.

Expansion chambers which include side branch résm&rming the bottom group in
Figurel.16g generally exhibit the lowest back pressThe acoustic performance at low
frequencies can be enhanced by adding a foldedsiteh, which acts in a similar manner to

the resonator included in the tri-flow muffler exalen[1].
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Figure 1.17 — Typical silencer configurations.
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Chapter 2

Numerical 1D methodologies

5.2INTRODUCTION

The gas dynamics of IC-engines and their comporearisbe essentially described by a
set of coupled non-linear equations for conserwadiomass, momentum and energy. [1]

A very powerful and often used simplification f@-engine intake or exhaust ducts is to
assume small perturbations and perform a linedoizaif the governing equatior(tinear
acoustics)which allows to neglect the energy equation. Wieelnomogeneous and isentropic
mean flow is present, the final result will be t@vectivewave equatiorand then also the
3D effects can be addressed without too much diffyd2].

Another possible simplification is to consider atiexensional (1D) fields only. This
assumption implies that the variables of pressigasity, velocity and temperature are treated
as being constant over the cross-section of thé daoder consideration. From this the
solution of the coupled nonlinear equations willgoeatly simplified. [3].

A further simplification can be done when only shparturbations are considered in 1D
fields: in this case the wave equation will be @sito a 1D linear wave problem. On the
contrary, when the excitation overwhelms certaimtB, the linear assumption does not stand
anymore, and a non-linear approach is requirebheesthe acoustic problem [4]. Practical
experience demonstrates that, with plane wavesf@nterrestrial reference conditions, the
limit of the amplitude of the pressure fluctuatidor, linear acoustic validity, lies somewhere
in the range 0-01 to 0-001 bar, the value of thé falling as the frequency rises. [5]

One-dimensional linear acoustic models are widdlypted for the evaluation of intake
and exhaust systems noise performance, due to $imaplicity and low computational
requirements in the description of complex georastriThe system is considered as a

combination of elements, connected in seriegoparallel; each one can be efficiently
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analyzed via so called two-port methods by mednsitber a transfer matrix [6] or a
scattering matrix [7] .

In order to analyze the acoustic performance ofesasomponents in which non-planar
higher modes are excited, due to the transverserdiions that are not much smaller than the
wavelength of the excitation and/or to the areaahsinuities, some three-dimensional linear
studies have been performed by imposing, as ekmitasource, a single frequency
perturbation [8]. Owing to the high requirementsdafvelopment time and computational
cost, such investigations focus only on particudamponents of intake/exhaust system,
without providing a description of their interactiwith the engine. [9]

Linear acoustic models are convenient for predictive behaviour of the muffler proper;
the utilized noise prediction tools, based uporedmn theory, use a quite simplified
representation of the engine as a time-invariargali source [10]. However, since in engine
intake and exhaust systems, the pressure fluchsatave characterized by much larger
amplitude than that assumed in the linear approaahslinear models are required to obtain
realistic predictions. In fact these latter apphmscare able to account the distortion of high
amplitude waveform during the propagation, the esponding redistribution of the spectral
component energies towards higher frequencies ttamahteraction between the engine and
the ducts system. Moreover, when the position amabe of the duct boundaries vary
systematically or cyclically with time, spectralsdeptions of wave propagation normally
cease to be appropriate. Then any realistic degmmi of the wave action must be formulated
in time, even when the wave motion is periodic [I0his is mainly because of any issues,
related with cylinder discharge and back reactiohshe exhaust line on the engine, are
immediately taken into account.

Non-linear fluid dynamic models are mainly usedpi@dict the intake and exhaust
system performance in terms of pressure, veloagigylc angle histories, and are based on
lumped parameter (0-D), one-dimensional (1-D) aee¢kdimensional (3-D) schemes. 0-D
schemes are usually adopted coupled with 1-D mptledsformer one in the investigation of
cylinder behaviour and of flow across intake andagist valves, the latter one to describe the
intake/exhaust system [12]. Recently, some 1-D rsotl@ave been proposed to analyze
complex geometries, such as mufflers, in which qgratfons and adsorptive materials are
included [13]. The computed results allow the eaibn of the noise radiation from the
tailpipe, by assuming that the open end acts asreopole source.

The quality of the 1D predictions is usually impeov by introducing some length
corrections to 1-D modelling, as shown in the Chagdt In this way the complex wave
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reflection at discontinuities (sudden expansion @matractions in duct cross-section) is taken
into account [3].

More refined 1D based approaches, like the onegseph by Montenegret al. [14]
utilize quasi-3D elements to model chambers or after-treatment cdsyi which are
specifically designed to account for conservatiormomentum in three dimensions, even
though the code is otherwise nominally one-dimeraio They are composed by a 0D
element at the centre of the volume, where theiroity and energy equations are integrated,
and a number of volume openings (ports) wherethlsanomentum equation is integrated.

In this chapter, a general overview on the mairhogblogies utilized to solve non linear
one dimensional gas flow equations is presentetijdmg the founding theoretical concepts.
Pros and cons related to the usage of differentteddbniques in silencer simulations are

highlighted and an introduction to the quasi 3D glasd given.

5.3GOVERNING EQUATIONS

The governing equations describing the one-dimeasibow of a compressible fluid in a
pipe with area variation F, wall friction f, heaamsfer g, are [3]:

- The continuity equation:

o(pF) , olauF) _ (2.1)
ot ox

- The momentum equation:

o(ouF) olp?+pF  dF 1,
5 + ™ pdx+2pu frD=0 (2.2)

- The energy equation:

opeF) , olauhF) e o (2.3)
ot [0
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In these equations is the fluid densityu is the flow velocityp is the pressurd) is the
duct diameterey=e+u?/2 is the stagnation internal energyis the internal energyy,=h+u?2
is the and the stagnation enthalpy gnd the heat transfer term.

The above equations can by written in symbolic weftirm:

aﬂ+w+c(w)=o (2.4)
ot 0X
where
P ~ 1 dF
W=l pu | F(w)=| i +p|, C(W)=| i | =—-+| 0G (2.5)
X
Jos puh, puh, -/
and
1 4
G==uuf— 2.6
5 ul 5 (2.6)

is the friction term. In case of no pipe area \#&ig wall friction and heat transfer, the

equations reduce to:

W, OFW) _
ot 0X

0 (2.7)
which are known as the one-dimensional Euler egnsti They constitute a non-
homogeneous hyperbolic system.

The form expressed by equation (2.1)-(2.4) is dalbenservation form since the
equations can be obtained directly from the integm@nservation equations of mass,
momentum and energy applied to a fixed infinitetyad control volume [3].

The three above equations contain the four unksownu, p and e A further
relationship is required to close the problem. pheperties of the gas must be related by a
state equation which, for the gases in engine rlisifand cylinder, can be represented by

the ideal gas state equation:
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PRt (2.8)
o)

2.3LINEARIZED EQUATIONS AND LINEARIZED WAVES

In case othomentropic fluidl and no cross area variations, the continuity égudiecomes

[3]:
——+p—=0 (2.9)

And the momentum equation becomes:

du,,du,10p_, (2.10)
dt  dx pox

If perturbations4p, 4p and Au are applied to a static fluid, with undisturbeckgsurepy,
densitypo and velocityup, the local values of these properties can be ewriss:

P=p,+Ap (2.11)
p=p,+0p (2.12)
u=u,+Au=Au (2.13)

Substituting these relationship into equations)(2r&d (2.10) gives the following linearized

equations for waves of small magnitude wighpo, 4Ap«p, du«a

a(Au)
0x

0(2p)
ot

+ 0y =0 @1

A homentropic flow has uniform and constant entroppydistinguishes itself from an isentropic or tce
isentropic flow because, in the latter, the entrigwel of each fluid particle does not change wiithe, but may
vary from particle to particle.
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o(au) . a(ap)

+
ot ox

o =0 (2.15)

For isoentropic changes of state=0 and change in pressure can be related to changes i

density by
dp=a’dp (2.16)
Wherea is the speed of sound. It is, then, easy to olitegacoustic wave equation

a%(ap) _ _,0%(ap)
= (2.17)

which can be expressed in terms of the velocityeosity:

02(au) _ _,0%(Au)
o> o ox? (2.18)
2 2
ot )

These equations have simple analytical soluticgpesented by a sum of a progressive and

regressive term:

Ap= f(x—agt)+g(x-at) (2.20)
Au= f(x-ait)+g(x-agt) (2.21)
Ap= f(x-agt)+G(x-ag) (2.22)

Where the functions at the second terms are anpivave forms [3].

Further discussions regarding the linearized wdweswill be done in the Chapter 4,
where the progressive and regressive waves comindl be utilized in the description of
the two-port systems. The main aspect to be higtdd) here are that: the pressure at any

section is simply the sum of the excess pressuthdrindividual wave components, which
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gives the naménear waves All parts of the waves move with the same propagaspeed,

given by

a, =)RT (2.23)

whereR is the specific gas constant ahdhe absolute temperature. Moreover, the waveform
does not distort. By retaining their original idéntthe waves can be tracked from one end of

a pipe to another simply by noting the time delasolved in the propagation.

2. 4AMETHOD OF CHARACTERISTICS

In most numerical models, the traditional mesh-Mdtlof Characteristics (MOC) has
been applied up to the mid 1980’s . Despite beirgg drder accurate and not being able to
capture shock waves, the method of characteridieble to retain system nonlinearity, as
well as accurately implementing the different baanydconditions, especially duct branching
and anechoic termination. For this reason, it i atvalid method for muffler analysis.
Moreover, the perforations model implemented by @nd15] (see paragraph 2.13) can be
implemented with only slight modifications. In [1&] non-linear simulation of single pass
perforated tube silencers, based on the methodhafacteristics, has been proficiently
performed.

The equations (2.1)-(2.3) can be rearranged intothan form, calledmethod of
characteristic formwhich gives the possibility to transform the pdréguations, with respect
to space and time, of the system (2.4) into orglinidferential equations in time. In fact, once

considered the line in the space-time plane definel®]:

2(=uia (2.24)

dt
the mass and momentum equations will give thefioilg expression:

dp du
—+pa—+A +A A, =0 2.25
at 'Oadt 1 2 3 ( )
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which represents thieg'st compatibility relationshipSimilarly, once defined the line in time-

space plane defined as

dx
2=u 2.26
pm (2.26)
the energy equation will give the following expriess
dp_ 290 A —g (2.27)

dt dt

which representghe second compatibility relationshighe 44, 45, 43, terms represent
respectively, the heat transfer, the change ofscsestional area along the pipe and the pipe

wall friction:

A, =~(y-1)p(q-uG) (2.28)
oua® dF
A, == 2.29
° F dx (2:29)
A, = paG (2.30)

The (2.25) relates the pressure and velocity of gas along the characteristic lines
defined by the equation (2.24), and the (2.27)tesléhe pressure and density of the gas along
the characteristic line defined by the (2.26). Tdiaracteristic speeds given by equations
(2.24) and (2.26) represent the speed of propagatisignals, or disturbances, through the
fluid medium. In the case of equation (2.24), tietwtbance is propagated at the local speed
of sound relative to the fluidyta. This disturbance is often calledave characteristicor
Mach wave and causes changes in the fluid pressure, demnsiperature and velocity. The
equation (2.26) represents a disturbance propapatith the local fluid velocityu, which
transports, by advection, the bulk gas temperatenergy) level and composition, and is

calledpath line characteristi¢3].

69



Chapter 2 — Method of Charactecist

The compatibility equation (2.25), in case of fniamplitude wave, travelling in the
positive x-direction in absence of pipe wall frasti heat transfer and area variation

(homentropic floywreduces to:
dpx padu=0 (2.31)

This equation relates the changes of pressure alodity along the path of the wave as the
wave form changes on propagation. The corresporghiagacteristic equation is given by the
(2.24). If the fluid is a perfect gas and only istwepic changes of state are considered, then
from the compatibility equation, one obtains:

idaJ_r du=0 (2.32)
y—1

where the upper signs relates to wave travellimnfiieft to right in the duct, called
characteristics and the lower signs relates to waves going fraghtrto left, calledp
characteristics In this case the number of variables in the cdrjity equation has been
reduced from four to two, and the changes in presate represented by changes in speed of
sounda. The equation (2.32) relates the change of spesdumda to the velocityu along the
paths of the waves given by equation (2.23), whieht waves travelling in both directions

[3]. For an homentropic flow it can be shown the parameter defined as:

A=a+z§}u (2.33)

is constant along a rightward propagating wavehat
A=A, (2.34)

Similarly, for a leftward propagating wave, the graeter defined as

p=a-Y1, (2.35)
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IS constant, giving:

B =B, (2.36)

The equations (2.41) and (2.43) constrain the icglship betweera andu to be constant
along the path wave. The parametérand g are often referred aRiemann invariantsn

homentropic flow oRiemann variables

In order to appreciate the physical meaning ofdéhesults, the Figure 2.1 can be helpful:
it shows a distance-time plane andta 24x interval [3].

Ax |
' g
n+1
B /
Q dy /
= - uta [/ A% .
= ,.’ dr At
i
1
i’dx |
fdx
L/ sj a RI |
/| il N
i-1 o, 3, I i+
B,
Distance, x

Figure 2.1 — Characteristic lines in the x-t diagna [3].

The rightward propagating wave, travelling at theedu+a, sets off from the point L at
time leveln, and arrives at pointat time leveln+1. Similarly, the leftward travelling wave
originates from the point R at time leweland arrives at pointat time leveln+1. If the gas

velocity, u, is not zero then L and R are not at the samarmtist from the mesh pointThe
(2.41) and (2.42) then give:

A= (2.37)

B = pBh (2.38)

Equations (2.46) and (2.47) are simultaneous egpumtivhich define the values of the
two quantitiesa andu at mesh pointifix] and the new time leve(n+1)4t] in terms of their
values at the points L and R. These two equatiansbe used at every point in a pipe which
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is surrounded by two other points. At boundaribs,talues of the gas properties in the pipe
are available on only one side of the mesh poirdeunconsideration, and a modified
procedure must be adopted. The values at pointad.Ra are usually obtained by linear
interpolation of the values ati{l)4x, mt], [i4x, dt] and [(i+1)4x, mt], therefore producing

first-order special accuracy.

In case ofmon homentropidlow, also the variations in the entropy must akeh into
account, which involves the solution of the eneggyation along the path line characteristics
(above defined). Consequently, in the generic aas@on homentropic flow and cross
sectional area variations, the first characteristjaations (2.25) must be considered along the
wave characteristics (2.24), and the second charsiit equation (2.27) along the path line

(2.26). As a result, the Reimann variables are fremtlinto:

/l{‘*l = Al +dA, (2.39)
B = B +dBs (2.40)
where
_y-1T y-1 _
dAd =2——ds—Z—[A, +A, +A,|dt=0 2.41
_y-1T y-1 _
dg = —ds- A +A-A,|ldt=0 2.42
p=rm ds= a4 0, -0 (242)

The change in entropy along the wave charactesigicobtained by using information
available from the path line characteristic, startirom the point S of Figure 2.1 [3].

2.5THE COURANT-FRIEDERICHS -LEWY (CFL) STABILITY CRITERION

The mesh sizefx, utilized for the spatial discretization of the this chosen on the basis
of a compromise between accuracy and computatgpeed. In many cases the upper limit
for the mesh length is the length of the smallgst plement in the system [3].

On the other hand, the value of the time sti#pjs subject to the constraints defined by
the stability considerations coming from the sdechCFL criterion. According to this, the

waves cannot travel more than one mesh lengthercaltulation time increment, i.e.:
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(2.43)

where

0<v<1 (2.44)

andc'nax represents the largest wave speed present imtiie solution domain at time level
n. The parametey is called CFL number, and the time marching pracedvill be most

efficient when the value of this parameter is cltusé.

2.6FINITE VOLUME METHODS

The Method of Characteristics is based on the guwgrequations in non-conservation
low form, that is the (2.17) and (2.18). These ¢éigua are not able to conserve properties
well (for example the mass flow), and for this @ashey are not capable of dealing with
discontinuities, e.g. shock waves. As previouslyntiomed the MOC is still utilized in
muffler simulations, but it is widely used alsotire resolution of boundary conditions, owing
to the comprehensive and well-documented work iegisin the treatment of every kind of
flow boundary [17], [18].

Anyway, in order to take into account the preseoicthe shock waves, in last decades
the new generation of 1-D fluid dynamic models hdsptedfinite volume symmetrior
upwind shock-capturingiumerical methods in order to solve the hyperbglioblem of
conservation equations. The origin of these twoartgnt families of schemes, is represented
by the numerical technique developed in the forriirsf-order methods by Courant et al. [19]
and Lax [20]. On one hand, symmetric schemes appuliscretization which is independent
from inviscid flow characteristics. On the othentdaupwind schemes apply directional space
discretizations according to the physical behavafunviscid flows.

The second-order symmetric scheme proposed by Lakefadroff [21] is one of the
most representative symmetric schemes and a disorgf this method will be given in the

following section. [17]
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A subgroup of upwind schemes is basecGodunov’'s metho{R2] to solve, over each
mesh interval, the local-D Euler equations for discontinuous neighbouringestafThe
second subgroup of upwind schemes isflux vector splitting metho, proposed by Steger
and Warming [17],[23][24].

2.6.1DEFINITION OF FINITE VOLUME SCHEME

The integral form of the governing equations canvbden a: [3]:

”(M+6F(W)+Cdedt =0 (2.45)
%y \ Ot 0x
which gives:

(W —wo Jax+ (R, —Fy JAt+ChaxAt = 0 (2.46)

whereW andF respetively represent the average of dependent varidblethe cell show!

in Figure 2.2and the average flux across the boundary of tHizs

--:‘ -------------------- tecccccrccgecacccccact.. T n+1

Time, ¢
1]
1]

Distance, x

Figure 2.2— Computational cell for conservation equations [

In other words:
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1 Xi+1/2

W, =— [ wWadx (2.47)
AX VX2

F.,=—["Fd 2.48

i+1/2 —E . X ( . )

In absence of the source te@nthe (2.46) gives:

n+ n At n n
W, t= W, _E(Fnllz - Fi—l/z) (2.49)

The left-hand side of the (2.49) represents thetswl at the time level+1 and the first term
on the right-hand side represents the solutiorina tevel n. Summing the equation with

respect to the spatial indéxn the (2.49), one obtains:

AW = S W+ (Fr e =F" i) (2.50)

min

Imin Tmin

If there are no cross area variations, the fluxes mull. The (2.50) guarantees the
conservation of the integral property of the gowsgnequations, ensuring for example the
conservation of mass.. The finite difference methbdsed on the equations (2.46)-(2.48) are

calledconservative finite volume schemes

2.6.2LAX-WENDROFF SPACECENTRED SCHEMES

The Lax-Wendroff method [21] is based on the Tagknies for the state vector [3]:

2
Wt =+ W Ay 0°W (At) .\

2.51
ot otz 2 ( )

In case of source term C set to zero, it can bevshbat, by utilizing the (2.51), the (2.4)

becomes:
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2
W™= Wn —a—FAt+i(Aa—Fj (@) +0(at)? (2.52)
[6)4 ox\ ox,) 2

whereA is a 3 by 3 Jacobian matrix defined as:

am =9 (2.53)
oW,
The spatial differences can be approximated byrabdtfferences%i :%m(w)z, and
the series is truncated at second-order terma)@ivi

Win+l = Win _ﬁ[Fde - Firll]"'ﬂ[A in+l/2(Firll - Fin)_ Ain—l/Z(Fin - Firll)] (2-54)

21X 2(Bx)?

The combination of centred temporal and spatiatcrdigzation results in second-order
accuracy in both time and space on a three poimipatational stencil. The scheme can be
graphically represented as in Figure 2.2, and thes unique second-order central explicit
scheme for the linear equation on three point sugpp

2.6.3Two STEPH_AX-WENDROFF SCHEMES

The main disadvantage of this method is the Janaiatrix evaluation. To prevent the
calculation from this difficulty, Richtmyer and Mon [24] suggested a two-step variant of
the Lax & Wendroff method, leading to a whole fanof variants when applied to non-linear
systems [3].

This method retain the second order accuracy. Tis¢ $tep, utilized to solve the
equations, is based on space-centred differencagt #ifee point(i4x,n4t), while the second
step is a mid-point leapfrog calculation, with thme difference centred on the point

[i4x,(n+1)4t]. The values ofW can be then written as:

Wt =2 (Wi Wi (F ) (st step) (2.55)
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and

W2 = W —%(Fijf - F{l}l) (second step) (2.56)

where the values df in the second step are obtained using the valti®® &rom the first
step. This approach is called Richtmyer method, &ndan be applied over half-mesh
intervals, by using space differences centred altbat points (i+1/2)4x,n4t] and [(1-
1/21x,n14t], while the time differences are centred about gbat [i4x, (n+1/2ut]. In this

way the following equations can be written:

Wis = % (Wirjrl + W' ) - % (Firll - Fin) (2.57)
we = s ) AL (e ) @2:58)
Win+1 = Win _E (Firl;}/zz - Fir:};z) (2'59)

AX

When the source ter@ is not neglect able, the full system of equatisnepresented by the
equation (2.4) and it can be discretized, in acamocd with the two step Lax-Wendroff

method, in this way:

Wi =i ewr)- o )G en ) (2.60)
and
Wit =y AL e ) Ao o) @81

Two-step variant of the Lax & Wendroff method leadsa whole family of variants
when applied to non-linear systems, representdatidvacCormack method [25].
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2.7IMPROVEMENT OF THE SECOND ORDER DIFFERENCE SCHEMES

The Lax-Wendroff and the two step Lax-Wendroff noety are classical shock capturing
schemes which can be proficiently used in enginikitions when used in conjunction with
appropriateflux limiting techniques. The need of such a conjunction istdube fact that
finite difference schemes, with greater than foster accuracy and constant coefficients,
produce local instabilities in the presence of &hewaves and contact surfaces as a
consequence of Godunov’s theorem [22]. These afiollis are nonphysical and are known as
Gibb’s phenomenoj22].

This difficulty is intrinsic in all linear secondrder difference schemes, that is second
order accuracy schemes with constant coefficiesush as that defined by the equations
(2.57)-(2.59).

2.7.2TVD FLUX LIMITERS

The issue of the non-physical overshoots produgesirhple second-order schemes can
be sorted out by using non-linear difference sclsgeminere the coefficients of the schemes
depend on the value of the solution itself at eaelsh point [3]. The goal is to use a higher
order approach, but increasing locally the amof@inumerical dissipation in the region where
a discontinuity is revealed. For a generic linehregtion equation, such as

ow  ow
+ =

E & (2.62)
the one step Lax-Wendroff scheme can be writteherform:
first order scheme additional term
— T~ — N
n+l _ 0 1 n
W =W -y, _2V(1_V)A_(Awi +1/2) (2.63)

second order scheme

where
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(2.64)
A (AWin+1/2) = (Win+1 + W|n)_ (Wun - Vvin—l)

As shown, the equation (2.63) represents a secadet escheme, and it is composed by
two terms: a first order scheme, and an additidgeah. Since the first one is first order
accurate, and therefore diffusive and not susdepttb give spurious oscillations at
discontinuities, the additional term will represémg anti-diffusive flux which will give rise to
instabilities in solution.

In order to circumvent the problem of spurious b&stons and contemporarily retain the
second order accuracy, a solution is given limigsetgctively the order of accuracy, or better
the magnitude of the anti-diffusive flux, in theyi@ens with steep gradients, and applying the
full anti-diffusive term in the other regions.

In order to do that, a gradient monitor is requinetlich must be able to locally change
the coefficients of the scheme. From this poinviefv, the resulting scheme will be non-

linear. In fact the (2.64) will be transformed into

W =w -, —;v(l—v)A_(A. w" j (2.65)

i i+1/2

whereg¢ is a form of limiter function , calletlux limiter. This latter must be a function of the
solution, meaning that, if the data adjacentvtas smooth, the; should be close to 1 in
order to maintain the second-order accuracy. Cowisge, in the proximity of a discontinuity,
#i should be close to 0 in order to reduce the acyuod the scheme to first order and to
introduce a sufficient dissipation to reduce oatitins of the solution [3].

The smoothness of the data can be measures in mapy. One widely accepted
possibility was proposed by van Leer and consisa dfinction of the ratio of consecutive

gradients of the solution, which change sign ah{sodf extreme (maxima and minima):

g=dr) (2.66)
where
L.t (2.67)
AVvirl-1/2
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The most common used criterion for the funcifois based otthe total variation diminishing

(TVD) concept. The total variation of the solutiantimen4t is defined by:

n

n
Wi —W

(2.68)

TV(W“):Z

When a spurious oscillation is generated a newepwris introduced in the solution or a
maximum point increases or a minimum point decrease this case the total variation
increases. If the total variation of the solutiaes not increase from one time step to another

one, then
TV(w)< TV (") 2.69)

and the data is said to be total variation dimimghlin this case no spurious oscillations are
generated at discontinuities.

As a consequence of this concept, a post-processirtne which converts the results
obtained with the Lax-Wendroff scheme into TVD fohas been developed by Davies [26],

3].

2.7.3FLUX CORRECTED TRANSPORT

These techniques were developed by Boris and Bdgkif order to avoid non-physical
overshoots produced by simple second-order scheksddiessner and Bulaty described later
[28] these techniques consist of three differegpst

The first step, named transport, obtains the preiny solution at the next time step by
means of a simple second-order accuracy scheme.dikaNandroff. Next, at the diffusion
step, these results are post-processed applyirggtificial smoothing operation to eliminate
the gas property discontinuities. The last stemethanti-diffusion recovers the second-order
accuracy, where diffusion is not needed, to elit@naon-physical overshoots, and the
original solution is smooth.

Applying these techniques directly to vecWrwould lead, if source terms are present, to

a violation in the conservation laws. For this mgsconservative parameters such as mass

80



Chapter 2 — Conservation Element-Soluktement / Boundary conditions

flow rate, stagnation enthalpy and stagnation pmresggiven in equation. (2.62), should be

used in the smoothing process instead of the cosergsiof vectoWV:

(v-1)
. T u? 1w
m=puS ho:%"‘z, pozp{1+y— } (2.70)

Under homentropic flow with constant section, in@ necessary to change the vedtbito
conservative parameters and this technique isegpgdirectly to the solution vector.

2.8 CONSERVATION ELEMENT — SOLUTION ELEMENT

This scheme was proposed by Chang and Toff#%he homentropic problem and later
adapted by Briz and Giannattasio [3@]order to allow consideration of source termsthiis
case, the numerical overshoot, typical in simpleosd-order schemes, is removed by
replacing the simple averaging formula, initiallged, with a weighted averaging formula.
The space—time plane is divided into rhombic noer@pping regions, referred to saslution
elementqgSES), centred at a mesh point, in which the goius approximated by first-order

Taylor series as:

w, (x.t, j,n) = (am)rj' +(am)rj'(x—xj)+(ﬁm)rj'(t -t,), m=123. (2.71)
Additionally, the space—time plane is also dividetb rectangular regions that fill the

space—time domain without overlap, callednservation element§CEs), in which the

conservation laws are satisfied. In order to adgamdalf-time step, the coefficients of all

Taylor series of the next SEs must be calculated.

2.9BOUNDARY CONDITIONS

An important aspect of the calculation is represériy the boundary conditions: every
pipe has two ends associated with it, and hencédwmboundaries. There are various types of
boundary and these must be simulated in a satsfactanner.

Winterbone [3] indicates that the best solutiontastry to use the same boundary

conditions as for the method of characteristicsri®ans of the generation, from the results of
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the finite-differences calculation, of auxiliary arfacteristic lines at the boundaries. This
solution has the advantage that physical insigiat ihe flow at the boundaries is preserved.
The reason is that the only way to get to the enthe pipe, in a logical manner, is to go

along a wave. A full derivation of boundary chaegistics is given in [1] where typical

boundaries for which methods exist are given: opeds, closed ends, inflow boundaries,
valve boundaries, junctions (both with and withptgssure losses), pulse converter, orifices
or valves in pipes, throttle bodies, turbines, coespors, intercoolers, and anechoic
terminations for acoustical purposes. These alehawe feature in common: they are all
treated as if the flow is quasi-steady, which mahas the characteristics of the boundary is
not a function of the frequency of the incident efarm. Such an assumption is more
appropriate to a simple boundary, such as a clesddthen one with relatively large volume,

such as a turbine.

2.10COMPARISON OF NUMERICAL SCHEMES IN SILENCER ANALYSES

In the work [31], Broatclet al. compared the performance of different schemeg teseolve
one-dimensional gas flow equations, when appliedh® computation of the frequency
response of exhaust mufflers. Simple geometriel witll-known acoustic behaviour, and
sufficiently representative of attenuation mechasipresent in real mufflers, were chosen,
such as the expansion chamber and the Herschetkguinbe in Figure 2.3.

Expansion Chamber

| ] I
%) diameter 1 q

h 4

A

length 1

Herschel-Quincke Tube length 2

5 diameter 1 q

l ol

length 1

Figure 2.3 — Utilized silencers for the numericadsts carried out in [31].

The numerical schemes tested were:

- two centred schemes (two-step Lax—Wendroff and Mac@ck predictor—corrector;
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- four high-resolution schemes: the FCT method (basethe Lax—Wendroff scheme),
two TVD schemes (one using Sweby’s flux limitinghaiques and the other using
Harten’s correction techniques) and

- the innovative space—time conservation elemensahdion element scheme.

With this choice a representative set of currentded numerical schemes is available that
should provide a rather complete picture of théomm.

The study was focused on the quality of the resoifiined, taking into account the
sensitivity to the mesh spacing used and the coatipuntl cost. Also the theoretical
computational cost, required to achieve a certequiacy, has been analysed. In this sense, it
has been shown that good results may be obtaioed ény method if the mesh spacing is
sufficiently small.

However, when considering global engine simulatioasming at exhaust noise
prediction, such small meshes may imply an excessomputation time. This represents a
serious penalty for high resolution schemes, whach considerably slower than simple
centred schemes. In addition, these differencamputational time are higher if a certain
accuracy is required, since high-resolution schemeesl morgoints per wavelengifPPW).

In the Figure 2.4 a comparison of computatiomaks is depicted, once an arbitrary time
unit, the time required to simulate the entire apgplus-muffler system with the conservation
element—solution element method, has been chosenthis picture the following

abbreviations are utilized:

- CE-SE: conservation element—solution element

- FCT: flow corrected transport

- LW: two-step Lax—Wendroff

- TVDC: total variation diminishing with flux correon
- TVDL: total variation diminishing with flux limitabn

The sensitivity of the different methods to the mepacing was then investigated, with
the main conclusion that both the two-step Lax—Weiffiagnethod and the CE—-SE method do
not exhibit an important influence of the mesh spgcand thus relatively high values may be

used without any loss of information.
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1.1
1.0 —
0.9 — —
0.8 +— —
0.7 +— —
0.6 +— —
0.5 +— —
0.4 1— .
0.3 — 1
0.2 +— —
0.1 +— —
0.0

Time/Time (CE-SE)

CE-SE I FCT I LW I TVDC I TVDL
Figure 2.4 — Comparison of computation time for tkfent schemes and equal mesh
spacing [31].

In that work, also the theoretical computationaforef required by the different
methodologies, has been compared. This effort leas lobtained by multiplying the CPU
steps times the PPW required to achieve a cert@aracy in reproducing the resonance
frequency of a Herschel-Quincke tube. Consideriphase error lower than 0.2%, the points
per wavelength needed to reach that accuracy aeneld from the results with different
mesh sizes. Also in this case, the Lax—Wendrofesah presents the lowest computational
effort and CE-SE is the fact that the Lax—-Wendnaéthod (and, in general, simple schemes)
is considerably faster suggests that it is a beft&on.

The other high-resolution schemes (FCT and TVD)ilekla considerable influence of
the mesh spacing on the frequency results. Therefioey should not be considered as a valid
option for exhaust noise prediction with global imegsimulations. On the contrary, the CE—
SE method is comparably robust when sharp discaitigs are present in the flow and, being
less sensitive to mesh spacing, it provides a bettepromise between the useful frequency

range and the computation time required [31].

2.11M ODELLING SIMPLE REACTIVE SILENCERS

Reactive silencers have been introduced in the ©€hah Simple reactive silencers
include expansion chambers, quarter wave and Héimtesonators.

The gas dynamic modelling of these componentdasively simple, and can be based on
the existing boundary conditions developed in [3je sudden area change of the expansion

chamber can be treated by the sudden enlargemetraction model devised by Benson [32],
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as can the abrupt area change of the Helmholtnaésioand the interface between the neck
and the volume. [3]

The cavity of the Helmholtz resonator has to beesgnted by an equivalent cylindrical
duct with the appropriate volume and geometricadjie to avoid the limitations of a lumped
parameter approach and to enable all the resoreanidncies of the system to be captured.
The closed end boundary condition [3] is usecefadt wall of both the cavity and the column
resonator. The “T” junction, arising in both of tresonators at the interface with the tube can
be satisfactory described by the constant pressur@el of Benson [32]. The proper end
correction must be used at each geometrical disuotyt to take into account the side effects
(see Chapter 1).

Since the mean flow in the side resonators is zbeopressure losses in the junction are
not significant, but taking them into account magyide a more accurate prediction of the

resonator attenuation [3].

2.12 White noise perturbation

When the attenuation curve of a silencer must aechout, two different numerical non
linear strategies can be followed. The first omethie frequency domain, uses an upstream
excitation characterized by an harmonic pressunmgug@tion. This procedure must be
repeated many times, imposing every time a differ@mmonic law, in order to obtain the
transfer function of the silencer over the frequeband. An advantage of this approach is the
high precision, but the main disadvantage is remtesl by the high time computational
requirements. For this reason it becomes unattmocithen complex silencers must be
analyzed [3].

An alternative approach is based on a differentrapm excitation source, represented by
a white noise in which the pressure signal has a spectral abniehich is uniformly
distributed over the frequency band, so thattassible to evaluate the gas dynamic response
of the muffle to all the concurrent excitation fuemcies at once. When a steady pattern of
standing waves has been reached, the pressureedoaty oscillations in the system are
characterized by a significant amplitude of thecsa® components for each frequency of the
white noise introduced in the silencer. Fourierlgsia of the signals enables the transfer

function, that is the attenuation curve, to be mted. This white noise approach is very rapid

85



Chapter 2 — White noise pdyation/Perforated tube silencers

compared to using acoustic excitation by meansagjel set of single harmonic pressure
oscillations.

The numerical generation of a white noise perigul@ssure signal may be carried out as
the sum ofN sinusoidal pressure oscillations with a fixed atapk, 4p, and frequency

multiple of the fundamental frequendy

p(t)=p, + iApsin(met +4,) (2.72)

n=1

wherepp is a constant value which represents the meanesmbressure upstream of the
duct-system, It is essential to make a suitabldcehof the phase,. The generation oN
random numberg, in the range 0-1, via a dedicated numerical r@ tenables a random
phase, pn=27K,, to be determined for each sinusoidal componerthefsum. This choice
yields a pressure signplt) with a random character, which falls in the bamgmrescribed

pressure values [3].

2.13PERFORATED TUBE SILENCERS

Perforated ducts are quite common elements incglsnand many different numerical
approaches have been developed in order to obtaimceurate model. Selamet al. [33]
proposed a non-linear time domain approach to testhe perforate sections, based on the
approach of Sullivan [34] for the treatment of ftmv through the holes. The appropriate
momentum equation in the radial direction at thefqrate boundary has been considered,
obtaining a branch point model of the system whittolves a sequence of three way
branches to account for the coupling of the petéalédube and the cavity.

Onorati proposed a different approach [35]: a bampaondition of equal total enthalpy
(constant pressure) was imposed to branches ofadelects in order to represent the flows in
every single hole. Let’s consider a perforated tobdiameterd, lengthl , characterized b
groups ofn holes distributed on a circle, each group separaten the adjacent by a distance
p. In this case the silencer is schematized by ma&fanm contiguous axial elements,
representing the tube, connected to othmercontiguous axial elements, schematizing the
surrounding camera, by meanmf1 groups ofn short ducts, schematizing the holes [3]. The
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diameter and the length of these short ducts araleq the tube thickness and hole diameter.
The axial elements have a length equal to the Bpéeingp and an equivalent diameter

which is function of the tube and chamber diameters

2.14QuAsI 3D APPROACHES

Montenegroet al. recently proposed a quasi 3D approach, nagizckll, for modelling
silencers and catalytic converters [36]. A simidgoproach is implemented in a variety of
software packages, such as GTPIgB7] utilized in this thesis (see Chapter 5).

The3Dcell approach consists in reproducing a 3D geometeyrastwork of 0D elements,
such as volumes, to which characteristic lengtthenspace are assigned [36]. As shown in
Figure 2.5, the 3Dcell framework is defined by nmeahtwo fundamental elements, namely
cell and connector The cell element is defined by its volume andabiist of connectors
linked to it. The connector element stores infororatabout the connectivity between
neighbouring cells, and geometrical parameters siscthe distance from the adjacent cell
centres, the flow area and the direction, with eesppo an absolute orientation system, given
by the normal to the surface it represents. TheeBDoethod is based on the formulation of
the conservation equations of mass, momentum aadyerior unsteady flows in which the
gas viscosity, both in the intake and exhaust systeas been neglected. Since its value is
very low, this approximation is acceptable andvedido considerably simplify the solution
procedure. This system of equations is then clbydtie perfect gas equation of state.

The 3Dcell model is based on a pseudo-staggerddagproach, meaning that intensive
properties such as pressure, temperature, demggynal energy and other derived quantities
are defined over the cell element, while velocitgd amomentum are defined on the connectors
[36].
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e N

CONNECTOR
Figure 2.5 — Quasi 3D element: cell and connect§$].

The continuity and energy conservation equatiors saived with respect to the cell
element, taking into account the net flux of theserved variables through all the connectors
linked to the cell. According to this type of distization, the continuity equation can be
integrated over the volume and over the time.

To allow the construction of the connector momenteouation, the velocity has been
defined also in the centroid of the cell elemerte Tell velocity is oriented in the space and
consequently has three components. Hence, whesothgon of the connector momentum is
addressed, the projection of the velocity alongdbenector normal direction is considered.

This reduces a 3D problem to a 1D problem arbiyrariented in space [36].

2.15DISSIPATIVE SILENCERS MODELLING

Dissipative silencers are widely utilized devicas,explained in the Chapter 1. They are
able to provide good attenuation performances twebroad band, especially if dissipative
and reflective behaviour are combined together.

In order to model the dissipative action of thedensers, a typical approach consists of
introducing high distributed and concentrated pres$osses in some regions of the system,
rendered via acoustically equivalent schemes [i8$t,Fa very high friction coefficient (f=0.1
compared with the typical f=0.004-0.005) can bepaeld for all the ducts adjoining the sound
absorptive material. Second, adiabatic pressuse$osan be introduced in the middle of all
the ducts representing the cavity, by means o&thabatic pressure loss boundary conditions
described in [3], with a value of the resistancefficient K equal to 50. Both the losses
enable the dissipation of the incident acousticrggneo be accounted for as heat in the
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absorption lining. Obviously the sound absorptigatfires of the silencer, which depend on
the lining thickness and properties, may be sinedlaBpproximately by a suitable

combination of distributed and concentrated lo§3fs
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Chapter 3

3D linear numerical methods in acoustics

3.1INTRODUCTION

When the sound excitation is limited to small atogle perturbations, the most accurate
approach to the acoustic problem is representabéthree-dimensional (3D) linear methods.
In the specific case of silencers, a 3D descriptibthe acoustic field is mandatory when the
frequencies of interest exceed the plane wave med@iothis case, the one dimensional (1D)
frequency-domain acoustics, as well as the 1D tlor@ain finite wave theory, fail. The 3D
approach is needed especially when the mufflernateshape is complicate, for example
when flow reversing chambers are included in thenser. Finite Element Method (FEM) and
Boundary Element Method (BEM) are 3D numerical teghes which have been successfully
utilized for more than 30 years. Both methodologwese initially developed, in the late ‘60s,
for structural analyses, and the first commercadtvgare focussed on acoustical problems,
D.E. SysnoisE” (1988), included and FEM and BEM acoustics [1]-[2]

These methods approximate the solution of the agicaliproblem in a piecewise form.
The difference is that the FEM solves the unknowangjties in the acoustical domain (air),
which needs to be entirely discretizied, whereasBEM solves it on the boundary of the
domain itself. These latter is the only part to discretized, and the solution within the
domain is then carried out by utilizing the solatian the boundary.

A positive aspect of the BEM is that it requires/ée degrees of freedom than the FEM,
due to the type of discretization. On the otherchaine BE formulations typically give rise to
fully populated matrices, which means that theaggerrequirements and computational time
will tend to grow according to the square of theljpem size. Contrariwise, the FE matrices
are typically banded (elements are only locallyrmated) and the storage requirements for
the system matrices typically grow quite linearliyhithe problem size [3].

The BEM is often preferred in case of homogeneowusumcoupled problems, especially
in large domains. In these cases it is definitalstdr than the FEM, certainly when a fast
multipole procedure is implemented [4]. It is wigleltilized in predictions of transmission
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loss of complicated exhaust components, in the lsitions of the sound radiated from
engines and compressors, and in studies on passssgeartment noise. Also a number of
results shown in this thesis (see Chapter 5) hasen bcarried out by utilizing this

methodology [4].

The strength of FE models lies in their generalusbbess, their ability to treat
inhomogeneous media and to take advantage of Hieespature of structural discrete models
in coupled acoustical-structural computations. Aigded acoustical-structural investigation
on a commercial silencer will be presented in thesis (see Chapter 5), where the FEM has
been utilized to perform a modal analysis [1] aheé BEM to carry out the acoustic
simulation.

In this chapter the essential features of the tvethmdologies will be presented, and a

number of typical FEM-BEM applications are reviewe

3.2ACOUSTIC WAVE EQUATION AND BOUNDARY CONDITIONS

As previously mentioned, since the acoustic pressdensity, and particle velocity
fluctuations associated with sound waves in air wseally relatively small, the equations
governing mass and momentum conservation in a faadtinuum can be considerably
simplified, in order to relate these acoustical ialales to one another. The general
conservation equations can be then linearizeditamterms proportional to the product of the
acoustical variables can be discarded from thetemsa

In these hypotheses the equation of mass consmmvati a homogeneous three-

dimensional medium at rest reduces to [1]:

%—'f+,00DEJ=O (3.1)

wherep(x) is the local densityyo(X) is the average density of the medium, aifx) is the
particle velocity vector.
Similarly, for an inviscid medium, the linearizequations of momentum conservation in

these three coordinate directions is:
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oS+ 0p=0 (3.2)

wherep(X) is the local pressure value. Using the relation
p=cp (3.3)

which relates the local pressup£x), and the local density(x), through the speed of sound
in air, o, in case of small (isoentropic) fluctuations, a¢ains:

2
p-L19P g (3.4)
cy ot

which is the equation governing the behaviour abustic pressure fluctuations in three

dimensions. In the case of time harmonic disturbarut pulsatiom,

p(x,t)= p(x, t)e'“ (3.5)
the equation (3.4) transforms into tHelmholtz’'s equation

0°p+k*p=0 (3.6)

wherek = w/cy is the angular wave number.

In this chapter, time-domain quantities are dendtgdower-case variables p,. . . and
corresponding frequency-domain quantities by areugymbol on the lower case variables
p,q,...

When the considered fluid is inhomogeneougcy( is not constant) and there is a
distributed acoustic sourcg(x,t) (i.e. a monopole, dipole, etc.), the (3.6) asss the most

generic form:

1 _. N
3 °D£?Dpj+k2p - (3.6b)

0
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On a generic boundary surface a fluid particle @igjou, and a surface velocity, can
be defined. In fact, if a lining material is presen the surfaceii, and U can be different due

to the internal damping of the absorber. A relatigiocity U, is then defined as:

a =0_-0 (3.7)

Z(w)= pla) (3.8)

whered, , =0, [h is the normal component of the relative velocityq the outward normal).

U, is obviously also equal to the difference of tteemal component of the fluid particle

r,n

velocity, u, ,_0, th, and the normal component of the surface partielecity, u, = 0, [

at the same point:

G, =d,, -0, (3.9)

Moreover, the normal fluid particle velocity is at#d to the normal derivative of the sound

pressurg by means of the following relation in frequencyrdon:

G =— Opm (3.10)

rnn
1 &,

Any solution of the wave equation has to complyhwihe acoustical properties of the
boundary. All the boundary conditions are usualty FEM and BEM), expressed as a
condition on the pressure normal derivatiteelf.

The most common boundary conditions include themen, the Dirichlet, the Robin and
the prescribed normal displacement boundary candit{5]. All of them are here reviewed

together with the important Sommerfeld radiationditon:
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Chapter 3 — Acoustic wave equation and boundargitimms

THE VELOCITY TANGENCY (NEUMANN BC): this BC is useful to impose a known velocity

on a structural surface with no lining material,iethmeansi, , =0, that ist,  =0,. It

consists of the following relationship:
Oph =—-pgiads, (3.11)

RIGID IMPERVIOUS BOUNDARY (DIRICHLET BC): the normal component of the velocity is

imposed to be null on the considered boundary:
Opln=0 (3.12)

LOCALLY REACTING BOUNDARY (ROBIN BC — IN FREQUENCYDOMAIN): by combining the
(3.8), (3.9) and (3.10), the above condition inplieat:

0p i = —i peld,, -0, ) 31
that is:
0p I = =i 0oy, ~ PA) (3)14

whereA(w) = pyc,/Z(w) is the dimensionless admittance. A rigid impengi®oundary can

be seen as a particular case of this conditionrevheero admittance is imposed.
LOCALLY REACTING BOUNDARY (ROBIN BC — IN TIME DOMAIN): the same condition of

above, is more difficult to define in time domahn inverse Fourier transform can be applied

leading to the following convolutional integral ésAppendix of Chapter 4):
p(t) =] Atu,(t - 7)oz (3)15

Wherez(t) is the inverse Fourier transform B{w). This form of boundary condition is not
easy to implement, since it requires the time hystd u,. Also z(t) can be difficult to obtain,

starting from the impedance models empirically medi in the frequency domain. A time-
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Chapter 3 — Acoustic wave equation and boundargitimms

domain expression of the (3.15) has been propoga&thb den Nieuwenhof and Coyette, see
[1], which gives stable and accurate solutions.

PRESCRIBED NORMAL DISPLACEMENT. normal displacements are imposed on a boundary

surface by imposing a local normal acceleratian, i.
Oph = p,8 or Oph=-iw’p,S (3.16)

where s(x,t) = §(x)e" is the normal displacement into the acoustic darfii

SOMMERFELD RADIATION CONDITION: it is the simplest non reflecting condition inoastics
and it describes the field produced by an elemgmamt source (monopole) at a distarfite
from the source itself. The non reflecting condiare specific BCs that are applied in order
to ensure that, at given boundary surface, thesticoflow leaves the field without that any
portion of the energy is transmitted back in tledfitself. The Sommerfeld condition applies
for field produced by simple monopolar sources wtendistance R from the source is great.

It is represented by the following expression:

A

% +ikp=0(R™) (3.17)

Wherea=1/2 or a=1 in case of 2D or 3D respectively. The Sommerfedddition can be
approximated on a distant but finite cylinder (2bBr) sphere (3D) by specifying ac

impedance [1].

3.3FEM: ACOUSTIC MODEL

As previously mentioned, the FEM is based on a detediscretizationnjesh of the
entire investigated acoustic domain, as shown guréi 3.1. To this aim, a finite number of
small, but finite and non overlapping sub-regiaradledelementsare created and connected
to each other through a certain number of pungiagk, callechodes These latter are placed
on the vertices, edges, surfaces of the elemends iaterior points, defining the topology of
the single element. Moreover, they represent thatpmf information exchange between
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Chapter 3- FEM acoustic model

adjacentelements. Although the unknown nodal pressurestitotesthe degrees of freedc
of the discrete model, the solution is obtainet oy at each nodp;, but in the whole
domain. In fact a polynomial interpolation of thedal pressures is carried owhose nature
depends on the typology of the utilized element @m the number of nodes per each :
element. The polynomial interpolation is then retato the notion cshape functig, which is
a founding concept of the FEM, and which will bewh aterwards.

nodej

elemenp,
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=2
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Figure 3.1 —Meshed domain of an automotive silen..

The quality of theapproximate FE solution depends on the mesh clesistats,
including the size element and the node spacingatticular, for acoustical problems, a }
aspect fo the obtainment of a sufficiently refined meshapresented by the numbernodes
per wavelengtin the investigated frequency rar

A definitely positive aspect of the FEM is the pb##y to use un-structuredmeshes,
that is irregular meshes wh the element size can vaaymostarbitrarily. This aspect is ¢
advantage point of FE compared to -dispersion finite difference schemes, in which
grid points must be aligned in rows and plans. As@sequence the |-processing software

packages mst deal with aless difficult problem, and the meshing procedure itsel
simplified.

3.4FEM: GENERAL FORMULATION F OR INTERIOR PROBLEMS

Consider the acoustical problem of a cylindricapaxsion chamber with a certe
excitation at inlet, a linincateral surface and closed outlet (see Figure B )X the acousti

domain bounded by a surfade This surface can be divided iy, , which is the inlet
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Chapter 3 — FEM: General formulation for interiorgblems

(structura) boundary on where a certain displacemsnts imposed]’y, , composed by the
rigid (hard) surfaces, including the outlet; ahd the locally reacting surfaces impedance).
The domainQ is properly discretized, and in Figure 3.2 aditfart of the entire mesh, in

proximity of the outlet, has been depicted.

Figure 3.2 — The FE model: geometry, mesh, and bdany conditions.

The acoustic pressupéx,t) is approximated by a trial functiop'(x,t) of the form:

n

()= p; (tN;(x) (3.18)

=
which, in frequency domain, becomes:

n

B(x.)=3 B (@N; () (3.19)

i

p; and P, represent the nodal values of pressure and peessoplitude at nodg, n is the
total number of nodes. The generic functig(x) is calledshape functiorand it is equal to 1
at nodej and 0 at all other nodes (see Figure 3.3). Thaesetibns interpolate the nodal
quantities all over the domain, although they afneéd locally within the single element, as
polynomial in physical or spatial coordinates. Bus reason the trial solution, expressed by
the (3.18) and (3.19), is a summation of thesetfons weighted by the nodal values of
pressure (see Figure 3.4). The shape functionsndepe the type of elements and number of
nodes: for a simple triangular element with nodeshe corners, they are formed from the

basis{1,x y} and in each triangles they have the foamr a,x+a,y wherea,, a, as, are

proper constant values chosen in a way that thegeshmmctions take the correct values on the
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nodes. This means that the number of polynomiahddan the basis set must be the same as
the number of nodes in the element topology (thréke considered case).

Iy N(X)

X
Figure 3.4 — The FE model: trial solution.
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3.4.1WEAK VARIATIONAL FORMULATION

Weak formulations are an important tool for the Igsia of mathematical equations,
which permit the transfer of concepts of linearehlg to solve problems in other fields, such
as partial differential equations [6]. In a weaknhollation, an equation is no longer required
to hold absolutely and it has, instead, has wedktisas only with respect to certain “test
vectors” or “test functions”.

Let x(x) a continuous and differentiable test function. Byltiplying the (3.6b) by the

,\/(x) and integrating ove®, one can write:

| )((X){/ooﬂ[pi Dﬁj +k*p- W} =0 (3.20)

0

Applying the divergence theorem and imposing thatriormal derivatives of pressure on the
boundaried’y, I's, I'z respectively satisfy the conditions (3.11), (3,X3)16), it is possible to
obtain:

1 o
Sl D)(D]]p’——)(p}d()ﬂa) yo'dr +| o xs dr + )(wdQ 0
[ [orm5 - 15 o] 4] o [ psar ] Lo

It is also possible to notice that, if the admit@rA is equal to zero, the integral over
reduces to zero, so that if, on a certain boundarface, there is no specified condition, it
naturally acts as a hard surfabg,default.

When the trial function of (3.18) is substitutedte (3.21), a linear equation is obtained,

in then unknownsp;. By using a set of n test functiong (with j=1,...n), n linear equations in
n unknowns are generated. The best choice foxthe represented by the shape functibis
(with j=1,...n) previously defined: by setting;(x)= N, (x), with j=1,...n, one obtains the

following symmetric system of linear equations:

[k +iac-am]p}=f.}+ .} (3.22)
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where M, K andC are the acoustic mass, stiffness and damping aeatfgt and fW are the

forcing terms due to the structural excitationiiit, in case of figure 3.2) and to the acoustic

sources. They can be expressed as:

NN LN [CIN
M, =|—XdQ, K,=[——"%dQ,
" i IOOCS K i ,00
_ [ Alw)
Ci _r'[poco NN, (3.23)
{fst}j :J‘szjShdr, {fw}j = iNJ-Wdr,
Is QpO

The above integrals are evaluated for each elemedtthen assembled, through a proper
procedure [7], in to the global matrickls K , C and the forcing vectoffg; andfy. Numerical

integration is generally used within each element.

3.5FEM: TYPES OF ANALYSES

3.5.1FREQUENCY RESPONSE ANALYSIS

This kind of problem is represented by the equafBB2) and solved as above explained.
FE methodologies are obviously able to deal witbbfgms with inhomogeneous domains,
since it is possible to enforce the value of themad particle velocity at any discontinuity of
material properties in the discretized domain. histway it is possible to model
inhomogeneous fluids by assigning different flurdgerties ¢ andpg) at each homogeneous
constituting part.

Consequently, it is also possible to model comptsenovided of absorbing material,
e.g. silencers, just imposing a proper complex dpsfesound and density in the domain
occupied by this material.

In particular, rigid porous material can be modeldry utilizing semi-empirical
formulations where the required complex speed afndoand density are obtained as a
function of the frequency, density and type of mateg(Delany and Bazely approach, see
Appendix of Chapter 1) [8].
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Finally, by adding an additional FE equation to mlothe displacement of the elastic
frames, also elastic porous bulk materials candsdd [8].

3.5.2NORMAL MODE ANALYSIS

This kind of problem is described by the equati®22), when the forcing terms are null
and there is no absorption present. In this casddamped) acoustic modes of the fluid are

described by the equation:
[k +iaC -aM]p}=0 (3.24)

The obtained eigenmodes are useful to analyze éhmaviour of the system, but also to
resolve the frequency response problem represégtdte entire (3.22).

3.5.3ACUSTO-STRUCTURAL COUPLING

Up to now, structural velocities at boundaries halveays been considered fixed, known
and not influenced by the acoustic field. In selvertaation this hypothesis is not adequate.
Consider, for example, a metallic box, with thinrfages and in which a strong acoustic
source is inserted. In this case the generatedstcofiled can enforce some structural
vibrations, and these ones can themselves genanatecoustic field inside the box. The
problem, therefore, is truly coupled and it carsblred with a coupled approach [8].

Fluid-structure interactions can be modeled by meazna FE analysis. In this case the
equation (3.22), involving the fluid, must be comdd with another, but similar equation,
involving the structural displacement on the bourdal's. Consequently it is possible to
model the effects of the acoustic pressure on tlialnstructural motions and the other way
round. The expression of the trial solution of 8teuctural problem is similar to the one
described by the equation (3.19), with the exceptiat the degrees of freedoms are not the
nodal pressure values, but the nodal displacensegtdl, ..., ny).

The resulting system is:

104



Chapter 3 — FEM: Types of analyses/External prolslem

H K 0 }ri&{ C 0}6‘){ M —pAﬂ[ﬁ}:[fw} (3.25)
AT K, 0 C, 0 My]|ls] [fe

whereKg;, Cq, andMg; are stiffness, damping, and mass matrices fostitueture, and\ is a

coupling matrix that contains integral productdhef acoustical and structural shape functions
overI's. The vectoffey contains external nodal forces and moments appdi¢te structure.
The mass and stiffness matrices, now, are no mgmametric. If this involves a great

computational effort, the equation (3.25) can vimusly symmetryzed.

3.5.4TRANSIENT RESPONSE

Once assumed that the damping matrix is frequendgpendent, an inverse Fourier
Transform can be applied to the (3.22), yieldingatoequation which can be integrated in
time by using a numerical time-stepping schemeh siscthe Newmarg-scheme [10], [1].
When the damping matrix is frequency dependenptbblem in time-domain formulation is
much more complicated, and usually a suitable eahsmpedance boundary condition must
be incorporated in to the discrete problem [11].

3.6FEM: EXTERNAL PROBLEMS

Unbounded problems with FEM approach have not lksatt in this thesis, and only a
general overview on them will be given in this sattWhen an unbounded problem must be
resolved by utilizing a FEM methodologies, two mdifficulties must be tackled:

- The construction of an artificial outer boundarytihe FE domain, transparent to any

outgoing waves.

- The reconstruction of a far field solution whicedibeyond the computational domain.
These two issues are not present in case of BEoagipr Regarding the FE, many methods
have been used to terminate the computational domfiexterior models. They can be
divided innonlocalanlocal approaches. The first ones include a mode matchimdnich the

FE domain is matched to a BE model at the trunoatioundary. Local methods, usually
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preferred for larger problems, include infinite mmknt schemes (IE) and perfectly matched
layers (PML) [11], [16].

The IE approach is based on the use of a singler laly infinite elements of variable
order, which is matched onto a conventional fildtement mesh. The infinite element is
based on a infinite geometry mapping, extendingeleenent to infinity, and special shape
functions [14].

In order to accommodate different shapes of radjahiodies efficiently, different types
of coordinate system are available. Usually thd pegformance is achieved when radiating
body is circumscribed by its closest-fitting coorate surface. ldeally the base surface of the
infinite elements should be smooth, without shargles or small radii. The implementation
of the infinite wave envelope elements in ellipsbidoordinates meets this aim, providing a
close-fitting surface for a wide range of radiatmgdels.

The development of the shape functions used wittiennfinite wave envelope elements
stems from the observation that, e.g. in spheromadrdinates (a particularization of the
ellipsoidal coordinates), a three dimensional réalafunctionp(r), for the exterior region

outside a sphere-fo|, can be written in the form of an infinite series

et 6.0k
pr)="—> (rf” ) (3.26)

n=0

where (8,¢,k) are spherical coordinates relative to the origihe functions f,(6,¢,k)

represent the radiation functions correspondingcimustic multi-poles of increasing order. It
is observed that, in order to model the acoustsgure field in an unbounded domain using a
single layer of variable-order infinite wave enysoelements, sufficient degrees of freedom
in the radial (infinite) direction are needed to dabthe amplitude decay of the outgoing
propagating waves. This can be achieved by spagifgin appropriate order for the infinite
wave envelope element, as this directly definestiraber of terms in thel{r) expansion. In
addition, satisfactory angular discretization iguieed to model the angular radiation patterns.
[15]
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Figure 3.5 — Infinite element schematization. [15]

When IE are utilized, all the degrees of freedomanfelement are coupled to all the
degrees of freedom of each neighboring elementsaade seen in Figure 3.5, resulting in
large bandwidth of the matrix, especially when hagtier polynomials are utilized. Moreover,
as mentioned, not all kind of radiating geometigas be modeled. This issues have been
recently overwhelmed by utilizing the perfectly ctsd layer approaches, which involve
a buffer domain around the computational domainresitbe outgoing sounds waves are

damped, without reflections [16].

3. 7FEM: ACOUSTICS IN PRESENCE OF MEAN FLOW

When a mean flow is present, the propagation ofatwmustic waves is influenced by
convection. When the mean flow inside the acoudtimain isirrotational® the acoustic
problem can be formulated in terms of acoustic aigfopotential and a convected form of
Hembholtz equation can be easily solved [1].

When the mean flow is rotational, the acousticatudbance is coupled to vortical, and
entropy waves and the linearized Euler equationst tmel integrated. In this case the preferred
methods are based on structured, higher-ordetge foifference schemes [17], but also FE
time-domain schemes based on the discontinuouser@&al method have been proved to be
effective. Anyway, many uncertainties remain abit treatment of shear instabilities and
time-domain impedance boundary conditions in roteti flows [18].

2 velocity vector field is conservative, i.e. neglable turbulence and boundary layer.
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3.8BEM: GENERAL FORMULATION —DIRECT AND INDIRECT APPROACHES

The Boundary Element Method is a numerical impletaigon of the Helmholtz analysis
method discussed in the previous section externyswdized in this thesis (see Chapter 5).
This method, as its name implies, only involvescgiizing the boundary of an enclosed
space or the boundary of a noise radiating stractihe method can be used to analyze
acoustic problems such as the noise inside an sswtlgolume, the noise radiated from a
vibrating structure, and the acoustic field geredtdiy the scattering of noise by objects in a
free-field. There are two different boundary elet@ethods that can be used to evaluate an
acoustic field generated by a defined forcing figrct the direct method and the indirect

method [19]. Both will be discussed in this section

3.8.1DIRECT METHOD

For direct or collocation approachthe acoustic problem is defined within a volute
bordered by an enclosed surfd¢eand the primary variables are the sound pressode
normal velocity on the side of the boundary thanisontact with the fluid. These variables
are related by the (3.10). As known, the propagadibacoustic waves of constant frequency
in homogeneous media is described by the (3.6 udByg the Green’s second theorem, it can
be formulated as an integral equation over theedaurfacd’, see Figure 3.6. In fact, the

acoustic pressure, at poktwithin Q is given by [20]:

p(w, x) = —ﬁj’r[ﬁ(w,xo)W—G(w,x,xo)%}dr (3.27)

Figure 3.6 — Schematic of direct BEM.
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where the acoustic pressure varies with locatiom the field, X is the location of a point on

—ikr

the surfacen is a unit outward normal of the surfafe and G(w,x,x,)= o s the
T

fundamental solution of the Helmholtz equation|ezhiGreen’s function ( rx}xo| ). C(x) is a
constant depending on the location of the p&in€(x) = 1 when the poink is within the
acoustic domain and &) =1/2 when the poink is on the surface (i.ex = Xg). From a
mathematical point of view &) =0 whenx not within the acoustic domain or surfacebut
this condition is rarely used.

It can be noticed that the Green’s function represabstantially a monopolar source of
unitary intensity placed in the poin, that satisfy the Helmholtz equation. Similarly the
derivative of the Green'’s function is equivalentatdipolar source of unitary intensity. As a
physical interpretation of the equation (3.27) oaa say that the pressure, at a generic point
(observer) can be seen as the effect of distribution Iorof monopolar sources, whose
intensity is equal to the pressure normal deriegtiand a distribution of bipolar sources,
whose intensity is equal to the pressure itself.

The classic formulation given in Equation (3.27¢rnted the Helmholtz Integral
Equation, is the starting point for the direct BEMalysis. [21]. If the enclosing surface

vibrates punctually with a velocity(w,Xg), according to the (3.11), equation (3.27) becomes

A

plaax) =~ | Bl

)aG(CL),X,Xo) +i,OOCLUA(a)yXo)S’nG(w!X’XO)}dr (3.28)

When using the direct BEM, there is a distinctiogtvieen an interior and exterior
problem, as shown in Figure 3.6. This distinctismelated to the definitions of Xj(and it is
related to the formulation of the direct BEM, whighvays requires that the normal vector on
I' points away from the acoustic domain. Hence foméerior acoustic problem, the normal
vector of the surface must point outwards, awagnftbe acoustic volume. For the analysis of
an exterior acoustic field, the normal vectors paway from the acoustic domain, that is,
inwards towards the enclosed surface.

If both interior and exterior acoustic domains afénterest, then the indirect BEM must
be used which is described in the following sectiéor this problem two surfaces are used:
the surface that is in contact with the interioowstic domain has surface normal vectors
pointing outwards towards the exterior acoustic diomand the surface that is in contact with
the exterior acoustic domain has surface normatovecthat point inwards towards the
interior acoustic domain. [21]
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3.8.2INDIRECT METHOD

When an indirect BEM approach is utilized, bothesidf the boundary are considered
simultaneously: as shown in Figure 3.7 , the boondansists of the insidé’() and outside

surfacesI(,), and both are analyzed at the same time.

Figure 3.6 — Schematic of indirect BEM.

The indirect method can be used to calculate bd#rior and exterior acoustic fields as a
result of a vibrating surface or acoustic sour@g] can include openings that connect an
enclosed region to a free field region, or whersefedges occur on a surface such as a
stiffening rib attached perpendicular to a pandie Tnatrices resulting from this indirect
method are fully populated and symmetric, which isult in faster solution times compared
to solving un symmetric matrices such as thosecestsal with the direct method. [20]

In short, boundary integral equations like Eq. §3.2an be written on both sides of the
boundary and then summed resulting in an indireandary integral formulation that can be

expressed as:

0p(w, x)

0G(w, X, X, 0 Glw,x, X,
w )20 ) _ 5,0 Ol )

= —ipmj(a),xo)& = Ir {djf)(w,xo ox ox.on

}dr (3.29)

The left hand side of the expression is the gradoérthe pressure at any poirtin the
acoustic domain in the directiof; uy; is the component of acoustic particle velocityhe t

directionx; ; the right-hand side is an integral expressiorr tive boundary surface. The term
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D(x,)= Plxo)., = BlXo), (3.30)

is the difference in pressure across the surfadeeoboundary element model and is called

pressure jummr double layer potentia[20]. On the other hand, the term

0plxo),  Plxy).

3.31
on on ( )

&jﬁ(xo) =

is calledsingle layer potential[20], and it is the difference in gradient of fhressure normal
to the surface of the boundary element model attpair; andxr, on opposite sides of the

boundary surface [1].

3.8.3PROBLEM FORMULATION

Consider now the direct approach, but for the edtimapproach the same considerations
apply. As already said, the equation (3.27) petmitompute the pressure at any point inside

the volume, once that pressufe and normal pressure derivatiéd/dn are known on the
surfacel’. Butpand dp/dn are actually unknowns. The problem can be sean finother

point of view: panddp/ononT can be expressed as:
plxo) = lim plx) (3.32)
= lim 9p(x) (3.33)

In this way the f)(x) at the right hand of the equation (3.27) can ba&,sebenx approaches
to Xo, as a value ofpon the boundary, and the equation (3.27) becomes a relation betwee
the pressurepat one point on the surfadewith the values ofpand dp/on assumed by all

theN nodes of the discretizdd In other words:
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A~ A A ~ a a a/\
p, = fl(pl, pz,...,pN) gl(ﬂ ﬁ pNj

on’'on " on
. AP op, p, P
P, = f,(Py Py P )+ gz(;‘l ;: : ,%j (3.34)

op, 6p2 0Py j

Py = Fu(Brs Poveer By )+ gN[an o

which is a system oN equation in2ZN unknowns(fy, f,..., §, g1, @,-..., gy). By considering
equation (3.27) and relation (3.34) it can be reatithat all the functions in (3.34) are linear in
pandop/on, [21].

Moreover, the boundary conditions brcan be expressed in function @f/on, as seen
in section 3.1. Consequenty/boundary conditions (one per each poinf®mvill be inserted
directly in the equation (3.27) by eliminating theknown associated tdp/on. In case of
velocity BCs, the (3.27) reduces to equation (3.28xonclusions there ai¢ equations and
N unknowns.

One can show that, whemapproaches tgy, and after a certain number of manipulations,
the (3.27) becomes:

4nC(x) |6(a), x) =

= =] [Ku(@%,%0) e, x) + Ky (@0,%,% ) pleo x)lr + | K, (@, x,x )%dr (3.35)

where

(=080 gy o€y Cc’5(5)|ke"k'
oor? N (3.36)

Here0 is the angle betweanandr. K; K, K3 are calleKernel functions
If the discretization of" is composed by panels(i.e. elements), each one of the above

integrals reduces to a summatiorPahtegrals executed over the respective panels:
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7€(x) plew,x) = ZP:{J'F [K,(e,%,%,) (e, x) + K, (w,x,xo)f)(a),x)]dl'j}+

= (3.37)

+ i{.[rj Kz(w,x,x )apg;: X) dar. }

=

In order to evaluate the integral over fesurface, the value op, dp/on, K1, K, andKs are

needed over it. To this aim the typical shape fomstutilized in FEM can be adopted. In case

of a quadrangular element, where a local coordisggtem is defined¢, ), it implies :

bl &.1)= 3 BN, (£.1) (3.38)
p(w,én) < (%(w)j

sl 5[5 e @

Kl(a), f,l]) _ r(f,r/@[;gﬂ) ok () (3.40)

K,(w.&,1)= e 3.41

2 w’f)” - r(f,/]) ( . )

K, (w,&n)= Mn(f’”)ike—ikr(m) (3.42)
r(&.n7)

Considering that, over the generic panpethe local coordinateé{,n) vary in the interval

[-1,1] by [-1,1], the (3.37) in th¥" nodes give the following value of the pressure:

4

27'43(w,xi ) = _Zi: I_lljl_ll[Kl(w’{’”)"' Ks(wf’”)]‘] (5”7)%;,[Njk (51’7)F31k ]dfd/] +

(3.43)

+Z.[ J. wf” )Zi:{Njk(fﬂ)g?_jk}dfdﬂ

k=1 ik

Where 4 is the number of nodes on jfAg@anel, but can be also another number (e.g. .3, 6,.
depending on the panel typologyx I¢ the shape function of the noklef the panej, and the
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function J&,n) is the Jacobian that relates the transformatidheturface elementdo the
surface elementédn . It easy to show that, after few transformatiomse can obtain the

following expression in form of matrices:

2o = alp e}« e (] ) @44
Where

Ki(w &)= Z{[ [[Ki(@.€.7)+ Kyw.&nla(EnN, (f,n)dfdn} (3.45)

Kif(w,f,n):g{ﬁfl[Kz(w,f,rz)]J(m)Nkj (f,n)dfdrz} (3.46)

3.9BEM: STRUCTURAL COUPLING

In section 3.5.3 the fluid-structural problem haei handled by utilizing an approach
based exclusively on FEM. In acoustic problems wthen BE approach is preferred and a
fluid-structure study must be carried out, the Bfawation can be efficiently coupled to a
modal FE analysis giving a FE/BE coupled approach.

In this case, anodal methodcan be utilized, and the problem, representedduatson
(3.24), is decomposed in two parts. The FEM is tepto solve the normal mode analysis,

expressed by:
[ +iaC,-wMm J§ =0 (3.47)

whereMg, KsandCs are the mass, stiffness and damping matriceseostitucture. The result

of this analysis is represented by a numbesf mode shapes constituting a shape mairix

[L]=[13{1,}.... {1, }]whose generic columi, represents thi& modal shape column, [22].
After that, the BEM is deputed to solve the coupjgdblem. To this aim one can

consider that the frequency response of the streicsuexpressed by the following equation of

motion:
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k. +iac,-awtm J§ =ff) (3.48)

where S is the nodal displacements vector, a?r;'cs the generalized external forces vector.

Moreover, it is known that the adal analysis relies on the assumption

o
1
—
o}

(3.49)

where § is called vector of modal amplitudes, and it isknmwn. By substituting this

expression of in (3.48) and pre-multiplying by " one obtains:

[Km +iaCy - w'M m]{d} ={fm} (3.50)

where M, ]=[LI M L], [K,]=[LTCIL] [Ca]=[LT[e] and i, f= (L]} are
respectively the modal mass matrix. the modalretg$ matrix (both diagonal) and the modal
forces vector [27]

In order to solve the system, an expression fogtreeralized mode ford%;] is required.

It is composed by a contribution due to the efieicpoint structural forces (given by the
component of the structural point force in the clien of the mode shape) and a contribution
due to the acoustic pressure (given by the comparfehe pressure forcdg in the direction

of the mode shape). Consequently it can be expiesse

fl=tf.m-f mf (3.51)

1
%M ]=is a m by m diagonal matrix, whose generic eleriethe modal mass of th& inode, m = A_ ,

2
where Ais a scaling constant for tH& mode andb; is the damped natural frequency of theriode.

[K m]=is a m by m diagonal matrix, whose generic eldrieethe modal stiffness of th& mode,

2
o’ +af
ki =— L whereo; is the damping coefficient of th& inode.
A
. . . . . . . 20,
[C.]=is a m by m diagonal matrix, whose generic eldriethe modal damping of th& mode, C, :A—
1]
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Anyway this equation is not sufficient to fully aefoe the structural coupling. In fact, with

the equations (3.51) only the effect of the acoustid on the structure is described, missing
the inverse effect. Therefore, in order to complite analysis, the displacement of the
structural nodes due to the acoustic pressure brushken into account: for a mode with a

complex amplitudej , the surface displacement is given by the (3.89% L4 , and then the

related surface velocity will be:
0, =-ialq (3.52)

This velocity surface has therefore to be takea adcount in the definition of the boundary
conditions for Helmholtz equation. Considering tase in which the surface where the mode
is defined has also an acoustic impedance, thecityelBC, expressed by equation (3.14),

becomes:
Df’ m = _ipodl’js,n - ’pA_ Oq,n) (353)

whered,  is the component ddi, along the norman.

As a result, for an analysis withnodes andn computed modes, the acoustic system,
expressed by the equations im unknowns contained in (3.44), can be then combnigal
the m BCs contained in equation (3.53), since the (3cbfitains the pressure derivatives at
the second term. Moreover, time equations inm unknowns expressed by (3.50) can be
combined with them boundary conditions contained in equation (3.%Ince the (3.50)

contains the forcefs, . The coupled problem, is theompletely defined

3.10BEM: THE NON UNIQUENESS PROBLEM

With the direct BEM, the exterior boundary integemjuation does not have a unique
solution at certain frequencies. These frequenmesespond to the resonance frequencies of
the air space interior to the boundary (with Dilettboundary conditions). Though the direct
BEM results will be accurate at most frequencibe,gound pressure results will be incorrect

at these characteristic frequencies.
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The most common approach to overcome the non-unégsedifficulty is to use the
combined Helmholtz integral equation formulationor CHIEF, method,[23]. A few
overdetermination or CHIEF points are placed insigeboundary, and CHIEF equations are
written that force the sound pressure to be equaleto at each of these points. Several
CHIEF points should be identified inside the bougdaecause a CHIEF point that falls on or
near the interior nodal surface of a particulareefgequency will not provide a strong
constraint, since the pressure on that interiorahalirface is also zero for the interior
problem. As the frequency increases, the problentoimpounded by the fact that the
eigenfrequencies and the nodal surfaces become ohasely spaced. Therefore, analysts
normally add CHIEF points liberally if higher fregpucies are considered. Although the
CHIEF method is very effective at low and internaddifrequencies, a more theoretically
robust way to overcome the non-uniqueness diffyaslthe Burton and Miller method, [24]

Similarly, for an indirect BEM analysis, there isianexistence difficulty associated with
exterior radiation problems. Since there is noimli$ibn between the interior and exterior
analysis, the primary variables of the indirect BEMution capture information on both sides
of the boundary. At the resonance frequenciesHerinterior, the solution for points on the
exterior is contaminated by large differences iespure between the exterior and interior
surfaces of the boundary. The nonexistence ditficaan be solved by adding absorptive
planes inside or by specifying an impedance boyndandition on the interior surface of the
boundary, [25]. In the end, exterior radiation peols should be approached carefully, even
though excellent acoustical predictions can be meieg the BEM, provided appropriate

precautions are taken.

3.12BEM: FAST MULTIPOLE FOR LARGE PROBLEMS

Fast multipole BEM is utilized in acoustic problemelated to structures with very large
dimensions (i.g. airplanes, cars, etc.). It hashesn utilized in this thesis, and just general
notes are given here, remanding to [26 ] for mafermation. This method, pioneered by
Rokhlin and Greengard in the mid of 1980's, is ey@ll to dramatically accelerate the
solution of a BEM system of equatioAg=Db, in which matrixA is in general dense and non-
symmetrical. The main idea of the fast multipoleMBES to employ iterative solvers (such as
GMRES) to solve the BEM system of equations andleynthe FMM to accelerate the

matrix-vector multiplication Ax) in each iteration step, without ever forming thatrix A
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explicitly. In the fast multipole BEM, the node-tmde interactions in the conventional BEM
are replaced by cell-to-cell interactions usingiexrdrchical tree structure of cells containing
groups of elements. This is possible by introdud¢hg multipole and local expansions of the

kernels and employing certain translations.

3.11FURTHER COMPUTATIONAL ASPECTS IN 3D ACOUSTIC SIMULATIONS

3.11.1TYPES OF ELEMENTS INFEM

A complete description of the elements utilized~EBM and related shape functions can
be found in [12]. In general, the most utilized neénts are triangular or quadrangular
elements for 2D simulations, tetrahedral and hetaeclements for 3D analyses. These
elements have usually two or three nodes per sa&lewo nodes on the extreme points and,
in case, the third node at the mid edge. The paolyabshape functions are obtained in terms
of mapped coordinates or Cartesian coordinates base set, whose rank is equal to the
number of nodes per element.

Moreover, the trial solution within each elementies linearly with the other variables
for elements with two nodes per edge, and quaditbtifor those with 3 nodes per edge.
Consequently the polynomial order of these elemismis1 and p=2 respectively. In practice,
elements with a polynomial order greater than 2rarely utilized, even though they have the
positive aspect to radically reduce the pollutioein acoustics [12].

3.11.2NUMERICAL ERRORS APPROXIMABILITY

The approximability is aramplitude error, i.e. an error obtained when a physically
continuous time harmonic disturbance is represebtednean of a continuous polynomial
approximation based on a domain discretizations €hior is proportional tthk)f’, whereh is
the node spacing is the wavenumber arglis the polynomial order of the shape functions.
The approximability error decreases(é)® where4 is the wavelength andh can be then
interpreted as number of nodes per wavelength. Aigeer polynomial order, the faster
reduction of error. It can be proved that the alogdlower limit isi/h=2, which correspond to

a sawtooth pattern description of the disturbar@eviously it is always needed a better
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representation of the phenomenon. To this aim &lyicecognized thumb rule is to have 10
nodes per wavelength. These rule gives satisfacesuylts at lower frequencies but it must be

prudently utilized at high frequencies becauseadiuion errors which might occur [1].

3.11.3NUMERICAL ERRORS POLLUTION

The pollution error is proportional tb(hkf’ whereL is a characteristic length of the
investigated acoustic domain, amdk andp have been above introduced. In other words, this
error becomes evident when the wavelength of tiséudiance is small compared to the
dimensions of the computational domain. This elsa@ssociated to the numerical dispersion
problem, since small differences in phase betwbhersimulated and the calculated solution
may not give any significant error over a singlevelangth, but accumulate over many
wavelengths giving a large global error. Consedyetite pollution error can be considered a
phaseerror. Its effects are complicated be the elenogieintations with respect to the wave
propagation in multi-D problems.

The global error constituted by approximability goollution error can be reduced by
refining the mesh and reducing thefor a certain value gb (h refinement), or by increasing
the value op keeping unaltered the(p refinement), or acting on both parameters. Thetmos
common practice in acoustic applications consist@ b refinement, even though the use of
second-order elements instead of the first-ordemehts is widely recognized to be a valid

option [13].
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Chapter 4

Experimental techniques

Experimental analyses of mufflers constitute argrant part of this thesis. In fact, a
number of tests, focused on the acoustic and tlyitamic characterization of a commercial
silencer, have been included in the last chaptehisfwork, aimed to improve, extend and
validate the numerical results.

All of these tests have been carried out duringudysperiod spent abroad, at Tallinn
University of Technology (TUT), in Estonia. At thdime, also the theory founding
experimental techniques, such as two port modets detomposition method, have been
studied. Finally, a two-port method has beenaddiin TTU acoustic laboratory in order to
describe the behavior of the investigated muffler.

The above mentioned methodologies are based arothenon hypotheses of plane wave
propagation, in the duct sections where the phiygioaperties are measured. In fact, the
active or passive acoustical systems involved itt dgoustics (such as turbo-chargers, fans,
mufflers, bends, T-junctions, etc.), are often dedpo a pipe system, which can be generally
described as a set of uniform (and quite narrak@jght ducts (1, usually 2, or even more). In
these ducts, the hypothesis of plane wave propayatiquite realistic.

The two-microphone random excitation method, alsown as the Chung and Blaser
method [1], uses cross-spectrum between two pressgnals to find reflection coefficient
and impedance of an acoustic termination. A varigtywo-microphone methods, earlier
developed by Seybert and Ross [2], uses auto-spentd cross-spectral densities of two
pressure signals. One method can be developedtiremther, but all of them require the use
of an anechoic termination downstream the mufflepractice, such a termination could be
constructed by using a long exhaust tube, highrabsp materials, horn shaped pipes or an
active sound anechoic termination. However, a yfullnechoic termination is difficult to

build, particularly one that is effective at lovefjuencies.
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Two-port methods are more recent and efficientriggres, since they do not requires
anechoic terminations and can provide a complet@racherization of various acoustic
elements: not only passive elements, such as maftheit also passive/active elements such
as pumps, fans [4] or, more recently, turbocharf&gsTo and Doige [6, 7] introduced this
kind of approach to describe the acoustic behafioniform tubes, flare tubes and expansion
chambers, but the proposed technique did not giables results. The most accepted
approaches today are mainly two: (I) the methocelibgped by Munjal and Doige [8], based
on the so called transfer matrix, aimed to measheeattenuation curve of a single element or
combination of elements. (II) The method proposgdbom [3], and based on the so called
scattering matrix, which is able to easily extralitthe acoustic parameters of a generic

element, by utilizing a “two-source” or a “two-ldagpproach.

The goal of this chapter is to give an overviewtba above mentioned measurement
methods. In particular, the two-microphone randoxeitation technique, based on the
Seybert approach, and the two-port methods, basettheo Abom approach, are explained.
Moreover, the test facilities of TTU acoustic latary, for two-port sources characterization,

are described too [9-10] . In the Appendix, theibasncepts of “applied signal analysis”,

utilized in this chapter, are summarized.

4.1 TWO-MICROPHONE RANDOM -EXCITATION TECHNIQUE

4.1.1PHYSICS OF WAVE DECOMPOSITION

As mentioned in Chapter 2, in a straight duct dadralong an x direction, where plane

waves travel, the linear wave equation applies:

cr_-%Y-o (4.1)

wherep(x,t) is the acoustic pressure as function of time position, andc is the speed of

sound. The general solution has the following form:
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p(X.t) = @(t —%] +<o_(t +5j (4.2)

C

Where theg., depending on (t-x/c), is a wave function pragayy in the positive
direction along the x axis, with speed ¢ (hamedgmssive wave), and., depending on
(t+x/c), is a wave function propagating in the rtegadirection af the x axis with speed c
(named regressive wave). That assumed solutionag/ik asd’Alambert’s solution Since the
wave equation is a linear differential equatiorgerntithe sum of any two solutions is also
solutions. Moreover, alsp, andg., separately, are solutions of the wave equation.

From Fourier analysis, it is known that every peicgorocess can be constructed by the
summation of harmonic, sinusoidal processes witlerdint frequencies, the set of which is
calledFourier series If each individual harmonic process is a solutiorihe wave equation,
then their sum is also a solution. Only harmonicvega therefore will be treated in the
following development. In computations, each indual frequency can be treated
independently, and the total sound pressure figtdtherefore be obtained by summation over
all frequency components.

The generic harmonic solutiea-farth frequencyf and angular frequeney=2xzf , has
the form:

p(xt) = p, COSa.{'[ —ﬁj +p_ cosa{t +§j (4.3)
c c

where p and p are the amplitudes of the progressive and regresgaves and the arguments
w(t-x/c)=wt-kx and w(t+x/c)=wt+kx are the respectivphases k=w/c is thewavenumber

Equation (4.3) can be then written as:
p(xt) = p, cogat —kx)+ p_cogat +kx) (4.4)
Since it is significantly more convenient, from theathematical perspective, to deal with

exponential functions rather than trigonometric ribe development to follow will make

extensive use of the complex notation

p(X,t) = p+ei(a)t-kx) + p_ei(a)t+kx) (45)
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in which bold prints means that the variable is ptem. The first term on the right hand side

refers to propagation in positixedirection. For precision, the real part of (4$heeded; i.e.
p(xt) = Re e + pe )= p_codat —kx)+ p_codat +kx) (4.6)
The equation of motion (4.7)

ou 6p
X + .
Poar ot ox o

relates the particle velocity to the sound pressearanged, it gives:

j 9P i (4.8)
Next, substituting (4.8) into (4.7) gives the pdet velocity

0,000 = -1 s ) 49
P\ iw

Sincek/w=1/c, the particle velocity can be expressed as:

U, (x,t) =—Pe g _ P gitatrion (4.10)
PoC PoC

The two terms in this expression refer to wave pgapion in the positive and negative x
directions, respectively. The ratio of pressur@adicle velocity is calle@gpecific impedance
Z :u£ For the plane wave cas€y =2.C and Zo =~P:C for propagation in the positive

and negative directions, respectively. The quaptityis calledwave impedancg1].
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4.1.2SEYBERT AND ROSS TECHNIQUE

The Figure 4.1 shows the typical setup utilizedtfos kind of experiments. There is a
rigid tube upstream the muffler, excited by a nasearce produced by a loudspeaker. This
tube is provided of two microphones at the positipmndx, from the inlet located at=0.
Downstream the muffler there is an anechoic tertianaand a third microphone. Mean flow
is included, let v the velocity of the fluid. Theaastic vibration is assumed to be stationary

with time.

Anechoic
termination

Loudspeaker S

MiWc.z
! i

1

i T T :

AV AN LB ps

1~ ! : r ;

: ! i Xz P '
1 'r._... I :

| X > b ourLer

b ' INLET i

o SECTION ! SECTION

X=0

Figure 5.1 — Setup of 2-microphone random-excitati method.

In a narrow bandwidth B centered at frequencly random motion of loudspeaker
membrane can be regarded as harmonic motion otidrexy f with a randomly varying
amplitude. For plane-wave propagation the incidamd reflected waves, according to the

equations (4.5) are given by:

o, (xt) = p, ()™ (4.11)

@ (xt)= p_(t) e (4.12)

where:w=2xzf, k=wl/cy is the acoustic wave numbesy, is the speed of soung,(t) andp.(t)
are stationary random variables. The random ang@gp. (t) andp.(t) are not functions of
distance X, since the system is non dispersivereftwie, the wave shape does not change
during propagation. The influence of flow can beluled by noting that:
- Ccp=c+v for wave motion with flow,
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- Co= c-v for wave motion against flow,

wherec is the speed of propagation with zero flow. Fomflin the+x direction, the incident
and reflected wave numbers are given by:

K = « _ k
T oct+v 1+M
o ‘ (4.13)
Kk =% -_*
- c-v 1-M

where M=v/c is the Mach number. Consequently, ticedent and reflected waves are
@.(x.t)= p, (t) &) (4.14)

@.(xt)= p_(t) e (4)15
The total pressure at two poingsandx; in the tube is:

o) = @ (%, )+ @ (x,t) = [ p. (D™ + p_(t)e’ 2 e (4.16)

Pl )= @ (6. )+ @ () =[p. (7 + p (e @17)

The auto- and cross-spectral densities of thesgtessures are estimated by [2]:

s.(f)=E[p,(f,7)p: (£,7))
S,.(f)=E[p,(£.7)ps(£,T)] (4.18)
Sa(f)=Co()+iQu(f) = E[p,(£,T)B5(1,7)

where:E denoteghe ensemble average operafaverage over a number of consecutive data
records — see Appendix); the asterisk indicates ptenconjugate;S;i(f) and S,(f) are
estimated of thauto-spectral densitiesf the pressure at points 1 and @3(f) is an estimate

of the cross-spectral densitlyetween the pressures at points 1 an@;Zf) andQ»(f) are the
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real and imaginary components of the cross-spedeabity; the quantitiesﬁl(f,T) and

f)z(f,T)are the finite Fourier transforms of the pressumeetseries at points 1 and 2,

respectively. If spectral densities are of intethsnh the above definitions must be multiplied

with an appropriate constant [12].

ﬁl(f ,T)and f)z(f ,T)can be written as:

l;— |axdt_p+ |wk+><1+pe
-2 . (4.19)
— =i —iaK, %o ik X
fT—?O e"“dt=p,e"% +pe
where p, and p_ are the finite Fourier transforms f(x.,t) andp.(x.,t) respectively.
By combining the (4.30) with (4.31), the followinglationships are developed [2]:
Sl(f)ZS p 2[Cpp CO#k +k )X1+Qpp ( )Slr(k+ +k—)X1]
SZZ(f)= S p. Z[Cp p- CO#k +k )XZ +Qp po ( )Slr(k+ +k—)X2]
Cy,(f)= S (f)cosk, (x, —x,)+ Sﬁ,ﬁ,(f)cog<—(xl —X,)+
(4.20)

+C, 5 (f)lcogk x +k.x,) +cogk x +kx, )]+
+Qpp (F)lsir(kx, + ko) +sir{k %, +kx,)]

Qulf)=-8y5. (F)sink, (x, =)+, , (f)sink (x, —x,)+

o (f
+C, . (f)-sink+x +k x2)+sir(k_xl +k,x, )]+
(f

b p-
+Q, 5 (F)lcogk,x +k x,) -cogk x +kx, )]

where Smh(f):E[ p.p.] and Sf,_b_(f):E[ p_p.] are the auto-spectral densities of the
incident and reflected waves, respectiveﬂ;&ﬁ_(f)and Qm_(f )are the real and imaginary
components of the cross-spectral denéﬁﬁ/ﬁ_(f)between the incident and the reflected
waves: S, , (f)=C, , (f)+iQ,, (f)

If the quantitiesS;;, S, Ciz, and Q2 are estimated from measured time records, the

above equations can be solved for the unknoSns (f), S, (f),C., (f), andQ, . (f)
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For the case with no mean flow equations (4.20)icedo
Su(f)=S,, (£)+S,, (F)+dc, , (f)coky +Q, , (f)sin2kx]
S,(f)=s,, (f)+S,, ()+2C, , (f)cosiog +Q, , (f)sin2ios] o)

£)=[S,0 (F)+ S5, (Flcosx —x,)+2c, , (F)cosdx —x,)+Q, , (F)sinkx, +x,)]

Q12 [ S ﬁ,(f)]smk(xl _Xz)

If a third microphone is located downstream of slistem under study, the spectral density of

the transmitted waveSpompom(f) can be measured directly, if an anechoic ternonas used:

Spoupom(f):%{f)out(fﬁ) Buul f.T)) (4.22)

where f)out(f ,T) is the finite Fourier transform of the downstreamtrophone signal. It can
be easily shown that the quantiti8§+ﬁ+(f) represent the mean square value of the incident

and reflected pressures in a narrow frequency basdvell Spompom(f) is equal to the mean

square value of the progressive wave at outlet:

Sy (f)=[rms(p,)* =1, 23)

Spoutp ut [rms‘( OUt)] - pSUt (4)24

The transmission loss (TL) is then given by:

_ Wl“(f)} (p.) OAM}_ {(E)z [ﬁu}_
TL=10l0g,| ———* | =10l0g,, U | =10l0g g Rt R | =
%% {V\L Dl {pcoAn (p) >4 (e A (4.25)
:10|oglo|:2AA f)):|+1(]0 Ayut}
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where A, and Ay are the areas of the inlet and outlet sectionecsgely.

A common error is to attempt to apply decompositioathod to downstream of the
muffler using a pair of microphones if the termioatis not anechoic. This will not work as
p.°"" will change due to the wave reflections causedhieyenvironment and by the silencer
itself [2].

The two upstream microphones must be sampled simedusly for computation of the
cross-spectral densityio(f), but the downstream microphone can be samplegamntkently.
Consequently, one of the upstream microphones eamsed downstream and only two
microphone systems are needed. The location otipis¢ream microphones is not critical,
within certain limitations. The microphones shobkllocated as close to the unknown system
as possible (compatibly with the investigated feamry range), so that dissipative losses in
the tube are minimized. The microphone spacing Ishioel as small as possible for the same
reason. However, each microphone is assumed touneetiee sound pressure at a point in the
tube, so that for very close microphone spacingetfiective spacingdx.-x;) is difficult to
estimate, particularly for large-diameter micropbéenTherefore, the microphone spacing
should be much larger than the diameter of the oplwones used so that the effective
microphone spacing can be assumed to be the desbeteween the microphone center lines.

Since the sound field varies randomly with times #stimates of the microphone auto-
and cross-spectra also will be random variableshttuld be mentioned that the spectral-
estimate, eq. (4.18), are inconsistent and somme édrsmoothing must be done to reduce the
random error to an acceptable level. One methaddiicing the random error of a spectrum
is to divide the total time recorfinto n segments of equal lenglly, and average individual
estimates of the spectrum for each of these segm®ntoothing in this manner reduces the

random error tal/n*?

(e.g., for n = 400 the random error would be 5'8)d the spectral
bandwidth is 1. One is tempted to maKe, as small as possible so tinas very large for a
given length of total time T, thereby reducing ttewdom error to a very small value.
However, this leads to a biasing of the spectrumvimich spectral peaks are not resolved
because the bandwidth is too wide. Consequenttyptndwidth (and thereforie,) should
be determined from a knowledge of the frequencylue®n needed for the particular

quantity being analyzed [2].
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4.2 TWO PORT MODEL —TWO LOAD /TWO SOURCE TECHNIQUES
4.2.1LINEAR SYSTEMS

For mechanical systems where the interest is ierdehing the response or output
signal, a certain excitation or input signal is kgqh. The relationship between the input
and output signal is, for Bnear time invariant systepdescribed mathematically by a
linear differential equation with constant coeféints. A linear time invariant system has
got a number of important properties. The principfesuperposition implies that if the
input signala(t) gives the output signal b(t), and the input sigo@) gives the output
signal d(t) the combined input signa(t)+c(1) gives the output signd(t)+d(t). The
principle of homogeneity implies that if the inpignala(t) is multiplied by a constark
the output signal will béy(t). A linear system also preserves frequency whichmedhat
the only those frequency components present inirtpet signal can exist in the output
signal.

In general a linear time invariant system doesnemtessarily have just one input and
one output. This type of system is called a sirigfmut / single output (SL SO) system.
Also multi input / multi output (MI/MO) systems arpossible, as well as single
input/multi output (SI/MO) systems, and multi inpusingle output (MI/SO) systems.
These are described by a system of coupled lindtarential equations with constant
coefficients.

Regarding the linear systems in the time domaihef input to the system is a unit

Dirac pulse with the properties
X(t)=3(), o(t)=0 fort#0, [ d(t)dt=1 (4.26)

the output from the systeg(t)=h(t) is called the impulse response which is the time
domain function describing the linear system prapser

An arbitrary inputx(t) can be built up from a summation or, consideringtmuous
time functions, from an integral over an infinitamber of Dirac functions, located at

t=1, each with the amplitude(r):
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x(t) = f:x(r)d(t -7)dr (3)2

This also follows directly from the properties dktDirac delta function. Each one of
the Dirac pulses in (4.26) will give the outfut-z) so the total output will be given by a

summation (integration) of these multiplied by #raplitudesx(z)

y(t) = f:x(r)h(t - r)dr (4)28

which is calledconvolution integral

The linear system may thus be characterized byintipeilse responsh(t) or by the
Fourier transform oh(t), which we call th&crequency Response FunctjdfiRF,H(f). In
fact, in order to study the frequency domain repn¢stion of linear time invariant
system, one can use the Fourier transform. Whenapplied to (4.28) it gives:

F{y(O} = F{J " xu) it - geluf= F{x(E} ()
or (4.29)
Y(f) = X(f)H(f)

Y(f), H(f) and X(f) are the Fourier transforms of(t), h(t) and y(t). The frequency
response function (FRF) H(f) is obtained from (4.35

H(f):m (4.30)

The FRF is very frequently used in analysis of naubal and electrical systems.
The simplicity of (4.29) for prediction of the ouwtp signal and (4.30) for system
identification, compared to the time domain expr@ssn (4.28) makes it a powerful
tool. The FRF can, according to (4.30), in prineiple determined by measuring the input
and output signals and calculating their Fourieansforms and dividing the two.
Techniques for estimation of FRF:s using sine exmh and transient excitation and

using random input signals will be discussed inAlppendix of this chapter.
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4.2.2TWO PORT SOURCES

A two-portcan be defined as a linear, physical system witinput and an output. The
state at the input or output can be completely rileset by using two state variables, i.e. two
independent physical quantities. The relation betwene input and output states of a time-

invariant and active two-port can, in the frequedoynain, be written as [3]:
y =Hx +y' (4.31)

where x and y are the state vectors at the inpdtoartput,H is a [2 x 2]-matrix which is
independent of x, and y’ is the source strengthiore&very time the active properties of the

system are neglected (as usually happen with nigifflehe (4.31) becomes:
y = HXx (4.32)

In extended notation the (4.32) can be written as:

[. ..]_ H11 H12 X
y y'= H, H,, | x (4.33)

In order to experimentally obtain the four unknogamstituting the terms if thid matrix, the
two port must be tested utilizing two independeptit states;, andi” .

Any pair of state variables, i.e. a state vectetpbging to a two-port defines a linear 2D
state-space. Let andb denote two cross-sections in a duct system, toeerofx=[pa,da]"
andy=[p,,q]" as the state vectors, gives the two-port in theadled transfer-matrixform.
This form is particularly useful for duct systembexe the elements are coupled in cascade,
e.g. exhaust systems for automobiles. If, instegd,[pa, p]' andy= [gs,0s]  are the state
vectors, the so-calledobility-matrixform is obtained. This form is useful for elementsich
are coupled in parallel. Another choice of stateiades is to use the travelling wave
amplitudesp, andp. at two different duct cross-sections. This gitles two-port in the so-
called scattering-matrixform. This latter can be very efficient for thealysis of complex
ducts systems with many branches. The conceptattesing matrix can probably be regarded
as the most basic description of a wave interagtiablem. In view of this it seems to be a
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good idea that a measurement method for charaatermnzof acoustical two-ports, should be
based on the scattering-matrix description. Of seuwhen one form of the two-port is
known, all other forms can be obtained from lingansformations. From this point of view
the choice of description is not so important [3].

The scattering-matrix S of an acoustical two-part be defined by

P.- :{Su Slz}lzpail @3
Py S21 Szz Py-

wherea andb are two different duct cross-sections and thetpesdirections are defined.
Equation (4.33) is valid when the fluid to duct in@upling in region | and Il (see Fig. 5.2)
Is negligible or can be represented by a localfictiag wall. As discussed in the introduction

if one matrix description of a two-port is known ather descriptions can be obtained by
linear transformations [3].

Figure 5.2 — Definition of an acoustical two-portUniform straight ducts: I, 1ll; linear
time-invariant and passive acoustical system: Il

In many duct acoustic applications the so-calladgfer-matrix description is of interest.
The transformation from the scattering-matrix te thansfer-matrix of an acoustical two-port
IS therefore described afterwards.
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The starting point to explain the measurement hoee for the determination of the
scattering matrix is the assumption that a pemeierence signal is available. This reference
signal is by definition linearly related to the astic signal in the duct and completely
uncorrelated with any disturbing noise in the gyst&Vith flow present in the duct the
disturbing noise is normally dominated by flow reigse., turbulent pressure fluctuations. To
determine the scattering-matrix, the two-port nhestested using two different input states. If
the input and output state vectors for these tases are measured, the following matrix

equation is obtained.

[p IOHS STO p} .35
Py Py | LSa Su Py Py

When the two input statep’f+,p’b]" and p” a+,p”n] " are linearly independent, S can be
solved from equation (4.35). This latter can beardgd as the basis for the measurement
procedure. In order to reduce the influence ofudiBshg noise when the state vectors are
measured, the reference signal can be used, forthegtransfer function between the
reference signal and each state vector compon®@fiten the transfer function approach is

used, to suppress disturbing noise, equation (£&»)e rewritten as:
H, = SH, (4.36)

where
H 'ra* H IIra+ H 'ra’ H ”ra’
T R AT R (4.37)
H rb” H rb” H rb* H rb*

Here the symbadH , is used to denote a transfer function from a esfee signa(r) to a state
vector componenix). When the inverse of the matiik exists the scattering-matrix is given

by
S=H,H (4.38)

When equation (4.50) is evaluated, the followingutes are obtained for the elements of S:
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(H H —H HY
Sp=(H" H' —H" H" )
S, =(H'  H" —H" H' )idefH,
(H” * H'ra+_Hl'rb+ H”‘ *)

ra

(4.39)

where defHy)=(H'" 14+ +H" n-H"a+H'1p-). TO use (4.51), in practice, the transfer funciamust
be measured from measurable field quantities irdtiuts.

In many duct acoustic applications the field qusnivhich is easiest to measure is the
fluctuating pressure. In the plane wave region ohdorm straight duct the travelling wave
amplitudes pand p, can be obtained from pressure measurements atuetacross-sections.
The theory for this plane wave decomposition hasnbpreviously explained, and the

following relationships can be obtained for theeca$ a hard-walled duct with a uniform

mean flow:
p, =F[p, & - p,]
(4.40)
p.=F[-p, ™ +p)]
where
F=[e -]’ (4.41)

andp,, p. are acoustic pressures at two different duct esestions, see Fig. 3. The complex
wavenumber&, andk have been defined in (4.13).

With flow present in the duct we can only measteetbtal fluctuating pressure, i.e., the
sum of both the acoustic and turbulent pressuiiuations. To suppress the influence from
turbulent pressure fluctuations one can, as discuabove, use a reference signal. Regarding
the choice of reference signal two cases will leated in detail below. These cases will be
referred to as the two-load and the two-source.case
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mic.1 mic.2

Mean fl
ean flow >

y

Figure 5.3 —Measurement configuration for plane wave decompasit

4.2.3 THE TWO-LOAD CASE

Here the two different states of the two-port dreamed by using a fixed acoustic source

and two different acoustic loads, see Figure 5.4.

Test Element
Source 12 3 4

Load 1
1 2 3 4

Load 2

Figure 5.4 — Setup of two-load method.

A possible choice for the reference signal is ti@dent wave amplitude on the source-
side of the unknown two-port. Assume that the senside corresponds to duct | in Fig. 5.2,

thenpa. is the reference signal. This choice of referengeas is good if the acoustic pressure
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fluctuations in duct | are much stronger than thdoulent pressure fluctuations. For low

speed flows (M < 0.1) there is no problem to geteeeabroad-band acoustic signal which

fulfils this condition. For higher Math numbers ethchoices of reference signal are

necessary. If the acoustic source is a loudspeabkezglectric signal to the loudspeaker can be
used as reference signal. This type of approadornsally referred to as source-correlation.

For very difficult measurement conditions sourcergl@ation using a pure harmonic signal

should be used. Witlp,+ as reference equation (4.39), which gives theteswad)-matrix

elements, can be written

(4.42)

where det Ky)=(H"a+b-H'a+p). TO obtain equation (4.42) it must be recognizédt
H’ a+a+=H" a+a+= 1. The most common way to estimate a transfectiom is to use measured
cross- and auto-spectra. This type of estimatebeansed for all stationary signal types. In
our case the reference signal is assumed to be fress, the best choice of estimate for the

transfer function is then given by

H,, == (4.43)

@

where the cross- and auto-spectrGg andG,x are estimated with digital Fourier analyzers
by use of the Discrete Fourier Transform (DFT) Bjom this point of view we can simply
define, for two stationary signals x and y, thessraand auto-spectrum &g, = E[XY*] and
Gw= E[XX*]. Here E[] denotes average over a numbecafisecutive data records (ensemble
average) and X , Y should be interpreted as DFTs, gf These DFTs must be calculated
from simultaneously sampled values. Of course #ctjal densities are of interest then the
above definitions must be multiplied with an appra@ constant [12].

By using equation (4.40) the wave amplitugesandp. in a duct can be expressed in
terms of the acoustic pressure at two points:
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p. =F.[p &% - p,]
p, =F[-pe*+p
a - 2] (4.44)
Py = Fo[Ps [e'es - p4]
P, = Fol= Ps [ + p4]
where
—|aikes: _ arikes [
F,= [e e ] 4.45)
F, =[es —eos | (4.46)

The acoustic pressurpg p, are associated with duct | apg) ps with duct Ill, see Fig. 5.2.
It can also be noted that is the pressure at a apglat b in Fig. 5.2. From equation (4.45)
and (4.46) and the definition of cross- and ayeetrum given above, the following results

can be derived:

G, =EP. Pa — |Fa|2[_ G, s hes 4+ G S + G, %S -G,

G, =E[P.P |=FF, [_ G, (B H 5% 4G, % +G %S -G,

G, =E p; FL =F'F, [613 B eatos _G s —G S -G, (4.47)
G, . =EP.P.|=|F.[[6,. -G, ™" +G, "> +G,

whereGm= E[Pn P, m=1, 2 and n=1.2, 3, 4. By using equatighd3) and (4.47) we

can express the transfer functions in equatior8jdrtterms of measurable quantities [3].

4.2.4 THE TWO-SOURCE CASE

Here the two different states of the two-port dseamed by changing the source location,

with the rest of the system kept unchanged, sea&i5.5.
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Muffler

Source 1 2 3 4

Configuration «

1 2 3 4 Source

Configuration b

Figure 5.5 — Setup of two-source method.

Just as in section 4.2.3, also here the incidentewamplitude on the source-side is
chosen as reference signal. Assume that the ssidedeor the first test state is duct | and for

the second is duct lll, see Fig. 5.2. Then andp” . are the reference signals. Keeping this
in mind equation (4.39) gives:

Sy=(H", -H" _H" )/defH,)
Sl? :(H b a -H a‘a” Hl:b a* )/det(Hx) (448)
S, =(H' .. -H" _H". )ide(H,)
S, =(H" . ~H" _ H" _)idefH,)

where detld,)=(1-H"p-a++H'a+p). Equation (4-60) contains six different trandtarctions,

three of these Ha, Hasp- and Hup+ can be found in section 4.2.3, see equations)4Ad
(4.47). The remaining three are

G .
Hb’a = Gb
b'b”
C;b'a+
How =5 (4.49)
b'b”
H = Gb’b+
b'b G
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By using the same approach as in section 4.2.3atl@ spectrum and the cross-spectra in

equation (4.49) can be expressed in measurablditiesin

Gb‘a‘ = EI.Pt:‘ Pa'] = Fan* lG31 [g " sres — Gy (&' - Gy (&' + G,,

Gb‘a" = E[Pt:' Pa*] =F, Fb* [_ e [ st1es + G, ' + G, [ - G42] (4.50)
* 2 ikyp S+ ik iKp+ ik )

Gb‘b* - E[Pb-Pb+] =|Fb| [_Gsa [e'sies +G,, [eles +Gyg [e's -Gy

Gb_b_ = E[Pb*_ Pb_] = |Fb|2[G33 - G34 l]aikmsg - G43 |]3_ikh+so + G44

where Gy=E[P mP.], m=3,4 and n=1,2,3,4. [3]

4.2.4. INFLUENCE OF ERRORS

The resulting errors in a scattering-matrix, obddinby using the procedure above,
depend on three things: (1) the errors in the measinput data; (II) the error sensitivity of
the plane wave decomposition, equation (8); (KB error sensitivity of the matrix equation
for S, equation (4.35).

Point (I) and (1) have been discussed by BodénAtmaim [13, 14]. A main conclusion is
that, to obtain good measurement results, the plaave decomposition must be restricted to

the frequency range
0.17{1- M?) < ks< 0871~ M ?) (4.51)

Regarding point (111) it will mainly depend on theversion of the matrixX. When this
matrix is singular; or almost singular, large esroan be expected. To avoid this the two test
states for the two-port must be significantly diéfiet. Doige and Munjal, in [15], proved that
this is much easier to achieve for the two souas®than for the two-load case.

Finally, it can be noted that to use this measurgnpeocedure a number of transfer
functions must be estimated. To estimate thesef@afunctions equation (4.43) should be
used. For signals of stationary random type thessrand auto-spectrum in this equation must
be obtained from simultaneously measured data.r@ibe large random errors can occur.
This means that for random data a four-channel iEoanalyzer is needed to obtain good
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estimates of the transfer functions in equationd2dand (4.48). For periodic data, e.g.,
pseudo-random, this type of problem does not eXiseén good estimates of these transfer

functions can be obtained by using a two-channalyaer.

4.2.5 CALCULATION OF THE TRANSFER-MATRIX FROM A GI¥N SCATTERING-
MATRIX

The scattering-matrix of an acoustical two-pordéfined in equation (4.34). The transfer

matrix T of the same two-port can be defined as

!pa ] :{Tn T12}{ pb} (4.52)
a, T Tl Py

where a and b are two different duct cross-sectamkthe positive directions are defined as
in Fig. 5.2. The key to find the required relatibipsis a study of state vector transformations.

First, we express the state vectqrsdy] " and pp,q5] " in terms of wave amplitudes at a and b:
e B{pi} ™ |- B{ﬂ (4.53)
qa pa qb pb

1 1 1 1
Ba = ' Bb = and Ya = & ! Yb = A) !
Y. Y, o Y% PaCa PG

a a

where

Then, by using equation (4.34), one can expressok]" and po:,po]" in terms of Pas,po+]"
. ] C{pw} Py ] C{pﬁ} s
P.- Py- P,- P,-

C, :F 0 } C, :{Sﬂ Sﬂ, (4.55)
S S, 0 1
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From equations (4.53) and (4.54) we obtain

[m} Bc[p } {m}=ap{pf} (4.56)
pa pb qb pb,

From equations (4.56) one can derive the requidionship

T =B,(C,C;')B;*

(4.57)
which leads to:
1[5 088
Sy 2
12|~ Se, 0+S,)0+S, }D;
Y, Y,S,, 2
- (4.58)
T21 — _Y S.L + a(l S.Ll 1 S22)} G];
i Sy 2
S AP At 1+SZZF
LY YoS, 2
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4. 3TESTRIG OF TTU LABORATORY

A number of experimental analyses have been indlunl¢he last chapter of this thesis.
As mentioned, all of these tests have been camiedoustic laboratory of Tallinn University
of Technology (TUT). This is provided of a dedichexperimental facility which was built
in order to determine the sound transmission datheosilencers in high flow velocity and
high temperature conditions. The classical two-opbione approach is used to obtain
complex pressure amplitudes of the traveling acowsaves at the inlet and outlet cross-
sections of the silencer. A photo and a sketchhef installation used to carry out the

experimental work are shown in Figs. 5.6 and 5.7.

silencer tested /

pressure transducers /

y/

Figure 5.6 — Photo of TTU facilities for acoustiecneasurements on two port sources [10].

The acoustic measurements have been performetkst section made of steel pipe with
inner diameter of 42mm. The wall thickness of thgeps 1.5mm.

As the acoustical test section equipped with dyogmessure and temperature sensors is
mounted more than 50 pipe diameters downstreamhefstagnation chamber, a fully
developed turbulent mean flow is expected durimgetkperiments.

A pressure transducer separation s=70mm has bexserchlt has been proved that, in
order to avoid a large sensitivity to errors in thput data, the two microphone method
should be restricted to the frequency range Q1+ M 2 )< ks < 0.8 (1-M 2 ) ,where k is
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wave number and M is Mach number. Accordingly, fileguency region covered during the
measurements ranged from 245Hz...1.9kHz (for room pe&rature air at 20°C) to
305Hz...2.4kHz (heated air at 180°C).

Blower

A/~
&

Blower and
Heater Controller

m Audio Amplifier a
1

| Vall PC with

LA~
A\~
i
DAQ
} software
=

—pout ref-in ¢-

Data Aquisition Boaﬁd

o Signal Conditioner

=
potss

Figure 5.7 — Sketch of the system for acousti@abyses in TTU laboratory [9].

Two piezo-resistive pressure transducers (Kist@45A), equipped with water-cooling
mounts, are used in the test pipe to simultaneaesigrd the acoustic pressure signals. The
transducers are located at the opposite pipe virllsrder to suppress uncorrelated flow
disturbances around the wall surfaces. Two trareyduare installed at the inlet section and
two at the outlet section respectively. The pressignals are conditioned and amplified by

piezo-resistive amplifiers (Kistler 4603).
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A random acoustic excitation is provided by proi@sal series electro-dynamic driver
(DAS ND-8) placed into a side-branch upstream aodndtream of the test section. The
driver is equipped with a titanium diaphragm which an appropriate choice for
measurements in high temperature conditions. Tketrekdynamic driver is driven by a
software-based signal generator through a powetifngVelleman VPA2100MN).

In order to enhance the acoustic excitation levemnfthe drivers the power has been
concentrated only at the frequency range of intdrgsising numerical filtration technique in
LabView. The signal acquisition has been perfornbgda four-channel dynamic signal
analyzer (National Instruments NI PCI-4474). Thalgrer is controlled by a purpose built
PC based virtual instrument (LabView).

The flow velocity is determined by a portable anemter (Delta Ohm) using a Pitot tube
mounted to the inlet of the measurement sectioonrder to achieve desired flow velocities in
the test section a two-stage high pressure blowandskilde 300TRV, 0.3Pa) is
implemented.

An electric heater (22.5kW) is incorporated inte gtagnation chamber, with a volume
of 0.15m3. Both sides of the acoustic test secti@terminated with additional silencers in
order to minimize the standing waves in the pigelmd thus to improve the quality of the
results. The temperature values at the inlet anigtoof the measurement sections have been
obtained by using a dual K-type thermometer (TE$2).3

The measured temperature readings has been udetetmine the density and the speed
of sound values in the inlet and outlet pipes apoitant parameters to calculate the
transmission loss data. The test-rig is capablgetiver flow velocities in excess of 100 m/s
while maintaining a temperature approximately 200 °

To be precise it must be highlighted that, in thegegiments performed in TTU
laboratory, the reduction of flow noise in micropleosignals is achieved by using transfer
functions taken between the microphone signals tad loudspeaker driving signag
(reference signal). This is referred to as sounreetation, and it has been preferred to the
one shown in the section 4.2.3, where the incideate amplitude on the source-side of the
unknown two-portp,+ is considered as the reference sighlé source-correlation, in fact, is
preferred whenever the flow velocities can deteentigh flow noise disturbances. Since the
TTU facilities are equipped to perform tests witghthmean flow velocities, the auto-source

correlation is appropriate.
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APPENDIX

A.1 CORRELATION

When the signal studied is random, a measured tigoord will give incomplett
information to fully analyze the signal. To fully understand the datd #re physica
phenomenon causing it one must consider all pasgihlizations of the signal, whic

could have occurred, séegure A.1.

Figure A.1—- Ensemble of time histories for a random proces1].

The collection of time historiex(t) defines the ensemble for the random pro«
describing the physical phenomer The average properties of the process car
calculated at a given time by averaging over theeerble. The mean value at a tit is
given by,

(6)=fim = ¥ % ) (A1)

i=0

Similarly the higher order statistical moments tencalculated. For stationary signals
statistical moments are independent of time. Forstmstationary data the semble

average calculated according 1A.1) is equal to the time average computed from
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time record,

t oo

= Iim%ﬂ (t)dt (A2

The same applies for the higher order statisticah@nts. This type of data is called

ergodic
A.2 ENSEMBLE AVERAGE

If the probability density functiorp(x) for a stochastic variabl& is known the
different statistical moments can be calculatechgisihe expected value @nsemble

average or E-operator:
U, = E[X”]:J: x"Of(Xdx,  n= 012... (A.3)
The first order moment gives,
= E[x] = J‘:de Xdx = u (A.4)
which is the mean value aft). The second order moment gives,
= E[xz] = J._o; x? O ¥)dx = W? (A5

which is the mean square valuexgf).
For higher order moments it is often useful to aldte moments about the mean. The

second order about the mean is given by
4 = El(x- = [ (x- pf 0ol Qtx=0° (A6)

which is the variance of(t). The root mean square 6f is the standard deviation. For
stationary, ergodic signals the different statmstimoments can be calculated from

single time histories.
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A.3 AUTO-CORRELATION

The auto-correlation function is defined as,

Ra(r)= fm = [0+ o)t (A7)

It is as a measure of how well future values carpiaicted using past observations.
The definitions in (A.7) is actually only valid f@o-called power signals that is signals
with infinite energy content. For an energy sigmath finite energy content the auto-

correlation definition according to (A.7) would @iwa result equal to zero. Instead the

following definition is used for energy signals,

Ra(r)= [ Xe)(xtt + 7))t (A.8)

If the signal is a discrete time series we instgatithe following definitions of the

auto-correlation function, for a power signal,

L 1 & v
R, (k)= lim N +1i:ZNx(|)x(| +k) (A.9)
and for a energy signal,
R, (k)= ZN:X(i X(i +K) (A.10)

The auto-correlation for a sine wave is a cosin@evaith the same period as the
original sine wave and with amplitude equal to thean square value of the sine wave.
The auto-correlation for a cosine wave is also sirmwave with the same period as the
original cosine wave and with amplitude equal te thean square value of the cosine

wave. For a general periodic signal with the Fousieries,
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x(t) = C, + > C,sin(icyt - 4,) (A.11)

i=1

the auto-correlation function is
) C'Z
R(r)=C2 +Z7'cos(iwor) (A.12)
i=1

The auto-correlation function is always an evenction int and therefore symmetrical

around z= 0. The maximum possible value for the awtrrelation isRy(0),
R.(0)2[R. (7)., )

where equality can occur only for periodic signaisito-correlation is a measure of how
similar a signal is to a time delayed copy of its#lis therefore natural that for zero time
delay the signal is completely identical and theref correlated with its copy. For
periodic signals the situation will be the samezaft time delay corresponding to one

period. For a power signal insertimg0 into (A.8) gives

Rxx(O)ﬂi[Q% TT/fXZ(t)dt (A.14)

which is the mean square value of the signal.

The auto-correlation function for an ideal whiteisesignal is a Dirac pulse at0
and zero at all other time delays. The interpretatf this is that in a white noise signal
the data at any given time is completely indepehd@mcorrelated) to the data at
previous times. The signal therefore only exhilsitene similarity (correlation) for zero
time delay where it is an identical copy of itself.

For a signal of band limited white noise we getaamo-correlation function which is
“smoother” than a Dirac pulse.

If a signal consist of a combination of two indedent (un-correlated) signals such
as a sine wave plus random noise, the auto-coiwalatill be a combination of the auto-

correlations of the two original signals.
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A.4 CROSSCORRELATION

The cross-correlation function between two timeords x(t) and y(t) for power signals,

R, (7 )— I|m x(t) (t+7)t (A.15)

for signals with infinite time duration and conseqtly infinite energy.

The cross-correlation function reveals the similanf two signals as a function of
the time delay between them. It can for instanceided to analyze propagation problems
like convection with fluid flow or sound propagatioFor energy signals with finite
energy content the cross-correlation definitioncadang to (A.15) would give a result

equal to zero. Instead the following definitionuised for energy signals,
T
j/z )y(t + 7 )t (A.16)

If the signals are discrete time series we instgeidthe following definitions of the

cross-correlation function, for a power signal,

N

x(i )y (i +k) (A.17)

R, (k)= lim m o1 2

and for energy signal,
R, (k)= 2 x(i)y(i+k) (A)18

The cross-correlation function is not in generaleaen function irr. The maximum
possible value for the cross-correlation can ocatirany z. The cross-correlation
function contains information about the relativeapl between the signals.

Since cross-correlation provides a measure of tih@lagity of two signals for

different relative time delays, it will only prode@ non-zero result if the two signals are

151



Chapter 4 — Appendix

related in some way. They could for instance beegated by the same source but have
propagated different distances or be sine or cosines of the same frequency. Sine or
cosine waves of different frequency are orthogaralin-correlated and would give zero
correlation. Other examples of signals, which wogide zero correlation, are a sine

wave and a random noise, and two random noise Isighalifferent origin.

A.5 DETECTION OF SIGNAL IN NOISE

An important application of correlation techniqussdetection of signals in noise.
The basic idea is that the correlation functioragberiodic signal is also periodic while
the correlation for a random signal decays at latigee delays. By evaluating the
correlation for large time delays the result of gexiodic signal can be separated from
random noise.

A major use also of cross-correlation is the deteciof signals buried in noise.
Typical applications include radar, sonar, ultrasbuimaging, and other reflective
ranging techniques. The wave shape of the signgéinerally known and the problem is
to detect the presence and location of the retaho e&even though it is not visible inside

the noise envelope.

A.6 POWER SPECTRAL DENSITY

The Power Spectral Density (PSD) is used to desdhle distribution of power over
frequency for random signals it is defined as theurier transform S(f) of the

autocorrelation function.
S(t)=[ R{r)e?"dr (A.19)

In general, the Fourier transform is a complex-edlfunction of frequency. In this case,
however,R(z) is an even function ot and then the Fourier transform will be real.
Furthermore, it may be shown that the Power SpebDweasity, PSD, is positive (or zero)

for all frequencies. It is also an even functiorfreiquency.
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The PSD gives us information about the distributddnihe signal power as a function
of frequency. The unit of the PSD from equationl@®).is unit of measured quantity/Hz.
Let’s consider the relation betwe®&{r) andS(f) for the simple case of a Single-Degree-
of-Freedom (SDOF) mechanical system excited withredom force. The response of the
SDOF is measured as displacement. If this systesmahaertain resonance frequency
covered by the random excitation, the respons&@fsiystem is concentrated around this
frequency and the PSD will have a peak there. Tutecarrelation value for time delay
zero equals the r.m.s. value squared. The “tydregjuency” of the displacement signal
can also be seen clearly in the autocorrelatiorction. The PSD then peaks around the
resonance frequency, showing a concentration efadigower around that frequency.

The inverse of Fourier transform can be used toutate the autocorrelation function
from the PSD:

R(r)=["s(f) e df (A.20)
Settingt=0 in equation (4.20), it gives
R(0)=["s(f)f =(rms)’ (A.21)

That is: the integral of the PSD equals the r.naadue squared. This is an alternative
definition of the Power Spectral Density.

The integral in (A.33) is taken over both positared negative frequencies. It is quite
common to show the PSD for positive frequenciey gréemember that it looks the same
for negative frequencies). We talk about doubleedicr single-sided PSD. Call the

single-sided PS[&(f), the correspondence is obtained to:

(rms)’ = [7G(f )f )
G(f)=25(f)

It is good practice to be very clear about singtked or double-sided PSD when
presenting i result. Considering limits in the igtal (A.22) as a frequency intervil to
f2:
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(rms) = j::c;( £ \df (B

where now the r.m.s. is referred to the signakhia frequency band from, to f,. This is

the physical meaning of the PSD, it tell how the.s. value squared is distributed in
frequency. As the r.m.s. value squared is the nsggare, a better name for PSD would
be Mean Square Spectral Density, as the mean speddem has the direct physical

interpretation of power.

A.7 CROSS POWER SPECTRAL DENSITY, CROSS SPECTRUM

The Cross Power Spectral Density (or Cross Spectfmmshort) is the Fourier
transform $, of the cross correlation function between two aigx(t) andy(t)

s, (f)=] R, (r)e?"dr (A.24)

The cross spectrum tells where, in frequenc,y the signals “have something in
common”. The cross spectrum is a complex functibfrequency in contrast to the PSD,
is real. It means that the cross spectrum alsoatositinformation about the phase
between the two signals. The PSD is an even funatfofrequency, while the following

is valid for the cross spectrum

S.(-f)=S,(f)=5s,(f) (A.25)
where the * means complex conjugation. It is alspartant to notice that if we change
the between x and y in the correlation functiorg torresponding cross spectrum will be

complex conjugated. Just as for the PSD, it is combo use only positive frequencies:

(f)=2s,(f) f>0

(0)=5,0) -

G,
G,
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To distinguish between Power Spectral Density amas€ Spectral Density functions it is
common to use the notatidBy (or Gy« ) and Gy (or Gyy) for the PSD ofx(t) andy(t)

respectively.
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Chapter 5

Results

5.1 1DAND 3D BEM ANALYSIS OF A REACTIVE THREE PASS PERFORATED TUBE

MUFFLER

The content of this paragraph widely refers togaper:

D.Siano, F.Auriemma, F.Bozz# correlation study of computational techniques afthree
pass perforated tube muffler including FEM and 1Dethods SEEP 2009.

In this work, the noise attenuation characterisb€sa typical perforated muffler for
automotive applications are investigated. Acougierformances are quantified by the
Transmission Loss (TL) parameter, which only degema the geometrical characteristics of
the device.

Different numerical analyses are employed. At fiesthon-linear one-dimensional (1D)
time domain approach is used to predict the TL ilgrah a low frequency range. 1D
simulations, in fact, may be only applied underhfgpothesis of a planar wave propagation.

A linear 3D BEM in the frequency domain, specifigaldesigned for acoustic
applications, is utilized too. Obviously, such as#& allows to obtain more accurate results at
high frequency, depending on the mesh size.

Different flow velocities and gas temperatures areestigated in both 1D and 3D
models. The predicted TL profiles are compared distussed in order to assess the

potentiality and limitations of the employed nuncatiapproaches.
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5.1.1 MUFFLER CONFIGURATION

The geometrical data of the studied muffler areoregal in Figure 5.1.1. The porosity of
perforates is 0.45, the hole diameter is 3.0 mmd,tha wall thickness is 1 mm.

54, 229 51, 183
10
[ S E 150
I I
10| | 129 | |10

Figure 5.1.1- Geometrical data of the investigated three-pasgf@rated tube muffler.

5.1.2 1DSIMULATIONS

The 1D analysis of the muffler has been performéti the commercial software GT-
Powef™. It is a widely employed tool for the analysesiraérnal combustion engines and it
solves the 1D non- linear flow equations in eaamponent constituting the whole engine (air
box, intake, exhaust system, muffler, etc.). Tlulveare is also provided of a preprocessor
tool, named GT-Muffle, very useful to describe the complex muffler getgnfd]. In this
environment the outer shape of the model can beiieg from a CAD file or built in a
dedicated drawing area. Moreover, a set of tubastsdbaffles, shells, straight pipes, curved
pipes and perforated pipes are available to seahepmuffler model. In Figure 5.1.2, a 3D
rendered model, obtained using the GT-Muffleris depicted [2].
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End-resonator

Expansion chambers

Transition chamber

Figure 5.1.2 — Three dimensional muffler model @lined with GT-Muffler™

rendering.

The result of the pre-processing procedure is sgmted by an ASCII file (file.dat)
including the schematization of the geometry. Tlhiter is constituted by 1D elements for
pipes modeling, but also by zero-dimensional (0BJ guasi three dimensional (quasi 3D)
elements to respectively schematize the orificestaa chambers inside the muffler.

“Pipe” objects model flow through tubes, with either canstor tapered diameter,
according the above mentioned 1D equations.

“Orifice” elements are used to join together different layscomponents. These
connections are planes at which the only momentguateon is solved to compute the mass
flow and velocity. An orifice can be used to spgafflow restriction by setting the orifice
diameter to be smaller than the diameter of therhating components.

“Quasi 3D” elements are specifically designed to accountdoservation of momentum
in three dimensions, even though the code is oisermominally one-dimensional. They are
composed by a 0D element at the center of the wlumhere the continuity and energy
equations are integrated, and a number of volumeniogs (ports) where the momentum
equation is integrated. [2]

In the specific case of a muffler, the chambers smigematized by sets of quasi-3D
elements whose ports are oriented along the ttpatat directions. In this way the radial
interactions between the perforated tubes anditambers are accounted.

Straight tubes are obviously schematized by 1D etdsa Perforated tubes are
represented by a set of quasi 3D elements conneatddother along the direction of the tube
and linked, through a proper number of orificesthte quasi 3D elements constituting the

chambers.
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> ZH
5 Anechoic

[—2

Speaker 4

Muffler-subassembly 9

Figure 5.1.3 — Two-microphone random-excitation tedque implemented for TL analysis

in 1D simulations.

The two-microphone random-excitation technique psagl by Seybert and Ross [3] is
used to calculate the transmission loss of the leruff o this aim the muffler sub-assembly, a
single object linked to the complex muffler schematton, is coupled to other components
(see Figure 5.1.3). Two short additional pipescamenected to the component. Two pressure
sensors are located in the above pipes to measermdident and reflected pressure wave
components upstream and downstream the silencleudspeaker element generates a white
noise signal in a certain frequency range and|l§inan anechoic termination is employed to
avoid wave reflections from the outer environmein. appropriate tool computes the TL
basing on the measured pressures. The final nuahegsults are then stored in a file and
post-processed in a dedicated environment (GT st

5.1.2 3D-BEMSIMULATIONS

An alternative methodology for the numerical evétuaof the TL parameter has been
utilized in this work. It is based on a linear 3[E®, implemented by using the commercial
software STS VNoisé' [4]. The latter constitute a powerful tool for reomccurate
performance prediction, since it is able to accotlvet wave higher order mode effects.
Obviously it requires more computational and menrespurces than the 1D approach. Only
a surface mesh is required in BEM, which has bemsrstcucted utilizing the commercial
software FEMAP 9.8". The mesh is shown in Figure 5.1.4, and the moolesists of 16393

nodes and 14289 shell elements.
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Figure 5.1.4 — Meshed muffler model.

TL has already been defined in the Chapter 1. Briéf is the difference between the
sound power entering the system and the transnstbedd power, which is related to the
ratio between the amplitude pressure (in dB) ofritpet travelling wave at the inlep{ ) and
the amplitude pressure (in dB) of the right trawmgllwave at the outletp§’), supposing to
have plane waves at inlet and outlet sections [5].

The procedure utilized by BEM solver for the TL daerization is based on the two-
port source model, i.e. on the evaluation of ther foole parameters that characterize the
component (here named A,B,C,D). The BEM analysicetes two sets of calculations, the
first with a zero velocity at the outlet sectiolme tsecond one with a zero pressure signal in the
same section. The inlet velocity is set equal &uhity in both the cases. The four parameters

(complex numbers depending on the frequency) cam Ile computed as:

Vi

A=PL and c=Y  from calculatio setl (5.1.2)
P, Pz
B=P and D= from calculatio set? (5.1.2)
V2 V2

where p, P2, V1 and 4 are respectively the pressure at inlet and ouwled, the velocity at
same locations.

Using equations (5.1.1) and (5.1.2) and the abe¥i@itons of four poles it is possible to
obtain an expression for the TL, which states:
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A+B+Cpc+D‘

TL =20log (5.1.3)

2

A critical issue for an accurate TL evaluationepnesented by the correct applicatiol
the boundary condition®BCs) with particular attention tthe region where a possible chal
of boundary conditiongan be seen. As mentioned before, in the inleticgech constar
velocity must be applied while in the other nodes of thet duzero velocity boundal
condition isimposed. For this ason,a correct usage of the softwesuggests to split the
node P (Figure 5.1)5n two node P; and B, having the same geometrical coordinates
one of them is@nnected to the panel of the it section and the othene isconnected to the

panel of the duct.

!
[N B RN AN BN N
Fi

v=0 7 V=0

!

Figure 5.1.5 —Generic Boundary Condition applicatic.

In this case, the system under investigation has lkevided in different groups whe

different BC have been thenplied as visible from Figure 5.1.6.

Figure 5.1.6 — Boundary conditionsgplication.
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The different colors reported in the Figure 5.1lefresent disconnected regions where
different types of boundary conditions have beepliad in terms of porosity, particle
velocity and pressure.

Porosity has been imposed utilizing the classiadlivan and Crocker approach [6],
which stands in absence of mean flow and absonmiatgrial in contact with holes. For this
reason, as more deeply explained in section 5e2B&#M analyses have been performed only
in absence of mean flow.

In this work the TL has been computed in the freqyeange 10-1600 Hz, with a step of
10 Hz. For the chosen mesh size, a maximum frequehd000 Hz could be analyzed, still
preserving a good accuracy of the results. Moreotes considered cut-off frequency of
1600 Hz is much higher than the maximum workingjfiency of the tested system, since the

harmonic components of the engine excitation liewe 000 Hz.

5.1.3RESULTS AND DISCUSSION

In this paragraph results obtained by using thesedifferent numerical approaches are
presented and compared.

30 —

(dB)

20 —

Transmission Loss
|

Frequency (Hz)

Figure 5.1.7 — Transmission loss comparison of tmeiffler.

The Figure 5.1.7 shows the TL (dB) versus frequgita) diagrams, and it is noticeable

that the two utilized methods give results whicmadt perfectly agree up to 500 Hz. In
163



Chapter 5 — 1D and 3D BEM analysis of a reactived¢hpass perforated tube muffler

particular, this is confirmed by a further analysported in the Figure 5.1.8 and limited to
10-500 Hz frequency range, with a restricted freqyestep of 2 Hz. While the 1D analysis is
completed within few minutes, this kind of 3D dé&tdi numerical simulation requires a
computational time of about 1 day (depending onmater performances). The transmission
loss profile reveals two peaks in the low frequemnagge. In particular, it is possible to
associate the peak at 70 Hz to the resonant freguerthe Helmholtz end-resonator included
in the muffler [7]. Its geometrical data and thdated resonant frequency at ambient
temperature, are reported in the Table 5.2.I. Thesgmce of a peak around 70 Hz is
highlighted.

Helmholtz Resonator data:

Dy 38mm _c |k, _
L, | 150mm fO‘M\E - ooz

2
Vi | 4241 k=_TPi4 _ gaay
Ln+7Dn/4

\

Ln

Table 5.1.1 — Geometrical data of the end-resonatord related resonant frequency at

ambient temperature.

The presence of a smoother trend at the frequebbi@slz and 950Hz is mainly due to
the expansion in the left end and central cham{sexs Figure 5.1.2). The differences between
one and three dimensional methods, visible from B2Q depend on the acoustic wave
direction, since the sound propagation in the clamis no more planar, and starts to be
radial. In fact, beyond the first higher mode fregey, (about 500 Hz for the investigated
geometry), the acoustic wave presents a multi-denoeral shape, and a greater disagreement
appears between the two utilized dimensional agbrea
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Figure 5.1.8 — Transmission Loss comparison of timeiffler (frequency range 10-500
Hz).

The previous considerations are confirmed by tiselte presented in the Figures 5.1.9
and 5.1.10, where a number of contour plot of tlesgure distribution, post-processed from
VNOISE calculation, are displayed at different fregcies. The acoustic waves presents a
mainly axial propagation at low frequencies. Theirngb pressure distribution within the
muffler is quite totally constant in each mufflepss section. The above behavior can be well
reproduced by the one dimensional model, which éiés@ble to give accurate results up to

the above frequency.
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Figure 5.1.9 — Plane pressure distribution at lonefuencies.
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At higher frequencies, instead, the situation appéa be quite different (see Figure
5.1.10). The pressure level distribution is no n@emar and the 1D model is no more able to
correctly reproduce the wave propagation phenomé&ha is the main reason of the 1D

model inaccuracy at high frequencies.
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Figure 5.1.10 — Plane pressure distribution at higlequencies.

5.1.4 BFFECTS OF THE GAS TEMPERATURE AND FLOW VELOCITY

In this paragraph the effects exerted by the gaw flelocity and temperature on the
transmission loss are investigated. The main reslitained at the temperature of 700°K
employing one dimensional and BEM analysis, areatiegh in the Figure 5.1.11.

40 — Vilow=0m/s ———— Vnoise T=700°K
GTPower T=700°K

(dB)

20 —

Transmission Loss

0 400 800 1200 1600
Frequency (Hz)

Figure 5.1.11 — Transmission Loss at 700 K.
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First of all, it must be pointed out that, in orderimplement the TL evaluation at higher
temperature in the VNOISE software, the valuesooins velocity,c, and air densityy, have
been changed. The temperature is in fact not tiréged in VNOISE, who, besides, is able
to managec andp. For this reason, in order to consider the effectthe temperature, the
following relations have been used:

c=+kRT (5.1.4)
_ b
=_F 5.15
p RT ( )
where
k=g, (5.1.6)

wherec, andc, are the specific heats at constant pressure andneo(for the air at 20°C,

k=1.4),Ris the gas constant (for the air at 20R&,287 J/Kg K) and' is the absolute gas
temperature.

The increasing of the temperature affects the s@apeed and shifts the above peak at
about 100 Hz, as expected. The same occurs farthee resonant frequencies and explains
the extended 1D-3D agreement up to about 700 Hmure 5.1.11.

407 Vflow=0m/s 407 Vlow=0m/s

— - - —Vnoise T=700K

******* Vnoise T=294K b — —~ ~ =~ Vnoise T=294K

— - - — Vnolse T=700K
it 30 —|

(dB)

20 —

v
Transmission Loss ra

Transmission Loss

800 1200 1600 0 100 200 300 400 500
Frequency (Hz) Frequency (Hz)

Figure 5.1.12 — TL factor comparison between highdalow temperature (BEM

calculation).

Looking at the Figure 5.1.12, it can be noticedt tha increasing of temperature
determines a shift of the TL profile towards higlimquencies. In fact the first TL peak, at

about 70 Hz, is now found at about 100 Hz.
167



Chapter 5 — 1D and 3D BEM analysis of a reactived¢hpass perforated tube muffler

40— Vflow=0m/s; T=293°K

Vflow=40m/s; T=293°K

(Db)

Transmission Loss

Frequency (Hz)

Figure 5.1.13 — GT-Power analysis of transmissiass at different temperatures and flow

velocities.

The 1D approach is finally utilized to also perfoaniL calculation under the presence of
a positive mean flow velocity at the inlet. The gmece of a positive mean flow velocity
surely affects the wave propagation speed insidedtmponent determining a different fluid-
dynamical interaction with the internal structufete muffler.

The 1D approach, directly solving the wave propaga¢quation, is able to account for
the above mentioned effect. Secondary effectstedleas an example, to the presence of
internal sound-generating vortices, may be only somered with more complex
Computational Fluid Dynamic (3D-CFD) analyses [8].

The presence of a relevant flow velocity of 40 rifggure 5.1.13, dashed profile),
determines the increasing of the transmissionilosdl the investigated frequency range. In
particular, the first TL peak is improved of ab@aB and occurs at a slight lower frequency.
The combined effects of increased temperature aahrflow velocities can be appreciated in
the same Figure 5.1.14 (dash-dot profile). The aldrehavior in this last case of course
comes from the superimposition of the previouskcdssed variations (high frequency shift
and higher attenuation levels).
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5.1.5 GONCLUSIONS

In this study two different numerical approaches-dimensional and three-dimensional,
are employed in order to predict the acoustic benaf a three-pass perforated tube muffler
with an end resonator. In particular, the transmisdoss in the frequency domain is
estimated with both methods, under the hypothdsasperfectly rigid wall structure.

Besides, the effects of the temperature and gasviocity on the transmission loss are
investigated.

The 1D and 3D methods appear to well agree upaatadD0 Hz at ambient temperature
and confirm the results reported in [9]. Beyondstliequency the acoustic wave indeed
presents a multidimensional shape, and a greasagidiement appears between the two
approaches. Obviously, in this case the 3D modeéxigected to better reproduce the
experimental TL trend.

The above agreement is extended to higher fregeen@bout 700 Hz) for a typical
exhaust gas temperature of 700 K. The temperatgrease influences the sound speed and
shifts the TL profile versus higher frequenciese fnesence of a mean flow within in the 1D
muffler model was found to produce an improved all@ttenuation, too.

The presented results indicate the possibilityawycout very fast 1D analysis in a low
frequency range, also depending on the operatinditons of the muffler, when coupled to
the real engine. If the device is to be optimized the high frequency range, the time-
consuming 3D approach is to be applied.

Next studies will concern the inclusion of the apsoe material in numerical models,
and the implementation of the modal participationprder to take into account the fluid—

structure interactions. This of course is not addvin the 1D approach.
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5.2 1D AND 3D BEM ANALYSIS OF A COMMERCIAL CROSS FLOW MUFFLER

INCLUDING FLUID -STRUCTURE INTERACTIONS AND RADIATED NOISE

The content of this paragraph widely refers toghpers:

D.Siano, F.Auriemma, F.Bozzé&Pros and Cons of Using Different Numerical Technigs
for Transmission Loss Evaluation of a Small Enginduffler” , SAE Paper 2010-32-0028,
Linz, 2010.

D. Siano, F. Auriemma, F. Bozz&vantaggi e Vantaggi Legati all’Utilizzo di Divers
Metodi Numerici per la Caratterizzazione Acustica dn Silenziatore per Applicazioni
Automobilistiche”, ATI Cagliari, 2010.

The purpose of these works is to put evidence orargdges and disadvantages of
different numerical approaches in evaluating theuatic performance in terms of attenuation
versus frequency (Transmission Loss) of a commieat@ss flow muffler, under different
conditions. The studied silencer under is compdsgedhree chambers and two perforated
tubes.

A 1D non linear acoustic approach in time domainl @a3D BEM acoustic linear
approach in frequency domain have been utilized mighis work. Many information about
this two different way to model the acoustic pheeaon have already been given, but here
further practical applications and differencestaghlighted.

The 1D approach obviously assumes rigid wall hypsif) while the BEM can take into
account the surface vibrations is when a prelinyirdEM modal analysis of the structure is
realized. The computed structure natural frequancan be imported in the BEM model in
order to carry out the complex fluid-structure ratgion. The effects of this last condition on
TL calculation have been assessed and discusseatidition, both flow and temperature
effects have been included in the modeling andudsed with the previous analyses.
Agreement among these numerical evaluations aradeckllimitations have been put into

evidence for different configurations.
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5.2.1MUFFLER DESCRIPTION AND CAD MODEL

The system under investigation is a two perforatde muffler (see Figure 5.2.1) with
two expansion chambers and a transition chambequiips small engine cars with 0.9-1 liter

displacement.

Figure 5.2.1 — The studied commercial muffler.

Each expansion chamber includes a blister cont@ibihg of glass wool. The two blisters
burn when the muffler reaches a sufficiently higimperature, leaving the wool depositing on
the lower walls. In the present work, however, ghesence of the insulating material has been
neglected.

The muffler is entirely made of aluminized carbdeet P04. The two tubes lie in
different horizontal planes and, for this reasdme structure is not symmetrical. Each
geometrical length of the muffler has been acclyateeasured (Figure 5.2.2a) and a CAD
model has been obtained, (see Figure 5.2.2b).

In particular, muffler length is about 310 mm pthe length of external portions of the
two tubes (100 mm). Axial cross section is not @etty elliptical with the maximum and
minimum length of 216 mm and 133 mm respectivelye Two expansion chambers have a
length of 110 mm, while the transition chamber @ffdm. The two tubes have inner diameter
of 35mm. External walls thickness is 1.2 mm armktuand inner diaphragms thickness is 1.5
mm. Diaphragms are only welded to the tubes, with 2 spot welds, and are free to vibrate
with respect to the external walls. Each tube @/igled of an ending restriction, highlighted
in Figure 2b. Each tube has two perforated portpmosided with a variable number of 3 mm

diameter holes (from 52 to 77 holes per portion).
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100 110 90 110 100 133

~
n
216

b)
Figure 5.2.2 — a) Nominal dimensions of the systeim);CAD model of the mulffler.

5.2.21D AND 3D MODELS

The 1D and 3D BEM analyses of the previously descrimuffler have been performed
with the commercial software packages GT-Pdleand VNOISEM [2], [4]. These latter,
and the integrated equations, have been alreadglywvitescribed in the paragraph 5.1 [10].
Here, in Figure 5.2.3, a 3D rendered model, obthirsing the GTMuffle™ tool, is depicted.

Figure 5.2.3 — 3D rendered model of the muffler dezd from GTMuffler™ tool.
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As previously mentioned, the major advantage rdlatethe use of BEM is that on
boundary surfacemust be discretized. Since the geometry undegsiigation is relativel
complicated and includes several thin obstacleSinvihe cavity volume (i.e. baffles), a mt
domain approach has been found to be suitablehigncase, the mesh surface, sn in
Figure 5.2.4, consists df7091 nodes and 32800 shell elem. It has been obtained |
meshing the CAD surfacewith the commercial software FEMAP IBI. Thus, the muffler
cavity has been divided into a number of-domains, subdivided imaginary faces. Hence,

the conventional BEM is applied to each-domain.

Figure 5.2.5 — Surface mesh model.

The BEM equations for different s-domains are coupled to each other by enforcing
continuity conditions of pressure and normal velocat the intrface between two
neighbouring suldomains (physical continuity BCs). In this case therd ‘interface’
indicates an imaginary surface where the acousésspre and normal velocity are impo
to be continuous, or where conditions of porosityienpose. Furthermore, velocity BCs a
applied on the other internal and external surfgték Figure 5.2.6a shows the groups v
velocity BCs, while in Figure 5.2.6b the groupshiiiterface BCs are depicte

a) I b)

Figure 5.2.6 —a) Groups with Velocity [Cs; b) —Groups with Interfaces BC
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The 3D acoustic analysis requires the specificadiotme acoustic impedance of perforations.
To this aim, the following semi-empirical expressideveloped by Sullivan and Crocker [6]

has been employed:

_[ 0006+ jK(t + 075, )]

y (5.2.1)

b

where t is the perforated tube wall thickness,dthe holes diameter, aqdthe porosity of
the perforation. Through the (6), the holes aregeaimetrically modeled, and each perforated
surface can be described as a simple surface. ©aotlier side, the main disadvantage is that
it's based on a semi-empirical relation which, @am® situations, could not ensure an accurate
simulation of the physical phenomenon.

As known, eq. (6) is only valid at zero mean flomdawith no contact of adsorbent
material with the holes. However, since 3D analysese been performed in absence of mean

flow, the application of eq. (5.2.1) can be accedpte

5.2.3TL RESULTS AND DISCUSSION
HYPOTHESIS OF RIGID WALLS, 294K TEMPERATURE, ZEROBAN FLOW

The first analysis has been led under the hypaheisinfinitely rigid structure of the
silencer, containing air at rest at 294K.

The real geometry of the muffler presents a compésstriction, accurately described in
the mesh model and in BEM analysis. Of courseithisot possible in the 1D analysis. For
this reason two different simulations have beersictared. In the first one (Figure 5.2.3) the
restriction is substituted by a small convergepepwhile in the second one (Figure 5.2.7) a
simple orifice ending tube has been considered.

In Figure 5.2.8 a comparison of TL curves obtaimetth 1D and 3D models is carried
out. In particular for the 1D analysis two TL ptef are shown, arising from the previously

described ending tubes schematizations.
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Figure 5.2.7 — Orifice tube ending geometry.

First of all, a good agreement between the threélgs is found up to 450 Hz. From 450
to 800 Hz, and above 1100 Hz, 1D results considerdifier from the BEM ones. Looking at
the two 1D sets of calculations, it can be cleandyiced that the orifice ending tube better
reproduces the TL peak at 1100 Hz. This behavinrbsaexplained considering the presence
of energy loss in the orifice, which is the mairusa of TL increasing. This loss is indeed

absent in the convergent tube, where an isent@ypansion and kinetic energy production
occurs.

100 Convergent ending tube (1d analysis) —

Orifice ending tube (1d analysis) @ - —-——-—-—-
| VNoise results (3d analysis

Transmission Loss (dB)

[0] 200 400 600 800 1000 1200 1400 1600 1800 2000
Frequency (Hz)

Figure 5.2.8 — 1D-3D TL comparison (T=294K).
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In terms of computing time, while the 1D analyssompleted within few minutes, the
BEM one requires a computational time of about ¥ da a common PC. Of course,
computing time is strictly dependent on computefgrenances.

The 1D — 3D disagreement is mainly due to a nonagslavave propagation occurring at
high frequencies [12]. This phenomenon, in the &mgase of en expansion chamber, is
described in detail in the Appendix.

The presence of a non planar wave propagationnfiroeed by the results presented in
Figure 5.2.9, where a number of contour plots,jpostessed from VNOISE calculations, are
displayed at different frequencies. The figure repthe amplitude (in dB) of the pressure on
the muffler surfaces imposing, at inlet sectionuait value of dp/dn.

At 400Hz, waves propagation appears to be mairigl and pressure distribution is quite
constant in each muffler cross section. The ab@maWor can be well reproduced by the one

dimensional analysis.

Press. Distr. :400.0 Hz

Press. Distr. :T10.0 He

a26.9
75.4
63.8
52.4
40.9
20.4
17.0

6.43

-5.08

-16.6

Figure 5.2.9 — Pressure amplitude in muffler chambat 400, and 710 Hz by imposing

unit value of dp/dn at inlet.

At medium frequency (710 Hz) pressure gradienteapm the radial direction, too, and

the sound propagation in the two expansion chambegins to be no more exclusively
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planar. At higher frequencies acoustic waves ptes@mplex multi-dimensional shape, and

a greater disagreement appears between the twogadpdlimensional approaches.

HYPOTHESIS OF RIGID WALLS, 950K TEMPERATURE, ZEROBAN FLOW

In this section, the effects exerted by the gagptrature on the transmission loss factor
have been investigated. In particular, air at 959Kow considered in both 1D and BEM
analyses. The related results, under the hypothefsagid walls and zero mean flow, are

displayed in Figure 5.2.10.

100 —

GTPower TL results @ 950K — — — — — _
VNoise TL results @ 950K

90 —
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Figure 5.2. 10 — 1D and 3D TL comparison at 950K.

The figure shows a very good agreement betweerivibeapproaches up to a greater
frequency (about 700 Hz), while a satisfactory rniaig is still observable up to 900Hz. In
Figure 5.2.11 the TL factor comparison at high &ow temperatures, both computed with
Vnoise™ code, is indeed reported.
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100 — V/Noise TL results @ 294K —F——

%0 —| VNoise TL results @ 950K

Transmission Loss (dB)

0] 200 400 600 800 1000 1200 1400 1600 1800 2000
Frequency (Hz)

Figure 5.2.11 — BEM TL results at 294 and 950K.

It can be noted that the higher temperature detersna shift of the TL profile towards
higher frequencies. In fact, the first TL peakabbut 97 Hz, is now found at about 160 Hz;
the second is translated from 274 to 448 Hz andhiihe from 580 to 938 Hz.

As known, temperature affects the air densitgnd the sound velocity, which changes
from q=344 to ¢=600 at 294K and 950K respectively, according torelation:

c = +kRT (5.2.2)
wherek = ¢, /c, is the ratio between the specific heats at cohgteessure and volume
respectively, R is the gas constant, and T is ltiselate gas temperature.

The ratio ¢/c; defines a sort of abscissa stretching factortinglathe high and low

temperature profiles. In this case, in fact, th®ra

c, _ 600
S22 27
¢~ 3a4 (5.2.3)

approximately equals the ratio between the abovatioreed shifting peaks. In the following,

it will be shown that this simple rule can’t beatiby applied in the case of flexible structure.
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HYPOTHESIS OF FLEXIBILITY, 294K TEMPERATURE, ZERO AN FLOW

When an elastic structure, especially a thin-wallesembly, is surrounded or contains a
fluid, structure vibrations are induced by the dluSimilarly, if a fluid is contained within a
vibrating thin-walled structure, such as the aithimi a muffler, there may be significant
coupling between the structural vibration and tbansl field. The whole system must be
hence analyzed as a coupled structural acoustidgimo[13].

In a coupled, physically heterogeneous system, amechl components interact
dynamically. The interaction is multi-way, in thense that the response has to be obtained
simultaneously solving the coupled equations whiescribe the system behavior [14].

For fluid-structure interaction problems, analytisalutions are available for very few
simple geometries. For an arbitrarily shaped stinegta numerical solution technique must be
used.

In typical situations, to perform a coupled acaastructural analysis, two different
models should be treated: one for the acousticyaisaland the other one for the structural
FEM analysis. Obviously 1-D analysis cannot accdonthese issues.

In the examined case, a normal modal analysiseofitbsh model shown in Figure 5.2.5,
has been performed with the FEM solver MSC NasB@d5 . Results are post-processed
with FEMAP 9.0M. The structure has been considered unconstrained.

In the range 0-3000 Hz, 119 modes have been conhphitest six modes are rigid body
motions due to the absence of constraints. Thig kiggh number of modes in a quite narrow
frequency range is due to the peculiarity of thengetry: as previously mentioned, the two
diaphragms, delimitating the three chambers ingidemuffler, are not welded to the external
muffler walls. Therefore, these structural compdseshow a high flexibility and this
behavior influences the whole computational resuksyway, modes related to these
components don’t give an appreciable contributiorinie acoustic behavior of the muffler.
Only modes involving the walls and the tubes camsitdy influence the TL. Typical “wall
modes” are reported in Figure 5.2.12a and 12b 2H3&nd 2723Hz, respectively.
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~Z Iy

b)
Figure 12 —a) modal shapes at 580 Hz; b) modal shapes at 242.

mode Eigenvalue
(Hz)

7 256
15 565
16 582
17 592
18 605
19 608
20 698
21 162
27 978
28 1050
29 1059
30 1073
31 1100
32 1148
33 1150
34 1266
35 1271

Table 5.2.1 — Stuctural modes at 249K (underlined values repres#uaid -structure

resonances).

Table 5.2.lreports the eigenvalues of the structural modestanbally influencing the
acoustic muffler behavior at 294
In order to perform a coupled fli-structure angsis, many commercial BEM cod
require the simultaneous presence of both a moHamBdel and an acoustic BE moc
During the calculations the structural modes amgegted on the acoustic mesh. VN™,
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instead, use a different approach. In fact thecsiral modes are projected on the acoustic
mesh during the import phase, and therefore, oheeirhport of the structural modes is
terminated, the user has to deal with a single ingige acoustic one), which will also contain
the structural modes.

In Figure 5.2.13, TL results of vibrating muffletriecture are compared with the one
obtained neglecting the structure flexibility.

100 — VNoise TL coupled results

90 — | VNoise TL results - infinitely rigid wall hypothesy s —=——

Transmission Loss (dB)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Frequency (Hz)

Figure 5.2.13 — TL results from flexible and rigistructure analyses (T=294K).

In correspondence of structural and fluid modegufé 5.2.13 reveals fluid-structure
resonances inducing a TL variation. TL is almostrgwhere unchanged, except around few
frequencies, underlined in Table 1, that corresptméome of the structural modes. In
particular, the structural modes around 1050, 1@n8 1100Hz generate a localized
attenuation reduction. Oscillations induced by titber modes are indeed much more
reduced.

In this analysis, the effects of the external flmdtion on the structural modes have been
neglected, and the modes are only coupled withnteenal fluid. Typically this assumption
can be considered reasonable, even if, it is pleskbextend the analysis to the more realistic
case of fully internal-external coupling, wherelbtite internal and the surrounding fluids are
coupled with the muffler structure. Since VNoisd&sed on a Direct BEM solver, the above
mentioned problem can be faced with a fully coupteéded domain approach or with a fully

coupled multi domain approach [4].
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HYPOTHESIS OF FLEXIBILITY, 950K TEMPERATURE, ZERO EAN FLOW

The above coupled analysis, was also performed idemsg high temperature
conditions: in particular both the flexible mufflstructure and the inner air are considered at
950K.

In order to perform this kind of analysis, a newdaloFE computation is required.
Temperature, in fact, also affects the modal behasf the structure, depending on the
density fs) and the Young Modulus (Y of the constituting material. The above mentioned

characteristics vary with the temperature as shown:

8294 = 7850 Kg/nd
82 =7662 Kg/nd
MZ9*= 210 GPa
M =180 GPa

Table 5.2.11 reports the structural modes at 95@#aimed from the high temperature

modal FE analysis.

mode Eigenvalue
(Hz)
7 217
17 506
18 517
19 520
27 837
28 898
29 906
30 918
31 941
32 982

Table 5.2.11 — Structural modes at 950K temperature
In Figure 5.2.14, coupled analysis results at 9%0& plotted and compared with the

previously obtained ones. Resonance frequencidseafoupled system are still underlined in
Table 5.2.11.
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Also in this case the deformability effect is ldazatl around few frequencies where
structural and fluid modes are in resonance. Becatithe Young Modulus reduction at high

temperature, resonance phenomena now occur atwadatﬂequency.

VNoise TL coupled results @ T=294K e
VNoise TL coupled results @ T=950K
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Figure 5.2.14 — Coupled analysis comparison at highd low temperature.

For this reason, the above mentioned simple sirgjctriterion relating high and low
temperature attenuation curves (Figure 5.2.115&82), cannot be applied to this case. In
fact, while at high temperature the TL profile sthees toward high frequencies, the position
of the structure resonances shifts toward lowegueacies. Consequently, when the muffler
structural behavior is involved in the analysiss gtretching criterion does not effectively

reproduce the TL trend around the resonance frexggn

HYPOTHESIS OF RIGID WALLS, 294 AND 950K TEMPERATUREOmM/s MEAN
FLOW

Finally, the combined effects due to the preserieesteady mean flow (20 m/s) and high
temperature have been investigated.

Unfortunately BEM solver shows its own limitatiomsthis kind of analysis, because this
method is based on conditions imposed on surfazmed, many problems occur when a
velocity field must be described in a volume. EvieNoise™ solver is able to take into
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account the presence of an imposed mean flow in gagle domain, obviously, it is not able
to compute the local values of the velocity fi€lthis problem becomes relevant considering
that this field is spatially variable inside themaex internal muffler geometry.

A three dimensional TL analysis in presence of miéam would hence require a FEM
analysis. Moreover, secondary effects, relatechéo gresence of internal sound-generating
vortices (flow noise), may be considered with mooenplex Computational Fluid Dynamic
(CFD) analyses. Detailed CFD results can be imgadrtes BEM solver, like VNoise, in order
to also account for unsteady flow induced noise [8]

A simple 1D approach, directly solving the wavegagation equations, is really able to
consider the effects of a steady mean flow on theDue to the previously discussed high

frequency limitations, the 1D analysis was limited®00 Hz, as shown in Figure 5.2.15.

100 — GTPower TL analysis : T=950K, v=20m/s _—
7 T=294K, v=20m/s —
%0 T=294K, v=0m/s ——

80 —
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Transmission Loss (dB)

30 —

20 —

10 —

0
! \ \ \
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Frequency (Hz)

Figure 5.2.15 — GTPowé! analysis at different temperatures and flow veloes.

The presence of a mean flow determines a genesailyother trend with an increased
and reduced attenuation below and upon 350Hz. Tdmebmed effects of increased
temperature and mean flow presence come from tiperisoposition of the previously
discussed variations (high frequency shift and ghrerdrend).
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5.2.4RADIATED SOUND PRESSURE LEVEL

A linear Indirect BEM has also been utilized to lera#e the radiated sound pressure level
(SPL) in the frequency range 0-1800Hz. It has bmsaulated at 1 meter distance from the
outlet, once a harmonic particle velocity, with $ramplitude, is imposed at inlet.

A 1 meter diameter spherical microphone array hesnbsimulated, whose center is
coincident with the muffler center. Performed siatidns have been carried out in the
hypotheses of absence of reflecting objects sudiogrthe silencer, and they are focused on
the evaluation of different contribution to the caleSPL.:

- Contribution due to the acoustic excitation exeligdhe outlet.
- Contribution due to the reflections of the rigidemal muffler surfaces (shell).

- Contribution due to the shell vibrations and causgfluid-structure interations.

To this aim, three different analyses have beenechout, i.e.:
- Acoustic analysis of the simple muffler outlet sact(see Figure 5.2.15). In this way
only the first one of the above mentioned contidouts evaluated.
- Acoustic analysis of the whole silencer, in the diyyeses of rigid surfaces. In this case,
the first two contributions are carried out.
- Complete acoustic analysis of the flexible strugtdrased on the interaction between the
muffler surfaces and the internal/external airthlis simulations, all the above mentioned

contributions are taken into account.

OUTLET

Figure 5.2.15 — BEM model constituted by the odténd the microphone array.
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The analyses 2) and 3) obviously include the pmeseaf the muffler (even though under
different hypotheses on the surfaces), which isiotieg in the Figure 5.2.16, where two
virtual microphone (A and F) are highlighted .

In order to perform the first two analyses, a pnatiary studied has been carried out by
imposing an “aperture” boundary condition at outl€he obtained results, in terms of
pressure and gradient dp/dn, have been importesd rw model: in case of the analysis 1),
this model is made up by the outlet itself, whicksaas a source radiating outside the muffler;
in case of the analysis 2), all the infinitely dgpanels of the silencer are involved.

In the first case, the pressure distribution onnti@ophone array is almost uniform, since the
outlet is close to the center of the sphericalyaraad the problem can be traced back to the

wave propagation of punctual source.

A

-

INLET OUTLET INLET OUTLET

Ce\

Figure 5.2.16 — BEM model constituted by the mufflend the microphone array (analyses

F

2 and 3). Two microphone locations are highlighté8l and F).

The results, in terms of sound pressure levelsdBh calculated at the position A in the
investigated frequency range, are plotted in Figu2el?7.

As expected, very small reflecting phenomena aesgnt at low frequencies, since they
occur when the wavelengths are lower than the ctenstic dimensions of the object. This
condition, for the considered geometry, is sattsBace 1000-1100 Hz, and in the frequency
range 1150-1390 Hz the difference between the leabml SPLs in A in the two analyses is
almost 10 dB. In the range 1070-1520 Hz the SPtutated in A in absence of reflecting
phenomena is higher than the one in presence oh.tféhis is due to the disruptive
interferences between direct and reflected wavetated to the different paths covered by

this two kind of waves, which generate disruptieiferences.

186



Chapter 5 — 1D and 3D BEM analysis of a commerciass flow muffler

SPL at the microphone location A

conr Analysis 2): results including shell reflections
100 —  ------- senz: Analysis 1): results without shell reflections

Sound Pressure Level (dB)

Tt
0 200 400 600 800 1000 1200 1400 1600 1800
Frequency (Hz)

Figure 5.2.17 — Analyses 1) and 2): SPL carried @itthe microphone location A.

A fully coupled multi domain approach has beenizdd in order to perform the third
analysis: this kind of approach is able to take stcount the interaction of the structure with
both internal and external fluid domain surroundimg muffler. A modal FEM analysis of the
unconstrained structure is required to evaluateeigenvalues and the eigenvectors of the
unconstrained structure. An outer air domain has leefined and physically connected to the
inner one through a condition of physical contipait outlet. [4].

A benchmarking between the SPL curves calculatedhen microphone position A
through the analyses 2) and 3) is shown in Figu?elB. As expected, the levels obtained
when the fluid-structure interaction is accountatk almost always higher than the other
ones, since, in this case, the structure itselfatas noise. Around 590Hz, a consistent
difference between the calculated SPL in the twadyses is noticeable, and confirmed by the
presence of the mode at 582 Hz (see Table 5.2d)bgnthe sharp TL trend, at the same
frequency, in the Figure 5.2.13 (coupled TL analysBimilarly at 700, 980, 1050, 1100,
1150, 1340m 1450, 1490 Hz.
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Figure 5.2.18 — SPL calculated in the position Arttugh the analyses 2) and 3).

In the Figure 5.2.19 the SPLs, calculated in th&tipm F and A through the analysis 3),
are plotted. In F, the levels calculated in thegea00-1260 Hz are higher than the ones
simulated in A. In fact, the microphones A and E, aespectively, in front of the outlet and
aside the muffler. For this reason, the first ahenore exposed to the noise radiated by the
outlet, and the second one to the noise coming themuffler vibrating surfaces. Obviously

in corresponding of the resonance frequenciesseébend one is higher than the first one.

5.2.5CONCLUSIONS

Pros and cons of using 1D acoustic non linearnretdomain and 3D acoustic linear
BEM in frequency domain for TL evaluation of a twabes perforated muffler have been
analyzed in terms of accuracy, computing time atlpm formulation.
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Figure 5.2. 19 — SPLs calculated in the positionsaAd F through the analysis 3).

Each methodology present its own peculiarities &mgtations which vary with the
frequency range, and on the assumed physical hgpistand operating muffler conditions.

In the hypothesis of a infinitely rigid muffler stiture, a good agreement between the 1D
and BEM computed TL has been found below 450 Hzmthe air temperature is fixed at
294K. As frequency is increased, the 1D resultsadexfrom BEM predictions because of the
non planar wave propagation. Due to the very redlwcenputational effort required, the 1D
model is the preferred approach when the low fraqes muffler behavior is under
investigation. On the other hand, when a widerdeggry range is of interest, a 3D analysis is
mandatory.

The TL curve obtained considering 950K air tempempresent the same peaks of the
previous profile, but stretched toward higher frexggies in accordance with the ratio between
the sound velocity at the 950 and 294 K. In thisecthe matching between the 1D and 3D
results is extended up to 900 Hz.

In order to take into account the effect of the iheufstructure flexibility, a direct modal
FEM analysis has been realized, too. Flexibilitfeefls are localized in proximity of the
frequencies where air and structure modes aresansence. In this case, a different high
temperature behavior has been found, dependingff@netit temperature effects on speed of

sound and material characteristics.
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The effects induced by the presence of a mean lave been finally investigated with
the 1D method. In this latter case, a generallyather trend has been obtained both at low
and medium frequency.

In the last performed investigation, the SPL at dten distance from the center of the
muffler, has been evaluated, once a white noisk avitertain magnitude is imposed at inlet.
Contribution due to the acoustic power radiatedudlet has been separated by the ones due
to the wave reflections on the external surfacesgitlered infinitely rigid) and to the surface
vibrations. Contributions related to the reflecsaare quite small, and the SPL values rise
aside the muffler when air-structure resonance pimema are taken into account.

The presence Experimental analyses are obvioustylatk in order to validate the

presented results.
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5.3 VALIDATION OF THE 1D AND 3D BEM ANALYSES FOR THE PREDICTION OF

PERFORMANCES OF A COMMERCIAL CROSS FLOW MUFFLER

The content of this paragraph widely refers togaper:

D. Siano, F. Auriemma, F. Bozza, H. Rammdhlidation of 1D and 3D analyses for the
prediction of performances of an automotive silemteSAE Paper 2011-24-0217.

In this work, the previous 1D-3D acoustical anaysi a commercial muffler, has been
improved and experimentally validated. Featureateel to the manufacturing process, like
the coupling of adjacent surfaces and the actugbpestof components, have been noticed to
heavily affect the muffler behaviour. Hence, althounumerical analyses are usually
performed on ideal geometries (perfectly matched straped), schematizations utilized for
acoustic simulations of real mufflers are beinggasged to do not neglect these important
aspects. On the other hand, for a given initial freufdesign, the manufacturing process is
assessed to be a critical aspect also for its lahbe effects on the acoustics.

The results have been carried out under differaufflen operating conditions related to
different mean flow velocities and presence orafahternal insulating material. 1D analyses
have been performed by implementing a commercitilvace, solving the nonlinear flow
equations which characterize the wave propagatimn@mena. 1D approach has also been
utilized to evaluate the fluid dynamic behaviourtleé studied muffler in terms of pressure
drop when a mean flow is imposed.

3D results are obtained in absence of mean flowmdiyg a commercial software based
on Boundary Element approach and solving the tti@ensional Helmholtz’s equation.

Finally, during the experimental tests, the mufties been treated as an acoustic two-

port element.

5.3.1PECULIARITIES OF THE MUFFLER STUDIED

The system under investigation is a two perforatde muffler (see Figure 5.2.1) with
two expansion chambers and a transition chamberadsurate description of the nominal

geometry is given in the paragraph 5.2 [15-16] iamlbriefly summarized here:
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e Total length 303mm.

* Quasi-elliptical cross section with diameters 133amd 216mm.

» 3 chambers with different lengths (110mm, 90mm,M©3. The first one and the last
one are filled with 150g glass wool.

o 2 perforated tubes, with 37mm diameter, lying iffedent horizontal planes (not
symmetrical structure)

» Material: aluminized carbon steel PO4

» Surface thickness: 1.2 mm (external shell) andtiitses and baffles)

» Diameter holes: 3mm

» Porosity: 4.5%

As shown in Figure 5.3.1, the absorptive mategahcluded in two blisters which melt
up when the muffler reaches a sufficiently high penature, leaving the wool depositing on
the lower walls.

In this work the manufacturing features of the naufhave been deeply studied. In fact,
the muffler under observation presents many petiidis, due to the construction model,
which make more difficult the modelling process daek for numerical simulations. In Figure
5.3.2a the geometry of tubes end orifice is shoWso some welding points between one of

the two tubes and one internal baffles can be wbder

Figure 5.3.1 — A photo of the tested muffler. Theuffler has been opened to exhibit its

internal design.
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Since this kind of junction is punctual and notuamferential, same leakages really exist
between the two chambers separated by the baffl€igure 2b the whole internal muffler
configuration can be seen. The two internal baffleswelded only to the tubes, and coupled
to the external shell by a punctual strength cawgplivhich involves other leakages between
the chambers separated by this kind of bafflesigire 2c the technological irregularities of

the holes shape due to the punching process avensho

c)l
Figure 2 — a (left): tube end orifice; b (centerf:ore muffler; c (right): perforates.
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All the above peculiarities have been taken intmaat in numerical modeling processes
in order to obtain good correlation with the experntal data, as shown in results section.

5.3.2NUMERICAL SIMULATIONS

The utilized 1D and 3D models have been widelygmesd in the paragraph 5.1 and 5.2.
In this sections the previous analyses has beem@adtl in order to include the presence of the
absorptive material within the simulations. In ca$elD this implies the choice of a proper
friction coefficient for the quasi 3D elements stia¢izing the chambers. In case of the 3D
BEM approach, proper “wool domains” must be definkdfact, as previously explained, a
multi domain approach has been utilized in the BEpproach, and in Figure 5.3.3 the
surfaces with interface BC defining the wool donseadne depicted.

Also in this case the acoustic analysis requiressgiecification of the acoustic impedance
of perforations, and the Sullivan and Crocker [§&€g Formula 5.2.1) has been utilized. As
previously mentioned, this expression is valid asence of flow, but also the requirement of
no contact of absorptive material with the holesstre satisfied. Since 3D analyses have
been performed in absence of mean flow, and thel vwgoaot compressed and does not
completely fill the first and third chamber (seguiie 5.3.3), the application of the 5.2.1 can

be accepted.

Wool sub-domain

No-Wool sub-domain

sub-domai
No-Wool

sub-domain

Figure 5.3.3 — Groups with interface BCs defininge wool domains.
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In BEM analysis, in addition to the use of multind@in approach, the absorbing
materials can be modelled also through other tegcias, like the ‘surface-impedance’. This
one is mainly used with thin absorbing surfaces, r@guires the knowledge of the material’s
impedance. To achieve this, experimental testsdogorling material samples must be carried
out, using an impedance tube. In several situatiomssurface-impedance’ approach could, in
principle, be the preferred solution (for its madubgl simplicity), but it can be hardly applied,
due to the need of experimentally performed impeddests.

In this work, the ‘multi-domain’ approach has bgeeferred. In fact, even though, in this
case, the modelling phase is more complex, thduatian of the proper acoustical
parameters could be easily obtained from the flesistivity data of the considered material.
The flow resistivity is mainly related to the paaffidensity of the material and to the fibre
diameter [17].

Actually, a third approach is also available in \id&code: it consists of a double step
procedure. Firstly, an impedance tube is virtuailpulated with a multi-domain approach,
permitting to evaluate the impedance (or, bettee, admittance) of the desired material
sample. Thereafter, the numerically evaluated adnue is applied to the full model with a

surface impedance BC.

5.3.2EXPERIMENTAL DATA

Numerical results obtained by the previously dé=dilD and 3D simulations have been
validated with experimental data. The experimewtalk has been carried out in the acoustics
laboratory at Tallinn University of Technology, ploying a dedicated test facility designed
for acoustic characterization of two-port flow det¢ments in hot flow conditions. Complete
description of test rig and of the utilized expagntal technique can be found in the Chapter
4 [18]. Resuming for ease of reading, the siler@s been treated as a two port source in
order to describe its acoustic behavior throughaasfer matrix (see Figure 5.3.4). A two-
source method is employed to set up the two reduined independent test states. The
classical two-microphone approach has been usetitton complex pressure amplitudes of
the travelling acoustic waves at the inlet and edusiilencer cross-sections. A centrifugal
blower and an electrical heater can be utilizeditoulate the presence of a hot flow (not

considered, however, in this work). Additionallgetpressure drop over the muffler has been
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determined for different flow velocities, by usitwjo static pressure sensors positioned across

the muffler [18].

MICROPHONE “2”  MICROPHONE “4” LOUDSPEAKER “B”

PITOTTUBE TEMPERATURE SENSOR l——gl g

/N

Jr/
\

]

I II I SILENCER

S0
BLOWER HEATER ?U& / wv

LOUDSPEAKER “A™ MICROPHONE “1” PRESSURE SENSORS MICROPHONE “3”

/"‘\/—l:IJ

Figure 5.3.4 — A sketch of the test rig utilized Td&. evaluation.

The effect of shell vibrations on the propagatiérs@und has been experimentally taken
into account. In fact, the first target of the esipeental campaign has been the validation of
the numerical results obtained in the hypothesesgaf surfaces, and the real silencer has
been evidently suspected to provide lower attennaif sound due to vibrating surfaces. This
obviously leads to a deviation from the 1D and 3D-coupled simulation results. In order to
avoid unwanted shell noise and uncontrolled TL ddliteonal feature was designed to the rig.
A wooden box was set up around the muffler anddilvith sand for effective damping of the

shell vibrations. A photo of the measurement sectiith the sand box is presented in Fig.

5.3.5:

Figure 5.3.5 — A sandbox used to eliminate the s$imelise and shell vibrations.

Table 5.3.1 summarizes the experimentally testeerai;mg conditions and 1D or 3D

analyses carried out to predict the measured TL.
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NO WOOL TESTS
Temperature, K Flow velocity, m/s Model
293 no mean flow 1D and 3D
298 20 1D
318 40 1D
WITH WOOL TESTS
Temperature, K Flow velocity, m/s Model
293 no mean flow 1D and 3D
300 20 1D
326 40 1D

Table | — Experimental operating conditions and germed numerical analyses

5.3.3RESULTS AND DISCUSSION
NO WOOL RESULTS

In this section, 1D an8D BEM results, under the common hypothesis of ateseof
inner insulating material and infinitely rigid midf surfaces, are compared to the ones
experimentally obtained under the same conditiéos.sake of truth, the sand box utilized
during the test to avoid surface vibrations carexiually prevent baffles vibrations since
these latter, as previously mentioned, are notecetth the external shell.

In Figures 5.3.6 and 5.3.7, experimental resukscampared to the ones obtained with
1D and BEM approaches. The actual constitutive lpeties, including leakages between
chambers and cross area variations at inlet arldtdubes, have been taken into account in
“Refined schematization” results. Furthermore, ltsstoming from the analyses explained in
paragraph 5.2 [15] are shown, too. They refer éoideal muffler geometry and are indicated
as “Initial schematization results”.

The “Refined” 1D and 3D schematizations includéhetgples with 3mm diameter added
to each baffle, in order to obtain a global areactvhs reasonably similar to the observed
leakage areas (see Figure 5.3.8). Moreover, thkg tato account small cross section
variations measured on the actual muffler. The Befined” mesh also incorporates a more
detailed schematization of the ending tube section.

The frequency range investigated extends up to HB800 case of experiments and 3D
simulations, while for 1D simulations it is stoppetl 1200Hz, due to the well-known
limitations of the 1D approach. A very good agreembetween experimental data and
“Refined” 1D results is evident at low frequencidsis is the frequency range where the
wave propagation can be considered planar andftineréne pressure distribution across each

muffler cross-section can be considered constams. tWwo curves fit well up to around 850
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Hz, while at higher frequencies, the higher ordesdes start to appear in the muffler
chambers, and the 1D model loses its accuracy.

“Refined” 3D analysis gives results quite compaeatol previous ones at low frequency
but, as expected, it is able to reproduce, witharable success, the multi-dimensional shape
of acoustic waves at high frequencies, too. Howelemust be underlined that the latter
approach is substantially more time consuming caoeth#o the 1D (more than 1 day versus
less than 1 hour).

The comparison between “Initial” and “Refined sclagiation” results in Figures 5.3.6
and 5.3.7 also demonstrates that the includedensiemts largely affect the accuracy of TL
prediction. In particular, the leakages between dhambers determine an increased TL at
very low frequency: in fact they constitute an atauconnection between the three cavities,
which tends to virtually increase the chamber vaamHowever, they also introduce a
substantial decrease of the two attenuation pgak30aHz and 1200 Hz.

Basing on the above considerations, it comes evitleat the manufacturing process
should be critically assessed by the muffler makgrge it seems to play a remarkable effect
on the acoustic behaviour. The latter is very déifeé from the one conceived during the
design phase on the ‘ideal’ geometry. Contemporanyaccurate acoustic simulation of a
‘commercial’ muffler requires a detailed descriptiof all the apparently minor geometrical
elements of the device. Current literature is, actf full of well-matched numerical and
experimental data even if, usually, they do noéréd a commercial low-cost device, whose

simulation, as demonstrated, is much more complitat

100 —
i No wool- No mean flow

90 — ------ 1D '1D “Initial schematization” (from [12])

g —— 1D '1D “Refined schematization”

| 1 ) \
0] R EXpExpenmentaI results ; \||
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Figure 5.3.6 — 1D and experimental TL data. No waoid no mean flow.
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100 — No wool- No mean
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Figure 5.3.7 — 3D-BEM and experimental TL data.oNvool and no mean flow.
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Figure 5.3.8 — Quasi 3-D and 0-D elements utiliziedl refined 1D schematization.

Of course, the detailed knowledge of the presswaeevdistribution within the muffler is
of fundamental importance for improving its acocatibehaviour at the design phase. As an
example, the 3D pressure distribution, due to twrdution of the higher order modes in the

cavities, is clearly noticeable in Figure 5.3.9aditequency of 1390 Hz.
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Press. Distr. :1390.0 Kz e
Quantity :Modulus - Unit :Linear Decibel ao.

3 55.7

48.5

41.4
34.2

27.1

19.9

1z.2
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Figure 5.3.9 — 3D analysis. Pressure amplitude disiition at 1390 Hz.

Another important parameter affecting the mufflehaviour is the presence of a mean
flow crossing the device. In fact, it determingsaatial levelling of the TL peaks and troughs,
which can be particularly useful at low frequenafnere main engine orders occur [19]. The
above effect is clearly depicted in Figures 5.3ahd 5.3.11, showing the results of imposed
mean flows of 20 and 40m/s. Due to limitationshed employed 3D code, only 1D results are
discussed in the following. At 20 m/s, a good meuglbetween experimental and numerical
results is noticeable up to 850Hz (see Figure B)3Qnce again, the “Refined” results better
reproduce the overall trend and particularly theratation peak around 700 Hz. In presence
of a higher mean flow (40 m/s, Figure 5.3.11) gttly lower accuracy is found, even if the
TL trend is still fairly well reproduced in the wiegoinvestigated frequency range. Obviously,
1D approach cannot take into account the presefcge@ndary effects related to the
presence of internal sound-generating vorticesv(floise), which extends on the broad band,
definitely producing a source of discrepancies witperimental results.

Actually, mean flow should yield a higher TL, by knag it pass through perforated
pipes, whereby a large aero-acoustic resistancaliged [19]. Looking at numerical results
(which are less scattered and extended at lowguémcies than the experimental ones), the
above trend is confirmed only up to 450 Hz. Beytimd frequency range, the presence of a
mean flow has been found to exert a negative effediL: as an example, the TL around 800
Hz worsens of about 12-15 dB when increasing thamflew from 20 to 40 m/s.
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100 - No wool-20 m/s mean flov
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Figure 5.3.10 — 1D and experimental TL curve. N@al and 20m/s mean flow.
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Figure 5.3.11 — 1D and experimental TL curve. No @f@nd 40 m/s mean flow.

Calculations with imposed mean flow also allow tstirmate the fluid-dynamical
behaviour of the muffler, in terms of realized pe® losses. Table 5.3.11 summarizes the
measured and predicted pressure drap) (through the muffler at different mean flow
velocities. The good agreement found implies tloatect global values of discharge and loss
coefficients have been imposed on the holes, thestand the orifices utilized to simulate the
leakages between the chambers. This also meanslihanalyses can be successfully
employed to contemporary characterize both acalsdind fluid-dynamical aspects, allowing

to perform an overall optimization of the device.
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Mean flow velocity, m/s | Measured\p, mbar | Simulated Ap, mbar
20 22 22
40 82 84

Table 5.3.11 — Measured and Predicted Pressure Less No wool.

WOOL EFFECTS

In the present study, numerical calculations hasenbcarried out also considering the
presence of inner insulating material. Main wocddreltteristics are: fibre material density of
2700 kg/m, fibre diameter of about 30um and packing defisifyproximately equal to 79
kg/m®. This information has been deduced by using actreleic microscope of accurate scale
(Kern). Figure 5.3.12 shows the structure of thasgl wool fibres magnified at the

microscope.

Figure 5.3.12 — A magnified photo of the glass wdiblers used in the muffler.

A slice of absorbing material of thickness s, exgabso a ‘small’ steady mean flow
velocity U, realizes a pressure dragm, which is usually quantified by itdow resistivity; o
(rayl/m), defined as [17]:

Ap
Us (5.3.1)

g =

The latter parameter can be estimated basing @raledormulations available in current
literature [17]. Most of them are empirical or sesmpirical relationships, dealing with
different fibre materials and diameters. For rangoamiented glass fibres, with a relatively

large ‘constant’ diameter d (greater than 15un® fttlowing equation can be used:

4 Packing density (or bulk density) is obtained byidlihg the weight of a wool bag per bag volume ¢ased to be around the 79% of the
chamber volume).
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4ru | 055(1-£)** 2(1-¢)?

ag = + , E=—

(d72)? £ £ P (5.3.2)

where | is the dynamic viscosity of the air (1.840<«5 Pa s)y; the material density ang,
the packing density

For randomly oriented fibres, characterized by aditer distribution around a mean
value (d,), the following formula is indeed more appropriate

oo 320 - £)*?
(day /2)? (5.3.3)

As far as 3D analyses are concerned, propertiesoolf-included domains have been
automatically generated, as a function of matetype (fibre glass) and flow resistivity.
Equations (5.3.2) and (5.3.3), with reference ® dbove mentioned wool data, respectively
provideoc = 2199 rayl/m an@ = 1810 rayl/m. An intermediate value (2000 raylim}s been
hence used in 3D simulations.

Concerning 1D analyses, indeed, a “flow resistamedficient”, G, must be specified [2]:

d?
Cp = 0.60[—5“’ ]51'5
! (5.3.4)

With reference to the previously estimated valuesanl parameters and flow resistivity,
eq. (5.3.4) furnishes a flow resistance coefficiegual to 0.1. In this way, both 1D and 3D
calculations employ exactly the same charactearaif the insulating material.

Results obtained in absence of mean flow are d=pict Figure 5.3.13. Comparing it
with no wool results (Figure 5.3.6 and 5.3.7), apexted improvement of acoustical
performance can be noticed. The TL enhancementéneed on the broad band frequencies:
the maximum peak is increased of about 12dB, utthst useful performance enhancement
is related to the levelling of the troughs at Ia#b@ and 450 Hz) and medium frequencies
(900-1000Hz). An increase of about 20dB has beandan the latter frequency range. Both

1D and 3D results correctly reproduce the expertaidrend, with a slightly better accuracy

®ltis easy to show that (@-is the material porosity [16].
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of 1D analysis at low frequency and a better 3dast at medium-high frequency (600-
1600Hz).

100 Wool - No mean flow
90— ~------ 1D results

— 3D results

-4 —=— Experimental results

Transmission Loss (dB)
o
o
|

0 200 400 600 800 1000 1200 1400 1600
Frequency (Hz)

Figure 5.3.13 — 1D, 3D and experimental data. Pease of wool, and no mean

flow.

100 —
Wool - 20 m/s mean flov

80— —— 1D results
—*— Experimental results

Transmission Loss (dB)
3
|

0 I I I I I \
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Frequency (Hz)

Figure 5.3.14 — 1D and experimental TL curve. Prese of wool and 20m/s mean

flow.

Finally, 1D calculations have been carried out stineate the effects of contemporary
presence of insulating material and mean flow (fégu5.3.14 and 5.3.15). Once again, a
satisfactory agreement between numerical and erpetal data is shown. If compared to the
analogue results without wool (Figures 5.3.10 an8.13), it comes evident that the
contemporary presence of wool and mean flow detemthe almost complete disappearing

of the trough at about 900 Hz. Also in this cade,ahalyses provide the estimated pressure
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losses, compared to experimental findings in T&b&lll. As expected, higher values are
obtained, due to additional losses exerted by woedence. Moreover, the shown agreement
is a confirmation that a good estimate of flow s@gity and wool parameter have been

realized.

100 —

90 Wool - 40 m/s mean flov
80— —— 1D results
o 7 —=— Experimental results
o 70
" i
8 60
— i
S 50
% i
(2]
'S 40—
S i
& 30
= i
20
10 —|
0 \ \ \ \ \ \

0 200 400 600 800 1000 1200
Frequency (Hz)

Figure 5.3.15 — 1D and experimental TL curve. Peege of wool and 40m/s mean

flow.
Mean flow velocity, m/s Measured\p, mbar Simulated Ap, mbar
20 35 33
40 129 118
Table 5.3.11l - Measured and Predicted Pressure ses — with wool.

5.3.4 RURTHER EXPERIMENTAL STUDIES

As explained in the paragraph 5.3.2, the experiaigasts performed to validate the 1D
and 3D analyses have been made in a way to redeahell vibrations.

Anyway, in this section, a comparison of the meadurL for the real silencer in case of
free outer surfaces and in damped conditions,dsemted. In Figure 5.3.16, the results have
been obtained after eliminating the inner woolFigure 5.3.17 the wool is accounted.

As can be seen in Figure 5.3.16, the TL curve efdampened structure, loses most of
the high frequency peaks believably related taeigenmodes of the vibrating shells.

The difference between TL results of the silencéghaut the wool and extra damping

added is more distinct. The difference of the Tkves is more dominant in the absence of
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wool due to the more resonant behaviour of thenedg lacking the absorptive effect of the

wool.

Transmission Loss (dB)

Figure 5.3.16

Transmission Loss (dB)

Figure 5.3.16 —

100 —

90 —
Free shell surfaces

80 Dampened shell surfaces

70 —
60 —
50 —

40 —

20 —

10 —

0 200 400 600 800 1000

Frequency (Hz)

1200 1400 1600 1800

— Comparison between the measuredof the muffler without wool,

with free and with dampened outer shells.

100 —
90 4 Free shell surfaces
80 —

Dampened shell surfaces
70 —
60 —
50 —
40 —
30 —

20 —

10 —

0 200 400 600 800 1000

Frequency (Hz)

1200 1400 1600 1800

Comparison between the measuredof the muffler with wool, with
free and with dampened outer shells.

In the paragraph 5.2 a study of the fluid-structimeraction, referred to the so called

“Initial configuration”, has been done by using@bined FEM-BEM approach. In order to

numerically evaluate the effects of the surfaceatibns of the real muffler, another FEM-
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BEM analysis is required for the “Refined configima”, and it is still in progress. Anyway,
in the Table 5.3.1ll, a list of resonance modes aigenvalues of the initial muffler
configuration is extracted from the Table 5.2.lit{&h configuration, without wool). It is
noticeable how several resonance frequencies,dteticin the table with a star, can also be
detected in the Figure 5.3.15, where they are atdecwith an arrow.

For sake of truth, in the experimental tests, tbe of the box filled with sand, does not
dampen the vibrations of the inner surfaces, whiehalmost free to vibrate. Consequently
the effects of the vibrations of these surfacesnoairbe highlighted. Contrariwise, the
numerical fluid-structure analysis presented in gagagraph 5.2, takes into account the
vibrations of all the muffler surfaces. For thigsen, probably, the number of the resonance
frequency founded is higher than the one highlighteFigure 5.3.16. Consequently, also the

modal analysis on the initial muffler schematizatiesults to be quite promising.

mode Eigenvalue
(Hz)

16 582

19 608

20 698

21 762*

28 1050

30 1073

31 1100*

33 1150

34 1266

Table 5.3.1I1 — Fluid-structure resonances of thdritial muffler configuration”.

5.3.5 GONCLUSIONS

1D and 3D BEM models, utilized in a previous work fsimulating the acoustical
behaviour of a commercial silencer, have been ingt@and extended. The analyses, in terms
of transmission loss and pressure drop, have baeled out at different mean flow velocities
and with or without the presence of absorbing nmtevithin the device. Both TL and
pressure losses have been experimentally verifiezhch of the above operating conditions.

Main results of the paper are listed below:

* Accurate acoustic simulations of a commercial lmstcdevice require a detailed
description of all the apparently minor geometriel@ments of the device, mainly

determined by the manufacturing process.
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e In particular, its quality (i.e. welding and stréimgurfaces coupling), may determine
the presence of leakages between the chamberdy Wagcbeen found to remarkably
affect the acoustical behavior. Leakages, in faotstitute an acoustic connection
between the muffler cavities, tending to virtualhgrease the chamber volumes, thus
increasing the TL at low frequencies and worseitiatymedium frequencies.

» For this reason, muffler makers are advised to d#hl the above consideration. The
quality of the manufacturing process should alsotdlen into account by the
simulations, at design phase.

» 1D results for the considered silencer are prowelet accurate up to 850 Hz, since
this approach, as known, is only suitable in tlegjflency range where a plane wave
behaviour establishes. BEM technique has been arsigdn absence of mean flow: it
is much more time consuming, but it is able to mevgood results in the whole
investigated frequency range (0-1600 Hz).

e 1D calculations carried out with the presence ofimmposed mean flow allow to
contemporary estimate acoustical and fluid-dynaleicaviour of the muffler, giving
the possibility to provide information for the oa#irmuffler optimization.

» As expected, the presence of an insulating materfalund to produce a smoother TL
profile across a broad band frequency range, wihiteyever, determining a non-

negligible increase of pressure losses.

Overall results demonstrate that the combined eynpémt of 1D and 3D models,
coupled to an accurate geometrical description saieematization of the device, is able to
characterize the effects of most influencing patansecontrolling the acoustic and fluid-

dynamic behaviour of a commercial automotive siénc

In addition, experimental analysis the vibro-acmustfects of the silencer outer shells
have been studied and it was found that the lacktifhess in the muffler structures can
significantly reduce the silencing effect, in peutar in the absence of absorptive materials
and at the higher frequencies. The presented seardtin agreement with the modal analysis

of the “not refined” muffler schematization presshin the paragraph 5.3.

Further studies are oriented to the developmeflumf-structure analysis of the “refined

schematization” presented in this paragraph.
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5.4 ACOUSTIC AND FLUID -DYNAMIC OPTIMIZATION OF AN AUTOMOTIVE
COMMERCIAL CROSS FLOW MUFFLER

The content of this paragraph widely refers togapers:

F. Auriemma,“Acoustic and Fluid-dynamic Optimization of an Autaotive Muffler”, in
submission.

In this section, acoustic and fluid-dynamic optiatians of the previously studied
commercial muffler have been carried out. To thim,aan external optimizer, based on a
genetic algorithm, has been coupled with the 1¥esoin two different optimizations: the
first one has been addressed on the improvingeohibffler TL, in absence of mean flow,
and in 100-800Hz frequency range. The second oséban focussed on the best trade off
between acoustic and fluid-dynamic muffler perfonees, in terms of TL andp in 100-
400Hz frequency range.

The 3D BEM approach has not been used in the gmiion process since it is much
more time consuming, it is suitable and it has besdidated only in absence of mean flow.
Moreover, the investigated frequency range, whiolrespond to the range where most
critical frequencies occur in typical operating diions, is widely covered by the 1D
approach.

The optimization study of a muffler has recentlgh®bject of study of several scientific
works, usually based on a a numerical decouplirthrtigue to evaluate the muffler
performances, and on a genetic algorithm (GA) asmiper. Even though a variety of
interesting results have been carried out with #pproach, three remarkable aspects are

frequently neglected:

- The effect of the wool, often included in theseides.

- The requirement of minimizing the back pressurertedewhen the exhausted gases
flow thorough the muffler.

- The presence of leakages between the three charfiheesto the manufacturing
process or to baffle holes).

In this work, all these aspect are taken into astou
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5.4.11DTL AND PRESSURE DROP DATA

Since the 1D muffler analyses, performed on thérfedl schematization” and shown in
the paragraph 5.3, have been experimentally valitjat the muffler schematizations utilized
in the two optimization processes are obtained doyveniently modifying the geometrical
data of this refined model. At each simulation Theis calculated and averaged in a certain
frequency range. The first optimization is focusedly on the acoustical muffler
performances, and the TL is calculated and averag#te 100-800 Hz frequency range, i.e.
the plane wave region for the considered geomdtrythis way, the objective function is
defined as:

1 (2]
1 J,, TLCE)df (5.4.1)

TL,, = f
where f, fi and TL) are respectively the frequencies of 100Hz, 800k the function
transmission loss.

In the second optimization, also fluid-dynamic bgbais accounted: the Td,, when
fi=400 Hz and;£100 Hz, and the pressure drop across the mufthemva 29 m/s mean flow

is imposed at inlet.

5.4 2M UFFLER OPERATING CONDITIONS

The above mentioned values of the imposed mean \fidacity and of the investigated
frequency range in the second optimization procems,be easily explained considering the
coupling of the muffler with an ICE. The muffler der investigation, in fact, is designed to
equip small car engines, and one of the two opttion procedures shown in the next

paragraph has been carried out considering thewol engine characteristics and operating

conditions:
STROKES 4
NUMBER OF CYLINDER 4
DISPLACEMENT (V) 1 LITRE
LoAD WIDE OPEN THROTTLE
REGIME 3500rRPM
VOLUMETRIC EFFICIENCY(A) 0.75
MEAN GAS TEMPERATURE IN THE MUFFLER 473K

Table 5.4.1 — Engine characteristics and operatingnditions

The fundamental frequency of agrcylinders engine isdg
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rpm

FO = ncyl E

(5.4.2)
were rpm are the engine revolutions per minute,sagadual to 1 or 2 for a 2 stroke or a 4
stroke engine respectively. For a four stroke 4ndg@r engine, it corresponds to the second
engine order frequency, where the -k engine ongeguency is defined as

rpm

F =k /Pm 5.4.3
o= K60 (5.4.3)

This frequency and its entire multiplies detect itin@st critical acoustic conditions due to
the discharging process. For the engine in Tabld,3»=117Hz . Moreover, the mass flow

rate discharged by a 4 stroke 4 cylinder engine is:

m=Y [rpm(A (5.4.4)
6C

For the investigated case,= 0.002188 rs. Considering a 31mm diameter inlet muffler
cross section, a 29m/s mean flow velocity is oladin

For these reasons, in order to optimize the acoastd fluid-dynamic behaviour of the
muffler when coupled with the above engine, a 29mmWsan flow velocity at 473K
temperature is imposed at inlet. In these conditidhe pressure drop is calculated, and the
TL is carried out in 100-400Hz frequency range.sTlaiter has been selected in order to take
into account the™, 4" and & engine order frequencies at 3500rpm (117, 2333&tdHz

respectively), which are usually the most critioaés for these kind of problems.

5.4 . 30PTIMIZATION PROCEDURE

In this work, the two mentioned optimization progess have been implemented through
the use of an external optimizer (ModeFRONTIER coupled with the 1D solver

GTPowe™ and two MatlaB" routines.

211



Chapter 5 — Acoustic and Fluid-Dynamic Optimization

The BEM 3D approach can be also utilized to optertize muffler geometry, when an
automatic mesh generator is coupled to the solvéhe optimization process. Anyway, the
3D calculations are much more time consuming tienliD ones. Moreover the BE solver
utilized in the previous works, does not take iatwount the presence of flow and it is not
suitable to evaluate the pressure drop. For tlaisam, in optimization procedure presented in
this work, the 1D approach has been preferred.

In both procedures, the optimized parameters agestime, and listed in table 5.4.lI
together with their initial value and their randevariability. Briefly, ten independent degrees
of freedom have been considered, including thetlengf the three inner chambers, the tube
diameters and the tube ending section diametexsyumber and the diameter of the holes on
perforate tubes, and the extension of the perfdratea on tubes. In Figure 5.4.1 a sketch of
the initial configuration including small orificesn baffles, tube perforations and final end
tube constriction, are depicted in order to clarifile meaning of the above mentioned
parameters. a, b, and ¢ parameters obviously totestivo degrees of freedom, since their
sum must be equal to the total muffler length. iGeifdiameters on the baffles, wool quantity
and characteristics are not “parameterized” sinbey trespectively depend on the

manufacturing process and on initial design choices

Parameter name Meaning Initial value Range of varibility
a Length of the $L.chamber 110mm 60mm;110mm;155mm
b Length of the 90mm 50mm;95mm;140mm;190mm
chamber
c Length of the § 103mm Depending on a, b and total
chamber muffler length
Diube Tubes diameter 37mm [29mm:45mm] step 2mm
Deng Tubes ending section 15mm [LOmm:20mm] step 2mm
diameter
Dpor Holes diameter of 3mm [2.4mm:3.6mm] step 0.15mm
perforates
DSioles Number of holes per 10.28 [2.8:19.7] step 0.92
10mm perforated tube
L1 10mm [Omm:75mm] step 5mm
L2 20 [0Omm:95] step 5mm
L3 Non-perforated lengths 40 [Omm:70mm] step 5mm
L4 on tube 10 [Omm:75mm] step 5mm

Table 5.4.11 — List of the parameters to optimiZzecluding their initial values and the
variability range
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Figure 5.4.1 — Sketch of the initial configuratiomcluding parameters to optimize

The logical development of the two above mentiooptimization problems within the
ModeFRONTIER™ environment are explained in FigueZa and 2b respectively
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Figure 5.4.2 — Workflows of the optimization pri@ms developed in ModeFRONTIER

environment. a) single objective, b) double objeetproblem
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In order to couple the 1D software with the extematimizer, two Matlab" routines
have been implemented: once a set of values afdhsidered parameters has been chosen by
the optimizer, the first routine checks the conguageof a, b, ¢, L3 and L4 in order to avoid
unrealistic conditions. These latter might occuewlthe total chamber length (a+b+c) or total
tube lengths (due to L3 and L4 dimensions) aredrighan the muffler length (303mm). In
this case, a proper flag kills the simulation arglieceeding set of dimensions is provided by
the optimizer.

The first routine has also been programmed to aatioally vary the 1D muffler
discretization according to the data sets proviaethe optimizer. In fact, GTPower is able to
parameterize the hole diameters and the physita@bges of 1D and OD elements, whereas
the number, the geometrical position and the type¢he elements are fixed for a given
schematization. Hence, once a selected set of vadaasfies the congruence check, the
optimizer can directly act on tha g Deng Dnoles Dpor, DSholes but it cannot act on the baffles
position nor on the extension of the perforatedasrdn order to overcome this issue a
discretization of a generic muffler with entirelerforated tubes and with baffles at each
discrete value of a, b and c, is utilized. Thisrh$ization is represented in Figure 8. Since the
perforates are discretized by a certain numbebdéiD elements (representing the portions of
tube) connected to a certain number of 0D elemg@usstituting the holes), the Mat/ab
routine simply deactivates, if needed, a certaimimer of holes. This number, obviously,
depends on dimensions of L1, L2, L5, L6. Contrasyithe [, value is imposed to the hole

diameters wherever the perforations are simulated.

60mm 50mrr* 45min 45 5oHPm 53mm
VRN PR < > Ye—»

Figure 5.4.3 — Sketch of the generic muffler cogtiration including baffles at each

position and entirely perforated tubes.

Similarly, according to the imposed values of aard c, the routine deactivate not

required baffles by simply imposing a continuitynddgion across themselves.
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After the 1D analysis has been performed on thainét model, a second Matfdb
routine is utilized to evaluate the AL and theAp starting for the data provided by
GTPowef™,

To solve the above problem, the MOGA-II algorithsnutilized in both optimizations,
belonging to the category of genetic algorithms].[2@ a genetic algorithm, a population of
strings (called chromosomes or the genotype of gaerome), which encode candidate
solutions (called individuals, creatures, or phgpes) to an optimization problem, evolves
toward better solutions. Traditionally, solutiorre aepresented in binary as strings of Os and
1s, but other encodings are also possible.

The main property that makes these genetic repiasams convenient is that their parts
are easily aligned due to their fixed size, whiatilftates simple crossover operations.

The evolution usually starts from a population ahdomly generated individuals and
happens in generations. In each generation, thesBtof every individual in the population is
evaluated, multiple individuals are stochasticalyected from the current population (based
on their fitness), and modified (recombined andsfmg randomly mutated) to form a new
population. The new population is then used inniet iteration of the algorithm. Commonly,
the algorithm terminates when either a maximum rnemadb generations has been produced,

or a satisfactory fitness level has been reacheth&population.

5.4.4RESULTS

In Figure 5.4.4, an history chart of the first opiation process is plotted. The initial
configuration has been chosen as first individuiathe first considered generation. The
calculated Tly of the initial configuration is about 35dB.

The optimization process converges towardgyTalues of about 40 dB after about 700
generated designs. In Table 5.4.1ll the geometritath and the T4y of the initial and

optimal muffler configurations are summarized.
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Figure 5.4.4 — History chart of the optimizatiorrgcess.

In Figure 5.4.5a the best muffler configuratiorpistted and in Figure 5.4.5b the TL of

the initial and the best configurations are dispthyand overlapped. It is clearly noticeable

that up to 400 Hz there is no improvement in teoh3L. This is mainly due to the total

volume of the muffler, which has been imposed tacbestant, and to the absence of mean

flow, which can

positively affect the TL at low freencies. Indeed from 400 up to 800 Hz the

silencer behavior improves even more than 10 dBal#s/e mentioned, since at frequencies

higher than 800Hz the utilized approach for thesmbgred geometry is not reliable, the

analysis has been limited up to 800Hz and the wamgeof the TL curve above this

frequency has no physical meanings.

Configuration| a b c Dube | Dend |Dpor | DSholes| L1 L2 L3 L4 TLay
(mm) | (mm) | (mm)| (mm) | (mm) | (mm) | (mm) | (mm) | (mm) | (mm) | (mm) | (dB)

Initial 110 | 110 | 103 | 37 20 3 10.28 10 20 40 1d 35

No mean

flow

Optimal 60 140 | 103 | 29 12 24| 6.06] 5 40 55 15 40

No mean

flow

Table 5.4.111 — List of the muffler parameters and@L sy for the initial and optimal

configurations.
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Figure 5.4.5 — a) Optimized shape configurationb}-TL curve of initial and optimized

geometry.

A parallel coordinates diagram including the ohbjextfunction (TLay) and the possible
values of the considered design parameters, istezpm Figure 10. Since the Tl.range has
been limited to a short range of best values (40.@- dB), a set of best parameter
combinations is selected. It is clearly noticedhk all the best solutions are characterized by
a=60mm and b=140mm, by the smallest possible tidnaeter (29mm), by small values of
hole diameters on perforates (2.4-2.9mm), of Ld b#, and a fixed value of L2 (40mm).
Values 1,2,3 of a parameter in the diagrams resdetmean 60, 110, 155mm. Values 1,2,3
and 4 of b parameter state respectively 50, 95, 190mm when a=60mm, and 45, 90,

140mm when a=110mm or a=155mm (see Figure 8).
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Figure 5.4.6 —Parallel coordinates diagram with Tay values limited at 40-40.4 dB

range.

As previously said, also a Ilti- objective optimization procedure has been impleext
aiming to maximize the muffler TL and minimizingetiexerted pressure loss. For this typ
problems, a multiplicity of solutions is expectdmtlonging to the <«called Pareto frontier
[21].

TLav andAp of the performed simulations are depicted indtatter diagram of Figui
5.4.7, where also the Pareto frontier is highlightedr &Bcselected value afp, the muffler
configuration detected by the design point locadedthis curve and with abssa Ap, is
characterized by having the highestay possible. Conversely, for a chosenay, the
muffler configuration which provides the lowesp possible, can be easily detected on

Pareto curve.

218



Chapter 5 — Acoustic and Fluid-Dynamic Optimization
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Figure 5.4.7 — Scatter diagram of the optimizatipnocess.

Together with the initial configuration results, il provides Tlay=24 dB andAp=50
mbar, other designs (solutions) are highlightethensame figure.

Solution 2045 has the same AlLof the initial configuration, but the lowe&p possible
(21 mbar), whereas Solution 1956 has the samef the initial muffler but the highest K.
possible (32 dB), whereas. Solution 826 represantade-off between a high TL and a low
pressure drop: TAy=32 dB andAp=34 mbar. The TL curves due to the initial confegion
and the above solutions is plotted in Figure 5.4I8e main geometrical data and
acoustic/fluid-dynamic performances are listed al€ 5.4.1V.

It is clearly noticeable that all the selected sohs are characterized by having the
central inner muffler chamber smaller and the thitchmber bigger than the ones. The
increasing of this volume produces definitely a imiprovement at low frequencies (where
the optimization is focused on). Moreover, in &k tselected solutions, the perforated areas
have the almost always the maximum extension (whiehns small L1, L2, L3) and medium
diameters (around 3mm). This implies an increasirtye transfer area between the tubes and
the chambers (and the other way round). Anywayhtile diameters are chosen large enough
to do not affect too much the discharge coefficieftthe crossing flow. Both things
contribute to decrease the pressure drop. Constygubase kinds of configurations have
definitely to be preferred since they positivelyeat the muffler behavior in both terms of

acoustic and fluid-dynamic performances.
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Figure 5.4.8 — TL diagram of the initial configuron, of solutions 2045, 1956 and 826.
Configuration | a b c Dibe |Dend | Dpor | DSholes| L1 L2 L3 L4 TLav | AP
(mm) | (mm) | (mm)| (mm) | (mm)| (mm)| (mm) | (mm)|(mm)|(mm)|(mm)]|(dB) | (mbar)

Initial 110 110 | 103 | 37 20 3 10.28 10 20 40 14 24 50
29m/s mean

flow

Solution 2045|110 45 148 | 33 10 3.13 886/ O 0 95 0 24 21
29m/s mean

flow

Solution 1956| 110 45 148 | 31 14 2.8 9.8 0 15 106 10 33 50
29m/s mean

flow

Solution 826 | 110 45 148 | 33 16 3.1 886 O 15 95 0 3( 34
29m/s mean

flow

Table 5.4.1V — List of the muffler geometrical datnd performances for initial
configuration and examined solutions.

5.4.5CONCLUSIONS

In this paragraph two optimization procedures aesgnted. They are based on a genetic
algorithm, aimed to improve acoustic and fluid-dyma performances of a two tube-three
chamber perforated commercial muffler.

The first procedure is single-objective, and focus® the maximization of the TL,
averaged in 100-800 Hz frequency range. The seomedis double-objective, aiming to
maximize the TL and minimize the back pressure tegewhen the exhausted gases flow
thorough the muffler. In the latter case, the ingabmean flow is equal to 29m/s, and the TL

Is averaged in 100-400 Hz and. The velocity has lvaéculated by considering the operating
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condition of the engine the muffler is coupled dod the selected frequency range has been
chosen to take into account the frequencies of2tieg 3rd, 4th engine orders in the same
operating conditions.

The presence of the insulating inner wool has lweesidered too, together with a certain
number of perforations on the baffles, which acea#ly connect the volumes of the inner
chambers.

TL and pressure drop analyses of the investigatefflean have been performed by using
a 1D solver, and experimentally validated in certeonditions (zero, 20 and a 40m/s mean
flow, at 293, 383 and 378K respectively).

Even though, in this optimization procedure, orlg wvalidated 1D approach has been
utilized, TL analyses of the investigated muffterve been performed, in absence of mean
flow, also by using a 3D BEM solver. This latter fact, can be also utilized to optimize the
muffler geometry, when an automatic mesh gener&ocoupled to the solver in the
optimization process. Anyway, the 3D calculations much more time consuming than the
1D ones. Moreover the utilized BE solver does akétinto account the presence of flow and
it is not suitable to evaluate the pressure drayp.tRis reason, in this work the 1D approach
has been preferred.

The obtained results demonstrate that, in ordena&imize the TL in absence of mean
flow, the best solutions are obtained by choodiggléngth of the central chamber bigger than
the original one, the smallest possible tube diametmall values of hole diameters on
perforates, of L1 and L4, and a fixed value of L&.the best solution there is no
improvement, in terms of TL, up to 400 Hz. Indeedni 400 up to 800 Hz the silencer
behavior improves even more than 10 dB.

Three different solutions have been selected oiPtireto curve carried out by the double
objective optimization. The first one has the sareaverage of the initial configuration, but
the lowestAp possible. The second one has the samef the initial muffler but the highest
TLav possible. Eventually the third one representsadetoff between a high TL and a low
pressure drop.. All of these three cases soluaoasharacterized by having the central inner
muffler chamber smaller and the third chamber higlgen the ones of the initial design. The
increasing of a volume produces definitely a TL royg@ment at low frequencies (where the
optimization is focused on). Moreover, in all trdested solutions, the perforated areas have
the almost always the maximum extension (which mesmall L1, L2, L3) and medium

diameters (around 3mm). Both things contribute ¢oréase the pressure drop by increasing
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the transfer area between the tubes and the chapdret by imposing perforation diameters
large enough to do not worsen the discharge cosftiof the crossing flow.
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Conclusions and future research

Numerical simulations of acoustic and fluid-dynanperformances of automotive
silencers have been carried out and included & ttinesis. The results, obtained by using
different methodologies, have been experimentadlydated and an optimization procedure
has been proposed to improve the silencer desiga.nfain contributions of the thesis have

been published in 5 papers, and summarized below:

Paper 1 The noise attenuation characteristics of a memdgtive three pass perforated
muffler with final end resonator have been investgl, in terms of transmission loss, using a
non-linear one-dimensional (1D) time domain appinoacd a linear three dimensional (3D)
boundary element method (BEM). As expected, thainbd results agree in plane wave
region, i.e. at low frequency, whereas at higheqgdiency the multi dimensional approach
better reproduce the TL trend. Increasing the fl@mperature, the TL curve stretches
towards the high frequency and the reliability @f fesults is extended. Moreover, the 1D

approach has also given reliable results when anril@a is imposed.

Paper 2 and 3 Pros and cons of using the above methods have dedyzed, in terms
of accuracy, computing time and problem formulatigrsimulating the behavior of a merely
reactive two tubes cross-flow muffler. In partiauthe 1D approach has been proved to
efficiently reproduce the presence of a mean fldwpugh very fast simulations. On the
contrary, the BEM simulations are much more timestwning and are limited to the no mean
flow case. On the other hand, with a combined 3IMFEEM approach it is possible to
account the effects of the structure flexibility.this way, several resonance frequencies have
been highlighted, where fluid-structure iteratiogsze important contributions to the
attenuation curve. Moreover, the BEM is able tootegose the noise radiated by the outlet
muffler into the wave contributions directly comifigm the outlet, coming from external

reflections, and coming from the surface vibrations

Paper 4 1D and 3D BEM models, utilized in the previousrkdor simulating the
acoustical behaviour of a commercial silencer, hasen improved validated, and extended
by including wool effects. The analyses, in terrhransmission loss and pressure drop, have

been carried out at different mean flow velocitiesth and without the presence of inner
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absorbing material. It has been noticed that, ateusicoustic simulations of a commercial
low-cost device, require a detailed description atif the apparently minor geometrical
elements. In fact, weldings and strength surfaoegpling, mainly due to the manufacturing
process, may determine the presence of leakagesdretthe chambers. They have been
found to remarkably affect the acoustical behaviaanstituting an acoustic connection
between the muffler cavities. 1D calculations, iegrrout with the presence of an imposed
mean flow, have allowed to obtain very accuraterimiation about the back pressure exerted
by the muffler when a mean flow is imposed. Thespnee of an insulating material has been
found to produce a smoother TL profile across athtoand frequency range, while, however,
determining a non-negligible increase of pressossds.

Paper 5 A new optimization procedure, based on a geradtjorithm coupled to a 1D
solver by means of a number of matching routines, been developed and discussed. Two
optimized designs have been carried out: the @rst gives a muffler configuration with
maximized TL. The second one constitutes the bbadebff between high TL and low back
pressure when the presence of exhausted gas $lcacdounted. In the former case the
maximum TL increasing is more than 20 dB around H20In the latter case, the average TL

improves of 25% and the pressure losses decré828©

In the last three decades, acoustics of internadbcstion engine mufflers has been
object of a number of interesting studies. In fdespite their apparent simplicity, the physics
involved in the functioning of these devices isremtely complex. The description of their
acoustic behavior has always been a challenging fias acousticians, and nowadays
mufflers constitute a demanding test bench for mamyerical simulation methodologies.
Quasi 3Dmethods are giving promising results in this fiedohce they are more efficient, in
expansion chamber simulations, than merely 1D aubres, preserving the advantage of
being faster than the 3D methods. Anyway, the gé&acaé constraints due to the available
space on car compartment for setting up the msffienplies very complex external shapes.
In this case, the approach cannot be 1D nor quasiaBd further improvements of 3D
simulations are desirable. In fact, 3D BEM acoustitvers are often unable to take into
account the presence of a mean flow, and the sewpireal models utilized to simulate
perforate tubes can be definitely improved. FEMwations are able to account the presence

of a mean flow but the problem is still largely esolved with perforates.
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Nowadays, despite of the difficulties in describimgsimulating complex mufflers, the
achieved levels of attenuations are remarkablauihor’'s opinion modern targets are the
design optimizations, aimed not only to achievedyatienuation characteristics , but also to
preserve very low back pressure levels, in orderethuce the engine consumption and to
increase the output power. Moreover, especiallijnatorbike applications, the target is often
an enjoyable exhaust noise. In order to accomplish these remeénts, more efficient
optimization procedures must be developed. In fH#ue, overall analysis would require
efficient interaction among an external optimizem engine simulator (e.g. based on a 1D
approach), a complete acoustic model, and an atiowrehape modeler. Especially for
industrial application, this is probably the moderesting and attractive goal.
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