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Abstract

The aim of this thesis was to realize superconducting quantum bits by using novel

fabrication techniques and materials in order to enhance the coherence time of the

former devices. For the system to be studied we chose the flux-biased phase qubit,

which consists of a Josephson junction integrated in a superconducting loop. This

qubit realization has some advantages, which make it an ideal test-bed for different

fabrication technologies and materials. Relatively large Josephson junctions can be

used in the phase qubit realization, which are easy to be fabricated by using standard

lithographic technology with the flexibility of employing various fabrication techniques

and materials.

The coherence of current-generation of superconducting qubits seems to be limited

by intrinsic sources of noise and energy loss, related to materials’ defects (two-level

systems, TLSs) on the surfaces and interfaces of the superconducting films, and in

the bulk of the dielectric films used for the microelectronic realization of the circuits.

For this reason, we aimed our research activities on the realization of low loss

dielectrics (a-Si:H), on its integration with Josephson junction technologies, on the

protection of the superconducting films’ surfaces from unwanted contamination, and

on the optimization of the circuit design and fabrication processes.



Chapter 1

Quantum Computation: An

introduction

A simplified view of the history of computing shows that computing was thought of

mainly as mental processes in the 19th century; it was then thought of mainly as

machine processes in the 20th century, and it is now thought of mainly as Nature

processes in the 21st century.

A calculus process is, in fact, essentially a physical process, which can be exe-

cuted on a hardware (no matter if mechanical, electronic or biological) and which

obeys to certain physical laws. The classical computation theory is based on the

abstract Turing Universal Machine, introduced by Alan Turing in 1936 and succes-

sively elaborated by John von Neumann in the years Forty. The principles and the

functioning rule-set of the original Turing Universal Machine, representing an ideal

mechanical device which computes in accordance to the laws of classical physics, are

still the basic ones that govern even the most sophisticated computing technologies

known nowadays.

In 1965, shortly after the advent of the integrated circuits (the hardware of modern

1
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calculus tools), Intel Chairman Gordon Moore predicted that the number of transis-

tors on a chip would double approximately every two years. Since the introduction of

”Moore’s Law”, there have been two constants: predictions that the end of Moore’s

Law is just around the corner, and the semiconductor industry proving those predic-

tions to be wrong by producing ever smaller transistors. Presently, there are three

fundamental approaches which could in principle be pursued in order to increase the

computational speed of a physical computing system: traditional transistor comput-

ing, molecular computing, and quantum computing.

The traditional approach has been to push microelectronic-transistor sizes to

smaller and smaller gate-length scales. Current generation of Intel Tri-Gate tran-

sistor has gate lengths of 22 nm [102]; next generation Si CMOS (Complementary

Metal-Oxide-Semiconductor) n-gate lengths will soon migrate to less than 10 nm.

None the less, few would argue that the present astonishing rate of progress in com-

puter speed and power can continue forever without major enhancements in fabrica-

tion technology. Multiple revolutionary developments in integrated circuit technology

will be needed to maintain the present rate of growth of computational power in the

next decade. The microelectronics industry faces several engineering obstacles as it

continues to minimize device dimensions. Most importantly, reducing feature sizes

presents an obstacle of a fundamental nature; classical physics-rules can not cor-

rectly describe the behavior of an electronic system as the device lengths shrink to

near atomic scales. At these dimensions, the world of quantum mechanics begins to

emerge as an unavoidable problem, and such an electronic system starts to behave

quantum-mechanically.

Ideas and inspiration coming from the observation of the natural world had always

represented an unvaluable tool, both in science and in computing, to find new solu-

tions. For example, there have been many attempts in order to understand, mimic

and harness the information-processing tools and power of the brain. Already finite

automata have been developed as an abstraction of neuron activities, while neural
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networks represent another model inspired by the brain; information processing of ge-

netic mechanisms is a further source of inspiration. All these attempts are of interest

and importance.

In accordance with the modern knowledge of Nature, it is possible to conclude

that two radical approaches are the only feasible ways to increasing computational

speed: molecular computing, based on the parallel time-evolution of huge number of

suitably prepared and controlled molecules (such as DNA or organic solutions), and

quantum computing, which relies inherently on the physical principles of quantum

mechanics, namely superposition, interference, and entanglement.

Our world is, at least for our most accurate experimental observations, a quantum

mechanical one. It is therefore natural, necessary, interesting, and important to

explore the foundations and potentials of quantum-information processing. At the

same time, the technologies and methods that allow the experimental realization of

quantum-information processing systems should be explored.

Quantum computing is a very new, fascinating, promising, and puzzling scientific

adventure, in which two of the most significant developments in science and technol-

ogy of the 20th century, quantum mechanics and informatics, merge and mutually

influence each other. An adventure, that may lead not only to the computer revolu-

tion, but also to a new scientific and technological basis for information processing in

the 21st century.

A quantum bit, or qubit, is a quantum two-level system which can be in the two

states |0〉 and |1〉, just as a classical bit can be in the two states 0 and 1 [168]. The

difference between bits and qubits is that a qubit can be in a state other than |0〉 or

|1〉: it is possible to form a linear combination of states, called superposition

|Ψ〉 = α|0〉+ β|1〉 (1.0.1)

The numbers α and β are complex numbers, so that the state of a qubit is a vector

in a complex vector space. The special states |0〉 and |1〉 are known as computational
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basis states and form an orthonormal basis for this space (as visible from he Bloch-

sphere representation of Fig. 2.1).

At the heart of quantum information processing lies quantum-mechanical entan-

glement. This property can be summarized by the idea that entangled objects are

such that the state of one part of the system cannot be described in the absence of

knowledge of the other parts. These linkages allow the phase space of available states

in a quantum computer to grow exponentially without a similar growth in computing

resources.

The first suggestions to exploit quantum mechanics in a (partially abstract) cal-

culus device are due to P. Beinhoff in 1980, and to his speculations on the Reversible

Turing Machine: a computation can always be executed backwards, so that it is pos-

sible to get to the initial state running back through the intermediate computational

steps. Subsequently, R. Feynmann [76] demonstrated that no classic Turing Machine

is capable of simulating certain physical (quantum) phenomena without incurring in

an exponential decrease of its performances. On the contrary, Feynmann proposed

that an Universal Quantum Simulator could perform such a simulation in a perfectly

efficient way. In 1985 D. Deutsch [57] formalized these ideas in his Universal Quan-

tum Turing Machine, representing the abstract model on which the modern theory

of quantum computing is based.

However, it is only when practical quantum algorithms were proposed that the

official scientific interest focused on quantum possibilities and on the reviewed notion

of tractability in the field of computational complexity. In fact, the attraction of

quantum computation lies in the existence of quantum algorithms that are in some

cases exponentially faster than their best known classical equivalents.

Most famous are Shor’s factoring algorithm [206] and Grovers’ search algorithm

[90], demonstrating respectively that classically intractable problems (as number fac-

torization) can be efficiently solved in a polynomial time, and that new and faster

search algorithm schemes are possible. There has also been extensive work on the use

of a quantum computer to simulate quantum physics [76, 137, 27, 215, 33], to execute
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adiabatic algorithms [73, 38, 12] and quantum algorithms for differential equations

[222], to find eigenvalues [2, 105], to perform numerical integration [3] and various

problems in group theory [114, 159, 75] and knot theory [221, 252].

Since then, enormous efforts have been done towards the physical realization of

such algorithms in a quantum-hardware based device, but only with very little and

non scalable results. The technological challenge is still open and with no particular

favorites.

D. P. DiVincenzo [61] clearly elucidated five criteria which must be satisfied by

any quantum hardware in order to perform a useful quantum computation:

1. qubits should be clearly identifiable (constituting an enumerable Hilbert space)

and it should be possible to scale them up in number;

2. it should be possible to initialize the state of the qubits to a simple fiducial

state such as |0000...0〉 (e.g. the ability to prepare them in their thermal ground

state);

3. the qubits should have long relevant decoherence times, much longer than the

gate-operation time, so that error correction techniques may be used in a fault

tolerant manner (an approximate benchmark is a fidelity loss of 10−4 per ele-

mentary quantum-gate operation);

4. it should be possible to realize a universal set of quantum gates through the

accurate control of the system’s Hamiltonian, and thus to efficiently couple the

qubits;

5. it should be possible to perform quantum measurements of the qubit state, in

order to obtain the result of the computation.

Any candidates for quantum computing hardware should be assessed against the

above DiVincenzo’s checklist.
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Figure 1.1: Various realization of quantum bits: (left) nuclear spins of molecules in
solution (NMR) [229]; (center) trapped ions [43]; (right) electronic spin in quantum
dots [106].

Over the last two decades, a number of two-level systems have been examined

(theoretically and/or experimentally) as candidates for qubits and quantum comput-

ing. These include nuclear spins of molecules in solution (NMR) [83, 48, 229] (Fig.

1.1, left) or in solid state [110], ions in an electromagnetic trap [43, 42, 156] (Fig. 1.1,

center), atoms in beams interacting with cavities at optical [113] or microwave fre-

quencies (Cavity QED)[93], states of electrons on superfluid helium [187], linear and

non-linear optics with single photons, quantum-Hall systems [190] , and electronic

[66] and spin states in quantum dots [139] (Fig. 1.1, right).

There are also macroscopic solid state implementations, such as flux states of

superconducting circuits [26, 157, 78, 87], charge (single Cooper pair) states of sub-

micrometric Josephson junctions [205, 164], phase states across a Josephson junction

[149], and hybrid combination of the former such as the quantronium [237], fluxonium

[143] and transmon [115].

Table 1.2 shows a comparison of the current performance of various qubit imple-

mentations. All these systems score well on some aspects of the DiVincenzo’s check-

list; however, some open questions remain. In fact, each physical system considered

has its inherent advantages and disadvantages.

Usually, atomic, molecular, and optical (AMO) architectures are thought to be

more easily isolated from their environment, in such a way to preserve their quantum
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Figure 1.2: Comparison of the current performance of various qubits, both from AMO
(Atomic, molecular, and optical) and solid-state implementations. The approximate
resonant frequency of each qubit is listed as ω0/2π; this is not necessarily the speed of
operation, but sets a limit for defining the phase of a single qubit. Therefore, Q = ω0T2

is a very rough quality factor, where T2 is the qubit’s dephasing time introduced in
chapter 2. Benchmarking values show approximate error rates for single- or multi-
qubit gates. Values marked with ∗ are found by state tomography, and give the
departure of the fidelity from 100%. Values marked with † are found with randomized
benchmarking. Other values are rough experimental gate-error estimates. Figure
from arXiv:1009.2267.
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state for longer time, but they lack of the possibility to scale up the interacting-qubit

number without a tremendous technological effort.

Rather than relying on fundamental, naturally-occurring quantum systems such

as spins, atoms, or photons, superconducting qubits are engineered circuits that con-

sist of macroscopic objects (constituted of hundreds of trillions of atoms and visible

with naked eyes), but that exhibit collective quantum behavior which makes them

usable as qubits. The two key features are the superconductivity, which is a collec-

tive quantum behavior of many electrons that allows the entire circuit to be treated

quantum mechanically, and the Josephson effect, which gives the strong nonlinearity

required to make an effective two-level system (or qubit).

However, macroscopic objects have a large number of internal degrees of freedom,

therefore making it difficult to preserve the coherence of the quantum system.

As will be shown in details in chapter 2, one of the greatest technical challenges

to be overcome in realizing a quantum computer is the preservation of quantum

coherence during the computation process; interaction with any external system or

environment destroys this coherence.

The major problem of large scale quantum circuits is the interaction of the sur-

rounding environment with the quantum components, leading to irreversible loss of

information (its uncontrolled transfer to the environment), this process is called de-

coherence.

It is generally accepted that at least 104 gate operations must be completed before

the effects of decoherence become significant for an error-free quantum computer [62].

This constraint is driving research efforts in Josephson junction devices in order to

increase the coherence time by investigating both the environmental noise and the

intrinsic noise in the quantum system. Although the time over which the coherence

can be maintained is at present relatively short ( ∼ 10 ns - 60 µs) for such devices,

the present research in the materials field (see chapter 3 appears to be promising for

longer coherence times.

It is hard to foresee exactly where the research and development in quantum
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computing will take us. However, we can safely say that something important will

come out and that quantum computing is a challenge not only for informatics and

physics - both theoretical and experimental - but also for science in general, for

technology and society.

For informatics as a science, quantum computing may bring the most radical

change in its main research aims, scope and paradigms. Indeed, so far informatics

has been developed, largely, with the global aims of serving current and foreseeable

information-processing technology. Quantum computing (and molecular computing)

is perhaps the first significant challenge, chance, and necessity for informatics to free

itself from this short-term role of servant of technology, and to start to concentrate

more on its most basic long-term aims: to study the laws and limitations of the

information processing world, to contribute to the development of new global theories

and to deepen our understanding of various worlds, for example physical, biological,

and chemical.

For informatics as a technology, the development of quantum-information process-

ing technologies can make a revolutionary contribution to the capacity and security

of information processing and communication systems. For theoretical physics, quan-

tum computing can be seen as a new challenge and also as an important new source

of aims, stimuli, scientific methods, and paradigms for dealing with the most basic

problems of quantum theory. It also brings an opportunity to understanding more

the role of information as an important resource and fundamental concept in physics

and for the understanding of the physical world.

For experimental physics, especially for solid state physics and quantum optics,

large needs of quantum computing in order to store, communicate, and process quan-

tum information faithfully bring radically new challenges of astounding complexity

and importance.

As a last remark, for me as an ICT engineer (and soon as a physics/engineering

PhD) quantum computing offers new approaches to overcome classic informational

limits in communication, processing, information security, and it is not so far the day
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in which Quantum Engineers will ordinarily manipulate quantum state of suitable

devices.

The research activity of my thesis is devoted to the investigation of different

materials and technological aspects of the decoherence phenomenon in the field of

superconducting quantum bits.

1.1 Superconducting Quantum Bits

Superconducting circuits based on Josephson tunnel junctions are regarded as one

of the most promising approaches for the development of quantum computing [26,

142]. As was found over the past twenty years, these circuits exhibit macroscopic

quantum phenomena such as Macroscopic Quantum Tunnelling (MQT) [241, 59],

energy level quantization [150], and resonant and photon-assisted [196] tunnelling

between quantum states.

Recent successes with superconducting qubits have enhanced the feasibility of

implementing quantum computing with Josephson devices. Within the past few years,

the observation of a superposition of macroscopic quantum states [78, 230] and of time

domain coherent oscillations between quantum states [164, 162, 255, 237, 145, 39] has

been reported in such devices.

The phase qubit has attracted significant interest because coupled phase qubits

have been measured simultaneously [152], and quantum conditional-gates have been

successfully realized leading to the demonstration of two-qubit algorithms with a

superconducting quantum processor: Grover’s search and Deutsch-Jozsa’s quantum

algorithms have been executed for the first time on a quantum hardware [60]. More-

over, quantum von Neumann architecture was fully implemented by means of a su-

perconducting circuit, made of two phase qubits coupled through a quantum bus,

two quantum memories, and two zeroing registers; two vital algorithms for quantum

computing were executed: the quantum Fourier transform, with 66 % process fidelity,
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Figure 1.3: The main types of superconducting quantum bits and the their relative
computational basis (the |0〉 and |1〉 states) arising from the quantized energy-levels in
their potential-energy landscape. (left) Charge qubit (Chalmers University, Sweden);
(center) Flux qubit (Delft University, Holland); Phase qubit (UCSB, California).

and the three-qubit Toffoli OR phase gate, with 98 % phase fidelity [144]. Finally, re-

cent advances in superconducting amplifiers have enabled high-fidelity measurement

of the quantum state of a qubit, taking the first steps toward quantum-feedback.

As an application of qubits to fundamental physics, recent experiments could

indeed address important questions in quantum mechanics: the extension of quantum

entanglement from the microscopic to the macroscopic world, and the location and

nature of the limit between the quantum and classical worlds. For instance, the

accurate measurement of the correlations between two coupled qubits demonstrated

the violation of Bell’s inequalities [7], and showed that the collective variables of a

macroscopic superconducting phase qubit circuits closely follow the predictions of

quantum mechanics.

The major advantages of using Josephson junction devices as qubits are as follows:

• Relatively easiness of being measured, due to inherent macroscopic quantum

nature of superconductivity

• Strong interaction with the wires of an electrical circuit, making possible their



12

integration with fast control and readout possible (microwave resonators, Rapid

Single Flux Quantum circuits)

• Low dissipation of the circuits due to superconducting elements

• Reproducibility of identical sub-micrometric qubits is feasible by using the state

of art lithographic technology

• The integration of large number of on-chip, widely separated, qubits, with tun-

able inter-qubit coupling and individual qubit addressing

The basic component of all superconducting devices considered for quantum com-

puting is the Josephson junction. Being nonlinear, it is the fundamental circuit

element that is needed for the appearance of usable qubit states. In contrast, linear

circuit elements, such as capacitors and inductors, can form low-dissipation supercon-

ducting resonators, but are unusable for qubits because the energy-level spacings are

degenerate. The nonlinearity of the Josephson inductance breaks the degeneracy of

the energy-level spacings, allowing the dynamics of the system to be restricted to only

the two qubit states. The Josephson junction is a unique nonlinear element because

it combines negligible dissipation with extremely large nonlinearity: the change of

the qubit state by the energy of a single photon can modify the junction inductance

by an order of magnitude.

The superconducting tunnel junction consists of two superconductors separated

by a thin insulating barrier. In the vast majority of superconducting qubit realized up

to date, the superconductors are fabricated either from sputter-deposited niobium or

from evaporated aluminum, and the Josephson junction barrier is formed by thermal

oxidation of an aluminum layer realized in order to form an amorphous AlOx tunnel

barrier (see chapter 6). As was firstly shown by Josephson [108], with a sufficiently

thin (d ∼ 10-30 Å) tunnel barrier (Fig. 1.4), coherent tunnelling of Cooper pairs

can occur, and the macroscopic wavefunctions of the two superconductors |ΨL〉 and

|ΨR〉 can interact, yielding a Cooper pair current with density J and voltage V across
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the junction that are related to the superconducting phase difference ϕ across the

junction as

J = J0 sinϕ (1.1.1)

V =
Φ0

2π

dϕ

dt
(1.1.2)

where J0 is the critical-current density, the maximum Cooper pair current density

that the junction can support, t is the time, and Φ0 = h/2e ≈ 2.07x10−15 Wb is the

magnetic-flux quantum [18].

Figure 1.4: A superconducting tunnel
junction consists of a thin insulating bar-
rier sandwiched between two superconduc-
tors SL and SR. For sufficiently thin barrier
thickness d, the macroscopic wavefunctions
|ΨL〉 and |ΨR〉 of the superconductors in-
terfere.

The superconducting devices considered for qubit realization generally have about

1012 Cooper-pair electrons, whose collective motion produces a relatively large flux

(10−3Φ0) or voltage (∼ 1 mV) signals. Indeed, Josephson junctions have been shown

to be ideal structures for the observation of macroscopic quantum effects.

1.2 Phase Qubit

1.2.1 Flux-Biased Phase Qubit

A phase qubit utilizes the phase difference ϕ across a Josephson junction as com-

putational two-level basis. Although it is indeed possible to carry out phase qubit

experiments on a directly current-biased Josephson junction [145, 173, 177, 63], a
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rather complicated design of the bias lines is required in order to decouple the qubit

from the environmental impedance of the bias lines Z0. Furthermore, in a directly-

biased scheme the junction switches to the voltage state during read out, so that

heating occurs and quasiparticles are created.

Figure 1.5: Schematics of a flux-
biased phase qubit. The rf
SQUID, with its inductance L,
is inductively-coupled to the flux-
line through the mutual induc-
tance Mq, to the readout DC
SQUID through the mutual induc-
tance Msq, and to the microwave-
bias line.

These problems are all solved by placing the junction in a superconducting ring

having an inductance L. In this way, the qubit remains always in the superconducting

state, while it is biased by an inductively-coupled bias line and is read out by an

inductively coupled DC SQUID (see Fig. 7.3). Furthermore, the impedance of the

bias lines Z0 is transformed into an effective impedance Zeff (see section 7.2.2) so

that the junction is practically decoupled from the low-impedance environment.

By embedding the junction in the superconducting loop, the circuit becomes an rf

SQUID [18, 44]. This circuit, in spite of its simplicity, gives rise to a very interesting

physics and can be used both as a phase and a flux qubit.

We will determine now the potential energy of the rf SQUID, and introduce some

of the working principles of a phase qubit.

The flux quantization links the total flux Φq in the rf SQUID loop to the phase

drop ϕ across the junction [18],

ϕ+
2πΦq

Φ0

= 2πn (1.2.1)



15

where n is an integer. From this equation, the phase-flux relation

ϕ = −2πΦq

Φ0

(1.2.2)

is deduced for n = 0. The Josephson phase ϕ is in turn related by the first Josephson

equation 1.1.1 to the supercurrent flowing in the loop, which using Eq. 1.2.2 reads

Iq = −I0 sin(2πΦq/Φ0). (1.2.3)

Due to the loop inductance L, this current Iq generates a magnetic flux which

adds up to an externally applied flux Φext. The resulting total flux threading the

qubit loop Φq is therefore

Φq = Φext + LIq = Φext − LI0 sin(2πΦq/Φ0). (1.2.4)

The quantity

βL ≡
2πLI0

Φ0

(1.2.5)

is an important parameter to be taken into account for the qubit design (see chapter

7). For βL > 1, the flux in the loop Φq is multivalued in some regions of the external

flux Φext, which causes Φq to switch in a hysteretic manner between flux states when

the external magnetic flux is varied [258], and the switching between flux states is

related to a reversal of the circulation direction of the loop current, while the current

amplitude is always smaller than the critical current of the junction (e.g. the junction

never switches to the resistive state).

The potential energy of the rf SQUID is thus the sum of the junction potential

given by the tilted washboard potential equation [18]

Uϕ =
I0Φ0

2π

(
− I

I0

ϕ− cosϕ

)
(1.2.6)

and the magnetic energy LI2
q /2 which is stored in the loop inductance L.

By rewriting Eq. 1.2.4 in order to obtain the circulating current in the form

Iq = (Φq − Φext)/L, we arrive at the rf SQUID potential



16

Uϕ = EJ

[
1− cosϕ+

(ϕ− 2πΦext/Φ0)2

2βL

]
(1.2.7)

where the Josephson energy is EJ = ~I0/2e. Here, ~ denotes the Planck constant

which reflects the scale of quanta in quantum mechanics. This potential has the form

of a parabola centered at Φ0 = 2πΦext/Φ0 and modulated by a cosine. As it is shown

in Fig. 1.6, for large values of βL the potential has many minima, while for βL < 1

only a single minimum exists.

Each minimum corresponds to a certain number of flux quanta in the loop, and

accordingly the mentioned switching between flux states is associated with a transition

between the wells.

Figure 1.6: Potential of the rf
SQUID for several values of the βL
parameter at an external magnetic
flux of Φext = Φ0/2. Figure from
[135].

Aiming at operating the rf SQUID as a phase qubit, for a given junction critical

current the loop inductance is designed such that 1 < βL < 4.6. This results in a

potential that has only two minima for all values of externally applied flux and one

single minimum for Φext ≈ 0.

If βL is larger than 4.6, it is still possible to operate the rf SQUID as a phase

qubit, but in this case more than two minima exist in the potential at all values of

external flux, and therefore it becomes more difficult to initialize the flux state of the
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qubit in a certain well.

By changing the external magnetic flux Φext, the double well potential can be

effectively tilted (see section 1.2.2). This allows to dynamically adjust the depth of

the potential wells in situ. Analogously to the critical current I0 of a biased Josephson

junction, for the rf SQUID there exists a critical flux Φc where the potential barrier

between the shallow and the deep well vanishes. Its value can be found from the

condition that the inflection point of the potential coincides with the position of the

minimum of the shallow well [119]. While the extrema of the potential Eq. 1.2.7 are

located at a ϕ given by

ϕ− 2πΦext/Φ0

βL
= − sinϕ (1.2.8)

the inflection point which satisfies U ′′(ϕ) = 0 is located at ϕc, for which

cos(ϕc) = −1/βL (1.2.9)

independently of the external flux Φext. The insertion of the solution for ϕc into Eq.

1.2.8 results in the critical flux for a two-well potential [119]:

Φc = π/2 +
√
β2
L − 1 + arcsin(1− βL). (1.2.10)

For the phase qubit operation, the rf SQUID is biased right below its critical

current I0, so that one potential well is made very shallow by adjusting the flux bias

close to the critical flux such that 0 < Φc − Φext � Φc.

Moreover, in each potential well the rf SQUID behaves as an anharmonic quantum

oscillator, whose energy levels are unevenly spaced due to the non linearity of the

Josephson inductance. The two lowest energy levels are thus used as the qubit ground-

state |0〉 and the qubit excited state |1〉. Qubit operations can be carried out with a

resonant microwave pulse, because the sufficiently large anharmonicity in the shallow

well ensures that the junction is not excited to higher energy-levels.

In order to read out the qubit, the washboard potential is tilted a little further,

by means of a short flux pulse, so that the tunnelling rate from the lowest energy

level is still negligible while the rate from the second-lowest level is relatively high
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(see Figure 1.7). In this way, since the two local minima correspond to opposite

circulating currents, by reading the flux coupled in the read-out DC SQUID the

qubit state |0〉 and |1〉 are mapped to different DC SQUID switching currents to the

voltage state. Consequently, the occupation of the qubit states can be reconstructed

with high fidelity by measuring its escape probability Pesc.

1.2.2 Qubit Operation

In order to extract information from a qubit, one must be able to discrimine whether

it is in the ground-state |0〉 or in its (first) excited state |1〉. This is accomplished in

two stages, which we refer to as ”measurement” and ”readout”. As we described in

the previous section, all the qubit operation are done through a sequence of applied

flux bias and microwave frequency signals, as illustrated in Fig. 1.7.

I) Initialization.

To initialize the qubit, its flux state is reset to a defined value and its phase state to

the one of lowest energy in the corresponding potential well. Given that the param-

eter βL < 4.6, it suffices to switch the applied magnetic flux to zero such that only a

single potential well remains. Keeping this flux level for a time much larger than the

energy relaxation time T1 ensures that the qubit is initialized in the ground state |0〉.
For larger values of βL > 4.6 there exist always more than one potential minima. Ini-

tialization in a certain well in this case is still possible by using the so-called ”shaker”

technique [128], in which an oscillating external flux is applied to induce escape from

all potential wells of higher energy towards the global minimum.

II) Preparation.

The external flux Φq is adjusted adiabatically to a value near the critical flux Φc to

make the potential well in which the phase is confined very shallow. While the exact

value of Φq can be chosen to result in the desired energy difference between the two

qubit states, it underlies two limitations. On the one hand, it must not be too large

such that the first excited state does not escape from the shallow well during the
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Figure 1.7: Top: Timing profile of the magnetic flux bias Φq applied to the qubit.
Middle: microwave pulse sequence for the logical qubit operations. Bottom: Bias
current sent to the readout SQUID. Figure from [135]
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qubit operation. On the other hand, a smaller value of Φc results in a deeper poten-

tial well which is more harmonic, i.e. the transition frequencies between neighboring

states are less distinct from each other. The external flux must hence be large enough

to result in a potential well of sufficient anharmonicity, ensuring that higher excited

states are not populated by a microwave tuned to the |0〉 to |1〉 transition frequency.

III) qubit operation.

After the external flux has reached the working point, logical qubit operations are per-

formed by a sequence of dc-currents and resonant microwave pulses. Since microwave

pulses of frequency ωµw = (E1 − E0)/~ change the individual state population un-

dergoing Rabi oscillation, they can be used to realize the Haddamard transformation

and the logical NOT gate. A dc-pulse can be used to implement the phase gate by

introducing a small detuning which changes the Larmor frequency and hence the pre-

cession velocity of the Bloch vector.

IV) qubit measurement.

The measurement of the qubit’s state consists to shortly reduce the potential barrier

of the well which contains the qubit states to allow the excited state of higher energy

to tunnel into a macroscopically distinguishable state. The ground state remains in

the initial well in this readout procedure. In flux-biased phase qubits, this is ac-

complished by applying a dc-pulse of flux which increases the total flux in the qubit

loop.

Indeed, after sending the microwave pulse, a short but still adiabatic dc-flux pulse

is applied which raises the excited state close to the top of the potential barrier. Its

effect is to provide an additional tilt in the qubit potential as shown in the readout

inset of Fig. 1.7, increasing the escape rate towards the neighboring potential well

for all states which are contained in the shallow potential well.

It is possible to adjust the amplitude and duration of this measurement pulse such

that only the excited state tunnels to the deep right well, whereas the ground state
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remains in the shallow left well, since the escape rate of the excited state is typically

a factor of 102 - 103 higher than the one of the ground state, it is possible to adjust

the duration and amplitude of the flux pulse such that during its application only the

excited state escapes at large probability.

Thereby, the phase eigenstates |0〉 and |1〉 are mapped to macroscopically distinct

flux states in the shallow and deep wells, respectively. This technique [47] allows to

distinguish the phase eigenstates with a fidelity [257] close to 100%.

IV) State readout.

After application of the measurement dc-pulse, the applied magnetic flux is reduced,

hereby increasing the barrier height separating the two wells in order to avoid further

inter-well transitions. Whether the qubit is now in the left or right well is determined

by measuring the corresponding magnetic field in the qubit loop by means of an in-

ductively coupled DC SQUID.

Starting with the standard Nb/Al/AlOx/Nb and NbN/AlN/NbN trilayer junc-

tions, in chapter 6, I will explain the optimizations we realized at the ICIB-CNR on

both the design and fabrication processes involved in the test-junction realization.

Details about the design and dimensioning of a phase qubit will be discussed in chap-

ter 7, while in chapter 8 the complete fabrication steps for the qubit realization will

be analyzed. The understanding of the fabrication process is vital to know the limi-

tations on the circuit parameters and, more importantly, to quantifying and reducing

possible mechanisms of decoherence or dissipation in these devices. Lisenfeld007



Chapter 2

Decoherence

Decoherence is the entanglement of a quantum state of a system with its environment,

and the consequent collapse of the system’s wavefunction. A consequence of quantum

decoherence is, indeed, the emergence of the classical or probabilistically additive

behavior: decoherence is the mechanism by which the classical limit emerges out

of a quantum starting-point, and determines the location of the quantum-classical

boundary. Decoherence occurs when a system interacts with its environment in a

thermodynamically irreversible way.

Decoherence can be viewed as the loss of information from a system into the

environment. Thus, it is acknowledged that no system is, in reality, perfectly isolated,

but rather every system is loosely coupled with the energetic state of its surroundings.

Viewed in isolation, the system’s dynamics is non-unitary (although the combined

system plus environment evolves in a unitary fashion). Moreover, the dynamics of

the system alone, treated in isolation from the environment, is irreversible. As with

any coupling, entanglements are generated between the system and the environment,

which have the effect of sharing quantum information with - or transferring it to -

the surroundings.

It appears evident that, if the system under consideration is either a single atom

in an ion trap, or a single photon, or a single spin (all controllable and measurable by

22
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means of remote EM fields), the obtainable degree of isolation from their environment

could be reasonably high with current state-of-the-art technologies; however, if our

system is a macroscopic piece of metal, built on a crystalline substrate and coupled

to the outer environment by means of wires and other circuits, then the degree of

isolation becomes one of the main concerns.

In fact, for a two-level quantum system, the coherence time of the quantum state

is a very important figure of merit, being related to the number of qubit operations

that can be performed without error [104]. Despite significant advances during re-

cent years, with coherence times of the order of several tenths of µs reached [175],

decoherence due to the coupling between the quantum circuit and the degrees of free-

dom of the environment is still a major limitation for the development of a quantum

processor [168], even with a small number of qubits.

Although better understanding of the decoherence sources could help in reducing

qubit decoherence, real quantum-error correcting-codes will be mandatory for quan-

tum computing. These codes are known to require error rates smaller than about 10−4

depending on the nature of the errors for each logic gate. Presently, the gate error

rate can be estimated at a few percent for single qubit gates, and significantly more

for two qubit gates. The coherence time is about a few thousands times longer than

the duration of a single qubit-gate operation in the case of the best-performing super-

conducting qubit at present time, and is at best a few hundreds times the duration

of a two-qubit gate.

Since decoherence is equivalent to to a qubit error-source, the qubits require an im-

provement of coherence time of two or three orders of magnitude. Thus, the operation

of a quantum processor based on superconducting circuits, or on any other technol-

ogy presently developed appears to be a significant challenge. However, this is not a

reason to give up, because conceptual and technical breakthroughs are everyday-news

in the rather new field of quantum circuits.

Thus the quantitative characterization and understanding of decoherence pro-

cesses and sources, both during the free evolution of the qubit and during its driven
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evolution, is presently a central issue for the development of qubit circuits.

Decoherence is commonly described by two phenomenological parameters T1 and

T2, that govern respectively longitudinal and transverse relaxation of the qubit state

[153]. In order to qualitatively describe this two processes, it is useful to consider

the Bloch sphere (Fig. 2.1), which enables any arbitrary quantum superposition of

the quantum states |0〉 and |1〉 to be considered as a vector. The states |0〉 and |1〉
point along the positive and negative z axis, respectively. The superpositions |0〉±|1〉
lie along the ± x axes, and the superpositions |0〉 ± i|1〉 along the ± y axes. Thus,

a given point on the surface of the sphere defines a specific superposition of these

states, which corresponds to the generic Hilbert vector |Ψ〉 = a|0〉+ b|1〉.

Figure 2.1: Bloch-sphere representation of
the qubit state. The ground state |0〉 is
represented by a vector pointing to the
north pole , the state |1〉 corresponds to
a vector pointing to the south pole and all
equally weighted superpositions are found
along the equator for Θ = π/2.

Physically, both longitudinal and transverse relaxation are due to fluctuating fields

of microscopic origin that induce spurious rotations of the state vector on the Bloch

sphere. At low temperatures T � ~ω10/kB, stimulated transitions between the qubit

levels due to thermal photons are greatly suppressed, and longitudinal relaxation

proceeds via spontaneous decay of the qubit’s excited state |1〉 toward thermal equi-

librium ground-state |0〉. This process corresponds to random fields in the (x,y) plane

(it can be imagined as a shortening of the state vector), and its decay rate is intimately

connected to the real part of the admittance shunting the qubit junction [146, 104]
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1

T1

=
Re
(
Y (ω10)

)
C

(2.0.1)

where C is the junction’s capacitance.

In the longitudinal relaxation, Re
(
Y (ω10)

)
has contributions from several parallel

dissipation channels. First of all, the electrical leads that are connected to the qubit

to perform low-frequency biasing, high-frequency control, and readout all contribute

to the spontaneous emission from the qubit. However, the effective impedance seen

by the qubit as it looks into the control and readout lines can be made quite large by

appropriate use of broadband inductive and capacitive impedance transformers (see

section 7.2.2).

An alternative approach to prevent the spontaneous emission from the qubit, is

to couple the qubit to the outside world via a resonant cavity or a transmission line

resonator [242], which has the effect of suppressing the spontaneous emission at qubit

frequencies far from the cavity resonance, a phenomenon analogous to the Purcell

effect in atomic physics. Thus, by appropriate circuit design, one can effectively

suppress energy dissipation induced by the electrical leads.

A more serious source of dissipation are microscopic material-defects inherent in

the amorphous thin films that are used to implement the qubit (see section 2.2.7 and

references therein). While the energy gap of the superconductor provides a natural

barrier against dissipation, charged defects in the amorphous dielectrics of the circuit

provide a high density of low-energy sub-gap states to which the qubit can couple.

Transverse relaxation of the qubit receives contributions from spontaneous decay,

from pure dephasing, and from inhomogeneous broadening, given by

1

T2

=
1

2T1

+
1

TΦ

+
1

T ∗Φ
. (2.0.2)

The first term, 1/2T1, means that any process which causes energy relaxation will

also dephase the qubit at a rate Γ1/2. The second term is the pure dephasing rate

1/TΦ, and is caused by intrinsic processes (low-frequency fluctuations, which occur

during the course of a single experiment, e.g. during one decay time) that randomly
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modify the effective transition frequency of the qubit (the energy separation between

the qubit states), which cause the qubit to accumulate a random phase a rate ΓΦ

[146, 104]. Dephasing could be represented as a ”smear” of the state vector on the

Bloch sphere, and the process corresponds to a random field along the z axis.

QΦ = ωa/ΓΦ (2.0.3)

is commonly defined as a dephasing quality factor, and represents the the number of

coherent oscillations before the qubit will accumulate a random π phase shift.

Finally, there are fluctuations which occur on longer timescales T ∗Φ, from exper-

iment to experiment, creating an dephasing ensemble denoted by the rate Γ∗Φ =

1/T ∗Φ. Among these, non-thermal sources of noise, such as fluctuations from room-

temperature laboratory control and measurement equipment, as well as active circuit-

elements operating in the vicinity of the quantum device (SQUIDs, RFSQ circuitry,

etc.) will contribute to the decoherence of the qubit in ways that are unique to

different experimental realization and configurations.

This last type of fluctuations on a 1/T ∗Φ timescale is analogous to spatial-magnetic

field inhomogeneities in nuclear magnetic resonance (NMR), and is often referred to

as inhomogeneous broadening. Like its NMR counterpart, because it is not intrinsic

to a single experiment, it can be reduced using spin-echo techniques. Though it is

possible to compensate for inhomogeneous broadening, doing so can be the bane of

practical experiments, because inhomogeneous broadening often represents drifting

conditions, which significantly complicate experimental protocols.

As the dephasing time T2 can never exceed twice the relaxation time T1, it is

the relaxation time which ultimately defines the limit on qubit coherence. The low-

frequency spectrum of such fluctuations, Sλ(ω), is not white, but is singular at low

frequencies, with a spectrum that scales inversely with frequency Sλ(ω) ∝ 1/ω.

This so-called 1/f noise is generic for all disordered materials (for a review, see e.g.

[246]), and is typically understood as arising from the fluctuations of an ensemble of

underlying two-level systems, (TLSs), or sometimes also called two-level fluctuators,
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(TLFs), with a broad distribution of characteristic relaxation-times [64, 195, 232].

Thus, in the presence of bias noise, a coherent superposition of the qubit states

decays in time with a Gaussian envelope [153] such as:

f(t) ≈ exp

[
−
(
δω10

δλ

)2

A ln

(
1

ωmt

)
t2
]
. (2.0.4)

where λ is the control parameters that determine the energy separation between the

qubit states, and ωm is

Low-frequency noise is specifically harmful since it is difficult to filter it out by

finite band filters. Moreover, while the deleterious effects of low-frequency bias noise

can be mitigated by the use of spin-echo-type refocusing techniques [210], the effec-

tiveness of refocusing pulses is limited unless dephasing times are much longer than

gate times, a situation which is typically not realized. An important step in this

direction has been accomplished [237]. The authors showed that dephasing can be

significantly reduced by biasing the qubit at an optimal point, where its resonance

frequency is stationary with respect to its control parameters, which in that case are

gate voltage and magnetic flux.

It is important to develop a deeper understanding of all potential sources of low-

frequency noise and dephasing in superconducting circuits and to quantitatively iden-

tify the various microscopic mechanisms, in order to point out the direction to strate-

gies to overcome the dephasing effects, the realization of materials with a reduced

defect density, and the design of circuits with improved noise control properties.

In the following paragraphs, I will review the experimental evidences circa the

microscopic origins of several noise channels which were identified and studied up

to now by the superconducting qubit community. Moreover, I will introduce the

theoretical frameworks that were developed in order to model the decoherence sources.

In conclusion, it will be evident that the concepts of charge-, critical current-,

and flux-noise, have much in common: all the three noise sources take origin from

a not well identified material defect (which is not said that should be of the same

microscopic nature for the three phenomena), and all three could be well modeled in
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a theoretical framework of random tunnelling of TLSs with an associated charge; flux

noise, in addition, involves the concept of spin locking and the random direction of

the magnetic moment associated with the tunnelling charge.

2.1 External Sources

2.1.1 Control Lines

The most common source of extra noise during an experiment is the noise coupled

from the external control-lines. This is not likely the cause of the observed noise in

recent realization of superconducting qubit for a number of reasons. As shown by

Paik et al. [173], decoherence is not caused by insufficient bias-line filtering or bias

noises. Filtering was one of the first aspects to be carefully investigated and improved

in order to preserve and isolate the delicate quantum state. Engineerization of filters

lead to excellent narrow- and broad-band filters which ensure that the noise level at

the mK stage is not the main decoherence channel [140]. Furthermore, as we will

see in section 7.2.2, the impedance of the bias lines Z0 is inductively transformed

into an effective impedance Zeff so that the junction is practically decoupled from

its low-impedance environment.

2.1.2 Bias Noise

Martinis et al. [146] calculated the decoherence of the qubit state from noise and

dissipation due to the finite impedance of the current bias, in the case of current-biased

Josephson junction phase qubit. Noise in the control currents produces decoherence

in the qubit, with noise at microwave frequencie SQUIDcting the relative population

between the ground and excited state, and noise at low frequency affecting the phase of

the state. The finite impedance of the current bias produces decoherence in a manner
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that can be calculated semiclassically by appropriately adding thermal and zero-

point noise, and the authors showed that with careful enginerization of the circuit,

this channel decoherence .

Longobardi et al. [138] have ruled out the the noise in the flux bias line as the

main source of decoherence by developing an integrated thin film shunt on chip with

a dedicated resistor to heat the shunt past its transition temperature. This technique

allowed to trap a desired amount of flux in a superconducting loop in order to bias

the inductively coupled qubit, with the ability of controlling the current level without

warming up the whole qubit box.

Another approach to reduce the bias noise is the use of a π-junction for flux qubits

to realize degenerate quantum levels without external magnetic field [111]. This type

of phase-bias can avoid dephasing due to noise in external flux and is called as a quiet

qubit.

2.1.3 Back Action

Back action from the magnetometer (a readout DC SQUID) is another potential

source of decoherence [47]. As for the noise coupled to the qubit loop from the bias

and control lines, also the coupling with the DC SQUID may have detrimental effects,

specially because usually the readout magnetometer is strongly coupled to the qubit,

and because in order to perform the readout operation it is driven to its normal state

(see section 1.2.2), thus introducing quasiparticles in the system.

For this reason, in section 7.2.3 I will introduce a 3 junction asymmetric-design

for the DC SQUID, in which the magnetometer is operated in a switching current

mode, in that it is ”silent” until the moment to perform the measurement. When the

measurement is performed, a voltage is established across the DC SQUID junctions

creating quasiparticles which, being generated closely to the rf SQUID of the qubit,

can affect its state.

However, after the measurement the magnetometer’s bias current is rapidly ramped

back to zero and left there long enough that the quasiparticles disperse.
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The design of the magnetometer realized in this work is such that the only current

that couples strongly to the qubit is the circulating current. The flux and current

biases can be set at a point where the derivative of the circulating current with respect

to the bias current goes to zero. At this point, fluctuations in the bias current do not

couple to the qubit (at least to the first order, see section 7.2.3), in such a way that

the magnetometer is not a major source of decoherence.

Nevertheless, several other readout schemes have been proposed and realized in the

last years including, for example, dispersive-readout [249] involving non-linear SQUID

resonators or CPW resonators coupled to the qubit loop. These approaches allow

little back-action, while showing a large measurement contrast, negligible dissipation,

quantum nondemolition (QND) measurements, and fast operation rates. However,

also in this case, seems that the overall coherence time of the qubits was not limited

by any dissipation or noise channels related to the readout method.

2.1.4 Sample Box Resonances

The sample box is an important part of the experimental qubit set-up that must

satisfy a number of requirements. The box should serve as a shield against external

radiation that might heat the qubit, and also against external magnetic flux that

might dephase the qubit by causing fluctuations in its working frequency. For this

purpose a superconducting box, or an Al-platted copper box are often used.

In addition, the qubit box must allow access to microwave and DC control lines

to operate the qubit, which may have dramatic impact on qubit coherence times.

Spontaneous emission of transmon qubits in a circuit QED architecture is strongly

influenced by far off-resonant modes of the cavity [97]. The authors clearly demon-

strated that, beside a well known mechanism of relaxation through the circuit’s lossy

dielectrics, the transmon qubits relaxation-times are controlled also by spontaneous

emission through the cavity, by the so called Purcell effect [192].

Near the cavity resonance, spontaneous emission is Purcell-enhanced and T1 is
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short. Away from resonance, the cavity protects the qubit from decay and the relax-

ation time is substantially longer than expected.

With careful design, it should be possible, together with the realization of sam-

ple boxes in order to avoid accidental resonances, also to realize filters to minimize

dissipation.

2.1.5 Electromagnetic and Thermal Baths

Superconducting qubits are normally operated at the base temperature of dilution

fridges (∼ 20 mK), so that the condition kBT � ~/ω10 is largely fulfilled (ω10 ∼ 10

GHz). Therefore, the thermal bath should not provide enough energy to excite the

qubit to its excited states.

Moreover, the sample box is usually well shielded with respect to its electromag-

netic environment: the external magnetic flux is shielded by multiple superconducting

shields and Cryoperm cylinders surrounding the sample holder.

However, recently it was proposed and verified [17] that not-well filtered stray

light, electromagnetic waves in the range of terahertz to infrared radiation, seems to

be responsible for short coherence times in phase qubits and for frequency noise in

coplanar waveguide (CPW) resonators, due to the generation of quasiparticles. Care-

ful shielding of high frequency radiation (higher than 30 GHz) should be arranged, in

order to prevent the samples to be irradiated by a not-so-well characterized electro-

magnetic environment. In fact, common microwave components (attenuators, filters,

circulators, etc.) and the standard (Al-plated copper) sample housing, may let energy

(and noise) from the terahertz to infrared frequency spectrum reach the qubit sample.

For this reason, additional carbon-based coatings are nowdays routinely applied

in the inner thermal-shields of the dilution fridge, and the sample housings are buried

inside a ”brick” of iron-based microwave-adsorbing materials like eccosorb [65].
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2.1.6 Other External Sources

Several other sources of decoherence, located out of the volume occupied by the qubit

itself, have been investigated during the last decade. Among them, it was calculated

that cosmic rays have a flux of ∼ 0.6/cm2s and deposit an energy of ∼ 1 MeV/mm,

yielding for a 50 mm2 chip of thickness 0.5 mm a power 0.02 pW [148]. Energy de-

ployed in the qubit volume by natural background radioactivity is typically of the

order of that coming from cosmic rays [148], and in both cases little, if nothing, could

be done to limit the incoming cosmic rays flux or the natural decay of unstable iso-

topes.

As a conclusion of present section 2.1, it worths to be noted that, although being

thoroughly studied in the last decade, the decoherence phenomenon still eludes its

fully understanding. However, step by step, we are learning what decoherence is NOT,

or namely which decoherence sources are NOT limiting the current technological

implementations:

• Decoherence is not caused by insufficient filtering of bias line, or bias noises

[173],

• Decoherence is not strongly dependent on temperature (in the 15 mK - 200 mK

range) [136],

• Decoherence is not influenced by the readout magnetometer coupled to the rf

SQUID loop, nor by the back-action during measurements, if the qubit decou-

pling is properly engineered,

• Decoherence is not due to the junction intrinsic dissipation, even for subgap

resistance Rs ≥ 1 GΩ [179],

• Decoherence is not depending on the size of the superconducting loop, which

could have excess loss at low power levels [117].
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2.2 Intrinsic Sources

Taking into account most of the potential external sources of decoherence in the qubit

external environment (sample box, cables, bias noises, etc.), the evidence seems to

point towards intrinsic qubit sources as the major ones of the decoherence. This is

corroborated by old observations of flux noise of unknown origin in SQUIDs [77, 224,

248], and more recently in persistent current qubits [254].

With ”intrinsic sources” we mean here the qubit system itself, which, being a

macroscopic structure, consists of many superconducting and insulating films with all

their volumes, surfaces, and interfaces, used to create the needed circuital elements

as the Josephson barriers, insulating layers, wirings, inductors, and capacitors.

Figure 2.2: Intrinsic sources of decoherence
due to microscopic TLS in the qubit’s local
environment.

The major source of decoherence in the qubit’s local environment was originally

predicted to reside in the Josephson junction, in the form of quasiparticle dissipation

and critical current fluctuations, but recently many other channels have necessarily

been considered, and not only localized in the junction itself, in order to explain the

well hid - but always present - phenomenon of the decoherence.

2.2.1 Quasiparticle Dissipation

The dissipation in a Josephson junction is usually quantified through the subgap

resistance Rs of the junctions. Patel et al. [179] have found that devices having a
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subgap resistance of the order of a 1 GΩ or greater (at 400 mK) exhibit coherence

times not longer than the values measured in other qubit with much lower level of

quasiparticle dampening.

In a superconductor the density of unpaired electrons (quasiparticles) should the-

oretically vanish when approaching zero temperature [225].

Instead, it is experimentally observed that the quasiparticle density decreases ex-

ponentially with decreasing temperature, but saturates below 160 mK to a quasipar-

ticle density of 25-55 /µm3 [58] in an aluminum thin film. It was also experimentally

demonstrate [148] that quasiparticles can be a significant source of decoherence in a

Josephson qubit, and thus it appears important to understand how to minimize their

presence and effects.

Non-equilibrium quasiparticle populations might be reduced by adding a normal-

metal quasiparticle-trap to the box or, in the case of a charge qubit, by making the

two halves of the CPB out of superconductors with dissimilar gaps, creating a barrier

to quasiparticle tunnelling.

Very recently, the ”3D cavity” approach, firstly introduced by the Yale group

[175], demonstrated that the junction itself (at least small Al/AlOx/Al junctions)

and the quasiparticle population are not the source of energy relaxation which is

limiting currently-observed T1 times (T1 = 60µs).

In Section 2.3.2 I will present in more detail the theory about dissipation from

incoherent quasiparticle tunnelling.

2.2.2 Critical Current Fluctuations

Josephson junctions usually show low-frequency fluctuations of their critical current

with a 1/f power density spectrum. However, the Josephson energy EJ = I0Φ0/2π

is a crucial parameter determining the qubit energy landscape and, depending on the

critical current I0, all superconducting qubits are susceptible of dephasing from excess

of low-frequency critical-current noise.

These critical current fluctuations have thus the effect of modulating the barrier
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height of the rf SQUID potential, resulting in fluctuations of the energy spacing

between coupled states.

The microscopic mechanism and the source of the fluctuations on the critical

current in a Josephson junction are long-standing open problems. These fluctuations

are widely believed to arise from charges tunnelling, or hopping between different

localized states in the barrier forming glass-like two-level states (TLSs) that locally

modify the barrier transmissivity [46].

A simple model assumes that these defects are TLSs switching between two states

that correspond to an open and a closed tunnelling channel through the junction.

The distribution in the energy splitting of these TLSs is thought to be very broad

and to extend above the transition energies of Josephson qubits. This picture is

supported by the observation made by Simmonds et al. [207] of a coherent coupling

between a phase qubit and uncontrolled TLSs randomly distributed in frequency.

The same authors also observed that avoided level crossing in the spectroscopic data

implies a strong coupling between the qubit and the unknown TLS, that was later

eliminated by annealing the sample at room temperature. These observations suggest

that TLSs located in the tunnel barriers not only generate low-frequency critical

current fluctuations, but can also play an important role in the relaxation of Josephson

qubits.

However, a more detailed comparison with other experiments revealed an impor-

tant problem: the experimentally observed noise spectrum [247, 232] was proportional

to T2, which is incompatible with the assumption of constant TLS density of states.

New experiments [68] on fluctuations in small Al junctions, similar to those used

in several types of qubits [39, 145, 237], in normal state brought a new puzzle. It

turned out that the temperature dependence of the noise power spectrum in the

normal state is linear, and the noise power is much less than that reported for large

superconducting contacts. A plausible explanation of such behavior is given in [71],

where it is suggested that the critical current noise is due to electron trapping in

- and tunnelling between - shallow localized subgap-states that might be formed at
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the superconductor-insulator boundary, a mechanism similar to the one suggested to

describe the charge noise in paragraph 2.2.4.

Van Harligen et al. [232] studied the critical-current fluctuations of Josephson

tunnel barriers of different areas, and transmissivities, and fabricated in different

amorphous technologies: as expected, they observed the proper linear scaling (SI0 ∝
I2

0/A) of the noise spectral density, SI0 , with the junctions area, A, beneath the same

technology and having assumed independent TLS fluctuators. Moreover, it was found

that all amorphous tunnel-barriers show roughly the same levels of critical-current

noise measured at 4.2 K and at 1 Hz [232]√
ASI0
I0

≈ 10µm pA/Hz1/2/µA (2.2.1)

a sort of ”universal” density of microscopic defect within all the tested materials.

Within the model of Van Harligen et al., the critical-current fluctuations in the

present qubit devices seem to be orders of magnitude too small to explain the mea-

sured level of decoherence. Nevertheless, measurements on the critical-current noise

of an rf SQUID operated in the dispersive mode (so that the junction is maintained

in the supercurrent state) reveal a junction noise-magnitude which is similar to that

observed in experiments where the junction is biased in the finite voltage state [160].

Thus, it is expected that critical-current noise will farther limit the dephasing times of

superconducting qubits even though, presently, the coherence times of superconduct-

ing qubits is more severely affected by excess of low-frequency charge- and flux-noise,

or by dissipation.

2.2.3 Flux Noise

Studies of the flux noise in superconducting structures, such as DC SQUIDS, have a

long history. As early as in the 1980s it was demonstrated that it is the flux and not

the critical current noise that limits the ultimate sensitivity of DC SQUIDs [117].

The interest in this problem was recently renewed when it was realized that flux

noise can limit the coherence in flux and phase superconducting qubits [254, 146].
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In fact, both in SQUIDs [248] and in Josephson flux qubit [24], it is universally

observed a flux noise of unknown origin whose power spectral density exhibits a 1/f

behavior with magnitude of 1µΦ0/
√
Hz measured at 1 Hz [254].

All experiments surprisingly agree on the magnitude of the noise at frequency

f ∼ 1 Hz and on its area independence. Moreover, the same magnitude is observed

in devices fabricated by an extremely wide range of materials, and it is universally

observed that the noise does not decrease at very low temperatures.

Koch et al. [116] have suggested a model for 1/f flux noise in SQUIDS and

qubits, where the noise is generated by magnet moments of electrons in the defects

of the insulating materials. Due to thermal effects, unpaired electrons hop on and off

defect centers in which the electron orientation is locked in one of the two Kramers-

degenerate ground states. The orientation is random from trap to trap, and the time

an electron resides in a given trap varies over orders of magnitude. The uncorrelated

spin orientations sum up to give a 1/f power spectrum. When applied to qubits

loops, this model results in scaling of the noise amplitude as the fourth root of the

area.

An alternate source for the decoherence has been proposed due to the non-

exponential spin-lattice relaxation of paramagnetic dangling-bonds at the amorphous

semiconductor-oxide interface [56]. The scaling of the flux noise with size is similar

to the previous theory, but since it is an effect of the interface the flux noise should

not depend in this case on the defects in the substrate.

Thus, despite more than 20 years of research ruled out many potential sources of

flux noise, the microscopic mechanism is still eluding its perfect knowledge and will

require more sophisticated investigations and material-growth techniques.

2.2.4 Charge Noise

Charge noise mainly affects only qubits and devices operating in the Coulomb block-

ade regime, like single electron transistors (SETs) and small-area Josephson qubit as

a single Cooper-pair-box or the quantronium [237, 162]. These devices are subject to
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a background charge-noise due to microscopic charged TLSs acting as uncontrolled

electrostatic bias at the gate charge (Ng), resulting in a random accumulation of phase

between the electrodes.

It may sound obvious to relate the source of the charge-noise random telegraph

process (RTP) to charges which jump (trapped and detrapped) between two different

locations in space. However, where these charges are actually located and what the

two states physically are, it remains unclear.

Works by Zorin et al. [260] have shown that the charged TLSs are partly located

in the substrate, partly in the oxide layer covering all the electrodes, and partly in the

oxide barriers of the tunnel junctions themselves. It has been suggested that some

TLSs contribute both to the critical current noise and to the charge noise [117].

In order to reduce its detrimental effects on the qubit operation, echo sequences

in the qubit’s state manipulation-protocol can substantially suppress inhomogeneous

dephasing of qubit due to low-frequency charge noise. From the fabrication point of

view, although there is some indication that charge noise is lower in SETs that are

electrostatically isolated from the substrate [122], there has been little progress in the

the development of novel materials or circuit designs that display a reduced level of

charge noise.

Although the whole collection of TLSs produces a noise whose spectral density

approximately follows a 1/f law [259, 238, 181], RTP charge noise due to some well-

coupled TLS-qubit system can be observed as well [29].

The first attempt of a model to explain qubit decoherence by means of charge

noise appeared in [176], where electron tunnelling between a localized state in the

insulator and a metallic gate was studied. Despite recent progresses in order to

understand the temperature dependence of charge noise in small area qubit (a T2

scaling dependance between 200 mK and 1K [10]), and despite of several recent models

based on thermal activation of TLSs [112] in an asymmetric double-well potentials,

or on an assumed linear dependence of the defect density of states on frequency [204],

a detailed microscopic picture is still lacking.
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Having briefly introduced the charge noise, it is certainly good to note that charge

noise contribution is negligible in the typical phase qubit due to the relatively large

junctions required, which operate far from Coulomb blockade regime.

2.2.5 Surface Losses

Despite its superconducting state, the thin superconducting films used in Josephson

qubit fabrication could potentially have unexpected losses. Even though the super-

conducting films have the expected values of transitions temperature, implying no

expected conduction losses at low frequencies, superconducting films can show losses

at high frequencies. This losses are usually attributed to the kinetic inductance of

the Cooper pairs and of surface defects (like the presence of oxides, photolithography

imperfections, variable etching profiles, etc.), and are usually quantified in terms of

surface resistance Rsurf and introduced frequency noise.

The losses of superconducting films at high frequencies (tens of GHz) have been

extensively tested by measuring the intrinsic quality-factors of coplanar waveguide

resonators (CPWs) and will be explained in further detail in section 3.5, where several

material, process, and design improvements in order to reduce these decoherence

channels are discussed.

2.2.6 Capacitive Coupling

Capacitive coupling to bias leads can be a dominant source of dissipation, and there-

fore of decoherence in the form of spontaneous emission via electric-dipole transitions,

even for galvanically-floating flux/phase qubits which were thought to be immune to

such mechanism of decoherence.

Such dissipation channel is well known for charge qubits [104], but it was not

considered for flux/phase qubits before the study of Steffen et al. [218]. The authors

showed that the assumption that the connection of the qubit to ground is poor,

and therefore such qubits are immune to capacitive coupling, is incorrect; indeed, it
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becomes significant at microwave frequencies, while the capacitance to ground Cg is

basically fixed by the overall physical size of the qubit device, and cannot be altered

significantly by details of device shape or geometry. Moreover, Steffen et al. showed

that most floating qubits so far realized have a strong capacitive coupling to ground,

because the Cg of an isolated object scales only with its linear dimension, and is

thus appreciable for all but the smallest flux-qubit designs. For a typical qubit loop

with a radius R of ∼ 10-100 µm, the obtained Cg > 10 fF which is a not negligible

capacitance and could, in fact, represent a significant relaxation channel.

By considering Cg in Eq. 2.0.1, together with the junction capacitance C and any

capacitance from the bias leads Cc, one gets a T1 of ∼ 10 ns, which is a typical T1 value

for the first generation of qubits. Similarly to Cg, values of Cc of the order of ∼ 10

fF are easily present between the qubit and bias loops and/or measurement SQUIDs,

particularly because the capacitance only scales logarithmically with distance.

In accordance with the model described in [218], the relaxation times can be

improved by designing floating qubits that couple symmetrically to the bias leads,

i.e. by configuring the bias leads in such a way that no circulating currents can be

generated in the qubit, and by realizing bias and measurement lines in such a manner

that their inductance to ground are as small as possible. More on this geometric

optimization will be discussed in chapter 7.

2.2.7 Insulating Material Losses

Recently, there is a strong evidence [208, 47] that the common insulating materials

used for qubit fabrication (AlOx, SiO, SiO2) have ubiquitous TLS defects which affect

the coherence times of superconducting qubits. All the dielectrics involved in the

qubit fabrication, such as the substrates, the insulation under the wiring layer (wiring

insulation) and the Josephson barrier itself, are considered as candidates to be studied

and optimized in order to reduce the qubit’s decoherence.

In particular, Martinis et al. [147] showed in 2005 that the same TLSs causing

dielectric loss in superconducting-microwave resonators (see section 3.3 and chapters
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4 and 5) are also responsible for the main decoherence-mechanism in superconducting

phase qubits.

The density of TLS defects, as evaluated by the loss tan δ, determines the magni-

tude of decoherence; TLSs in qubit’s vicinity couple to the qubit and extract energy

from it.

The authors in [147] are also the first to investigate the possibility of improving

the coherence times by choosing the materials with which the qubits are built of.

Furthermore, they suggest that OH− defects are the dominant source of the TLS

in their amorphous chemical vapour deposited (CVD) SiO2 and AlOx dielectrics, as

previous experiments have measured the intrinsic loss in undoped and doped bulk-

quartz at 100 to 1000 ppm concentrations COH . The loss tangent was found to scale

roughly as tan δ ∼= 3.0x10−5 + 0.4 · COH .

In figure 2.3, it can be seen that the decoherence is stronger if dielectrics with

high dielectric losses (quantified by higher loss tanδ) are used in qubit fabrication.

Figure 2.3: Rabi Oscillations for a phase
qubit using CVD SiO2 (top trace, offset)
and SiNx (bottom trace) as a dielectric for
the crossover wiring. In the case of SiNx,
the decay of the Rabi oscillations is consis-
tent with the measured relaxation time of
T1 ≈ 0.5µs, which is about 20 times bet-
ter than previous experiments with a SiO2

dielectric. Figure from [147].

The authors realized phase qubit circuits using CVD silicon nitride (SiNx) which,

being made from precursor gases whitout oxygen, showed intrinsic loss tangent about

30 times smaller than for SiO2, confirming the importance of reducing the OH−

concentration. Thus, with SiNx identified as a superior dielectric, Martinis et al.

showed that the TLSs which are responsible for the qubit decoherence and the for

dielectric losses are indeed identical.

Efforts in the fabrication of qubits with ultra-low tanδ wiring-insulators (discussed
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in section 3.3 and in chapter 4) and crystalline tunnel barrier (see section 3.4) lead to

remarkable result in terms of improved coherence time. Moreover, experiments based

on extremely high quality factor (Q> 400000) superconducting CPW revealed that

TLS are also associated with native superconductor-oxides residing in a 3 nm thick

surface volume [81]. Thus, also the superconductor surfaces and interfaces have to

be investigate in order to characterize and avoid the TLS contribution; more on this

argument will be discussed all through chapter 3.

In collaboration with the IMS and KIT, Germany, we have characterized several

dielectric material by means of the lumped LC-resonator technique (see chapter 5), a

direct measurement to test the quality of the insulating layers at the typical frequen-

cies of interest for the qubit. In this framework, we have established a solid fabrication

protocol (see section 8.4) to integrate the niobium technology with the best known

amorphous dielectric, namely the hydrogenated amorphous silicon (a-Si:H), the latter

introduced in section 3.3 and extensively discussed in chapter 4.

2.2.8 Coupling to Discrete TLS

While a continuum of TLS in bulk dielectrics can lead to energy relaxation, coupling

of the qubit to the discrete TLS bath in the Josephson tunnel barrier itself can

lead to the quantum-coherent transfer of energy between the qubit and the single

TLS, and result in fidelity loss. The interaction of individual TLS dipole-moment

with the resonant electric field of the junction capacitance can be observed both

spectroscopically [208, 47] and in the time domain [5].

Interaction between the qubit and a resonant TLS gives rise to an avoided level-

crossing in the qubit spectroscopy; the size of the energy splitting is S/h, where h

is the Planck constant. Spectroscopy of the qubit performed over a broad range of

frequencies reveals a density of TLS-induced splittings around 0.5 GHz−1µm−1 [217].

Fig. 2.4 shows the peak-value of the occupation probability of the qubit excited-

state (|1〉) as a function of excitation frequency and qubit bias. Along with the
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expected bias dependence, the data also exhibit avoided two-level crossings (split-

tings) that arise from the qubit state resonating with an individual TLS in the tunnel

barrier. The density of splittings in the conventional design is high enough that

the qubit is almost always coupled to at least one TLS. The state occupation of |1〉
is consequently diminished, giving rise to decoherence and thus reducing the qubit

performance.

Figure 2.4: Qubit frequency versus qubit
bias for the conventional (top trace, shifted
for clarity) and the capacitively shunted
design (bottom trace). The flux bias tunes
the frequency of the qubit. The smaller
area / shunted junction design has about
one tenth of the area and consequently ex-
hibits a reduction in the number of avoided
level crossings by approximately a factor of
ten. Figure from [217].

These splittings have been observed in phase qubits, flux qubits, and charge qubits.

In the case of phase qubits with large junction area of order 100 µm2, qubit T1 is

directly determined by the loss tangent of the tunnel barrier dielectric, as predicted

by Eq. 2.3.6 (with α = 1).

For smaller-area charge, phase, or flux qubits, the density of splittings is reduced,

due to the reduced junction area [217], although larger splittings are observed in the

smaller junctions, and the splitting reduction have been found to linearly depend on

the junction area A as

SI0 ∝ I2
0/A (2.2.2)

Recent works have demonstrated the possibility to use a single TLS as a quantum

memory [47, 166], and it was found that the coherence time of a single TLS could

be of orders of magnitude more than the qubit’s coherence times itself. Moreover,
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the fidelity of the memory operation was tomographically measured [166], and many

defect-models have been quantitatively evaluated [45].

A part from using a single TLS as a quantum memory, more generally the coupling

of the qubit to resonant TLS can be suppressed by operating the qubit so that it is

far detuned from dominant TLS defect states. However, in many instances, during

practical manipulation of a qubit, it is necessary to tune its frequency, either to

perform measurements or to realize gate operations. In this case, the qubit resonance

is swept through the resonance frequencies of several TLSs and, for a finite bias-sweep

rate, there is the possibility that the qubit’s state evolves to the ground state, while

the TLS evolves to its excited state: the excitation is swapped from the qubit to the

TLS with associated loss in the fidelity of the qubit operation.

Moreover, the effect of spectroscopically un-resolved qubit-fluctuators is still un-

explored.

2.2.9 Other Intrinsic Sources

Among the minor sources of coherence decay that have been considered for the super-

conducting qubit is piezoelectricity. If there is any piezoelectricity or magnetostriction

in any of the nearby materials, the electromagnetic oscillations in a superconducting

qubit could lose energy in the form of phonons [103].

For this reason, piezoelectric materials, like quartz and aluminum nitride, are not

considered good insulators to be used in the fabrication of low decoherence qubits.

Another noise source arises from the magnetic vortices or magnetic flux-tubes mov-

ing in the superconducting electrodes of the devices: the superconducting films used

for the qubit fabrication may trap magnetic flux in the form of quantized Abrikosov

vortices [28], if the external fields during the sample’s cool down are non properly

shielded. The motion of those vortices between pinning centers, under microwave-field

biasing, leads to vortex noise and dissipation. Vortices density might be reduced by

better magnetic shielding of the sample, and their pinning strength may be enhanced

by intentionally putting an array of holes, defects, or inclusions in the superconducting
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wires [213].

In section 7.2.1 I will discuss how to dimension the width of the superconducting

wires by taking into account the detrimental presence of the trapped vortices.

Local radioactivity arising from the naturally-occurring unstable isotopes of the

materials used for qubit fabrication, together with the nuclear spin fluctuations, have

been taken into consideration as additional decoherence sources [116], but it seems

not likely that these two processes could explain the observed T1 and T2 in supercon-

ducting qubits.

As a last possible decoherence channel, it may be possible that vacuum fluctuations

play a role in the observed noise at quantum-scale. The concept of vacuum energy

has been deduced from the concept of virtual particles, which is itself derived from

the energy-time Heisemberg uncertainty principle. The effects of vacuum energy can

be experimentally observed in various phenomena such as spontaneous emission, the

Casimir effect, the van der Waals bonds, the supposed Hawking radiation, and the

Lamb shift. Virtual particles also mediate the exchange of all forces between particles.

For example, when an electron experiences electrical repulsion from another electron,

it is actually exchanging virtual photons with that other electron. Higher-energy

virtual photons are allowed by the uncertainty principle to exist for short periods of

time, as shown by the uncertainty equation, they may have a visible effect in the real

world. For example, a metal plate experiences a storm of fleeting impacts from virtual

particles (of all natures, either bosons or fermions) on its surfaces; this ”vacuum

pressure” is equal on both sides of the plate, and so cancels out. If, however, two

parallel metal plates are too closely spaced to allow the quantization of the virtual

fields in the space between them, the vacuum pressure between the plates is less

than that on their outer surfaces, and they experience a net force pushing them

together. This force is termed the ”Casimir effect” after Dutch physicist H. Casimir,

who predicted its existence in 1948, and the force was experimentally measured in

1997 [124]. It would not be so surprising if the constant bombardment of virtual

particles should be found to be responsible for the observed ”noisy” behavior of the
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superconducting surfaces, when investigated at the quantum regimes.

2.3 Theories

Similarly to any quantum object, the phase qubit is subject to decoherence due to

its interaction with uncontrolled degrees of freedom in its environment, including

those in the device itself. These degrees of freedom appear as noise - induced in the

parameters entering the qubit Hamiltonian - in terms of energy exchange with a noise

source on one hand, and in terms of random dephasing between states |0〉 and |1〉 due

to adiabatic variations of the transition frequency on the other hand.

2.3.1 TLSs

Low-energy two-level systems, TLSs, are associated with not-well-identified defects in

the dielectrics, namely in the wiring insulators, in the tunnel barriers, in the capac-

itors, and in all the surfaces/interfaces of the superconductors, for what it concerns

the qubit realization.

They are responsible for wide number of anomalous properties of glasses at low

temperature, including the specific heat that varies linearly with temperature T [256],

a T2 dependence of the thermal conductivity [256, 240, 185], a strong enhancement

of acoustic and dielectric absorption [188], the universal electronic low-frequency

noise observed in any device (from semiconducting field-effect transistors [64, 246]

to SQUIDs [117]), the microwave losses at low excitation regimes [169], and the en-

ergy splittings in the high frequency qubit spectroscopy [217].

The microscopic origin of the TLSs is thought to be related to the rearrangement

of dynamic two-state crystalline (or amorphous structure) defects, to the electron

hopping between traps in which their spins have fixed but random orientations [115],

to electrons that flip their spins due to interaction with tunnelling TLSs and phonons

[56], to spin diffusion along the surface of a superconductor [72], or more generically
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to the random switching of fluctuators between its two metastable states (1 and 2).

However, among these models, only the one presented in [72], implying the pres-

ence of magnetic impurities in superconductor’s surface oxides, seems to agree with

recent experiments [24, 199] on measurements of the 1/f noise generated by an en-

semble of TLSs.

We now introduce the ”TLS tunnelling” model in its most generic form, readily

adaptable to describe any real physical system.

In fact, no matter which is the real microscopic origin, a TLS (an ideal one)

produces a random telegraph-noise. This process is characterized by the switching

rates γ12 and γ21 for the transitions 1→ 2 and 2→ 1.

One of the basic assumptions of the tunnelling model is the occurrence of config-

urations of two local minima with nearly equal energy and spatially adjacent sites of

equilibrium in the potential-energy landscape, which could for example be taken into

account for the amorphous structure of a dielectric.

Such a configuration can be described by a double-well potential, between which

the particle can hop via either thermal activation or quantum mechanical tunnelling.

At low temperatures, the thermal energy is not high enough for particles to overcome

the potential-well barrier, so that only the tunnelling through the barrier will occur.

Figure 2.5: A particle in a double-well po-
tential. Asymmetry energy, ∆: well dis-
tance, d; energy of the ground state of the
particle in an isolated well, ~Ω/2; potential
barrier, V . The figure is taken from [67].

Formally, a TLS is simply a particle with mass m in a double-well potential, as

in Fig. 2.5. For reasons of simplicity this potential is considered as if composed of

two identical, nearly-harmonic wells with ground state energy ~Ω/2, separated by
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the distance d. For glasses an asymmetry in the depth of the wells, with asymmetry

energy ∆, can be assumed because of their structural disorder.

By solving the Schrödinger equation for the left and the right well-associated

wavefunctions, and assuming a weak overlap of the latter, we can obtain an expression

for the energy splitting [67]

E = E+ − E− =
√

∆2 + ∆2
0 (2.3.1)

where the tunnel splitting term, ∆0, can be obtained by the Wentzel-Kramers-Brillouin

method as ∆0 ≈ ~Ωe−λ. Under all made approximations, the tunnelling parameter,

λ, is determined by the mass, m, and the shape of the potential as λ ≈ d
2~

√
2mV [67].

Due to the irregular structure of glasses, the introduced characteristic parameters

∆ and ∆0 are different for different TLSs. A basic assumption of the tunnelling

model is, that ∆ and ∆0 are independent of each other and that their values are

nearly uniformly distributed [185]. This assumption, in spite of its phenomenological

origin, is in excellent agreement with the experimental data.

It is interesting to report, as from [67], the coupling of TLSs to electric field. If

there is a charge associated with the defect state, there will be an electric dipole

moment −→p corresponding to the configurational change that takes the defect from

|L〉 to |R〉. For a typical TLS defect in an amorphous dielectric, it is expected an

electric dipole moment of order 1 Debye [153] (roughly 1 electron charge times the

Bohr radius).

The application of an external electric field to the TLS normally do not change

the shape of the potential - which would have an influence on the separation of the

wells d and on their barrier height V - and thus do not change ∆0. Instead, exter-

nal perturbations of the electric field change the local environment of the TLS and

therewith ∆. The perturbation theory predicts that the small change in asymmetry

energy δ∆ will vary linearly with the strength of the electric field

δ∆ = 2−→p ·
−→
F (2.3.2)

where
−→
F is the strength of the applied electric field.
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Various low-temperature properties of solids containing defects or structural disor-

der like glasses evolve from relaxation processes. In the following, relaxation processes

of TLSs coupling to electric field will be discussed in detail, leading to descriptions

which are important for the results within this thesis.

At low temperatures, absorption or emission of single phonons can induce transi-

tions between the levels. As always only one phonon participates in this phenomenon,

relaxation of a TLS from its excited state into its ground state is called a ”one-phonon”

or a ”direct process”.

The loss tangent tan δ of the dielectric is defined as the ratio of the energy absorbed

per unit volume per radian of oscillation to the maximum energy density of the electric

field

tan δ =
2Pa

ωε0εrE2
, (2.3.3)

where ε0 and εr are the absolute and relative electric constant.

The dielectric loss induced by the TLS is thus expressed as [153]

tan δ =
π

3

ρ−→p 2

ε0εr

tanh(~ωT/2kBT )√
1 + ω2

rγ
−1
1 γ−1

2

, (2.3.4)

where ρ is the TLS energy density of states per unit volume, and ωr the Rabi frequency

of the TLS’s coherent oscillations.

Note that the loss tangent of the amorphous dielectric decreases, due to the pop-

ulation of the TLS excited state: as thermal or external microwave transitions satu-

rate the TLS, the dielectric becomes transparent to resonant irradiation, and the loss

decreases. In the case of qubit experiments, however, one typically works at a tem-

perature around 20 mK and at extremely low microwave drive powers, corresponding

to one microwave photon loaded into the anharmonic qubit resonance. In this case,

we are interested in the intrinsic low-temperature (kBT� E), low power (ωR = 0 )

loss tangent of the amorphous dielectric

tan δ =
π

3

ρ−→p 2

ε0εr
. (2.3.5)

For the parameters d = 1 Debye, ρ = 1046 J−1m−3, and εr = 4 (characteristic of
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amorphous SiO [184]), we find a large intrinsic loss tangent tan δ ≈ 3 · 10−3. This

number is typical of amorphous-oxide thin films, as from table 3.1.

The qubit’s dissipation from the amorphous dielectric can be expressed as a lossy

capacitance in parallel with the junction. In such a case, Eq. 2.0.1 could be read as

T1 =
1

αω10 tan δ
. (2.3.6)

In the case of a large qubit junctions, with area � 10µ m2, the tunnel barrier

itself contains a quasi-continuum of resonant TLS, and dissipation from these states

can induce qubit energy relaxation. In this case, the qubit is given by Eq. 2.3.6

with α = 1, and where now δ refers to the lossy tunnel-barrier dielectric. The large

intrinsic loss tangent of amorphous AlOx accounts for the relatively short coherence-

times (tenths of ns) of the first-generation phase qubit having large junction-areas

[145].

It is interesting to note that only the TLSs with energy splitting E less than

kBT (thermal TLSs) contribute to the qubit dephasing, since the TLSs with large

level splitting are frozen in their ground states. As long as E < kBT, the rates

γ12 and γ21 are close in magnitude, and without loss of generality one can assume

that γ12 ≈ γ21 ≡ γ, i.e. the fluctuations can be described as a random telegraph

process (RTP). A set of such random telegraph fluctuators with exponentially broad

distribution of relaxation rates, γ, produces low-frequency charge and dielectric noise

with a 1/f power spectrum, and in last analysis contribute to qubit energy dephasing.

On the other hand, for E > kBT, (quantum) TLS defects behave like a ”spin

bath” in the quantum regime, giving rise to such unusual properties as enhanced

dielectric loss at low temperature, and low microwave drive power [80], and in last

analysis contribute to qubit energy relaxation.

In chapter 4, I will extend the discussion on the TLSs, by giving more details on

the microscopic and experimental aspects.
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2.3.2 Quasiparticles

At the low temperatures typically used in Josephson qubit experiments (10 - 50 mK),

the equilibrium quasiparticle-density is computed to be exponentially small.

Moreover, no equilibrium quasiparticles are expected in a superconductor well

below the critical temperature T � Tc, because of the exponential suppression of

excitations from the superconducting gap ∆. However, an experiment on Cooper-

pair boxes has measured a significant quasiparticle density nqp ∼ 10/µm3, arising

from an unknown source in an Al charge qubit [200]. Once excited, quasiparticles can

readily tunnel through a Josephson junction. Charge associated with quasiparticles

allows a tunnelling event to couple energy between the quasiparticle and the qubit,

and the decay of qubit from its excited state could add energy to the final quasiparticle

state.

However, because in some superconducting-qubit implementation the state-measurement

procedure produces a voltage across the junction, a significant number of quasipar-

ticles are produced and remain in the system even after the qubit is reset into the

zero-voltage state. These quasiparticles, with densities far exceeding the equilibrium

value, then cause decoherence, perturbing the proper operation of the qubit. Re-

cently, is has been shown [34] that, being the quasiparticle tunnelling-amplitudes

flux-dependent, as a consequence also the qubit decay-rate induced by quasiparticle

tunnelling is flux-dependent.

Lang et al. [125] showed qualitatively that quasiparticles create decoherence.

Decoherence from quasiparticles can arise via either energy relaxation or dephasing.

For example, quasiparticles tunnelling across the junction create shot noise in the

current bias. Noise at the qubit transition-frequency, ω10, causes unintended state

transitions, whereas noise at low frequencies alters the junction bias-current and hence

ω10, leading to unintended variations in the phase evolution [146]. Quasiparticles also

affect the critical current, I0, of the junction by changing the effective Josephson

supercurrent of the conduction channels [85]. Fluctuations in I0 produce decoherence

as with bias-current noise. Finally, quasiparticles provide a mechanism for energy
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dissipation that can result in unintended transitions from the qubit’s excited to ground

states.

One method to minimize the creation of quasiparticles is to limit the time the qubit

remains in the voltage state. However, quasiparticles are observed in the circuit even

in the absence of junction switching.

The number of quasiparticles present in the junctions could be further decreased

by two methods: by reducing the creation rate with current shunts, and increasing

the depletion rate with normal-metal traps. Experimental data demonstrated that

both methods are required to significantly reduce the number of quasiparticles and

increase the system’s coherence [125].

The first method to minimize quasiparticle creation is to place a current shunt in

parallel with the junction. Because the rate of quasiparticle creation is proportional

to the quasiparticle current flowing through the junction, the reduction of this current

reduces the generation rate by a factor of about 103.

The second method is aimed to increase quasiparticle recombination. In a super-

conductor, quasiparticles recombine into Cooper pairs at a rate proportional to their

density. At high density, this is a rapid depletion mechanism; however, to effectively

remove quasiparticles when the density is low, alternative channels for quasiparticle

decay must be created. One such channel is a quasiparticle trap, that consists of a

normal-metal island in good electrical contact with each of the superconducting leads

of the Josephson junction.

The traps are for the quasiparticles as an effective potential well of depth ∆, when

they diffuse to the traps they are captured and dissipate their energy to the normal

metal [49]. Provided that the temperature of the normal metal is much less than

∆/k, the normal metal will only be a sink, and not a source of quasiparticles.

Finally, quasiparticle energy is ultimately removed from the superconductor by

recombination and emission of a phonon with energy ≥ 2∆. Because phonons are

long-living at low temperature, especially for crystalline substrates, they may bal-

listically travel across the chip and have their energy redeposited as quasiparticles
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anywhere in the superconductor. All of these estimates imply that a conservative

design should have quasiparticle trapping structures of millimeter or greater size, not

just local structures placed around the tunnel junctions.

Quasiparticle normal-metal traps could be realized by evaporating a 3 nm adhesion

layer of Ti followed by 0.1 µm of AuCu (25 wt.% Cu).

Moreover, engineered spatial profile of the superconducting gap by controlled oxy-

gen doping [11] was also shown to provide an effective potential barrier, able to keep

the quasiparticle far from the junction area. More recently, the authors of [163]

showed another example of superconducting-gap engineering, by using a NbN coun-

terelectrode and a NbTiN wiring layer, so that non-equilibrium quasiparticles are

trapped in the wiring layer and do not diffuse into the junctions due to the smaller

energy gap of the NbTiN compared to NbN.

We conclude that in order to greatly decrease the number of quasiparticles, a

qubit needs a combination of both decreased quasiparticle generation with the shunt

and more rapid removal of the quasiparticles by the trap.

Anyway, as shown also by the very recent ”3D cavity” experiment [175], quasi-

particle dissipation seems not to be the major source of decoherence in present gen-

eration of superconducting qubits. On the contrary, the authors of this experiment

highlighed the participation of defects present on metallic and dielectric surfaces in

high frequency losses, by the coupling of a transmon qubit with a large dipole moment

with a three-dimensional C band microwave cavity, yielding coherence times of tens

of microseconds.

2.3.3 Surface Spins

Recent experiments have revealed clear evidence for a high density of unpaired surface-

spins in thin-film SQUIDs [199], and suggest that these spins are the source of the

excess low frequency flux noise.

Several theoretical models of low-frequency flux-noise have then been proposed

[116, 24, 56, 72]. For example, Koch et al. [116] developed a model of low-frequency
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flux-noise by using a flux qubit whose configuration contains a superconducting loop.

In their model, decoherence is caused by unpaired electrons trapped in defects, where

their spins have fixed, random orientations. An electron can be trapped by a defect

for a long period of time with the direction of its spin remaining unchanged at low

temperature [120] due to spin-orbit coupling [1].

In order to estimate the low-frequency flux-noise using Koch’s model, the authors

first assume that the defects with density n are uniformly distributed over a simple

toroidal model of a SQUID loop with inner and outer radius respectively r and R,

and loop width W , covered by a surface density of spins σs.

Three regions were defined: the superconducting loop, the exterior region, and the

hole region that is enclosed within the SQUID loop. A small current loop was used

in order to simulate mutual inductance M(x, y) between electron’s magnetic moment

and the SQUID loop. The loop area of A had a current i flowing in it so that A·i = µB,

where µB = 9.27x10−24 J/T is the Bohr magneton. The flux per Bohr magneton

coupled into the SQUID loop has been calculated to be Φ0/µB = M(x, y)/A, and the

total mean-square normalized flux-noise from three regions coupled into the SQUID

is obtained: 〈
(δΦst)

2
〉

= 8nµ2
B

∫ Lr+R

0

dx

∫ x

0

dy[M(x, y)/A]2 (2.3.7)

where Lr is the distance beyond the SQUID loop in the integration. For reasons of

simplicity, taking the upper limit of M(x, y) to be 1 nΦ0/µB and assuming the range

of integration from 10−4 Hz to 109 Hz, the 1/f spectral density of the flux noise could

then be expressed as

SΦ(f)

Φ2
0

≈ 〈(δΦst/Φ0)2〉
30f

. (2.3.8)

Note that this model predicts that the magnitude of the rms (root mean square)

flux-noise depends not on the total area of the SQUID, but on the ratio of the linear

dimension of the SQUID, for a constant aspect-ratio R/W . Models for 1/f flux

noise from surface spins are indeed attractive, as they yield a noise spectral power

that is only weakly dependent on the overall scale of the device, compatible with the
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”universal” character of the noise [24].

Instead of the 1/f flux noise caused by unpaired electron-trapping as described

in Koch’s model, de Sousa’s proposal of the magnetic flux-noise is linked to the spin

flips of paramagnetic dangling-bonds at the amorphous-semiconductor/oxide interface

[56]. The dangling bond forms the trapping center near the Fermi energy (εF ± kBT )

for interface conduction-electrons with spin flips due to the interactions with the local

structural defects at the interface, for example, in Si/SiO2 and in other amorphous-

oxide interfaces that are typically used as the substrate for superconducting qubits.

Also in this case, the corresponding noise has a 1/f frequency dependency.

Moreover, Sendelbach et al. [199] measured the flux threading a Nb SQUID that

was cooled (down to 20 mK) with vortices intentionally trapped into the Nb film.

The flux threading the SQUID increased as as temperature was lowered and the

flux change was proportional to the density of the initially trapped vortices. The

experimental data is compatible with the thermal polarization of unpaired surface-

spins in the trapped fields of the vortices.

Furthermore, the authors inferred from the magnitude of the temperature-dependent

flux change a surface spin-density of 5x1017 m−2, that is once again compatible with

densities inferred from electron-spin resonance studies of the disordered Si/SiO2 in-

terface [56], and with the MIGS theory [40] (see section 2.3.4).

The most recent flux-noise model, presented in [72], considers interacting spins

at the superconductor-insulator interface that interact via the RKKY mechanism,

and which diffuse in the nonuniform surface magnetic fields of the SQUID. In all the

previous models, surface spin interactions were clearly neglected, despite significant

experimental evidences [199]. In [72], interactions between spins are essential to the

noise mechanism.

Thus, it is not unreasonable that spin densities of this order exist at the interface

between the insulating substrate and the superconductor, or between the supercon-

ductor and its insulating native oxide, even if the precise microscopic nature of the

surface spin states that give rise to the excess flux noise is still unknown and object
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of intense investigation.

In chapters 6 and 8 I will discuss some preliminary attempt to perform suitably

surface treatments, both to the substrates and to the superconductors, in order to

produce passivation against natural-oxide formation and reduction of the material

defects.

2.3.4 Metal-Induced Gap States

Choi et al. [40] showed that, in the presence of potential disorder at the metal-

insulator interface, some of the metal-induced gap states become localized (by means

of Andreev localization) and produce local moments. TLS are associated with lo-

calized Metal-Induced Gap States (MIGS) at the Metal-Insulator Interface, and a

modest level of disorder yields the observed areal density of magnetic defect, as those

revealed by a scanning SQUID microscope investigation of the surfaces of common

amorphous and crystalline materials normally used in microfabrication [25].

An areal density of unpaired electrons of about 5 x 1017 m−2 under and/or on

superconducting thin films could be responsible for the ”universal” 1/f flux noise at

low temperatures, with the characteristic noise spectral-density of a few µΦ0Hz−1/2

at 1 Hz.

Since the origin of MIGS is the local metal-surface disorder, its density could be

reduced by epitaxial growth of metal layers and by its surface treatments.

As we will discuss in chapter 3, a large consensus has emerged that the 1/f flux

noise arises from fluctuating spins of localized electrons with an areal density of 5 x

1017 m−2. We will see that also other experiments, different in nature, will conclude

that on the superconductor’s surfaces/interfaces there are defects having similar areal

density.



Chapter 3

Qubit’s Materials Research - State

of the Art

As we have seen from the previous chapter, quantum superposition and entanglement

are fragile, particularly when they exist in solid-state systems such as a superconduct-

ing qubit, that is tightly coupled to numerous environmental degrees of freedom.

The efficiency of the future devices for quantum information processing will be

limited mostly by the finite decoherence rates of the qubits. Recently, substantial

progress was achieved in enhancing the time within which a solid-state qubit demon-

strates coherent dynamics. This progress is based mostly on a successful isolation of

the qubits from external decoherence sources. Under these conditions, the material-

inherent sources of noise start to play a crucial role. In most cases, the noise that the

quantum device demonstrates has a 1/f spectrum. As we saw , this suggests that the

environment, that destroys the phase coherence of the qubit, can be thought of as a

system of two-state fluctuators, which experience random hops between their states.

Since the microscopic origins of the device 1/f noises are still not completely

understood, the material research to improve the quality of the superconducting cir-

cuit, in terms of defect density, remains a vastly unexplored field with potentially

57
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important consequences. The research over the last several years has shown that

qubit performance is limited by spurious coupling of the qubit to microscopic TLSs

in the materials that are used to implement the qubit circuit [153], where these TLSs

shall be thought as defects (of various nature) in the dielectrics, in the superconduc-

tor/substrate interfaces, and/or native oxides.

Superconducting qubit-community demands for material research directed at re-

distributing, reducing or removing such TLS states. This effort is similar to the one

that lead to the semiconductor revolution in the second half of 20◦ century, carried

on by improving the growth of high quality silicon single crystal and by optimizing

the Si-SiO2 interface.

Most of the significant progress in improving the coherence times of supercon-

ducting qubits has been based on existing fabrication technologies utilizing standard

materials, such as Al and Nb, with AlOx tunnelling barrier. However, recently many

groups have found that they are precisely these materials and fabrication technologies

that are the limiting factors to further increases of coherence times [208, 47, 147].

Careful studies and solutions to these issues are vital to the future progress of

quantum computation using superconducting qubits. The time and resources nec-

essary to measure coherence times of superconducting qubits make it impractical to

use these measurements alone to investigate changes in the materials and/or the fab-

rication process. In fact, if we consider that, in first approximation, both coplanar

waveguide resonators and qubits could be realized with the same fabrication tech-

nique, namely double-angle aluminum evaporation, then it could be reasonable to

think about a common microscopic origin of both loss of resonator’s quality factor

and of qubit’s decoherence, respectively. As shown in Fig. 3.1, the two systems are

made of the same materials (Al films with surface oxides), and during their operation

they both could be driven by single microwave photon energies, even though the local

electromagnetic field densities may be different by several orders of magnitude.

Due the similarities in the process for fabricating CPW and qubit samples, one
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Figure 3.1: Schematics cross-section of coplanar waveguide resonators and qubits.
Both could be realized with the same materials and fabrication techniques, e.g. alu-
minum evaporation. The study and reduction of the losses in the resonator may help
to enhance the coherence of the qubits.

could in principle study frequency noise and quality-factor dependencies in supercon-

ducting resonators and gain insights in the microscopic origin of TLS 1/f noise and

decoherence in superconducting qubits.

In this chapter we discuss the material origin of dissipation and dephasing in su-

perconducting qubits, and the loss of quality-factor for superconducting microwave

resonators. Having identified the main sources of energy relaxation and dephasing

processes to reside in material defects giving rise to TLSs, there are plenty of aspects

that could be studied and optimized in the device fabrication process, like the sub-

strate choice and its pre-treatments, the wiring crossover insulator, the tunnel barrier,

and the growth of epitaxial, non-oxidizing superconductors, in order to defeat deco-

herence. Thus, we will focus our attention on the underlying material-physics that

governs decoherence in superconducting circuits, and outline some of the approaches

that are currently being pursued to realize systems with improved coherence proper-

ties.

3.1 Substrates and its Treatments

The coplanar waveguide (CPW) resonator are useful for studying many of the different

materials and fabrication techniques common in superconducting qubits. This section

will review results of studies of the resistivity of the substrate, of the effect of different
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resists used for liftoff, and of plasma etching on the intrinsic quality factor Q0 of the

resonator. These aspects are not independent of each other, and the results must

be analyzed within the overall context of the fabrication process. The substrate

makes up a good portion of the local environment of both the coplanar waveguide

resonators and superconducting qubits. They interact with the substrate, including

impurities, via electric and magnetic fields. This interaction provides a mechanism of

loss that can cause decoherence in a qubit, and reduce the Q0 of a coplanar waveguide

resonator. The loss of the substrate is proportional to the number of impurities and

hence related to the resistivity of the substrate.

The effect of the substrate on decoherence can be studied by fabricating and

measuring qubits on different substrates. However, when the substrate is changed

it can have other effects on the fabrication process, like changing the lattice or the

growth of the overlying films.

The detailed description of a CPW resonator will be done in section 5.1.

Let us see in detail how coplanar waveguide resonators were used to investigate

to what extent the substrate and fabrication steps affect the high-frequency loss of

an rf SQUID qubit. The Q of any resonant structure is a function of the intrinsic

loss-mechanisms associated with the electromagnetic fields in the resonator and the

coupling of the resonator to losses in the rest of the circuit. The intrinsic loss-

mechanisms for a planar transmission-line resonator are made up of the conductor

loss (Qρ), the dielectric loss (Qε), and the radiative loss (Qrad), and hence the intrinsic

Q0 is

1

Q0

=
1

Qρ

+
1

Qε

+
1

Qrad

(3.1.1)

Qε = 1/ tan δ where tan δ is the loss tangent of the dielectric substrate. The Qρ is

dependent on the the geometry of the coplanar waveguide, but in general Qρ ∝ f0/Rs

where Rs is the surface resistance of the conducting film [98]. Qrad is determined by

the distribution of the fields in the structure, and is dominated by radiation leaking

out the ends of the resonator.
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The loaded QL is given by

1

QL

=
1

Q0

+
1

Qext

(3.1.2)

where Qext is the external quality factor, taking into account the coupling to the rest

of the circuit.

The coplanar waveguide resonator is simple to fabricate by one-step photolitho-

graphic process because the ground and signal conductors are in the same layer. The

resonator is realized by coplanar waveguide gaps at each end of the half-wavelength

resonant portion. The external Qext is set by the size of these gaps, the microwave

frequency, and the impedance of the resonator and input ports. For a linear coplanar

waveguide resonator, Qrad increases with decreases in the width of the center strip

[79] and should not effect Q0 for the 10 µm wide strip used for the all the resonator

considered here. If Qext and the Qrad are large enough, then the resonator can be

used to measure the smaller of Qε and Qρ. Thus, the coplanar waveguide resonator

is a suitable structure to study the loss from the superconducting films and various

dielectrics of the rf SQUID qubit.

The authors of [35] measured the Q0 of Al CPWs as a function of the substrate

resistivity (0.5 Ωcm - 20 KΩcm) and for a few different resist (ZEP520A and PMMA),

under different baking conditions. They clearly demonstrated that the Q increases,

and hence the loss decreases, with increasing resistivity.

The resonators patterned with ZEP520A showed both higher Q values than the

ones patterned with PMMA and improvement with increased bake temperature.

When changing the ZEP520A bake temperature from 120◦ C to 180◦ C, the chance of

the resist outgassing during deposition is reduced, and the measured Q is increased.

This is consistent with resist outgassing known to degrade deposited Nb films when

PMMA is used as a lift-off mask [96]. The measured Q for the sample fabricated us-

ing PMMA on a the highest resistive Si substrate (20 KΩcm) is much lower than for

ZEP520A on the same resistivity substrate. This is most likely due to the outgassing

of the PMMA being worse on the high resistivity silicon, which has lower thermal

conductivity, allowing more heat to build up in the wafer.
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On the other hand, the authors of [15] demonstrated that the same Al CPWs,

built on sapphire or on silicon substrate, have a very different frequency-noise spectra

(as from Fig. 3.2) depending on the choice of the substrate. The resonator built on

silicon has a reduction of the frequency-noise magnitude of the order of ∼ 9 dBc/Hz

(decibels relative to the carrier per Hertz) compared to his twin built on sapphire.

Figure 3.2: Frequency noise spec-
tra of Al CPWs realized on sili-
con and sapphire substrates, with
equal geometry and similar res-
onance frequency, 4.22 GHz and
4.57 GHz respectively, measured
at an internal power of -40 dBm
at a bath temperature of 100
mK. The roll-off is due to the
resonator-specific response time.
The inset shows a more pro-
nounced non-monotonicity in the
temperature dependence of the
resonance frequency for Al on sap-
phire (red) compared to Al on Si
(black). Figure from [15].

Moreover, the same authors showed that by removing unnecessary parts of the

dielectric substrate (in the gap between the superconducting central-strip and the

grounds) by means of KOH wet etching [16], NbTiN resonators gained 7 dBc/Hz in

terms of frequency noise, probably by etching away a consistent amount of TLSs that

were residing in that volume of substrate.

A counter-example is provided by magnesium oxide (MgO) substrates, which show

once more how the substrate choice does play an important role in the resonator’s Q0.

Although being the optimal substrate for NbN growth (in terms of lattice match),

it seems that it is not suitable for the realization of high quality CPW [169] due to

the suspected presence on its surface of magnetic impurities [169] and to a non linear

dielectric microwave-response [94].
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Furthermore, it was demonstrated that also quasiparticle recombination-time in

superconducting resonators depends on the substrate [233]. The author of this exper-

iment showed an increased (one order of magnitude higher) quasiparticle recombina-

tion time in superconducting resonators on a SiNx membrane, compared to identical

resonators on a SiNx/Si wafer, due to higher phonon temperature in the membrane.

In another interesting experiment [250] performed at NIST, the authors showed

that both the roughness of the exposed substrate surface in the CPW gap, and the

interface between the superconducting metal and the substrate, can have a large effect

on the total loss of microwave resonators. However, the TLS contribution to the loss

is not affected by the gap roughness, while it is significantly reduced if the Si surface

is hydrogen terminated prior to Nb deposition. This work was one of the first to give

importance to the method of cleaning and preparing the substrate’s surface before

the first metal deposition. Among the typical methods, we will briefly comment on

the resulting substrate/metal interface quality.

Argon ion milling (or rf-clean) is an effective way to clean crystalline substrates,

both from organic and metallic impurities. Being an in situ process, the resulting

surface should be contaminant-free but, being a physical attack, it is very likely to

induce the creation of an amorphous defective layer which may also influence the

growth of the overlying metal.

Acid etch is another common method to clean substrates, and the protocol may

largely depend on the substrate to be cleaned (e.g. a combination of HNO3 and HF

for sapphire substrate, diluted HF for < 100 > silicon, etc.). Being an ex situ method,

the cleaned surface may get contaminated (e.g. oxidized) before the substrate could

be loaded in the deposition system. The authors of [250] showed that, by performing a

fast load (within 3 minutes from the HF dip) into the vacuum chamber, the oxidation

of a silicon substrate could be minimized and surface keeps ”H-terminated”, which

means that the deposited metallic atoms will bind directly to a pure silicon surface. At

ICIB-CNR, during my PhD work, we established our protocol to realize this cleaning

method, and we applied it to all the silicon substrates utilized for the qubit fabrication
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(see chapter 8).

3.2 Superconductors

As the choice of the substrate, also the choice of the superconducting material to be

employed in the resonator and qubit fabrication is not trivial as may seem.

Most superconducting qubits with long coherence times are made of Al/AlOx/Al

junctions [104, 23], prepared by a double-angle shadow Al evaporation-process that

has an intermediate in-situ oxidization step, to create a thin layer of AlOx for the

Josephson barrier formation. For many years, aluminum has been the material of

choice for highly-coherent qubits, but no strong reason was ever found to discard

niobium technology (if not the easiness in the fabrication processes). Moreover, it

seems that Al- and Nb-fabricated circuits share the same amount of 1/f flux noise

and similar coherence levels could be obtained.

Nevertheless, it is very interesting to discuss some results coming from the CPW

field.

Recently, rhenium (Re) has attracted a considerable interest [243], due to several of

its properties, such as the negligible amount of natural surface oxides, the possibility

of epitaxial growth, and the ability to support the growth of epitaxial Al2O3 on

its surface (see 3.4). Nevertheless, CPWs realized out of rhenium performed well,

but only slightly better than the analogous made of Nb or Ta, with a maximum

improvement of the Q0 of a factor 2.

Instead, a very different result came out from CPWs made of TiN [239], which

showed the highest Q0 ever observed for CPW resonator (2 x 107 at high power

as from Fig. 3.3). Titanium nitride is an interesting and promising disordered-

superconductor to be employed in high quality resonator and qubit also due to the

possibility to tune its Tc with N2 stoichiometry during the deposition, spanning from

a (novel) superinsulating regime [236] to Tc= 4.5 K.

Also niobium titanium nitride (NbTiN) was recently candidate for the realization
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Figure 3.3: Current trend in the
improvements of the CPWs res-
onator’s surface quality-factor Qs.
Titanium nitride grown on high-
resistivity silicon substrates is cur-
rently the material that exhibits
the lowest losses, although suffers
of aging problems. Figure from T.
Klapwijk.

of high-quality superconducting resonators [16]. It is a strongly disordered supercon-

ductor, which has a relatively high critical temperature (Tc ≈17 K), a large super-

conducting gap (2∆ ≈5.9 mV), and one of the lowest surface resistivity (Rs ≈ 1nΩ).

NbTiN is already widely used for critical application where the losses are a seri-

ous concern, such as mixers for low-noise terahertz receivers, low-loss accelerating

rf-cavities, CPW resonators, low-noise superconducting single-photon detectors, etc.

NbTiN has been shown to follow Mattis-Bardeen theory more closely than Nb, Al or

Ta, indicating that it has a minimal dielectric layer compared to the latter materials

[14].

If we compare Fig. 3.4 with Fig. 3.2, it is possible to notice how CPWs having the

same geometry, but realized out of different superconductor (NbTiN and Al), have ∼
15 dBc/Hz difference in frequency noise spectra, while keeping the same dependence

with regards of the choice of the substrate (∼ 9 dBc/Hz reduction of noise magnitude

for the CPW built on silicon).
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Figure 3.4: Frequency noise spec-
tra of NbTiN CPWs realized on
silicon and sapphire substrates,
with equal geometry and simi-
lar resonance frequency, 3.70 GHz
and 3.76 GHz respectively, mea-
sured at -30 dBm of internal power
and at a bath temperature of 350
mK. The roll-off is due to the
resonator-specific response time.
The inset shows monotonic tem-
perature dependence of the reso-
nance frequency for NbTiN on Si
(black) and a non-monotonic one
for the NbTiN on sapphire (red).
Figure from [16].

3.3 Dielectrics

The loss tangent for common amorphous dielectrics has generally been ignored, be-

cause materials have been assumed to exhibit low loss at low temperatures (see chap-

ter 4). Indeed, microwave loss is negligible (tan δ ∼ 10−9) for the crystalline Si

and Al2O3 substrates, while it appears to be not negligible for amorphous, glassy

dielectrics, as shown in Tab 3.1.

Thus, it is not the nonlinear Josephson inductance – the key to the realization of a

superconducting qubit – that limits energy relaxation-times; rather, it is the ”simple”

linear self-capacitance of the qubit [153], because it is typically realized by amorphous

AlOx or SiO2 dielectrics.

The dielectric layer between the junction layer and wiring layer (wiring crossover

insulators) and the dielectric used to realize parallel-plate capacitors are then poten-

tial sources of the observed decoherence.

It is straightforward to probe the intrinsic loss of candidate dielectric-materials by

fabricating and characterizing thin-film linear tank-circuits (LC resonators) in which

the material under study forms the capacitor dielectric. At millikelvin temperatures



67

Table 3.1: tan δ values for common microelectronic materials at low temperature
and single photon energies. For Nb2O5 the tan δ value is taken at 4.2 K.

Material tan δ
Al2O3 [30] ∼ 10−9

c-Si ∼ 10−9

a-Si:H 2-10x10−5

SiNx 1-2x10−4

Thermal SiO2 3.0x10−4

AlOx 1.6x10−3

AlN 1.8x10−3

CVD SiO2 2.7x10−3

SiO 3.0x10−3

Nb2O5 1-4x10−3

MgO 5-8x10−3

and at low microwave drive powers, the internal quality factor of the tank is the

inverse of the intrinsic loss tangent of the capacitor dielectric (as extensively discussed

in chapter 5). Such measurements were used to demonstrate the high intrinsic loss of

the anodically grown Nb2O5, thermal evaporated SiO films used in the first-generation

phase qubit circuits, and of plasma-enhanced chemical vapour deposited (PECVD)

SiNx [109].

A recent survey of several candidate dielectrics for qubit circuits indicates that,

among amorphous dielectrics, hydrogenated amorphous silicon (a-Si:H) has a partic-

ularly low intrinsic loss tangent of order [169].

While at present there is no detailed understanding of the microscopic material

origin of dielectric TLS, it is clear that a high density of OH− defects in amorphous

dielectrics leads to significant dissipation at microwave frequencies. Previous experi-

ments on bulk samples of doped quartz revealed a dielectric loss tangent that scaled

linearly with OH− impurity concentration [240]. Typical PECVD-grown SiO films

are expected to contain OH− impurities of a few atomic percent, and the measured

loss tangents in these thin films are compatible with an extrapolation of the bulk

measurements on doped quartz. By contrast, PECVD-grown SiNx films grown from
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SiH4 and N2 precursors display intrinsic dielectric loss tangents more than a factor of

20 lower than SiO films grown in the same deposition system (see Tab. 3.1).

Figure 3.5: Loss tangent versus
microwave power for CPW and
LC resonators. Data labeled as
SiO2 and Si correspond to 300 nm
PECVD SiO2 on single-crystal Si,
and 100 Ωcm single-crystal Si, re-
spectively. In red, PECVD a-Si:H
exhibit the lowest losses among
amorphous materials. All res-
onators had Al electrodes. Mea-
surements made at T ≤ 100 mK.
Figure from [169].

As already discussed in section 2.2.7, the straightforward experiment realized by

Martinis et al. [147] clearly demonstrated how the substitution of low-loss SiNx

instead of lossy SiO, for the realization of the crossover insulator (and by reducing

the superconducting area covered by the dielectric), resulted in a significant increase

(a factor of 20) in the decay time for the observed Rabi oscillations, jumping from

tenths to hundreds of nanosecond, as from Fig. 2.3

In order to avoid losses coming from TLSs in the bulk dielectrics, Cicak et al.

presented a special design of plate capacitors without dielectric between the plates

[41]. the implementation of this type of vacuum-gap capacitors (VGCs) into res-

onators and qubits showed that VGC-based devices have very low losses, although a

slight power-dependent behavior of the losses similar to those arising from TLSs was

observed. This leads to the conclusion that, even in VGCs, TLSs exist namely on the

Al-oxides and in the small dielectric volume in order to realize the pillars to sustain

the standing structure.

Clearly, it is desirable for the capacitance shunting the qubit junction to be entirely

free of low-energy defect states. Efforts to incorporate defect-free, crystalline dielectric
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thin films into qubit circuits are underway, and some successes were recently obtained

by Siddiqi’s group [244] and McDermot’s group in the USA, by using c-Si membranes

from SOI (silicon on insulator) wafer and evaporated Al on both sides.

At the same time, a scalable superconducting qubit-architecture, involving a com-

plex circuit-topology with numerous wiring-interconnects, will most likely require a

reliable, low-loss amorphous wiring dielectric. Optimization of the growth of the

amorphous dielectric films for this purpose will require a deeper understanding of the

microscopic physics that drives TLS-induced microwave loss, and a thorough explo-

ration of the phase space for dielectric film growth. This aspects will be covered in

more detail in chapter 4, where I will describe how we optimized the growth of high

quality a-Si:H and we successfully integrated it in Nb- and NbN-based superconduct-

ing qubit.

3.4 Tunnel Barriers

Energy splitting in the energy spectroscopy of phase qubit are generally attributed to

TLSs residing in the tunnel barrier: during the last years they have been extensively

characterized in terms of their statistics [208, 47] and manipulation [47, 166].

A very recent experiment [86], developed in Ustinov’s group at KIT, aimed to

study the dependance of the barrier’s TLSs on the AlOx film stress. Introducing

a mechanical strain to the qubit during its operation, by means of a piezoelectric

placed beneath the sample, the amorphous tunnel-barrier experiences a distortion of

the structural lattice of the order of less than a nanometer, which is enough to follow

the spectroscopic evolution of each single TLS in its potential landscape.

In order to minimize energy relaxation due to TLS in the qubit tunnel barrier,

it is necessary to reduce the density of resonant TLS [153]. This can be achieved

in a straightforward way by reducing the area of the Josephson junction. However,

reduction in junction area leads to an increase in the coupling matrix element between

the qubit and the TLS, and raise the qubit’s operational frequency over the 15-18
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GHz limit of commercially-available microwave components. This problem can be

circumvented by reducing the area of the junction, and then shunting the junction

with a thin-film capacitor to maintain the same coupling matrix element between

the junction and any remaining TLS. This strategy was employed successfully in the

second-generation phase qubit circuits described in [217] (see Fig. 2.4). The resulting

devices displayed measurement fidelity approaching 90%, sufficient to perform the

first high-fidelity tomography on a coupled phase qubit circuit [216]. An alternative

approach is to reduce the density of TLS by improving the quality of the barrier

material.

Nearly all superconducting qubits studied to date have emGrabovskij11 amor-

phous aluminum oxide barrier. Studies of junction critical-current noise suggest that

the TLS densities in all amorphous oxide barriers are similar [232]. Therefore, reduc-

tion of the defect density in the junction will likely require a radically new approach

to junction fabrication.

One novel approach, developed at ICIB-CNR during this thesis work, is to realize

Josephson barriers made of nitrides, instead of oxides, like AlN or SiNx, and to

perform a nitridization step directly on the barrier, during the trilayer fabrication,

in order to test if the barrier uniformity could be further improved and nitrogen

vacancies could be filled by the plasma nitridization (see section 8.2).

Another, more radical, approach is to employ a defect-free, single-crystalline bar-

rier for the Josephson junction. While the epitaxial growth of an insulator on a metal

is a daunting challenge, there has been some progress in the molecular beam epitaxy

(MBE) growth of Re/Al2O3/Al junctions with epitaxial barriers [170]. Re and Al2O3

are lattice-matched to within 1%; however, growth conditions must be optimized

to prevent formation of three-dimensional clusters and promote the two-dimensional

growth of the oxide. The critical step is to evaporate the Al at low temperature in a

small partial pressure of O2, and then to crystallize the oxide with a high-temperature

anneal at 800◦ C.

The epitaxial Re/Al2O3/Al junctions display a density of TLS reduced by a factor
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Figure 3.6: Left: qubit spectroscopy of an amorphous-barrier qubit (polycrystal-
Al/amorphous-AlOx/ polycrystal-Al). Right: qubit spectroscopy of an epitaxial-
barrier qubit (epitaxial-Re/epitaxial-Al2O3/polycrystal-Al). Both qubits have an
identical design (qubit junction area of 70 µm2) and the only difference is the tri-
layer structure. The amorphous-barrier qubit shows many spectral splittings, while
in the case of epitaxial-barrier qubit the density of splittings is substantially lower.
Figure from [171].

of five with respect to a typical amorphous junction [171]. There is a suspicion that

the remaining TLS reside at the amorphous oxide formed at the interface of the

crystalline Al2O3 and the amorphous Al counterelectrode, which is grown at low

temperature. It is possible that more advanced growth-techniques could circumvent

this problem.

We report here another very recent realization [163] of a transmon qubit realized

by a fully-epitaxial NbN/AlN/NbN trilayer, showing an energy-relaxation time and

a spin-echo decay time of ∼500 ns.

Moreover, despite recent progress in the development of crystalline barriers, to

our knowledge there have been no experiments in order to investigate the noise in

these junctions. During this thesis work, I also started the investigation of epitaxial

growth of NbN/AlN/NbN trilayers at high substrate temperature (see section 6.0.2)

for the realization of an all-epitaxial junction.
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As a final remark in this section, it is important to note that other types of Joseph-

son junctions, namely weak-link devices, are also being pursued as an alternative to

conventional tunnel junctions. These geometrically defined junctions can potentially

avoid the decoherence associated with amorphous insulating layers. However, the

challenge is to ensure that sufficient nonlinearity can be achieved in a robust fashion

without any additional loss mechanisms, such as quasiparticle generation. Although

weak-link junctions have been studied since the 1970s [133], most measurements have

been conducted near the critical temperature where the correlation length diverges

and Josephson behavior is observed. At the same time, however, operation at such

high temperatures is associated with significant loss and is thus incompatible with

quantum circuits. Recent improvements in nano-scale lithography and numerical

studies to optimize the performance of weak-link junctions [234] have permitted the

currentphase relation and transport current to be engineered with a reasonable level

of control [235] and suggest the plausibility of producing weak-link qubits [130]. An-

other proposal employing phase-slip centers is currently under investigation [158].

3.5 Oxides and Interfaces of Superconductors

I will now introduce some results from several experiments on CPW resonators, which

are clearly showing how the loss mechanisms that limit the quality factor of such

devices, at low temperature and low power, have to be found in the interfaces between

the superconducting layer and both the substrate and superconductor’s native oxides.

In 2006, Barends et al. investigated the quality factors and phase noise of copla-

nar waveguide resonators made from Nb and Ta on dielectric substrates at GHz

frequencies [13]. In Fig. 3.7 it can be seen that the quality factors saturate below

T/Tc < 0.25, and that the saturation level increases with the readout power. This

effect could not be explained by Mattis-Bardeen theory (according to Eq. 5.1.40) re-

lated to superconductivity mechanisms. The power dependence of the quality factor

was attributed to a decrease of microwave losses for increasing power levels.
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Figure 3.7: Unloaded quality fac-
tor of Nb and Ta resonators as a
function of the reduced tempera-
ture. For very low T/Tc the qual-
ity factors deviate from normal
Mattis-Bardeen behavior (dotted
lines) and saturate due to TLSs in
the surfaces. Both materials show
the same behavior. The figure is
taken from [13].

Furthermore, the resonance frequency showed a non-monotonic temperature-dependence.

In Fig. 3.8 it can be seen that above a tenth of Tc the resonance frequency increases

with decreasing temperature, whereas below a tenth of Tc the resonance frequency

decreases with decreasing temperature (see inset of Fig. 3.8). The temperature

dependence of the resonance frequency above a tenth of Tc could be explained by

superconductivity-related mechanisms, while below such value the temperature de-

pendence was assumed to be due to TLSs among the substrate. Additionally, an

observed 1/f like slope of the phase noise of the resonators were suggested to arise

from two-level systems among the dielectric substrate. This assumption was con-

firmed by the interesting fact that, although the materials used for fabrication were

different, their quality factors, shifts of resonance frequency, and noise showed the

same behavior at low temperatures.

The discoveries of Barends et al. have been confirmed in 2007 by Kumar et

al. [123]. Detailed investigations of the temperature and power dependence of the

resonance frequency and frequency noise in quarter-wavelength CPWs made from

Nb at GHz frequencies were carried out. In Fig. 3.9 it can be seen that below a

temperature of 1.2 K a shift of resonance frequency could be detected, which increased

with temperature, while the Mattis-Bardeen theory (see dashed line in Fig. 3.9) would

predict a much smaller shift opposite in sign.
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Figure 3.8: Resonance frequency
versus temperature. Above a
temperature of a tenth of Tc
the kinetic inductance decreases
with decreasing temperature and
the resonance frequency increases
subsequently. The inset reveals
that the slope changes sign for
temperatures below a tenth of Tc.
This is assumed to be due to TLSs
among the substrate. The figure is
taken from [13].

This temperature dependence of the frequency shift was reported to be constant

over a range of readout power (which is the applied power) of -96 to -72 dBm and for

T < 900 mK it could be shown to be proportional to [123]

∆f0

f0

∝ C

[
Reψ

(
1

2
+

hf0

2πikBT

)
− log

(
hf0

kBT

)]
(3.5.1)

which is the mathematical expression of a change of permittivity, due to resonant

interaction of TLSs in amorphous dielectrics according to the tunnelling model. In

3.5.1 C is a prefactor, f0 denotes the resonance frequency of the resonator, and ψ is

the complex digamma-function. This direct link between the change of permittivity

due to TLSs and the change of the resonance frequency of a microwave resonator

was a striking evidence of the TLS nature of dielectric losses among superconducting

microwave resonators.

In order to find a quantitative relation for the proportionality in 3.5.1, the pref-

actor was chosen to be C = Fα
π

, where α is the density of states n of the TLSs and

their dipole moments p. F was called the forming factor, and takes into account the

distribution of the electric field in the resonator. It should be quantified the portion

of field in the TLSs volume to figure out where the TLSs are situated in the resonator.

An obtained value of F ≈ 10−2 consistent with a reasonable thickness of order of 3
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Figure 3.9: The resonance frequency
shift, defined as ∆f0 = f0(T, P ) −
f0(120 mK,-72 dBm), is plotted as a
function of temperature for a readout
power of -72 dBm (circles) and -92
dBm (squares). The solid lines repre-
sent fits to (3.5.1) due to TLS theory,
a further indication for the existence
of TLSs in the surfaces. The figure is
taken from [123].

nm, led to the conclusion that TLSs are situated in thin layers on the surface of the

resonator, e.g. are due to oxidation of it. In addition, the temperature dependence

of noise of the resonator could be modeled by the TLS theory (for more information

the see [123]), emphasizing the assumption of surface distributed TLSs.

In a closely-related work, Gao et al. investigated the influence of variation of the

center-strip width w of a CPW on its excess frequency-noise [82]. A rapid decrease

of frequency noise was found by increasing w, scaling as 1/w1.6, and a semi-empirical

model for TLS noise in superconducting microresonators was deduced, and such model

is able to describe this noise effect quantitatively. In this model, a uniform spatial

distribution of TLSs within a volume Vh of TLS-hosting material was assumed. Vh oc-

cupies some quantitative portions of the total resonator volume V . Furthermore, the

authors were able to show that such a volume Vh could be either the substrate inter-

face or the oxide surface, but not the inner volume of the superconducting resonator.

This led to the conclusion that in the CPWs dielectric losses arise from surface TLSs,

and that the influence of the TLSs can be tuned by the geometry.

The next step was to determine the exact location of the TLSs in a CPW. There-

fore, Gao et al. used the same CPWs with varying center-strip widths and investigated

this time the temperature dependence of the resonance frequency [81]. All resonators

showed the same temperature dependence of the shift of the resonance frequency, but
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with decreasing center-strip width the magnitude of the frequency shift increased (see

Fig. 3.10).

Figure 3.10: The colored lines show
the fractional frequency shifts ∆f0

f0
as

a function of temperature. The mark-
ers represent different resonator ge-
ometries, as indicated by the values of
the center strip width w in the legend.
The dashed lines indicate fits to the
TLS theory outlined in 3.5.1. The fig-
ure is taken from [81].

The forming factor F , introduced in [123], was used to try to gain some information

about the location of the TLSs: if TLSs were in the bulk substrate with dielectric

constant εr, the forming factor could be modeled by F ≈ εr/(εr + 1) independent

of the center strip width; if instead the TLSs were in a surface layer, F would be

dependent on w. The measurement results showed a dependence of F on w (as it can

be seen in Fig. 3.10), confirming the existence of surface TLSs in a layer thickness

of the order of a few nanometers. Estimation whether the TLSs are situated on the

metal surface or the substrate surface, performed by introducing geometrical factors,

showed similar values for metal and substrate surfaces. Thus, the exact location stays

still unclear.

Another crucial experiment on the temperature dependence of the resonance fre-

quency and frequency noise was done by Barends et al. [14] for CPWs made from

NbTiN fabricated on different dielectrics, like oxidized silicon, sapphire and hydro-

genated silicon. Furthermore, the resonators were partly covered with 10, 40 or 160

nm of sputtered SiOx.

Interesting conclusions arose from this investigation. On one hand, it could be

observed that the temperature dependence of the resonance frequency scales linearly

with thickness of the SiOx layer. In Fig. 3.11 (left), it can be seen that the thicker
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Figure 3.11: Left: The resonance frequency for NbTiN resonators closely follows
Mattis-Bardeen theory, unlike Nb, Ta and Al, and depends on volume of the dielectrics
deposited on top of the NbTiN. Right: The magnitude of the frequency noise does
not depend on the volume of the dielectrics, thus indicating a noise originating on
the surfaces/interfaces of the superconductor. Figure from [14].

the SiOx layer on the NbTiN resonator the more pronounced the shift of the reso-

nance frequency increasing by increasing the temperature below 1.5 K (due to TLSs-

based mechanism), while decreasing by increasing the temperature above 1.5 K (due

to superconductivity-based mechanisms) [14]. This is the same observation as that

made in figure 3.7. On the other hand, the observed increase in noise is noticeably

independent of the thickness of the SiOx layer, as from Fig. 3.11 (right). These obser-

vations were interpreted as that the resonant-frequency temperature-dependence is

due to TLSs in the dielectric volume sputtered on top, whereas the observed increase

of the noise is due to the interface between superconductor and SiOx layer. Moreover,

the noise level of Ta and uncovered NbTiN was very similar, whereas the resonance

frequency dependence showed to be clearly non-monotonic (caused by TLSs) for Ta,

while for uncovered NbTiN it followed Mattis-Bardeen theory (caused by kinetic in-

ductance, see 5.1). This observation suggested that the contribution of surface TLSs

is dependent on the superconducting material itself. It is possible to interpret this

result as that there are less TLSs on the NbTiN’s surfaces than on the Ta’s one. In

addition, the noise increased when using sapphire instead of silicon as a substrate,
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indicating that the choice of crystalline substrate affects the frequency noise. This

again points towards an influence to noise by the superconductor-dielectric interface.

This conclusion was even strengthened by the fact that, for NbTiN on sapphire, the

non-monotonic temperature dependence of the resonance frequency was analogous

to that of NbTiN on Si covered by SiOx. This led to the conclusion that TLSs are

situated in superconductor-dielectric interfaces as well as in superconductor-substrate

interfaces. The hydrogenation of the Si substrate showed a strong decrease of loss,

which led to the conclusion that the TLSs were present in the form of dangling bonds

in the dielectric. A recent investigation of Lindström et al. confirmed the assumption

that TLSs are situated in the superconductor-substrate interface [132]. Investigating

half- as well as quarter-wavelength CPWs, the temperature and power dependence of

the dielectric loss could be shown to arise directly from resonant absorption processes

of TLSs.

Moreover, it shall be mentioned that investigations of Macha et al. [141] led to

the same conclusions as discussed in the work of Lindström, when investigating the

temperature and power dependence of dielectric losses (see Fig. 3.12). Interestingly,

the influence of the TLSs is of the same order of magnitude for all investigated

superconductor (Nb, Al)-substrate (Si, sapphire) combinations, thus confirming the

suggestion of a common nature of TLSs in CPWs surface/interface defect-states.

Figure 3.12: The complete description
of the loss illustrated for a Nb on sap-
phire sample. The grid is generated
using the theory described in [132],
and is separated in the temperature
and the power dependence part. Blue
circles and red triangles show the mea-
sured data of the temperature- and
of the power-dependence, respectively.
The figure is taken from [141].

By comparing this result with the ones obtained with CPWs made from NbTiN
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(see [14]) and Re, it can be assumed that it is possible to reduce the influence of surface

distributed TLSs by using superconductors with reduced amount of natural-growing

surface-oxides.

Also the geometry of the resonator does play a consistent role in the overall fre-

quency noise of the system, most likely due to the variation in the electric fields

densities with the resonators dimension. In Fig. 3.13 it is possible to observe how the

frequency noise of a NbTiN on Si CPW resonator, measured at 350 mK, decreases

by increasing the CPW width S and gap W .

Figure 3.13: The frequency noise of
a NbTiN on Si CPW resonator, mea-
sured at 350 mK, decreases by increas-
ing the CPW width S and gapW . Fig-
ure from [15].

It is interesting to discuss also the results obtained by Koch et al. [116], who, by

studying the 1/f flux noise in SQUIDS and qubits, indicated that the observed noise-

levels are in reasonable agreement with the recurring defect’s density of 5x1017m−2

[153, 199].

There are many candidates for defect centers. In amorphous SiO2, they include

E ′ center variants, the nonbridging oxygen hole center (NBOHC), and the superoxide

radical [89]. In addition, the amorphous oxides of superconductors, such as AlOx and

NbOx, contain large densities of defects of various sorts: for example, the concen-

tration of OH− defects in AlOx can reach several percent [147, 198]. Moreover, the

defect density of thermal NbOx is ∼ 1020 defects/cm3 near the surface and less in

the bulk (the atomic density is ∼ 1023 atoms/cm3) while Titania (TiO2) has a defect
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density which is 4 orders of magnitude lower than NbOx, namely ∼ 1016 defects/cm3.

The value of 5x1017m−2 is 6 orders of magnitude higher than the value of about

1012 m−2 reported from measurements of two-level systems in Josephson junctions

[147]. However, the two situations are physically very different. The thickness of

the tunnel barrier is 2-3 nm, and the barrier is protected with a metallic layer im-

mediately after its formation, before it is exposed to any contaminants. In contrast,

the SiO2 layer on a Si wafer is typically 100-300 nm thick and, because of its ex-

posure to processing chemicals and the atmosphere, it is covered by contaminants

that are likely to be highly disordered. For a 100 nm thickness, an areal density of

5x1017m−2 corresponds to 1 defect in 104 atoms, which does not seem unreasonable.

This areal density is also comparable with estimates of trap densities on silicon sur-

faces that have been exposed to similar atmospheric conditions [211]. Furthermore,

room-temperature scanning tunnelling microscope (STM) experiments [118] on ultr-

aclean silicon surfaces, that were exposed to a low level of oxygen in an ultrahigh

vacuum system, revealed as many as eight near-surface two-level systems in an area

of 2x1017m−2 in a 10-500 Hz bandwidth, corresponding to 2x1018m−2 over 13 decades

of frequency. Thus, the areal density of 5x1017m−2 does not seem beyond the realm

of possibility.

Having located the TLSs, responsible for the observed losses in CPW resonators

and decoherence in qubits, to reside on the substrate/superconductor interface, and

on the surfaces of both the substrate and the superconductor, many authors are

starting the investigation of possible surface treatment, in order to reduce the TLSs’

density. In an unpublished research done in McDermott group [180], they studied

flux-noise in SQUIDs after the deposition of thin layers of Fe (0.01 - 0.3 nm) and they

found that the flux-noise magnitude increases by one order of magnitude, while the

inductance-noise decreases by the same amount. Surface treatments with fluoroalkyl-

trichlorosilane (FTS – a self-ordering magnetic polymer) showed similar results.

In this context, among the various treatments that could be performed to the

surfaces (carbidization, fluoridization, and other treatments discussed in section 4.2),
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one is attracting considerable interest: the deposition of a thin layer of copper mono-

oxide (CuO) in its monoclinic crystallographic phase. This material manifests a well

known antiferromagnetic ordering at low temperature (TN = 230 K) [84]. It was

recently discovered that the magnetic ordering could be induced by proximity effect

[161]: the so-called proximity effect manifests itself as a mutual induction of physical

properties from one material into an adjacent one, across their interface. In the most

famous example, superconducting electron pairs are induced in a neighboring normal

metal, and conversely, normal electrons in the metal permeate the superconductor.

However, at the interface between a metal and an insulator, one would not expect

such a behavior.

On the contrary, the authors of [161] showed the evidence for a subtle proxim-

ity effect, that arises between a normal metal and CuO, an antiferromagnetic Mott

insulator, where strong Coulomb interactions prohibit electronic conduction. This

new phenomenon may also provide a new mechanism to control spins at solid-state

interfaces, as well as possible applications in spintronic and superconducting qubit

devices.



Chapter 4

Hydrogenated Amorphous Silicon

In 1971, Zeller and Pohl [256] showed that the low temperature behavior of glasses

drastically differs from that of perfect crystals. Even more fascinating was the discov-

ery of almost universal thermal properties among glasses. This caused an increasing

interest in the understanding of glasses, and glass physics arose as an intensively

pushed field of natural science. At that time, the thermal properties of dielectric

solids (like glasses) at low temperatures were expected to be determined by phonons

of long wavelength. Phonons are characterized by the elastic behavior of the medium

averaged over a distance comparable with their wavelength. At temperatures T <

1 K, the wavelength of the dominant phonons is a thousand times larger than the

interatomic distance. Therefore, no difference between the behavior of glasses with

their disordered structure and that of crystals with their regularly constrained lattice

was expected [9].

However, observed anomalous phenomena of the specific heat and the thermal

conductivity of glasses [219] pointed out to have their origin in the disordered struc-

ture. In 1972, independent of each other Anderson [6] and Phillips [185] worked out

a theoretical description, which was able to explain the anomalous low-temperature

properties of glasses. In this description, defects in amorphous solids were expressed

by double-well potentials leading to the assumption of two-level systems (TLSs) in

82
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the amorphous solids which are able to tunnel through the potential-well barriers.

Thus, this model was called the tunnelling model. With the help of this model, the

anomalous specific heat of glasses could be deduced from the relaxation effects of

TLSs with a broad distribution of energy splittings between their levels [67]. Ob-

served nonlinear ultrasonic attenuation [9], dielectric loss [220], as well as variations

of the dielectric permittivity, and the sound velocity in glasses could be explained by

the tunnelling model in terms of resonant absorption of phonons or photons by TLSs

at very low temperatures and low-energy excitations.

In very recent times, new interest in the anomalous properties of glasses at low

temperatures arose from the field of superconducting quantum-engineering. For in-

stance, the superconducting phase qubit , has been reported to suffer from two-level

tunnelling systems (TLSs) in its vicinity, which couple to the qubit and extract energy

from it leading to strong decoherence [147]. In principle, a superconducting phase

qubit consists of a superconducting loop interrupted by a Josephson junction (JJ).

It was shown that decoherence is stronger if dielectrics with high dielectric losses are

used in phase qubit fabrication [147]. This showed that the TLSs responsible for the

qubit decoherence and for the dielectric losses are identical.

Consequently, dielectric loss in amorphous thin films was intensively investigated

in the last years, leading to remarkable results. Investigations with superconducting

microwave resonators were able to show that TLSs are situated in the bulk dielectric

materials [169], as well as in thin layers on the surfaces of such devices [13, 123, 81].

These TLSs were shown to be of the same origin as those found in glasses three decades

ago, in perfect agreement with the predictions of the tunnelling model [132, 141,

178]. Although a wide understanding of TLS processes in superconducting microwave

devices could be established, open questions remained. Especially absolute values of

dielectric losses and their dependence on frequency have not been reliably investigated

yet. On the other hand, this fact is of great importance for qubit development.

According to investigations of dielectric loss in bulk glasses [240] and to recent results

in this regard by superconducting microwave devices, the TLS density of states is
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assumed to be constant in regard to dielectric loss [132, 141]. However, investigations

of the specific heat of glasses [219] have figured out that the TLS density of states is

indeed frequency dependent.

Moreover, it is very important to note that currently there is no direct knowledge

of the low-temperature quality of the dielectrics at low frequencies, which may be

crucial in order to improve coherence times in qubits.

We have already discussed about the TLS tunnelling model in section 2.3.1, and

about several dielectric materials in 3.3: now it is time to introduce our dielectric of

choice, namely the hydrogenated amorphous silicon.

4.1 a-Si:H

As showed by O’Connell et al. [169], the lowest-defective amorphous material with

extremely low tan δ among conventional dielectrics (such as SiO, SiO2, SiNx) is hydro-

genated amorphous silicon (a-Si:H), having a high structural coordination number and

defects passivated by hydrogen. Because of its low tan δ, it is considered as the best

amorphous dielectric material for superconducting qubit and microwave resonator

applications [149].

This is compatible with data on acoustic attenuation in a-Si:H and a-Ge:H that

suggest a TLS density of states which is two orders or magnitude lower than that of

typical glass films [188]. There has been speculation that the fourfold coordination

in these covalently bonded films tends to overconstrain atomic-scale defect-states and

thereby suppress the density of low-energy excitations [185].

One of the methods for low-defective a-Si:H film growth, widely used for fabrica-

tion of solar cells, optical waveguides, and MEMS, is the plasma enhanced chemical

vapour deposition (PECVD) [53], where silane (SiH4) is plasma-decomposed in hy-

drogen ions and other reactive species, and condensation of a-Si:H takes place on a

heated substrate (150-300 ◦ C, typically) to form an amorphous hydrogen-rich film

[54]. From the microelectronic point of view, a-Si:H is a suitable material both for
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the fabrication of wiring insulator and of Josephson junction’s tunnel barrier [121].

In the framework of the PhD activities, our ICIB-CNR group established several

collaborations with other institutes in order to acquire the best know-how to deposit

and analyze the a-Si:H. All the fabricated qubit and resonators employing a-Si:H

were realized at the ENEA (Portici), which is an Italian leading institution for what

it concerns the photovoltaic applications of a-Si:H, in collaboration with Dr. P. Delli

Veneri and Dr. L. V. Mercaldo. At IMM-CNR (Napoli), we tested an alternative

deposition system and we characterized the resulting films by means of FTIR analysis,

in collaboration with Dr. G. Coppola and Dr. M. Iodice. At Unina-INFN (Napoli),

and in collaboration with Prof. D. K. Basa (Utkal University, Bhubaneswar, India),

we discussed about the possibility to extend our studies to another promising material,

namely hydrogenated amorphous silicon carbide (a-SiC:H).

After several preliminary depositions of a-Si:H, exploring the deposition parameter-

space along the temperature (150◦-250◦ C) and the silane/hydrogen dilution (1:0-1:2)

axes, we determined the optimal receipt in order to: obtain the best a-Si:H adhe-

sion on both silicon substrate and niobium films, avoid interface-bubble formation,

maximize the FTIR peaks relative to Si-H stretching mode and Si-H bending mode

(seen next section) and, of course, reduce as much as possible the low temperature

dielectric losses (as will be extensively discussed in chapter 5).

The deposition parameters that ensured the lowest defective a-Si:H films were:

• PSiH4 = 200 mTorr 40 sccm

• Power = 5 W

• f = 100 MHz

• Ts = 250◦ C

• Rate = 3 nm/s

The PECVD requires a high process temperature (250◦ C) and the presence of
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Figure 4.1: The structure of amor-
phous silicon is typically highly de-
fective due to a large number of un-
saturated silicon bonds. The incorpo-
ration of hydrogen atoms in the film
structure has the effect to lower the
defectivity by saturating the dangling
bonds.

energetic hydrogen ions during the a-Si:H layer growth. Therefore, the incorpora-

tion of PECVD a-Si:H deposition into the Nb technology requires attention due to

the possible degradation of the superconductivity of the Nb films by two physical

processes: 1) oxygen diffusion from the surface Nb oxides and 2) hydrogen diffusion

inside the Nb films. We studied the influence of the a-Si:H deposition by the PECVD

on the superconducting and crystalline properties of 20 nm Nb films treated by two

surface protection methods: plasma nitridation and thin protective Si layer.

4.1.1 Material Analysis

The thin a-Si:H films (typically ∼ 250 nm), deposited under the optimal conditions,

were investigated by means of several techniques. Optical microscopy and SEM anal-

ysis confirmed the absence of macroscopic interfacial defects, such as bubbles and

cracks, between the grew material and the substrate. The average surface roughness

of 3.3 nm (Fig. 4.2) and a good step coverage were observed.

Moreover, Raman investigation confirmed the pure amorphous nature of the ma-

terial under investigation. Indeed, in Fig. 4.3 are clearly identifiable the 480 cm−1

peak, typical for the amorphous Si, and the LA and LO structures, characteristic

for hydrogenated a-Si, as from the Raman peak analysis performed in [22]. It is sig-

nificative to note the complete absence of the peak relative to the crystalline phase

of the Si-Si bonds, namely the 520 cm−1 peak, which once more confirms the good

properties of the deposited insulator.
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Figure 4.2: SEM investigation of the a-Si:H surface, in terms of the average surface
roughness.

FTIR characterization of a-Si:H deposited at the IMM institute of CNR, Napoli,

by means of an OXFORD PlasmaLab PECVD reactor, gave us other information

about the quality of the deposited a-Si:H at the chosen parameters, by quantitative

analysis of the atomic bonds in the amorphous structure.

The a-Si:H was deposited with the following parameters:

• PSiH4 =600 mTorr (600 sccm)

• Ts = 250◦ C

• RF Power= 2 W

• Deposition rate = 32,4 Å/min

Several substrates have been used, among which Si < 111 > wafers and R-plane

sapphire (from ICIB-CNR), and Si < 100 > and < 110 > wafers (from IMM).

It has to be noted that some of the a-Si:H was grown on a previously photolithographically-

patterned niobium-layer present on the samples, in order to incorporate the a-Si:H in

the circuit as capacitor’s dielectric and as wiring insulator.
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Figure 4.3: Raman peak analysis performed as from [22]. The 480 cm−1 peak, typical
for the amorphous Si, and the LA and LO structures, characteristic for hydrogenated
a-Si, are clearly identifiable.
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The FTIR characterization started with the acquisition of the substrate spectral-

absorbance in the 400 - 4000 cm−1 range. Here is the data collection information and

spectrometer description for a typical FTIR analysis:

Number of sample scans: 64

Source: IR

Detector: DTGS KBr

Beamsplitter: KBr

Mirror velocity: 0,1581

Aperture: 100,00

Sample gain: 8,0

Figure 4.4: Comparison of the FTIR spectra of ICIB c-Si substrate and the typical
IMM ones.

Every spectral curve is acquired after a background noise acquisition. This process

is important to get rid of the (large) noise introduced by atmospheric attenuation
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(CO2 and H2O) in the optical path, which in principle could be reduced by fluxing

N2 inside the FTIR instrument (not yet installed at the time of this analysis).

Another reason to perform the background acquisition is to take into account the

presence of the substrate and be able to subsequently cancel out its presence, as if

the FTIR spectra are only due to the material under observation, with (at least in

principle) no substrate influence.

All the IMM silicon substrate’s absorbance spectra were closely resembling the

typical fingerprint expected for c-Si, with no difference on thickness, doping, crys-

tallographic orientation, resistivity, etc. Instead, as it could be easily seen from Fig.

4.4, the silicon substrates from ICIB showed a spectral fingerprint witch is completely

different from the expected one, and the origin of this difference is still of unknown

nature.

Figure 4.5: Transmission infrared absorption spectrum of 260 nm thick PECVD a-
Si:H film deposited on IMM c-Si substrate at 250◦ C. Left panel: the ∼ 2000 cm−1

Si-H stretching mode. Right panel: the ∼ 640 cm−1 Si-H bending mode.

By analyzing the a-Si:H deposited on the IMM substrates, we clearly identified

the ∼ 2000 cm−1 and the ∼ 640 cm−1 adsorption peaks, due to the Si-H stretching

mode and Si-H bending mode, respectively (see Fig. 4.5). Also in the reflectivity
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analysis and in the SAGA (grazing angle) analysis, we could identify the same peaks

as expected.

By analyzing the a-Si:H deposited on the ICIB c-Si substrates, it has to be noted

that the difference of substrate absorbance (Fig. 4.4) could not be compensate by

removing the contribution of the substrate during the FTIR data analysis: we have

not been able to find the fingerprint peaks of the a-Si:H at ∼ 2000 cm−1 or ∼ 640

cm−1 by means of any type of investigations (absorbance, reflectance, SAGA).

Figure 4.6: SAGA characterization of the ∼ 2000 cm−1 peak of different a-Si:Hs on
Nb. Top: a-Si:H deposited at ENEA (family ”U”). Middle: a-Si:H deposited at
ENEA (family ”C”). Bottom: a-Si:H deposited at IMM.

The only method that was found to be suitable in order to highlight the presence

of the peaks due to hydrogen inclusion in the a-Si:H films was the analysis of the

reflectivity spectra coming from the material deposited on the niobium layer, witch
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allowed us to get rid of the strong and anomalous contribution from the ICIB c-Si

substrates.

By means of SAGA characterization of a-Si:H on Nb, we also compared the IMM

deposited material with similar a-Si:H previously deposited by PECVD at ENEA

(Portici) (Fig. 4.6). We confirmed the repeatability of the sample FTIR spectral

characteristics and the reliability of the deposition conditions.

As a result of the investigations with the FTIR method and even in the absence of

a Gaussian deconvolution software to analyze the weight of the 2000 and 2100 cm−1

peaks, it seems that the 2000 cm−1 one is by far the spectral main peak, confirming

the quality of the deposited a-Si:H at the chosen parameters. In fact, the peak at ∼
2100 cm−1, which is caused by Si-H2 stretching-mode vibrations, is evidently absent

in the characterized a-Si:H films (see Fig. 4.5 and 4.6).

4.2 Integration in Nb Technology

Niobium, as a refractory superconductor, is still considered as a fundamental material

for fabrication of robust and reliable Josephson devices for a number of key appli-

cations, such as biomedical SQUID application, high-speed superconducting digital

circuits (RSFQ), mm-wave receivers and sub-millimeter wave mixers, and as volt-

age standard. The high robustness and reliability of Nb Josephson devices, as well

as Nb high thermal and chemical stability, attracted the researchers to apply the

Nb technology for realization of superconducting qubit based on Josephson effect

[136, 245, 19].

It is important to note that, for a qubit realization, the a-Si:H film has to be

deposited on the top of patterned superconductor layers which locally act as metal

substrate for the PECVD process. The requirement of a relatively high substrate-

temperature and the presence of energetic hydrogen-ions during the PECVD process

can easily deteriorate the Nb superconducting properties by means of two physical

processes: (1) the oxygen diffusion from the surface oxide, naturally present before
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Figure 4.7: Schematics of the PECVD reactor used for the a-Si:H deposition. In the
chamber, the samples are subject to heating at ∼ 250◦ C and to an highly reactive
hydrogen plasma.

the insertion of the sample inside the PECVD chamber, and (2) the penetration of

the hydrogen inside the metal during the a-Si:H deposition.

In fact, it is commonly known that the addition of interstitial oxygen and hydro-

gen to Nb deteriorates its superconducting properties, specially its superconducting

transition temperature Tc [95, 55, 251]. The dissolution of the natural oxide-layer

on a Nb surface, accompanied by the oxygen diffusion into the Nb bulk, has been

observed to start at 150◦ C and reach a maximum at ∼ 300◦ C [52], as from Fig. 4.8.

This effect is also expected during the PECVD process, when the Nb film must be

heated up to ∼ 250◦ C in order to produce high quality a-Si:H films.

Furthermore, it is well known that, since Nb is a strong getter material, the hy-

drogen is efficiently adsorbed and diffused into the films, leading to the so called

”hydrogen Q disease”, a degradation of the quality factor of superconducting Nb RF-

cavities [8]. Thus, it is clear that the incorporation of PECVD a-Si:H into the Nb

technology requires careful attention, due to the possible degradation of the super-

conductivity of the Nb films.

All the available data show that there are two main methods to prevent the oxygen
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Figure 4.8: Diffusion of natural-occurring
Nb-oxides due to the increase of the tem-
perature. The process starts at ∼ 145◦ C.
Figure from [52].

and hydrogen diffusion inside a Nb film. The first is the plasma nitridation of the Nb

surface, which has been successfully utilized in order to prevent the oxygen diffusion

in Nb wiring and to maintain its superconductivity after annealing at 300◦ C [201].

The plasma nitridation seems to be an effective method also to prevent the hydrogen

diffusion inside a Nb film because of the trapping of hydrogen by additional interstitial

sites produced by nitrogen trapping near the film surface [182, 155]. It is important

to note that the trapping effect takes place also in case of interstitial oxygen and

interstitial carbon [182]. The second method is the deposition of a sputtered thin

(∼ 3 nm) amorphous silicon (a-Si) layer on the Nb film. As was reported in [121], the

Nb base electrode was protected from the hydrogen diffusion during the fabrication

of a-Si:H tunnel-barrier Josephson junctions by the use of this method.

4.2.1 Nb:H - Superdiffusion

In this section, we investigate the effect of the PECVD of the a-Si:H film on the

superconducting properties of a Nb film. In particular, the measurements of the su-

perconducting transition-temperature Tc and residual resistivity ρ0 were correlated
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with the X-ray diffraction (XRD) analysis applied to estimate the oxygen and hy-

drogen diffusion inside the Nb films. Nitridation of Nb films and deposition of a

sputtered thin a-Si layer on the Nb films (in both cases made in situ after the Nb-

film deposition) were investigated as methods to protect the Nb films during the

PECVD process.

Nb films were deposited at ICIB-CNR on 3 inches Si-substrates by DC magnetron

sputtering in a cryo-vacuum deposition-system, at an Ar pressure of 2.0 x 10−3 Torr

at room temperature. The base pressure was in the 10−9 Torr range. The Nb films

were fabricated at low deposition rate (0.35 nm/s). Films of niobium with thicknesses

of 20.6± 2.2 nm, 51.1± 6.4 nm, and 90.6± 2.1 nm were deposited, as measured by a

Tencor AlphaStep 100 profilometer.

The minimal thickness of ∼ 20 nm was chosen as a compromise in order to satisfy

two requirements: to obtain a measurable effect of the oxygen and hydrogen diffu-

sion on the superconducting properties (a thinner film is favorable) and to provide

sufficient material thickness for the XRD analysis (a thicker film is favorable). Some

of the 20 nm thick samples (identified as Nb(20)) were left untreated after the depo-

sition and subsequently exposed to natural oxidation in air. Another part of the 20

nm thick samples was treated in situ by RF-nitrogen plasma-process for 3 min before

breaking the vacuum. We identify these samples as Nb(20)/Nb Nitride. The nitro-

gen pressure was 2.0x10−2 Torr and the DC bias voltage was -200 V; these conditions

seem to give an efficient growth of a 3-5 nm thick nitride layer [201]. The last part of

the 20 nm thick samples (identified as Nb(20)/Si) were protected in situ by a 3 nm

thick RF-sputtered a-Si film, before breaking the vacuum. The 50 nm and 100 nm

thick Nb samples were not subjected to any surface protection treatment.

Subsequently, all the films were patterned by UV photolithography and etched

by reactive ion etching (RIE) in a CF4+5%O2 atmosphere. The sample design (Fig.

4.9) comprises a Nb strip (50 µm wide and 2000 µm long) whose superconducting

properties were measured by four-point DC technique, and a sufficiently large Nb

area in order to perform XRD analysis. This sample design allows to investigate the
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superconducting properties and to make the XRD measurements on the same sample.

Figure 4.9: Micrograph of a patterned 20 nm Nb film. Left: before the PECVD a-Si:H
deposition. Right: after the deposition. The 2000 µm long strip for the electrophysical
four-point DC measurements and the large Nb area for the X-ray analysis are clearly
visible.

It is important to note that all the samples which were treated by nitrogen plasma

were exposed to nitrogen plasma for a second time also after the patterning (under

the same RF-nitrogen plasma conditions used for the top surface), in order to form a

nitride layer also on the sidewalls of the Nb films [203].

The samples destined to the a-Si:H deposition (with and without protective surface

treatment) were covered by a 300 nm thick a-Si:H film grown at ENEA by very high

frequency (VHF) PECVD at 100 MHz, using pure silane (SiH4) at substrate (i.e.

Nb films) temperature of 250◦ C [53]. In order to distinguish the heating effect,

mostly acting on oxygen diffusion, from the effect of hydrogen diffusion, caused by

the exposure of the films to high energy hydrogen ions, we also investigated the effect

of a simple thermal annealing on a selected group of samples (identified as annealed),

heated inside the same PECVD chamber at 250◦ C at a pressure of 5× 10−7 Torr (no

gas was introduced) and for a time identical to that of the 300 nm a-Si:H deposition.

All the samples where characterized in terms of both superconducting and mi-

crostructural properties. The dependence of the Nb stripline resistance R on tem-

perature was measured by a four-point DC technique, with a temperature accuracy
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of 0.01 K. The superconducting transition temperature Tc was evaluated as the mid-

point between the resistive transition and the superconducting transition width ∆Tc,

defined as the temperature interval between the two points associated with the 10%

and 90% of the resistance taken just before the superconducting phase transition

[134]. The value of R(10 K) was utilized for estimation of the residual resistivity ρ0.

The crystallographic properties of the Nb films, namely the orientation normal to

the substrate surface, the crystal lattice parameter, a, along this direction, and the

crystalline grain size, L, were investigated by XRD analysis by using a Bruker D8

Advance diffractometer with Cu-Kα radiation source in Bragg-Brentano geometry.

4.3 Results and Discussion

The experimental data from the measurements of the electrophysical properties and

from the XRD analysis are summarized in Table 4.1.

height Sample Tc(K) ∆Tc (K) a (Å) ρ0 (µΩcm)
A Nb(20) reference 7.27 0.19 3.330 ±0.003 17.22
B Nb(20) annealed 5.69 0.13 3.330 ±0.003 17.22
C Nb(20)/a-Si:H 4.29 0.25 3.372 ±0.002 39.43
D Nb(20)/Nb Nitride reference 8.16 0.02 3.289 ±0.005 10.99
E Nb(20)/Nb Nitride annealed 7.05 0.04 3.310 ±0.005 18.92
F Nb(20)/Nb Nitride/a-Si:H 6.59 0.06 3.311 ±0.004 21.52
G Nb(20)/Si reference 8.44 0.03 3.288 ±0.006 30.01
H Nb(20)/Si annealed 8.28 0.02 3.293 ±0.003 10.97
I Nb(20)/Si/a-Si:H 8.02 0.04 3.303 ±0.003 11.91

Table 4.1: Superconducting transition temperature Tc, superconducting transition
width ∆Tc, crystal lattice parameter a, and intrinsic resistivity ρ0 of the 20 nm thick
Nb samples, with different surface treatment, before and after annealing at 250◦ C
and PECVD growth of the a-Si:H layer.

Results from X-ray refraction analysis (as in Fig. 4.3), performed in collabora-

tion with Prof. P. Mengucci, from the Università Politecnica delle Marche (Ancona),
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Figure 4.10: X-ray refraction analysis on samples Nb(20 nm) reference and Nb(20
nm)/a-Si:H, and the fitting procedure based on the known bulk material densities.

helped to measure the thickness of the various films and the smoothness of the in-

terfaces formed between them, by means of fitting procedure based on the known

bulk-material densities.

Figure 4.11: X-ray diffraction
patterns of Nb(20) films with-
out any surface treatment.
(a) reference sample; (b) sam-
ple after annealing; (c) sam-
ple after a-Si:H deposition.
Curves (b) and (c) evidently
show the shift of the peak
position to lower angles and,
hence, demonstrate the ex-
pansion of the Nb crystal lat-
tice caused by the oxygen and
hydrogen diffusion.

The XRD measurements of all the Nb films revealed a polycristalline structure

with the main diffraction peak corresponding to the Nb (110) planes parallel to the

substrate surface. As an example, curve (a) of Fig. 4.11 shows the θ − 2θ XRD
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pattern of the reference Nb(20) film.

In spite of the small film thickness, the sensitivity of the XRD method was suffi-

cient in order to distinguish the small Nb (110) diffraction peak from the large peaks

associated with the Si substrate. The values of the crystalline grain size L, estimated

from the breadth of Nb (110) diffraction peak of the reference samples, were between

7.6 Åand 11.7 Å.

Figure 4.12: Superconductive transition curves of the 20 nm thick Nb films with
different surface treatment before and after both the annealing at 250◦ C and the
PECVD a-Si:H deposition. (a) 20 nm thick Nb film without any surface treatment;
(b) 20 nm thick Nb film with nitridation; (c) 20 nm thick Nb film covered by the 3
nm thick Si layer. It may be appreciated how the surface treatments and the two
sample processing in the PECVD chamber substantially decrease the Tc, deteriorate
the sharpness of the transition together with the increase of its width, and noticeably
increase the Nb residual resistivity ρ0.

The superconducting transition curves of the 20 nm Nb films, with different sur-

face treatment before and after both annealing at 250◦ C and a-Si:H deposition by

PECVD, are shown in Fig. 4.12.
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The deposition of the 300 nm a-Si:H layer by PECVD resulted in a deterioration

of the Nb superconducting properties, namely, in the reduction of Tc and increase

of the superconducting transition-width. This deterioration of the superconductivity

is accompanied by an enlargement of the crystal lattice parameter, a, and by an in-

crease of the residual resistivity, ρ0. However, the extent of the deterioration depends

on the surface treatment made before the PECVD process. Indeed, the maximum

degradation as a result of the PECVD step was observed for the untreated Nb(20)

film with TAc - TCc = 2.98 K and ∆aAC = 0.042 Å, where A and C identify the samples

as indicated in Table 4.1.

The deterioration of the superconducting properties were accompanied by a shift of

the Nb (110) peak position on the XRD pattern to lower angles θ, i.e. by an increment

of the crystal lattice parameter a. The degree of the deterioration depended on the

surface treatment made before the PECVD process (see closed symbols in Fig.4.13).

Indeed, the maximum effect of the PECVD was observed for the unprotected Nb(20

nm) (closed circle in Fig.4.13, ∆Tc = 2.98 K , ∆a = 0.042 Å). The plasma nitridation

protected the Nb film in such a manner the PECVD detrimental effect was diminished

to ∆Tc = 1.57 K, ∆a = 0.022 Å(closed square in Fig.4.13). Small variations of the

Tc and the a (∆Tc = 0.42 K, ∆a = 0.015 K) were observed for Nb(20 nm)/Si(3 nm)

sample (closed triangle in Fig.4.13).

It is interesting to note that the annealing of the samples at 250◦ C, performed with

the purpose of distinguishing the effect of the oxygen diffusion from that of hydrogen

diffusion, also resulted in a significant deterioration of the superconductivity and in an

increase of the crystal lattice-parameter. The effect can be attributed to the partial

dissolution of the native oxide layer and the following oxygen diffusion into the Nb

film, leading to an enhancement of the interstitial oxygen-concentration underneath

the film surface [52]. Thus, after annealing we observed a significant decrease of Tc

and increase of a for the Nb(20) film and for the Nb(20)/Nb Nitride film. The Tc

difference in the first film was of 53 % of the Tc drop caused by the PECVD process,

while in the second annealed film the Tc drops was of 70 % of the case of the PECVD
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Figure 4.13: Superconducting transition temperature Tc versus crystal lattice param-
eter a, for Nb(20 nm), Nb(20 nm)/Nb Nitride, and for Nb(20 nm)/Si(3 nm) before
(open symbols) and after a-Si:H deposition by PECVD (closed symbols). Semiclosed
symbols report the results for annealing at 250◦ C in high vacuum.

process. Moreover, the difference of a in both cases was less than that observed after

the PECVD process. On the other hand, for the Nb(20)/Si sample there was no

drastic deterioration of Tc and expansion of the crystal lattice parameter a after the

annealing step; the Tc difference was of 38 % of the value obtained after the a-Si:H

growth by PECVD, and the difference of a was of 33 %.

These results show that a significant role in the deterioration of the superconduc-

tivity during the PECVD process is played by oxygen diffusion, as an undesirable

effect of the required substrate heating. The annealing at 250◦ C seems to be detri-

mental even on the films with nitridation. Interestingly, the sputtered a-Si buffer

layer effectively prevents the formation of the native Nb surface-oxide and its de-

composition with subsequent oxygen diffusion caused by the heating up to 250◦ C.

Moreover, the a-Si seems to work as a protective layer, which efficiently blocks also
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the hydrogen diffusion during the a-Si:H layer growth.

A very interesting result was that, for all the samples, we found that the vari-

ations in the crystal lattice parameter a were correlated with the difference in the

superconducting transition temperature Tc.

As it can be seen from Fig. 4.13, the reference Nb(20 nm) film (open circle)

manifested lowest value of the Tc and highest expansion of the crystal lattice in

comparison to the values of the reference samples, while the highest value of Tc (8.44

K) and a = 3.288±0.007 Å– slightly less than the crystal lattice parameter for stress-

free Nb film (3.295 Åfrom [101]) – were achieved on the reference Nb(20 nm)/Si(3

nm) film (open triangle).

The slight difference in the crystal lattice-parameter can be explained by difference

in the film thickness: low thickness (20 nm) of the films of the present research and

high thickness (> 100 nm) of the Nb film of [101]. Moreover, we note that the values

of the Tc and of the a for the reference Nb(20 nm)/Nb Nitride were slightly different

from the parameters of the reference Nb(20 nm)/Si(3 nm) films (see Fig.4.13, open

square). The expansion of the crystal lattice and the decrease of the superconducting

transition temperature Tc in the the case of the reference samples are described by

oxygen interstitially added into the Nb crystal at a concentration below the solubility

limit [223].

The polycristalline film-structure with small grain size (as in our case) can favor

the oxygen migration through the grain boundaries. From the linear experimental

dependence of the crystal lattice-parameter on the oxygen content reported in [223],

the increment of the atomic-percent oxygen ∆CO2 is related to the crystal lattice

expansion ∆a by the empirical formula

∆CO2(at%) = 250.5 ·∆a (in Å) (4.3.1)

By Eq. 4.3.1 we estimated the oxygen content for the reference samples, 10.5 at%O

for Nb(20 nm) and 0.25 at%O for Nb(20 nm)/Nb Nitride, considering Nb(20 nm)/Si(3

nm) as a sample with negligible oxygen content and using its crystal lattice parameter

as the oxygen-free reference value (Fig.4.14).
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Figure 4.14: Modification of the Tc, before and after annealing at 250◦ C, as a function
of the oxygen concentration. Circles: Nb(20 nm); Squares: Nb(20 nm)/Nb Nitride.
Triangles: Nb(20 nm)/Si(3 nm).

Fig. 4.14 shows that for the Nb(20 nm) films with nitridation and without any

surface treatment, the interstitial oxygen, created during the annealing, decreased

the Tc by 0.21 K/at%O. This means that in our experiment the nitridation did not

protect well the Nb film from the oxygen diffusion during annealing processing.

As was found in [201], NbNxOy is formed on the surface of the nitridated Nb films

when exposed to air at room temperature. It is possible to assume that, similarly to

the native oxide of unprotected Nb film, the NbNxOy reduces and the oxygen diffuses

into Nb film during the annealing at 250◦ C at high vacuum. On the contrary, the ni-

tridation surface treatment effectively protected the Nb film from hydrogen diffusion:

during the a-Si:H deposition by the PECVD, the additional hydrogen contribution

to the total Tc suppression was of 30% for Nb(20 nm)/Nb Nitride film, while in case

of the Nb(20 nm) film without surface protection, the hydrogen contribution to the

complete Tc suppression was 47% (see Fig.4.13). This protection phenomenon can be
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attributed to the interstitial nitrogen in the Nb nitride surface-layer which prevented

the hydrogen diffusion inside the Nb film [182, 155]. In the case of Nb(20 nm)/Si(3

nm) sample, the annealing resulted in the decreasing of the Tc by 0.13 K/at%O –

practically by the same ratio as for natural degradation of the Tc for Nb(20 nm) film

exposed in air at room temperature (0.11 K/at%O). The Tc suppression caused by

the oxygen diffusion during the sample heating was 38% of the total suppression dur-

ing the PECVD. Si layer effectively prevented the formation of the native Nb surface

oxide, its decomposition, and the oxygen diffusion caused by the sample heating up

to 250◦ C. Anyway, the a-Si layer blocked well the hydrogen diffusion from the pure

silane plasma during the PECVD.

The interstitial oxygen and hydrogen expand the crystal lattice of Nb film. This

expansion results in the increase of the residual resistivity ρ0 (see Table 4.1 and Fig.

4.12). Moreover, we found a direct relation between the suppression of the Tc and

the increase of the residual resistivity ρ0. Therefore, the decrease of the Tc can be

attributed to the smearing of the sharp density of state at the Fermi level which, in

terms of the McMillan analysis, leads to decrease of the coupling constant λ [154].

Finally, Fig. 4.15 shows the suppression of Tc of the Nb films without any surface

treatment and with different thicknesses, after the annealing step and after the a-

Si:H deposition: in both cases the effect decreases with the increase of the Nb film

thickness.

In the view of realizing superconducting circuits with 200 nm thick niobium wires,

this result is giving us a solid confirmation that, despite superficial effects enhanced

by the small thickness of the thinnest samples, the ”bulk” superconducting properties

will not be affected by the annealing nor by the PECVD a-Si:H deposition.

4.4 Conclusions

We studied the influence of the a-Si:H deposition by PECVD on the superconducting

and structural properties of Nb films treated by two surface protection methods:
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Figure 4.15: Tc suppres-
sion by the annealing and
by the PECVD process for
Nb films with different thick-
nesses without any surface
treatment. Open symbols: re-
sults for the reference sam-
ples. Semiclosed symbols: re-
sults for the annealing pro-
cess. Closed symbols: data
obtained after the a-Si:H de-
position by PECVD.

plasma nitridation and deposition of a thin a-Si layer. We observed that the main Tc

suppression mechanism was the decomposition of the Nb native surface-oxides and

oxygen diffusion caused by the heating of the sample at 250◦ C, required for the growth

of high quality a-Si:H. We demonstrated that in situ sputtered thin a-Si layer works

well as a protective method against both the oxygen and hydrogen diffusion. We

note that the plasma nitridation effectively protected the Nb film from the hydrogen

diffusion, but was inefficient for the protection from the oxygen diffusion. Moreover,

we found that the extent of the Tc suppression caused by the annealing and by the

complete PECVD process inversely depends in both cases on the Nb film thickness.

Nevertheless, the incorporation of the a-Si:H by PECVD with the Nb technology

for the qubit realization will not require the utilization of either a Si thin layer depo-

sition or the surface plasma nitridation as a surface protective technique, because of

the negligible variation of the niobium’s superconducting properties of 200 nm thick

wires after both annealing and a-Si:H deposition. Instead, surface treatments like the

N2 plasma could be considered as first attempts to treat the superconductor’s surface

in order to reduce the surface’s density of defects.



Chapter 5

Superconducting Resonators

In this chapter, it will be described the measurement method, the lumped-element

(LE) superconducting microwave-resonator technique, that was extensively used in

order to evaluate the absolute values of the dielectric loss as well as their dependence

on frequency.

The LC lumped-resonator technique is a reliable and powerful tool for the loss

tangent (tanδ) characterization of any dielectric at the typical conditions at which a

qubit device is operated, namely at low cryogenic temperatures (20 mK), microwave

frequencies (150 MHz-12 GHz), and low excitation power (10−7-10−3 V).

Bulk losses of various dielectrics commonly used in qubit fabrication were com-

pared at low temperatures and low excitation energies. This was be done in order to

find useful low-loss dielectrics improving qubit performances. In order to explain the

method and the obtained experimental results, the theoretical background introduced

in chapter 4 will be used. By means of this technique, we studied the influence of

fabrication processes of the insulator, e.g. different substrate temperatures, SiH4/H2

ratio, on a-Si:H loss tangent (tan δ), in order to investigate the origin of the loss

mechanisms in a-Si:H thin films. For the resonator realization, the Nb technology

was successfully incorporated with the a-Si:H PECVD technologies (see section 4.2).

106
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In the following sections the basics of microwave resonators will be deduced, differ-

ent types of losses will be introduced, and two important types of such resonators will

be presented, namely the coplanar waveguide (CPW) and the lumped element (LE)

resonators. Afterwards, the measurement method developed at the IMS/KIT/ICIB-

CNR will be described, and important enhancements of its design will be explained.

Finally, experimental results on the low temperature measurement of the losses of

a-si:H will be presented.

5.1 Resonator’s Model

In order to deduce the basic properties of a microwave resonator, the electric com-

ponents of the resonator are considered to be physically very small in relation to

the electrical wavelength. Thus, even distributed resonators can be modeled by an

equivalent RLC lumped-element circuit.

Series Resonant Circuits

The input impedance of a series RLC resonant circuit (see Fig. 5.1.a) consists of the

resistance R and the reactance X as

Zin = R +X = R + i

(
ωL− 1

ωC

)
, (5.1.1)

where ω denotes the frequency, L the inductance and C the capacitance of the

Figure 5.1: Schematics of an RLC circuit. a: in series. b: in parallel.

resonant circuit. Since the current I through all elements is equal, the complex
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power delivered to the resonator can be given as

Pin =
1

2
Zin|I|2 =

1

2
|I|2
[
R + i

(
ωL− 1

ωC

)]
. (5.1.2)

The first term of the power expresses the dissipation by the resistor:

Ploss =
1

2
|I|2R, (5.1.3)

while the average magnetic energy stored in the inductor is given by

Wm =
1

2
|I|2L, (5.1.4)

and the average electric energy stored in the capacitor is given by

We =
1

2
|I|2 1

ω2C
. (5.1.5)

Equation (5.1.2) can now be written as

Pin = Ploss + 2iω(Wm −We). (5.1.6)

In the case of resonance, Wm = We, the input resonance Zin gets minimal and the

the resonance frequency is defined as

f0 =
1

2π
ω0 =

1

2π
√
LC

. (5.1.7)

Parallel Resonant Circuits

Figure 5.1.b shows the schematics of a parallel lumped-element circuit. The input

impedance in this case is given by

Zin =

(
1

R
− i

ωL
+ iωC

)−1

. (5.1.8)

Since in a parallel circuit the voltage V across all elements is equal, the complex

power can be written as

Pin =
1

2
Zin|I|2 =

1

2
|V |2 1

Z∗in
=

1

2
|V |2

(
1

R
+

i

ωL
− iωC

)
. (5.1.9)
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The dissipated power is then

Ploss =
1

2
|V |2/R, (5.1.10)

and the average electric and magnetic energies are

We =
1

4
|V |2/C, (5.1.11)

Wm =
1

4
|V |2 1

ω2L
, (5.1.12)

The power can also be written as (5.1.6), which, in the resonant case Wm = We,

leads to the same resonance frequency f0 as from Eq. 5.1.7.

5.1.1 Quality Factors and Losses

The quality factor Q0 of a resonant circuit is defined as

Q0 = ω
(average energy stored)

(energy loss/second)
= ω

Wm +We

P loss

(5.1.13)

At resonance Wm = We, this leads to the following expressions for the loss

Q0 =


1

ω0RC
, for series circuits,

ω0RC, for parallel circuits.
(5.1.14)

The quality factor Q0 introduced here is not influenced by any loading effects

caused by external circuitry. This means that it is an intrinsic characteristic of the

resonator itself, so that it is called the unloaded quality factor Q0. In order to

calculate the loss in a resonator, one has to use the angle δ between the imaginary

part X of the complex impedance Z and the impedance itself in the complex plane.

The tangent of this loss angle is defined as tan δtot = R/X, ratio of the real part R of

the complex impedance to the imaginary part X. This ratio is called the loss tangent

of a resonator. This loss tangent is directly connected to the unloaded quality factor

Q0 by the relation

tan δtot =
1

Q0

. (5.1.15)
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Now, the behavior at frequencies ω = ω0 + ∆ω0 close to resonance (i.e. ∆ω =

ω0) will be considered. Then, in a series-circuit, the complex impedance can be

approximated (as from [31]) as

Zin ∼= R + iRQ0
2∆ω

ω0

= R + iRQ0γ (5.1.16)

where γ is the double-sided fractional bandwidth. Since Zin = R at resonance (be-

cause Wm = We), the maximum power absorption by the resonator can be found

at resonance. At all other frequencies, one can find less power absorption by the

resonator, which can formally be described by [31]

|Zin|2 = R2/p. (5.1.17)

Here, the power fraction p ranges between 0 < p < 1, and denotes at which

power (being p = 1 at maximum power) the bandwidth 2∆ω is to be taken. E.g.

γ(p = 0.5) means that the bandwidth is measured at half-power, i.e. at the half of

the maximum amplitude of a resonance curve with the ordinate in linear scales. As

long as the frequency is close to resonance, (5.1.17) can be substituted in (5.1.16).

This leads to a more general expression of Q0 in relation to the power fraction p

Q0 =
1

γ(p)

√
1− p
p

. (5.1.18)

Again, γ(p) denotes the bandwidth at the power fraction p. Usually, the band-

width is measured at p = 0.5, which leads to the result

Q0 =
1

γ(p = 0.5)
=

1

tan δtot
. (5.1.19)

The same result can be deduced for a parallel circuit. In practice, there are

lots of influences on the overall quality factor QL caused by the coupling to other

circuitry and the environment. Thus, the overall quality factor QL, which is called

the loaded quality factor, is lower than Q0. The loaded and unloaded quality factors

are connected via the external quality factor Qe

1

QL

=
1

Q0

+
1

Qe

(5.1.20)
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which takes all environmental influences into account. The influence of an external

load on an RLC circuit can be expressed by an additional load resistor RL shunted

to the resonator

Qe =


ω0L
RL
, for series circuits,

RL

ω0L
, for parallel circuits.

(5.1.21)

In order to obtain the quality factors of a resonator, one has to measure either

the transmission |S21| through the resonator or the reflection |S11| from one port

back to itself. The measurement to be performed depends on the type of resonator,

which will be explained in the following. This measurement method can be explained

by introducing the scattering theory. In this model, the resonator is assumed to

be a scatterer for the currents coming from both ports connected to the resonator.

The incoming and outgoing currents at each port can be expressed as wavefunctions

connected by the scattering matrix(
ψ1,out

ψ2,out

)
=

[
S11 S12

S21 S22

]
·

(
ψ1,in

ψ2,in

)
. (5.1.22)

A typical measurement curve of the transmission through a resonator is shown in

figure 5.2

Here, an absorption dip can be seen for each resonating frequencies (in this case

for a 4 series-connected resonator). Q0 is measured at γ(p = 0.5) above the minimum

of |S21| while QL is measured at γ(0.5) below the maximum. A factor of γ(p = 0.5)

means at half power. In units of dB, as given here, one can obtain the value of

P = 3dB for half power by using

P [db] = 10 log10

(
P =

P [W]

P0[W]

)
(5.1.23)

where P [dB] denotes the power level for a reference power P0 in W.

There are various contributions to the intrinsic loss 1/Q0 from the resonator itself.

These contributions compose the total value of Q0 like



112

Figure 5.2: Experimental |S21| data from a 4-multiplexed a-Si:H resonators. Left:
all 4 resonances measured in a single frequency sweep (0 -12 GHz). Right: detail
of the gray-box area from the previous graph, showing the loaded quality factor QL.
Inset: the intrinsic quality factor Q0 directly extracted from the resonance dip by
calculating Q0 = 1/γ(0.5) = f0/δf , where δf is the bandwidth of the resonance dip
at |S12| =

√
|S12,min|2/(1 + |S12,min|2).

1

Q0

=
1

Qε

+
1

Qrad

+
1

Qρ

(5.1.24)

where, Qε denotes the dielectric, Qrad the radiation, and Qρ the conductor losses.

Various types of resonators can be described by the idealized RLC circuit. It is

important to distinguish between series- or parallel-resonators connected in series or

in parallel to the environmental circuitry [31]. Beside this consideration, the physical

implementation of the used components R, L, and C is important. In this section,

lumped element resonators, consisting of discrete elements, and coplanar waveguide

resonators, consisting of distributed elements, will be described.

Lumped Element Resonators:

As long as electrical components can be considered small in electrical size, mean-

ing that their physical dimensions are much smaller than the electrical wavelength,

which is the length of a transmission-medium element expressed as the number of
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wavelengths of the signal propagating in the medium, they can be treated with the

formulas of the previous section.

In a lumped element, voltage and current do not vary in magnitude and phase

over its length. A typical lumped element in microelectronics is a plate capacitor with

a size in the µm range. The capacitance C of such a small capacitor can be obtained

by the well-known formula

C = ε0εr
A

d
(5.1.25)

where, ε0 denotes the electric constant, εr the permittivity of the dielectric between

the plates, and A the area of a plate and d the distance between the parallel plates.

Coplanar Waveguide Resonators (CPWs):

In contrast to the lumped element resonator consisting of concentrated elements,

the coplanar waveguide resonator consists of a symmetrical coplanar waveguide trans-

mission line. This transmission line has an inner conductor line of width w separated

from the surrounding ground plane by two gaps of width s (see Fig. 5.3).

Figure 5.3: Schematics represen-
tation of a CPW resonator. w is
the width of the central conduc-
tor, and s the width of the gap
between the central conductor and
the ground plates. Figure from
[35]

Although this type of resonator consists of distributed elements, it can be modeled

by a lumped-element circuit. For this, the resistance load per unit length R′, the

inductance per unit length L′, and the capacitance per unit length C ′ are introduced

as normalized parameters [92]:

L′ =
ZL
√
εr,eff

c0

, (5.1.26)
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C ′ =
εr,eff
L′c2

0

, (5.1.27)

R′ =
α

2ZL
(5.1.28)

where ZL denotes the characteristic impedance, εr,eff the effective permittivity, α the

attenuation constant, and c0 the vacuum speed of light.

The length of the transmission line determines the resonance frequency of the

resonator. Typical CPWs have the length l of a quarter- or half-wavelength of the

corresponding resonance frequency f0

lhalf =
λ

2
=

1

2

c0

f0(εr,eff )1/2
, (5.1.29)

lquarter =
λ

4
=

1

4

c0

f0(εr,eff )1/2
, (5.1.30)

and the effective dielectric constant of a CPW depends on the ratios w/(w + 2s)

and s/h, with h denoting the substrate thickness. For thick substrates, h → ∞ can

be assumed leading to a saturated value of the effective dielectric constant εr,eff =

(εr + 1)/2. The components R, L, and C of a CPW can be deduced by treating the

CPW as a lumped-element parallel circuit:

L =
8l

π2
L′, (5.1.31)

C =
l

2
C ′, (5.1.32)

R =
ZL
αl
. (5.1.33)

With these values, the resonance frequency and the unloaded quality factor of the

CPW can be calculated as

f0 =
1

2π
√
LC

. (5.1.34)
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Q0 = 2πf0RC. (5.1.35)

Normally, a microwave resonator is fabricated out of metal. By applying an electric

field to the resonator forces the charge carriers, here the electrons, to move, which

leads to a current flow. In 1900, Drude proposed a model to explain the transport

properties of electrons in metals [151]. In terms of this model, an electron passing

through a metal is scattered at the ions, other electrons, phonons, etc. of this metal.

This leads to a relation between the current density
−→
J of the electrons and the applied

field
−→
E

−→
J =

(
nq2τ

m

)
−→
E . (5.1.36)

This equation is nothing else than Ohm’s law with the conductivity σ =

(
nq2τ
m

)
.

Here, n is the density, q the charge, m the mass and τ the mean free time of the

electrons. Thus, a change of the field will cause a change of the current density. For a

time-dependent electric field with frequency ω, the Drude model predicts a complex

conductivity [151]

σ(ω) =
ω0

1 + iωτ
= σ′ − iσ′′. (5.1.37)

The reason for this behavior is the finite relaxation time τ . It describes a delay

in the response of the electron to the external force. For τ →∞, which is the case at

high frequencies and in high carrier mobility conductors (especially superconductors),

the imaginary part becomes noticeable, which is related to the so-called kinetic induc-

tance. This kinetic inductance Lkin can be treated as an additional series inductance

to the normal geometrical inductance Lg, which leads to

L = Lg + Lkin. (5.1.38)

This additional inductance component has to be considered in superconducting

resonators as it causes a shift of resonance frequency f0 like

f0 =
1

2π
√

(Lg + Lkin)C
. (5.1.39)
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From further theoretical considerations, Mattis and Bardeen, by using the two

fluid model showed that the quality factor of a superconducting resonator is given by

QMB =
2

α

σ′′

σ′
(5.1.40)

with

α =
Lkin
Lg

. (5.1.41)

5.2 Lumped Element Resonators

In chapter 3, we described the possibility to investigate the dielectric losses of super-

conducting microwave circuits. Not only CPWs, but also lumped element resonators

are suitable to be used for such investigation: in the following sections investigations

of ”bulk” dielectric losses with lumped element resonators will be presented.

The investigation of dielectric loss using lumped element resonators has not been

pushed as intensively as those using CPWs. One reason for that is the disadvan-

tage of low quality factors in lumped element resonators in comparison to coplanar

structures. However, the advantages of compact size and easily-computable electrical

variables still make lumped element resonators interesting, e.g. for Kinetic Inductance

Detectors (KIDs) [51].

For Lumped Element Kinetic Inductance Detectors (LEKIDs) the compact size

is an advantage for the fabrication of whole arrays of these LEKIDs on a small suit-

able chip size. For these LEKIDs, interdigitated capacitors (IDCs) are employed.

Since these capacitors are coplanar elements without any dielectric between the two

electrodes, they show similar influences from surface distributed TLSs [41]. Another

realization of lumped element capacitors are standard parallel plate capacitors which

consist of two superconducting electrodes separated by a dielectric layer. In 2008

O’Connell et al. used such capacitors to set up an equivalent circuit for CPWs suit-

able for the determination of the contributions of TLS induced loss to CPWs [169].

The facts that the capacitance of a parallel plate capacitor can be computed easily
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by 5.1.25, and that the entire electric field is stored in the dielectric between the

capacitor plates were used to investigate the influence of TLSs in the bulk dielectric.

In contrast, in a CPW the electric field permeates a large volume around the CPW,

which may be not filled only by the dielectric of interest and, therefore, the fraction

of dielectric energy has to be calculated using finite-element methods. Thus, using

lumped element resonators with parallel plate capacitors, the values of the intrinsic

dielectric losses can be achieved much more directly and reliably.

In the investigations of O’Connell et al. such lumped element resonators were

decoupled capacitively from the load-lines to establish an equivalent circuit of a half-

wavelength CPW. Firstly, this means that only the loaded quality factor is directly

readable from the measurement curve, but not the unloaded one. Thus, this method

is not direct. Secondly, the fact that the resonator is situated between the load-line

and ground (see Fig. 5.4.a) leads to additional parallel load resistors which have to

be considered by extracting the dielectric losses from measurements.

Figure 5.4: a) Schematics of a lumped element resonator with coupling capacitors
Cc as an equivalent circuit for a half-wavelength CPW. The red circles emphasize
additional load lines essential for this technique. These load lines have influences
on the measurement (as explained in the text). b) Schematics of a lumped element
resonator designed at the IMS, and used in this work, omitting disturbing coupling
capacitors and load lines. Fig. from [209].

Thirdly, the values of Cc and the pieces of load-lines marked with red circles around

(see figure 5.4.a) are unknown, and this fact makes the results not quantitatively

reliable. Thus, there was a need of a reliable and direct determination of dielectric
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losses. In order to avoid additional coupling capacitors and parallel load resistors, a

pure LC circuit was designed consisting of a parallel plate capacitor and an inductance

realized by a microstrip line directly connected to the load lines (see Fig. 5.4.b and

5.5)

The Lumped LC Resonator consists of a superconducting inductive coil and su-

perconducting parallel-plate capacitor containing the dielectric under investigation.

For what it concerns capacitors (Fig. 5.7), the energy loss comes from dissipation

in the insulator (with dielectric constant ε), which is conventionally described by the

loss tangent tan δ = Im{ε}/Re{ε} [147]. Small values of loss tangent (tan δ ≤ 10−5)

are desired, with the number of coherent oscillations in the qubit given by Q0.

The Lumped LC Resonator technique allows to measure directly the loss tangent of

the dielectric via the intrinsic quality factor Q0 = 1/tan δ, using no fitting parameters.

The bulk material losses exceed interfaces losses by far, thus the measurement is

entirely referred to the dielectric under study.

By varying the area of the capacitor plates and the geometry of the inductance,

a wide frequency range was covered (150 MHz to 15 GHz).

By achieving the same resonance frequency with different geometries, the redis-

tribution of losses between the inductance and the capacitance could be investigated.

The comparison between different resonator geometries was also employed at IMS to

optimize the inductor design and avoid capacitive coupling within the meanders.

The Lumped LC Resonator technique is a reliable and powerful tool for loss tan-

gent characterization at mK temperatures, at which a qubit device is operated, and

allows to characterize the loss tangent dependencies of insulator material on the fol-

lowing paramenters:

• temperature (20 mK-4.2 K)

• frequency (150 MHz-10 GHz)

• power (10−6 − 10−3 V)

• resonator geometry
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• fabrication processes of the insulator

Thus, this technique may also help to develop a deeper understanding of loss

mechanisms in dielectric thin films.

Figure 5.5: Optical photographs of two Nb/a-Si:H/Nb LC resonators. This resonators
were optimized by Ustinov’s group for different resonant frequencies, and fabricated
in the ICIB-CNR by RIE method (see text).

When measuring the magnitude of transmission |S21| of such a superconduct-

ing resonator, one normally obtains the loaded quality factor QL, which is given by

5.1.20. There, Qe is a measure of how much the resonator is decoupled from its envi-

ronment. Q0 is the intrinsic quality factor and denotes the loss in the resonator itself.
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It is composed of three contributions as it is given by 5.1.24. There, 1/Qε = tan δ

denote the dielectric, 1/Qrad the radiation and 1/Qρ the conductor losses. For a care-

fully designed superconducting resonator with matched lines and a closed housing,

1/Qrad should be negligible. As for the resonators, the surface impedance amounts

for Rs = 0.32µΩ GHz−2 · f 2 [109], 1/Qρ ≈ 1x10−7 at 100 MHz, and 1/Qρ ≈ 1.5x10−5

at 15 GHz (all at 4.2 K) can be estimated. Since Rs decreases exponentially with

temperature [92], the described method would be especially suitable for the charac-

terization of low-loss materials for qubit applications, since 1/Qρ is negligible (orders

of magnitude lower than all measured 1/Q0 values) already at 300 mK. The fact

that conductor or inductor losses do not enter in the measured Q0 values has also

been confirmed by simulations and experiments. Altogether it can safely be assumed

that in the presented method 1/Q0 = 1/Qε = tan δ. This means that, by measuring

the transmission |S21|, the total dielectric losses at the resonance frequency can be

obtained from the measurement data.

As this type of resonator has no coupling capacitors, it can be seen as a notch

filter. The advantage of such a notch filter is that multiplexing is possible by putting

resonators in series which cannot be done for the resonator’s design introduced by

O’Connell et al., or half-wavelength CPWs, because these act like bandpasses. With a

multiplexed resonator, losses at several frequencies in a broad frequency range can be

investigated in one cooldown, which is a striking advantage in the face of very time-

consuming measurements like low temperature measurements in dilution fridges. An

obtained measurement curve of a sample with four resonators in series is shown in

Fig. 5.2. It can be seen that all four resonances exist. By extracting the values of the

loss tangent it could be shown that the values obtained by single resonators could be

reproduced to a precision better than 0.1% by the multiplexed ones. This validated

the idea of multiplexing the resonators.
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5.2.1 Design and Simulations

At IMS and KIT, Germany, they have a long-time experience in the design of mi-

crowave resonators: altogether over 40 different resonators were designed by S. Skacel

and Ch. Kaiser, covering a frequency range from 150 MHz to 15 GHz for various

types of dielectrics with different values of εr. By varying L and C relative to each

other, the same resonance frequency was achieved for different geometries. Thus,

it could be proved that the losses extracted from the measurements were equal at

one frequency independent of the resonator design. Multiplexed resonators were suc-

cessfully designed by implementing up to six resonators in series. Obviously, the

maximum number of resonators in series only depends on the chip size.

Figure 5.6: (Top) The newest layout with 6 multiplexed resonators and high tem-
perature a-Si:H lift-off process. Green: base superconducting layer; yellow: dielectric
layer; blue: superconducting wiring layer. (Botom) Sonnet |S12| simulation of the
same circuit.

In the actual experimental setup [109], the resonators under investigation are

directly coupled to the microwave cables through microwave SMA connectors and



122

indium contact bonding, i.e. no coupling capacitor are inserted in series on the line.

This configuration realizes a stop-band notch filter, in contrast to the majority of

CPW or lumped element superconducting resonators so far realized, which are band-

pass filters [141, 174].

Figure 5.7: Detail of the layout of a parallel
plate capacitor with large area (> 350x350
µm2). Green: base superconducting layer;
yellow: dielectric layer; blue: supercon-
ducting wiring layer. Such capacitors
were realized without pinholes and electric
short-circuits despite the large area, sign of
a good quality of the deposited thin films.

Careful electromagnetic simulations lead to a design of 4 and 6 multiplexed res-

onator in series, with orthogonal resonances and negligible cross talk interference, as

shown in the left panel of Fig. 5.2 in the case of a 4 series circuit.

During the design process, the simulation of the resonators were done in order to

figure out if the designs were suitable for measurement. For this purpose, the commer-

cial software Sonnet [214] was used. With this software it was possible to simulate any

superconducting parameters (e.g. surface impedance, kinetic inductance, etc.) and

geometrical parameters, as well as material properties based on Maxwell equations.

A typical simulation file of a sample with 6 resonators in series simulated in Sonnet

is shown in Fig. 5.6.

In the simulations, all parameters (Nb as superconductor, the values of εr of the

different dielectrics between the plates and of the substrate, and the physical sizes)

were inserted. The loss calculated as tan δ = 1/Q0 out of Q0 extracted from the simu-

lated resonance curves was always equal to the loss value of the dielectric between the
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Figure 5.8: Design (left) and realization (right) of ”hanging” LC resonator fabricated
by means of high temperature a-Si:H lift-off process.

capacitor plates inserted in the simulation. This was plausible, because the additional

contributions (besides the dielectric loss Qε) were assumed to be negligible, as it was

shown in the previous section. In order to achieve a 50 Ω matching and thereby avoid

radiation loss, the width of the line connecting the resonators (see Fig. 5.6) were

simulated by using the software tx Line [227]. For a 200 nm thick microstrip line on

a 300 µm thick silicon substrate (with εr = 11.9), the typical line width is 240 µm.

As the type of substrate and its size determines the width of the microstrip line, it

has to be calculated for all substrates used. As the SMA connectors were 500 µm

wide, the microstrip line was tapered linearly from 500 µm to 240 µm in order to keep

close to a 50 Ω matching. As a linear taper showed no influence on the simulated

loss value, it was used to connect the contact plate with the microstrip. The fact

that solely the dielectric loss of the amorphous dielectric between the plates deter-

mined the simulated measurement results, which were independent of the dielectric

parameters chosen for the substrate, lead to the conclusion that entire dielectric field

is stored in the capacitor.

Thus, this measurement method could be called a direct measurement method of

dielectric loss of thin films. In the case of the multiplexed resonators, it was simulated

how far the resonators have to be placed apart in order to get no crosstalk between

them. The simulations showed that the resonators could be placed directly next to
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each other without causing crosstalk.

As we will discuss in section 5.3, we recently designed a newer layout, showed

in Fig. 5.8, in order to solve several spurious coupling and circuital-loss sources,

that were hindering the low temperature of a-Si:H resonators. This design is called

”hanging” LC resonator by several groups (e.g. [174]), and is developed in order to

to avoid ground-losses due to the use of CPW feeds instead of microstrip launchers.

5.2.2 Measurement Technique

Another important part of the experimental method is the measurement setup. In

the following, the measurement setups used at 30 mK in a dilution refrigerator will

be described.

In order to characterize a resonator, first of all the latter was mounted into a

sample housings, and its resonances were measured by analyzing the |S21| parameter

with a 40 GHz network analyzer.

During the pre-characterization at 4.2 K, the housed samples were connected via

SMA connectors to two un-attenuated semi-rigid cables matched to 50 Ω.

Especially at higher frequencies, noise cames into play, disturbing the smoothness

of the measurement curves. Two possibilities to find a remedy were to reduce the

internal bandwidth (1 Hz in all the measurements) of the network analyzer and repeat

the measurement several times and to average over the curves, because the noise has

stochastic nature and therefore it can be averaged out to a certain degree. An average

factor of 100 up to 600 was chosen. The measured curves were analyzed by Matlab

using the 3 dB method.

The measurements at very low temperatures (T < 1 K) and powers (single photon

regime) required the installation of broadband and filtered microwave lines into the

dilution refrigerator at KIT. At low cryogenic temperatures (T < 1 K) it is standard

to install attenuators to the cables going down to the sample in order to attenuate

the signal in the order of several magnitudes. Resistors are used as attenuators to

reduce the noise coming to the sample and thermalize the cable’s inner conductor,
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which otherwise would be floating and directly connecting the room temperature

electronics with the sample at the lowest temperature. The samples are not He-bath

cooled, but placed in an evacuated chamber and thermally anchored to a cold stage.

Figure 5.9: Schematics of the mi-
crowave set-up for the resonator
characterization at 3o mK. See the
text for a description of the com-
ponents. Fig. readapted from
[209].

For the dilution fridge measurements at the KIT an Oxford Kelvinox 400 was used.

By attenuating the signal, one is able to apply very low powers to the sample built

into the cryostat. In Fig. 5.9 one can see a -20 dB attenuator thermally anchored

at 4 K. -20 dB is equal to a dissipation of 99 % of the applied power. Another -20

dB attenuator is thermally anchored at the coldest stage. In combination with the

cables, which have an attenuation of -15 dB, and a step attenuator, which is able to

vary the attenuation in steps from 0 to -60 dB, a maximum attenuation of -115 dB

could be achieved, without considering the adjustable output power of the network

analyzer. With the two anchored -20 dB attenuators, the thermal noise temperature

could be reduced to 30 mK at the coldest stage. In the outgoing line, the signal has

to be amplified again to be able to measure the signal back at room temperature. At

this side, the sample has to be protected from noise coming from the amplifier input,

which is thermally anchored at 4.2 K. For this purpose, the standard technique is to

use a circulator (5-12 GHz) and a high pass filter (fc = 4 GHz) at the coldest stage.
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Moreover, we chose to use a power combiner, with an average attenuation of -8 dB

in the bandwidth of interest, in order to measure multiple sampler during the same

cooldown.

The outgoing signal is amplified at 4 K by a broadband (from 4 GHz to 12 GHz)

cryogenic Russian amplifier (+25 dB amplification), and at room temperature by 2

MicroCircuits amplifiers having each a gain of +25 dB.

While at high powers (around -55 dBm) only an average factor of 1 to 2 is needed

for usable measurement whit 200 to 300 points in the measured bandwidth, at low

powers (below -105 dBm) an average factor up to 1000 has to be used.

5.2.3 Fabrication

The a-Si:H films studied in this work were deposited by high-frequency plasma en-

hanced chemical vapour deposition (PECVD) [53] on silicon substrates, on which

200 nm thick niobium-films were already been deposited and patterned with several

geometries of inductors and capacitors.

During the PECVD no photoresist was present on the samples, in order to avoid

the contamination of both the deposited a-Si:H and the reactor chamber, but also

because the high temperatures required to obtain the highest quality a-Si:H (∼ 250◦

C) would have permanently burnt any conventional photoresist (see Fig. 5.10).

The PECVD parameters were optimized during several preliminary depositions

of a-Si:H; by exploring the deposition parameter-space along the temperature (150◦-

250◦ C) and the silane/hydrogen dilution (1:0 - 1:2) axes, we determined the optimal

receipt in order to: obtain the best a-Si:H adhesion on both silicon substrate and

niobium films, avoid interface-bubble formation, maximize the FTIR peaks relative

to Si-H stretching mode and Si-H bending mode (seen next section), and, of course,

reduce as much as possible the low temperature dielectric losses (by means of the

same fabricated resonators).

The optimal deposition parameters were found at a silane pressure of PSiH4 =

200 mTorr, at an incident power of 5 W; the plasma was driven at 100 MHz and the
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Figure 5.10: SEM image showing a border of an a-Si:H parallel plate capacitor. The
lower layer is the Si substrate, followed by a patterned Nb base electrode and a Nb
counter electrode. The a-Si:H, being an insulating material, is essentially not visible.
The rough photolithography on one edge, and the presence of photoresist residues
(veils), are to be noted.
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substrate temperature was set at 250◦ C in order to obtain the lowest defective films.

After the deposition, the a-Si:H films covered uniformly all the sample’s surfaces: it

was necessary to open a contact via through the insulating film by means of CF4/O2

reactive ion etching before completing the capacitor fabrication with the niobium

counterelectrode lift-off deposition (Fig. 5.11).

Figure 5.11: SEM image showing a detail of the wiring layer of an a-Si:H parallel-
plate capacitor. The upper layer is the Nb counterelectrode, which shows pronounced
defects due to the lift-off process (afterwards optimized).

In addition to the conventional RIE process for definition of the a-Si:H layer, a

high temperature lift-off process based on the PMGI resist was also developed and

successfully applied for patterning the a-Si:H film (see section 8.4).

In fact, in order to realize high quality superconducting resonators or qubits,

it is preferable to reduce the dielectric coverage of the underlying superconductor

[147, 32, 14], limiting the contamination of the superconducting surfaces by hydrogen

and dielectric inclusions. In order to perform lift-off at the high-required temperature,

we demonstrated that a PMGI/Nb bilayer, suitably patterned and conditioned, is

capable of high temperature (up to 200◦ C) lift-off of a-Si:H.
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Figure 5.12: An LC resonator
fabricated with the novel high-
temperature a-Si:H process. The
dielectric is deposited only where
necessary, and the superconduct-
ing surface are left uncontami-
nated by hydrogen and silicon dif-
fusion.

Finally, we developed a fabrication protocol that is suitable for both the resonators

and the qubits fabrication, as extensively discussed in chapter 8. Indeed, the last-

fabricated resonators were co-fabricated on the seme chip with the qubit, in order

to investigate in the same experimental condition both the dielectric losses and the

decoherence of the qubits.

5.3 Results

The present analysis of a-Si:H resonators came right after an extensive survey of

commonly used dielectrics: a first set of measurements involved Nb2O5 resonators,

where the anodic niobium oxide was grown under different conditions and chemistries

in order to determine the dependence of the quality factor on the oxide preparation;

then SiO, and SiNx resonators were characterized, showing the expected increase in

the quality factor due to their less defective dielectrics [109]. All these measurements

were done in a brass sample housings at IMS. With such configuration, the frequency
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dependencies of the dielectric loss of such insulating materials were measured with

great reproducibility at T = 4.2 K.

After our effort to develop a reliable method for the integration of low-defective

a-Si:H in the standard fabrication of superconducting circuits based on Nb Josephson

junction technology [32] (see section 4.2), we realized superconducting LC lumped res-

onators consisting of a superconducting inductive coil and superconducting parallel-

plate capacitor containing the dielectric under investigation, as in Fig. 5.6.

At ICIB-CNR we realized LC resonator with both evaporated SiO and PECVD

a-Si:H. In collaboration with IMS and KIT, we participated to a large materials-

characterization survey, started one year before by Kaiser et al. [109], but we per-

formed also independent measurements at the ICIB-CNR since we recreated the suit-

able microwave experimental set-up in our laboratories.

For all investigated materials, no dependence of the losses on the dielectric film

thickness was found. This is not surprising for such lossy amorphous materials and

shows that the losses in the film volume exceed the electrodes interface losses by

far. The frequency dependencies of tan δ = 1/Q0 for amorphous thin films of Nb2O5,

SiO, SiO2, SiNx and a-Si:H are shown in Fig. 5.13. The rather large spread of the

measured 1/Q0 values for each material is apparent. This spread was not caused by

the measurement procedure and found to be the same for samples from different or

the same processing runs.

Loss tangent is also tan δ ∼ χ′′, where χ′′ is the imaginary part of the electric

susceptibility [167]. The loss tangent depends on the frequency, because χ′′ ∼= ωn−1

with 0 < n < 1 (”Universal Law”) [107]. Mutual interactions between TLS dipoles

determine the exponent n:

• n = 0 for no interaction

• n ∼ 0.5 for nearest-neighbor interaction

• n > 0.6 for many body interaction.

Dielectric losses could be written as tan δ ∼ χ′′, where χ′′ is the imaginary part
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of the electric susceptibility [167]. The tan δ data recorded for the different materials

at 4.2 K and at different resonant frequencies were fitted by the ”Universal Law”

χ′′ ≈ ωn−1 with 0 < n < 1 and ω being the resonant frequency. The exponent n

is indicative of the mutual interactions between TLS dipoles: for n = 0 there is no

interaction, for n ∼ 0.5 nearest-neighbor interaction is prevalent, and for n > 0.6

many-body interaction is the main defect-defect one.

In the case of the above mentioned materials it was measured 0.63 < n < 0.68,

indicating that the TLS interaction could be described by the many-body interaction

model.

Such a behavior can be expected for the investigated amorphous and hence glass-

like materials. Knowledge of the mutual coupling of the TLS would also be important

for the understanding of decoherence mechanisms in superconducting qubits. In gen-

eral TLS modeling [186] as well as qubit related publications [204, 153], the TLS are

simply assumed to be non-interacting. At first sight, dielectric loss measurements in

the qubit working regime should allow to reveal whether this is true or not. In this

regime, however, the dominant loss mechanism will always be resonant absorption.

In this case, only the TLS in resonance with the MW frequency will contribute to the

losses so that the mutual coupling of the dipoles cannot be probed. Although it is

not a priori clear whether the results obtained in the relaxation regime at T = 4.2 K

can be directly transferred to the behavior of TLS in the qubit working regime, these

results revealing the mutual coupling of the TLS should at least be considered in the

context of qubit decoherence.

Nb2O5 has been shown to be a very lossy material [109]. As it is a standard

material in Nb based Josephson junction fabrication, it would be desirable to avoid

its use in device fabrication, and possibly limit its presence. Investigation of the

influence of the anodization condition for the growth of Nb2O5 on its dielectric losses

showed that the losses are practically constant and do not depend on the anodization

time or voltage.
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Figure 5.13: Experimental results obtained at T = 4.2 K for Nb-based LC resonators
with different insulating materials. Nb2O5 was grown by anodic oxidation in aqueous
solution (sample from IMS); SiO was deposited by thermal evaporation technique
(sample from IMS); SiNx was grown by PECVD (sample from PTB); a-Si:H was
grown by PECVD (sample from ICIB-CNR). Results for a-Si:H at T = 300 mK are
also reported. Figure from [109].
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It can be seen in Fig. 5.13 that the absolute values of the losses in different materi-

als compare to each other as expected, for example from [147], where it was predicted

that the losses in silicon compounds should decrease with increasing coordination

number. We found that especially a-Si:H is a material with very low losses.

As soon as we started to measure the resonators with a-Si:H as capacitor dielectric,

it appeared evident that the measured quality factors were somehow ”limited” to Q0

values lower than 9000, by unknown reasons, instead of the expected unloaded quality

factor Q0 ∼ 30000 for such resonators at 4.2 K. Moreover, for these resonators, the

Q0 were also strongly and anomalously dependent on the applied microwave power,

unlike the case of all the perviously measured resonators.

Figure 5.14: Layout of a series-resonator with the microstrip sections, responsible for
inducing current in the ground of the sample housings, highlighted in red.

Further analysis, and accurate simulations using Sonnet [214] Electromagnetic

Field Solver pointed out that the limiting factor had to be found in the sample hous-

ing and, in particular, in the choice of its constituting material. Simulations of the

housing influence on quality factors showed that superconducting housing reduces

the housing influence to an absolute minimum. In fact, it came out that the on-chip

microstrip launchers, used to connect the SMA connectors to the lumped element res-

onator, although being well matched (50 Ω) to groundplane by means of their width

and tapered design, induce currents in the groundplane (see Fig. 5.14). The latter,

in the brass-housing experimental setup, is the lossy and rough brass-housing surface

underneath the chip substrate. Moreover, under the superconducting lumped induc-

tor, there is no need of a groundplane, and ideally there should not be at all. Thus,
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having a lossy ground plane is the most undesirable condition in our experimental

setup.

Housing material Sonnet Q0 Experimental Q0

Brass 9255 8391
Copper 13724 12740
Lead 29000 19598
Niobium 29000 26400

Figure 5.15: Left: photo of the samples boxes with installed SMA connectors and
bonded samples (for the niobium housing, the Nb cover is also installed). Right:
simulated and measured quality factors for a ∼ 4.5 GHz a-Si:H resonator varying the
sample housing material.

The low values of the loss tangent of a-Si:H (up to 2.5x10−5 at 4.2 K) required the

development of superconducting housing for the resonators in order to eliminate a

spurious dependence of tan δ on the microwave power, by reducing losses which were

not originated in the dielectric itself. The results of the simulations agree well with

the experiments.

For the above reasons, we realized new versions of the sample housing, as shown

in Fig. 5.3. We have been able to measure very low losses in the a-Si:H resonators (as

low as tan δ = 2.5 x 10−5 at the highest frequencies, and as expected from amorphous

silicon at 4.2 K), initially by means of housings made of copper, then of supercon-

ducting lead, and finally of superconducting niobium.

Thus, in order to measure the dielectric losses of an extremely low lossy material,

like a-Si:H, with our microstrip-coupled lumped element resonators, one needs to

ensure that the dielectric losses have to be the dominant losses in the measurement

setup. Furthermore, the difference between the measurements performed in lead and

in niobium housings (right table in Fig. 5.3) could be indicative of the higher losses

expected from lead oxides compared to niobium oxides.
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In order to improve the resonator’s design for the next fabrication run, we de-

signed, simulated, and realized LE resonator with a new ”hanging” design [174] (see

section 5.2.1), and they are currently under measurement.

Having minimized the spurious losses present in our experimental setup by using

superconducting housings, we proceeded to correctly characterize the a-Si:H mate-

rial, and we extracted a parameter n = 0.57, showing that the nature of the TLS

interaction in such material seems to be closer to the nearest-neighbor one, which is

indicative of a lower density of TLS defects.

In addition, we have investigated resonators having the same resonance frequen-

cies, but realized with different combination of the inductor length and capacitor

area, demonstrating that the quality factor Q0 is independent of the resonator geom-

etry. Moreover, for all the investigated materials, no dependence of the losses on the

dielectric film thickness was found.

The a-Si:H resonator were measured also in a He3 cryostat at 300 mK, and the

measured losses are plotted in Fig 5.16: as expected, the loss tangent decreases with

decreasing temperature reaching the 10−5 range.

Figure 5.16: Large-scale plot of the frequency dependencies of the a-Si:H loss tangent
measured at two temperatures (4.2 K and 300 mK). As expected, the loss tangent
decreases with decreasing temperature reaching the 10−5 range.
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The obtained loss tangent results at T=4.2 K and at T=300 mK (together with

work-in-progress measurements at 30 mK) confirm the suitability of fabricated a-

Si:H films to be employed as dielectric layers for the realization of qubits with longer

coherence times.

Many other interesting investigation are on the way to be realized. In order to

avoid a possible additional loss in the Nb caused by the hydrogen diffusion in the

Nb electrodes during the a-Si:H PECVD, we fabricated resonators with the Nb base

electrodes covered by a thin protective films: 3 nm a-Si by sputtering, NbN layer

by plasma nitridization (for both, see section 4.2), and 3 nm Al film. More over, in

order to compare Nb-based resonator with non-Nb ones, we fabricated full-aluminum

resonators.

Furthermore, having minimized the spurious losses of our setup, we showed that

the improved lumped LC lumped resonator method is a reliable direct measurement

of low temperature dielectric loss and thus we opened the door for a new survey of a

number of ultra-low loss amorphous (such as a-SiC:H, DLC, etc.) or single crystalline

[244] dielectric candidates, in a quick and accurate way.

As a last remark, it could be very interesting to characterize losses of LC res-

onators and coherence times of qubits in the same measurement, to correlate the two

phenomena at the same experimental conditions and in the same deposited material,

by means of co-fabricated circuits. In chapter 7 we will further develop this idea, by

designing both phase qubits and LE resonators on the same photolithographic mask.

Moreover, the developed high-temperature lift-off process (section 8.4) is capable

to integrate the high-temperature PECVD deposition of a-Si:H with existing Nb

Josephson technology, fulfilling the above mentioned requirements of reduced coverage

of the underlying superconducting films.



Chapter 6

Josephson Junctions for Qubit

Devices

Having extensively discussed about the theory of decoherence (chapter 2) and the

state of the art of the materials research (chapter 3), and having introduced the

high quality dielectric of interest (the a-Si:H, in chapter 3 and 4), the next step in

order to implement a superconducting quantum bit is the realization of the Josephson

junctions, the heart of such circuit.

In this chapter I will describe the strategies which were followed in the junction

design, fabrication, and characterization. I will show our approach in the integration

of novel processes aimed to reducing the intrinsic decoherence source at the junc-

tion level, namely the epitaxial growth of the superconducting base layer (and the

tentative realization of a full-epitaxial trilayer), the avoidance of any anodization

process, the surface treatments to passivate surface TLSs, the reduction of the oxide

content, integration of a-Si:H with the junction fabrication, and the reduction of the

superconductor’s area covered by dielectrics.

137
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6.0.1 Junction Design

As was demonstrated in [217], small junction-area qubits show fewer energy splittings

(although larger) in high-frequency spectroscopy experiments, so that the number of

TLS defects may be dramatically reduced with small-area designs.

However, loss of coherence from TLS depends both on the density and size of the

splittings [217], and for low density it scales as the square of the tunnel-junction area

divided by the total junction’s capacitance:

loss ∝ A2

C
. (6.0.1)

So, a reduction in junction area reduces the number of barrier defects but also

linearly reduces the capacitance C. Dramatic improvement in fidelity can thus be

achieved by reducing the area of the tunnel junction to sub-micron sizes while keeping

its critical-current constant, and the total capacitance constant by adding an external

low-loss capacitor.

Even though modern lithographic and charged-beam techniques have made sub-

micron and nano-scale size Josephson junctions a reality, the superconducting devices

studied in this thesis were fabricated using standard i-line UV photolithography. This

choice comes from the fact that we were intentioned to study the influence of sev-

eral junction barrier materials on the coherence time of the qubit itself. Reducing

the junction area would de facto reduce the overall barrier TLS number, and hence

improve the coherence time, but will also make it more difficult to distinguish for an

improved coherence time due to higher-quality barrier-material. Moreover, smaller

junction sizes would also complicate the integration of novel barrier material in the

circuits, drastically lowering the probabilities to successfully realize working qubit

devices.

Our approach was then to use micron-size Josephson junction realized by trilayer

processes and study the possibility to reduce the tunnel-barrier defects by changing

its material (AlOx, AlN, SiNx) and their deposition processes. By the optical pho-

tolithographic process available at ICIB-CNR, test-junction with diameters ranging
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Figure 6.1: Optical image of a 20 µm diameter NbN/AlN/NbN Josephson junction
with SiO wiring insulator and small-area wiring layer.

from 4 µm to 20 µm (Fig. 6.1) have been realized and characterized at T = 4.2 K.

Our optimizations started by considering the conventional fabrication processes

based on Nb/AlOx/Nb trilayer and by incorporating it with the a-Si:H as wiring

crossover. First of all, the deposition of a-Si:H by PECVD has been improved and

optimized in order to minimize the circuital loss sources, as explained in chapter 3

and 4. We also paid attention on the possible degradation of the junction properties

during the PECVD due to the high temperature necessary in such process.

The main technological aspects that we introduced in order to improve the qubit

coherence-performance are as follows:

• the avoidance of any anodization step,

• the compatibility of the junction fabrication with PECVD a-Si:H technology

for the fabrication of junction shunting-capacitor and wiring-insulator (SiO2

replaced by a-Si:H),

• the reduction of the dielectric area in contact with the superconductors,

• the reduction of the wiring layer dimensions in favor of the base ones (the latter

has better quality, and could be grown epitaxial)

We have successfully tested at T=4.2 K the feasibility of all the mentioned im-

provements by realizing several Nb/AlOx/Nb and NbN/AlN/NbN Josephson junc-

tions whose parameters (in terms of critical-current density Jc) were already optimized

for its application for superconducting phase qubits.
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Figure 6.2: Design improvements applied to several test-junctions fabricated with a
Nb/AlOx/Nb trilayer with critical-current density Jc = 25 A/cm2. The indicated
dimensions refer to the relative junction-diameters.

6.0.2 Trilayers

During the realization of the test-junction, we focused mainly on Nb/AlOx/Nb and

NbN/AlN/NbN trilayers, for several reasons. Nowadays Nb/AlOx/Nb tunnel junc-

tions are basic elements of most low-Tc superconducting electronic devices and cir-

cuits. Since its fabrication protocol was proposed in 1983 by Gurwitch [91], it has

been a solid technology, and in particular the the junctions realized at ICIB-CNR

for SQUID [88] and radiation detector [50] applications, and for physical research of

Josephson devices [127] have been proven to have excellent josephson characteristics.

In addition to Nb technology, in the qubit community the Al/AlOx/Al junctions are

more commonly utilized: first, there was the suspect that fluctuations and dissipa-

tion may arise from trapping sites in the Nb trilayer tunnel barriers; second, several

research groups have achieved long coherence and energy relaxation times with Al

junctions [237, 129].

Nevertheless, we utilized Nb/AlOx/Nb technology in order to compare the results

coming from the other trilayers introduced during the qubit’s fabrication (see sec-

tion 8.2). We realized high quality junctions utilizing an approach derived from the

radiation detector field: the realization of symmetric trilayer by the deposition of a
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bilayered counterelectrode, namely 7 nm of Al and the standard Nb (the reverse of

the base electrode) [189].

NbN/AlN is an alternative fabrication technology, which has been chosen in order

to test qubit fabricated with material which differs from the traditional Nb/AlOx

and Al/AlOx. NbN is considered as promising to increase the superconducting qubits

decoherence times [163] because it can be epitaxially grown at room temperature. In

addition, it is a superconducting material that forms a smaller amount of a native

surface-oxide in comparison with Al and Nb, has a high superconducting transition

temperature (Tc ≈17 K), and has a large superconducting gap (2∆ = 5.9 mV). To

our knowledge, the realization of a first-generation current-biased phase qubit with

NbN as superconductor and AlN as barrier material [255] showed a surprisingly long

coherence time of the order of 5 µs (although recently there were suspects regarding

the credibility of this results).

In order to deposit thin films of NbN, we found the optimal conditions in terms

of sputtering power and Ar/N2 ratio during the deposition, as showed in Fig. 6.3.

Moreover, we tested several substrate’s surface pre-treatments: Propanol sonification,

rf-argon cleaning, and wet acid etching (HNO3 + HF)), in order to establish if these

processes could influence the Tc of the grown films.

Furthermore, the choice of the substrate was made with care, for the reasons

introduced in section 3.1. Even more, different substrates could lead to different

crystalline structure of the sputtered material. For example, the authors of [69]

simultaneously grew ultra-thin films (2.5 10 nm) of NbN by DC reactive sputtering at

600◦ C on A-, M-, and R-plane orientations of sapphire substrate. The obtained films

demonstrated that NbN on R-plane are (135) oriented and suffer from detrimental

disoriented twin domains. On the contrary, NbN on M-plane sapphire is shown to

be untwined, leading to a lower room-temperature resistivity, to an increased critical

current density (Jc > 4 MAcm−2 at 4.2 K), and to a higher critical temperature (Tc

= 11.3 K for a 4.4 nm thin film)

Our attempt to realize the epitaxial growth of NbN/AlN/NbN trilayers begun
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Figure 6.3: Niobium Nitride critical temperature versus N2 partial pressure during
the DC reactive-magnetron sputtering deposition of 200 nm thin films at 500 W.
Different substrates and pre-cleaning procedures were also tested and are reported.

Figure 6.4: X-Ray diffraction patterns of NbN/AlN bilayers deposited on M- and
R-plane sapphire at room temperature. The AlN peak is clearly observed only in the
case of M-plane sapphire orientation.
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with the comparison of the X-Ray diffraction properties of thin AlN films deposited

in situ on NbN films, in a process similar to the trilayer realization (Fig. 6.4). It was

a surprise to observe a difference in the appearance of the crystallographic phase of

the AlN layer due to a change in the substrate orientation, which was accompanied

by an apparently unchanged crystalline structure of the NbN layer.

This result seemed to be encouraging, and the next straightforward step was to

increase the substrate temperature from room temperature up to 900◦ C, in order

to promote the epitaxial growth of NbN and to improve the quality of the sub-

strate/superconductor interface. Unfortunately, the high-vacuum heater ceased to

work during the first high-temperature reposition, prematurely closing this branch of

research on superconductor’s epitaxial growth.

Figure 6.5: Annealing time de-
pendence of critical current for
AlOx and AlN barrier junctions
both with and without nitridation
on the Nb counterelectrode. 〈Ic0〉
and 〈Ic〉 are medians of the critical
currents, before and after anneal-
ing. The junctions were annealed
at 250◦ C. Figure from [202].

Moreover, we tested if the fabricated junctions could sustain the high tempera-

ture (∼200◦ C) during the a-Si:H deposition. Annealing effects on the Nb/AlOx/Nb

Josephson junction barrier were studied in detail by Oliva et al. [172]. Generally,

a marked decrease of Jc is observed with increasing anneal temperature/time, the

normal-state resistance Rn is increased, and no changes in the junction capacitance

are observed. Moreover, the authors reported a neat improvement in the barrier-

quality in terms of the parameter Vm = 0.7Ig · Rs, where Ig is the quasiparticle

current at the energy gap voltage, Rs = 2mV/I2mV is the static resistance at the

subgap voltage V = 2 mV and the factor 0.7 is reminiscent of the strong coupling
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correction for the critical current of Nb-Nb superconducting tunnel junctions.

These considerations lead us to the idea that the junction could indeed benefit

from the annealing process (under certain limits), resulting in a more compact and

uniform barrier with lower defect density, because of an increase in the barrier height

due to relaxing and rearrangement of TLSs and unbonded atoms in the barrier and

at the interfaces.

Concerning the AlN barrier, the studies by Shiota et al. [202] showed that AlN

barrier junction exhibited improved annealing stability as compared to AlOx bar-

rier junctions. For the AlN barrier junction, the decreases in critical current during

annealing at 250◦ C are remarkably suppressed, as from Fig. 6.5. Moreover, by

performing a N2 plasma treatment on the Nb counterelectrode (a situation similar

with the case of a NbN counterelectrode), the authors clarified the evident role of

the oxygen penetration from the surface of the counterelectrode as responsible for the

junction degradation after the annealing process.

6.0.3 Characterization and Results

The test Josephson-junctions were fabricated by the optimized junction geometries

described in section 6.0.1 and were characterized at T = 4.2 K in a custom low-noise

measurement system at the ICIB-CNR. The quality parameters extracted from the

I-V characteristics are analyzed and discussed in the following. The I-V of a 20 µm

diameter NbN/AlN/NbN Josephson junction with SiO wiring insulator and small-

area wiring layer is shown in Figure 6.6. Figure 6.7 shows the I-V curve of a 20 µm

diameter Nb/AlOx/Nb junction with the same geometry.

As from the relative I-V graphs, the Nb/AlOx/Nb exhibits low-subgap resistance

Rs and good Vm quality factor, while the NbN/AlN/NbN Josephson junction has

poor characteristics in terms of Rs and gap voltage Vg; however, we can consider that

the obtained quality will be suitable for the realization of qubits.

The critical current densities scaled as expected with the junction diameter, an

important indication that the photolithographic junction definition (patterned by Cf4
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Figure 6.6: I-V curve of a 20 µm diameter NbN/AlN/NbN Josephson junction with
SiO wiring insulator and small-area wiring layer, measured at T = 4.2 K.
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Figure 6.7: I-V curve of a high quality 20 µm diameter Nb/AlOx/Nb Josephson
junction with SiO wiring insulator and small-area wiring layer, measured at T = 4.2
K.

RIE) is clean and not defective. Fig. 6.8 shows the I-V curve of a 4 µm diameter

NbN/AlN/NbN Josephson junction.

In Figure 6.10 we present the I-V curve and magnetic-pattern temperature depen-

dence of a 10 µm diameter NbN/AlN/NbN junction.

We also believe that the study of the junction’s internal resonances (Fiske steps)

could provide useful information on the barrier quality factor: the barrier volume is

indeed a cavity comprised between two metal electrodes, and the physical meaning of

the Fiske steps is indeed of junction resonances of the tunnel-barrier electromagnetic-

modes. The voltage position of the Fiske steps and the relative amplitudes may

reveal useful information about the quality factor of the underlying resonant cavity.

In Fig. 6.10 we plotted the first Fiske steps, obtained by varying an uniform external

magnetic field parallel to the junction’s barrier plane.

We have estimated the junction’s self-capacitance Cj from the analysis of the Fiske

step voltage-position. Taking into account the dependance of the Swithart velocity on
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Figure 6.8: I-V curve of a 4 µm diam-
eter NbN/AlN/NbN Josephson junc-
tion with SiO wiring insulator and
small-area wiring layer, measured at T
= 4.2 K.

Figure 6.9: I-V curve (left) and magnetic-pattern (right) temperature-dependence of
a 10 µm diameter NbN/AlN/NbN junction.
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Figure 6.10: Fiske steps of a 20 µm diameter NbN/AlN/NbN junction, obtained by
varying an uniform external magnetic field parallel to the junction’s barrier plane.

the barrier thickness and the relative dielectric permeability of the barrier material,

the obtained a value Cj = 0.6 pF seems to be plausible.

As a conclusion, it is important to note that, although the standard junction-

quality-factor (such as Vm and Vg) are not sufficient in order to determine the per-

formances of a qubit realized with such junction (performances that are typically

characterized by spectroscopy and Rabi-oscillation decay-time experiments), it was

in any case a considerable result the success of integrating the PECVD a-Si:H technol-

ogy in the Nb and NbN junction technology. Passing from SiO to a-Si:H for wiring’s

insulators and capacitor’s dielectric, will certainly have beneficial effects in terms of

the qubit’s coherence times, while having demonstrated (see section 8.6) that the

junctions showed no detrimental effects from hydrogenation and from the annealing

during the PECVD process is in my opinion a considerable result.
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6.0.4 Junction Fabrication Perspectives

I would speculate here about some interesting aspects emerged from the above re-

search activities. First of all, the epitaxy of the superconducting base layer, or even

better of the full-trilayer is a promising path to be explored, especially keeping in mind

the teachings coming from the experiments on CPW resonators and the theories such

as the MIGS. Interfaces qualities and surface uniformity would greatly benefit from

epitaxial growth of the films.

Moreover, the exploration of novel tunnel barriers may lead to interesting insights

on the dynamics or on the nature of the barrier’s TLSs. In fact, if the TLSs have

a microscopic origin (and they indeed HAVE a microscopic origin), it will not be

surprising to observe that some particular signature of the TLSs of an alternative

barrier-material (such as SiNx) will reveal some more information on its microscopic

origin.

In section 8.2 I will introduce trilayers realized for the qubit fabricated by a

NbN/SiNx/NbN trilayers.

As a conclusion, I will briefly discuss a fabrication technique that I consider at the

same time forgotten and promising: the Edge Junction fabrication technique. This

technique was commonly utilized in the Seventy for the realization of ultra-high-

quality Josephson junction [100] with Vm quality factors up to 270 mV. I will present

here a model of a fabrication process for a complete Josephson junction circuit. It is

based on the use of an e-beam evaporator or an Ion Beam sputterer, both assisted by

an extra ion beam (representing the so-called IBAD - ion beam assisted deposition),

for what it concerns the depositions of the metals and insulators. The same Ion-Gun

could be employed also for the etches, and in particular for the in situ barrier etch,

as we will see briefly.

IBAD technique offers the possibility of low deposition rates (5 Å/min), low

gas pressures (∼ 10−5 Torr, implying low contaminations), accurate control of the

implanted-ion energy (0.5 − 3 KeV) and of the sputter incidence angle. Moreover it

is suitable for the reactive deposition of oxides and nitrides, and, since small target
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are required, it is suitable for material testing. Fundamental will be the ability to

perform in situ etching and surface cleaning before the tunnel barrier deposition, in

order to realize reproducibly sub-micrometric Josephson junctions.

Figure 6.11: The IBAD technique was projected to work in the Ion-gun equipped
load-lock of the MRC sputter machine at ICIB CNR.

The IBAD process was initially thought to be realized in the Ion-gun equipped

load-lock of the MRC sputter machine at ICIB CNR, for the deposition of NbTiN

from a 55% Nb 45% Ti sputter target, as in Fig. 6.11; however, it is relatively

easy, due to the versatility of an ideal e-beam evaporator, to deposit the most exotic

materials (like CuO, as discussed in section 3.5, in order to deposit antiferromagnetic

surface layers of tunnel barriers) by means of this technique.
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Figure 6.12: Ion Beam Sputtering - Project of a substrate support to study the
influence of the deposition angle on the crystalline and superconducting properties of
the material physically ejected by argon ions from the sputter-target.

Figure 6.13: Initial steps of
Josephson edge-junction fabri-
cation by IBAD processes (Left:
side view, Right: top view). 1 -
c-Si Substrate preparation (HF
dip).

2 - NbTiN base layer and in-
sulator deposition and patterning
through standard lithography
(the materials are chosen as an
example.
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Figure 6.14: 3 - optical pho-
tolithography step with controlled
resist-slope during the develop
process.

4 - in situ ion beam etch at
a 40◦ angle to expose and clean
the base electrode.

Figure 6.15: 5 - in situ sample
holder rotation.

6 - in situ ion beam assisted
deposition of the junction barrier
and counterelectrode.
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Figure 6.16: 7 - Photoresist
patterning, deposition and liftoff-
definition of the wiring.

8 - 2nd wiring for capacitor
(optional).



Chapter 7

Qubit Design

A number of considerations must be taken into account in order to design a phase

qubit, which we can broadly divide into three categories: the design of the qubit circuit

itself; the design of the measurement circuit; and the design of the electromagnetic

environment of the qubit to appropriately decouple it from the environment in order

to prevent the decoherence. In practice, of course, these three categories are not so

cleanly separated and must be considered together. For example, the measurement

circuit forms an important part of the qubit’s electromagnetic environment, so that

the effects of the measurement circuit on qubit coherence must be very carefully

considered.

In this chapter, I will introduce the qubit design-rules, describe the planned qubit

and resonator experiments to be included in the layout, and follow the complete

design and dimensioning flowchart for all the critical components, including the qubit

loop, the insolation network, the readout DC SQUID, the flux-bias, the microwave

antenna, and the shunt capacitor.

154
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7.1 Layout Project

The qubit mask project was done in collaboration with KIT, in particular with the

support of Dr. J. Lisenfeld, while the physical photolithographic masks were realized

at ICIB-CNR by means of a Laser Writer system.

The layout of the qubit circuit has been drawn in AutoCADr, and it is very

similar to a design originally suggested by J. Lisenfeld [135]. The qubit Josephson

junction is embedded in a loop to form the rf SQUID. The size of the loop was

chosen to result in a suitable βL parameter determined by the critical current of

the smallest manufacturable junction. Loop and mutual inductances were calculated

using FastHenry [74].

Since the same mask was used to fabricate several chips, with a variety of trilayers,

we had to take it into account for the expected variations of critical current densities

Jc due to the very different trilayer’s materials and for the uncontrollable deviation

from targeted Jc.

Thus, the layout of a phase qubit circuit was made compatible with the fabrication

processes with current density ranging from 5 A/cm2 to 50 A/cm2 by replicating the

same circuit with different rf SQUID inductance (Fig. 7.2). For each replica, circuital

dimensioning have been optimized.

As we will see in chapter 8, four different trilayers (Nb/AlOx/Nb, NbN/AlN/NbN,

NbN/SiNx/NbN, and Al/AlN/Al) have been employed for the realization of a total

of 24 chips, each of the latter containing a number of experiments described in the

next section.

We chose to realize all the couplings to the rf SQUID by means of inductive-

couplings. This approach allows an easy to implement isolation by impedance trans-

formation (as described in section 7.2.2) and should minimize the possibility of in-

ducing vortices due to the qubit’s control pulse-currents and the diffusion of quasi-

particles, since the qubit loop is galvanically decoupled from the rest of the circuit’s

lines.

The size and position of the readout DC SQUID loop were chosen to result in



156

Figure 7.1: Layout of a complete phase qubit circuit.

a sufficiently large mutual inductance, typically about 1 to 8 pH (depending on the

qubit Jc), in order to realize the lowest coupling to the SQUID noises at the cost of

loosing the possibility to detect qubit flux state in a single-shot measurement (see

section 7.2.3). Moreover, the bias and voltage lines are connected symmetrically to

the DC SQUID loop such that an applied bias current would divide equally between

the two branches if their inductances were equal. In this case, no net magnetic flux

is generated in the qubit loop and the qubit remains protected from fluctuations in

the DC SQUID bias current. To keep this advantage for an asymmetric DC SQUID,

a single junction is placed in one branch of the DC SQUID, while the other branch

contains a series combination of two junctions of twice the critical current each [208].

Since the Josephson inductance

LJ = V

(
dI

dt

)−1

=
~
2e

1

I0 cosϕ
, (7.1.1)

obtained by combining the first (1.1.1) and the second (1.1.2) Josephson equations,

is inversely proportional to the critical current, a series combination of two junctions

has the same inductance as a single smaller junction of half the critical current. Thus,
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as long as no bias current is applied, the SQUID remains symmetric. The DC SQUID

self-resonances have been calculated and are always greater than 30 GHz at the typical

working conditions. Detailed calculation of the DC SQUID dimensioning an coupling

to the qubit loop will be discussed in section 7.2.3.

7.1.1 The On-Chip Experiments

During the definition of the photolithographic mask, we planned to put on the chip

the following circuits (see Fig. 7.2):

• 5 phase qubits with different rf SQUID loop-sizes (from 50 to 260 pH) in order

to tolerate the variation of critical currents (from 5 A/cm2 to 50 A/cm2) due

to the multi-material fabrication

• 5 phase qubits analogous to the previous, but with a capacitance shunting the

qubit’s junction, in order to test the qubit at lower working-frequencies

• 2 LC resonators with 6-multiplexed lumped-element

• 4 ”hanging” lumped-element resonators

• 4 Capacitors for low-frequency dielectric loss investigations

7.2 Dimensioning

The design of a phase qubit usually starts from considerations on the qubit junction’s

critical current I0. Having fixed the junction diameter to 6 µm due to photolitho-

graphic reasons, this means a constrain on the junction’s current densities Jc.

Aiming at operating the rf SQUID as a phase qubit, for a given junction critical

current the loop inductance is then designed in such a way that 1 < βL < 6. This

results in a potential that has not more than two minima for all values of externally
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Figure 7.2: The complete layout of the fabricated samples. It comprises 4 ”hanging”
lumped-element resonators (top-left), 2 LC resonators with 6-multiplexed lumped-
element each (bottom-left and bottom-right), 5 phase qubit circuits with different
inductances L (middle-left), 5 shunted phase qubit circuits with different inductances
L (middle-right), and a series of auxiliary test junctions and capacitors.
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applied flux and one single minimum for Φext ≈ 0. Thus, from constrain on βL ≡
2πLI0

Φ0
, the rf SQUID loop inductance L is determined

Near the critical current, where the device will be biased, the qubit frequency

is primarily determined by the junction critical current I0 and the junction self-

capacitance C, with the inductance L and flux bias essentially playing the role of

current bias in the tilted washboard model, but having very little effect on the actual

shape of the qubit potential. In order to achieve low operating-frequency of ∼ 3-4

GHz, one may consider to intentionally put an external shunt capacitor Cs in parallel

to the junction (see section 7.2.6).

Figure 7.3: Schematics of a typical phase-qubit circuit, made of the qubit inductance
L, the readout DC SQUID, the flux bias Φq, and the microwave bias. The respective
mutual inductances with the qubit loop itself are also shown.

On the other hand, if the inductance L is increased, the qubit circuit could be

made less sensitive to magnetic flux-noise in the qubit loop, which could be a desirable

feature. At the same time, however, this would create a potential with more than

two wells, which makes it difficult to reset the qubit. The resetting requires that we

return the qubit state to the original well, and doing so is difficult when there are

more than two wells. This is one of the many trade-offs that must be considered when

designing these circuits.
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7.2.1 Qubit’s Loop and Junction

Since the rf SQUID is the heart of the qubit, it is worth to consider how to optimize

its design.

For example, there is evidence which shows that the intrinsic low-frequency flux-

noise increases linearly with the inductance of the flux qubit [193]. In a systematic

analysis of the dependance of flux-noise on qubit geometry [126], the levels of flux-

noise systematically varied between qubit designs with strong dependence upon qubit

wiring length and wiring width. Qubit wiring lengths ranged from 350 µm to 2.1 mm,

and wiring widths ranged from 1.4 to 3.5 µm. The authors showed that the power

spectra of the flux-noise for their qubits decreased as the qubit loop was smaller,

and as the line widths increased [126]. It is interesting to note that when they used

a ”shielding” Nb layer under the qubit circuit (essentially a Nb buffer between the

substrate and the circuit, although the authors did not specify how they further

isolated the shielding from the qubit), the flux noise systematically exhibited a lower

value compared to the case of ”no shielding” or ”upper shielding”. According to

the authors, this effect should be due to the effective isolation of the qubit from the

magnetic impurities at the substrate Si/SiO2 interface, only present in the ”under

shielding” case.

Other authors [72] predict that the magnitude of the low frequency 1/f flux noise

does not depend on the area of the rf SQUID, as long the ratio R/W remains constant

(R denotes the radio of the squid, and W the width, respectively; see section 2.3.3 for

the theoretical model based on spin dynamics together with the spatial dependence

of the surface current density). The authors demonstrate that low-frequency 1/f

flux-noise spectral-density due to surface spin dynamics is

〈Φ2〉 =
4

π
(µ0µB)2σs

R

W

1

f
, (7.2.1)

where σs is the surface density of paramagnetic spins 1
2
, and µ0 and µB are the

material’s absolute and relative magnetic permeabilities, respectively. The typical

value of R/W for the commonly realized qubit loops is ∼ 10 [72]; however, the details
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of diffusion in SQUIDs having R/W ∼ 1 might be different.

Since the designed rf SQUIDs have a 12 µm wide wire (W ), and the 5 different

qubits have different loop-size (with radius R between 16 µm and 55 µm, see section

7.1.1), the resulting qubits have values of the R/W ratio between 1.4 and 4.5.

Figure 7.4: Calculation of the critical magnetic-field versus line-width (Eq. 7.2.2).
Above βth during field-cooling it is more likely to trap magnetic field in the super-
conducting wires.

Having realized several version of the same circuit with different rf SQUID induc-

tances (see section 7.1), we have already varied R between 17 and 55 µm. Increasing

the width of the qubit’s wire would be the next step. However, the actual trend in all

the fabricated qubits so far is to make the wires narrower, not wider. This is because

the probability to trap a magnetic flux in superconducting thin-film wires (in the form

vortices) increases with increasing of the wire’s width W . The critical magnetic-field

βth, above which it is likely to trap magnetic field in the superconducting wires during

field-cooling, is defined as [212]

βth =
Φ0

W 2
. (7.2.2)

Thus, taking the width of 12 µm of the superconducting wires used in this work

(Fig. 7.5), the threshold value of field-cooling is of the order of 14 mT, a value
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that is safely higher than the residual magnetic field present in the multiple-shielded

sample-holder (a superconducting-lead shield and two cryoperm ones) where the qubit

resides.

Figure 7.5: Detail of the layout of the inner qubit circuit: the rf SQUID (left) and
the DC SQUID (right).

Moreover, increasing the width of the wires is partly similar with the result of the

experiments performed with CPWs resonators and presented in section 3.5: the rf

SQUID is itself a resonating structure, and the intrinsic losses and noises could have

a similar dependance on the geometry, material choice, and fabrication processing.

7.2.2 Isolation by Impedance Transformation

For a phase qubit, any source of dissipation can be thought of as contributing to an

effective shunting resistance across the qubit junction. The net effective resistance

Reff shunting the qubit junction due to all dissipation sources can then be found

from

1/Reff =
∑
i

1/R1, (7.2.3)
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where the sum is taken over all sources of dissipation. The energy relaxation time of

the qubit is then

T1 ≤ ReffC, (7.2.4)

where C is the total effective capacitance of the qubit junction, which includes the geo-

metrical capacitance of the Josephson junction plus any shunting capacitance that was

added across the qubit junction. Note that 7.2.3 sets an upper bound on the coher-

ence time, because some other sources of dissipation might not have been accounted

for in Reff . We considered the effective resistance from each source of dissipation in

the circuit during the design of the qubit.

In order to avoid energy relaxation, the electrodynamic environment of the junc-

tion must be carefully designed. One possibility is to isolate the qubit junction by

means of an inductive isolation network [21], which can be realized from on-chip

capacitors and superconducting inductors. The output impedance of a parallel LC-

resonant filter at working frequencies beyond its resonance frequency of
√
LC grows

with its inductance L. Therefore, effective isolation demands high values of both

inductance and capacitance, which accordingly consume large space on chip. By ex-

ploiting the Josephson inductance of an additional junction which is connected in

parallel to the smaller qubit junction [145], the circuit can be kept small and the

amount of isolation can furthermore be adjusted in situ. A disadvantage of this ap-

proach, beneath the additional subgap resistance of the isolating junction, is that the

qubit junction is still switching to a resistive state during the readout process. In

the non-zero voltage state, the potential difference across the junction gives rise to

generation of quasiparticles, which will persist for some time after the junction is reset

to the superconducting state. These quasiparticles remain a source of decoherence,

because they provide normal current channels effectively shunting the qubit, and give

rise to shot-noise and charge fluctuations.

The above mentioned problems are avoided when the qubit junction is isolated

from the bias circuitry by means of a superconducting impedance transformer [208].
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We adopted this approach in our phase qubit design.

The simple technique outlined in [165] for analyzing the effect of the electro-

magnetic environment on the qubit is to consider the circuit elements as impedance

transformers coupling environmental noise into the qubit circuit. The measurement

of the SQUID’s asymmetric three-junction design allows its effective mutual induc-

tance with the qubit to be dynamically tuned by adjusting the SQUID bias current,

thus avoiding decoherence during operation while still allowing strong coupling for

readout. Similarly, other circuit elements that couple to the qubit must be designed,

so that environmental noise is appropriately transformed and will not decohere the

qubit.

It has been suggested by J. Martinis et al. [207] to send the current bias to

the junction through a superconducting dc-flux transformer. This approach provides

broadband isolation, limits the generation of quasiparticles, and can be realized in

compact dimensions. The transformer is fabricated on-chip by placing two supercon-

ducting coils close to each other. A schematics is shown in Fig. 7.6. The primary

coil is connected to the current source which generates a magnetic bias flux Φb pro-

portional to the applied current Ib.

Figure 7.6: a) Schematics of the transformer circuit. The qubit junction is embedded
in a superconducting loop of inductance L, which is coupled via a mutual inductance
M to the primary coil. This coil is connected by wires of low impedance Zb to the
current source. b) Equivalent schematics of the transformer circuit. The junction
remains isolated from the environment by a large effective impedance Zeff . Figure
from [135]

Since the two coils are coupled by the mutual inductance M , the secondary coil
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receives a magnetic flux Φq = MIb, which induces a current Iq flowing through the

qubit junction according to

Iq =
Φq

L
=
M

L
Ib (7.2.5)

where L is the inductance of the secondary coil, which will be referred to as the

qubit loop in the following. Beneath the advantage that the qubit junction remains

galvanically isolated from the electronics, also the impedance of the bias wires Zb is

transformed to an effective value Zeff . For an ideal (non-dissipative) transformer,

the output power Pq is equal to the input power Pb,

Pq = I2
qZeff = Pb = I2

bZb (7.2.6)

This results in an impedance transformation of

Zeff =

(
M

L

)2

Zb (7.2.7)

where Eq. 7.2.5 has been used to find Iq/Ib = M/L. By assuming a practical ratio

M/L ≈ 100, the wire impedance Z ≈ 100Ω is stepped up to Zeff ≈ 1MΩ. In addition,

the generation of quasiparticles is effectively reduced in this approach, because the dc

voltage across the junction remains zero all the time due to the superconducting short.

This not only increases the coherence time, but also renders an idle time after each

measurement unnecessary, which is otherwise essential to allow unpaired electrons to

recondense into Cooper pairs.

The same considerations could also be applied to the microwave lines and the

readout DC SQUID, witch are similarly inductively coupled to the inductance L of

the qubit (see Fig. 7.3), in order to decouple the latter from additional decoherence.

7.2.3 Read-out DC SQUID

Several methods can be used to measure the flux state of the phase qubit. One

of them [37] directly determines the circulation direction of the loop current by a

measurement of the critical current of an additional junction incorporated in the
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loop. Less invasive techniques are based on a measurement of the flux generated

from the loop current by using an inductively coupled DC SQUID. In this section,

the circuit design requirements for the widely used method of flux detection by a

switching-current measurement of the DC SQUID are discussed.

The qubit state is measured by selectively tunnelling the qubit |1〉 state out of

the cubic well of the phase qubit potential. The tunneled |1〉 and non-tunneled |0〉
states produce different amounts of magnetic flux in the qubit loop, the difference

being about one flux quantum Φ0. The critical current of the measurement SQUID

is sensitive to this difference in flux, allowing us to discriminate between the two

qubit states by ramping the SQUID bias and measuring the current when the SQUID

switches into the voltage state.

The readout DC SQUID is coupled by the mutual inductance Msq to the qubit

loop. The flux signal that must be detectable is

∆Φsq = Msq∆Iq ≈
Msq

L
Φ0 (7.2.8)

where ∆Iq ≈ I0 is the change of the circulating current associated to a change of

the qubit potential well. Sufficient qubit isolation requires the ratio Msq/L to be

≈ 10−2, which limits the flux signal ∆Φsq to the order of 10 mΦ0. The method to

detect this small flux change is based on the magnetic field dependence of the DC

SQUID critical current I0,sq, which is periodic in Φ0. The mutual inductance mediates

dissipation in the DC SQUID, but generates back-action to the qubit. While the

back-action scales as M2
sq/LLsq, dissipation in the qubit is proportional to the inverse

effective DC SQUID damping impedance Z−1
sq , which is transformed to the qubit via

Z−1 = Z−1
sq (MqSq/L)2. A detailed discussion of decoherence effects due to coupling

to the readout SQUID is given in the previous section and in Ref. [231].

This sensitivity to qubit flux is only necessary during measurement, because it is

detrimental during qubit operation. If the SQUID is sensitive to flux from the qubit,

then the qubit is also sensitive to flux from the SQUID; noise and dissipation in the

SQUID circuit, in particular from the shunt resistance of the DC SQUID bias line,

will decohere the qubit state.
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In order to be able to modulate the SQUID’s flux sensitivity, turning off the

coupling during qubit operation, and turning it on only for measurement, we chose

the asymmetric three-junction layout introduced by J. Martinis’g group in [165] for

the design of the DC SQUID.

The asymmetric three-junction design allows the device to be biased in such a

way that the effective mutual inductance between SQUID and qubit can be tuned

by biasing the SQUID, despite the fixed geometric mutual inductance. In particular,

by choosing a ratio α < 2 between the critical currents of the one small and two

large Josephson junctions in the SQUID, it is possible to tune the effective mutual

induction to zero, thereby decoupling the SQUID and qubit. In practice we chose

α ≤ 1.7 because of photolithographic constrains (the DC SQUID junction may have

the diameters of 6 and 8 µm, respectively) and safety considerations with respect of

unavoidable variations in junction size during the fabrication, in order to ensure that

an insensitive point will exist, yet will not be too close to the critical current of the

SQUID.

When bias current Isq is applied to the SQUID, it divides into the upper and lower

branches of the loop. The lower branch has a single Josephson junction with critical

current I0, whereas the upper branch has two larger Josephson junctions each with

critical current αI0. The total current is Isq = IU + IL = αI0sin(ϕ/2) + I0sin(ϕ),

where ϕ is the superconducting phase difference across the loop. The circulating

current in the loop is Icirc = IU − IL = αI0sin(ϕ/2) − I0sin(ϕ). This circulating

current couples via a fixed mutual inductance Msq/2 in each branch to the qubit

loop, causing current Iq = (Msq/2Lq)Icirc to flow.

During qubit operation, the SQUID is biased at this insensitive point in order to

prevent fluctuations in the SQUID to cause decoherence in the qubit. As from [165],

the SQUID and qubit are decoupled at insensitive point. Away from the insensitive

point, the inductances become unbalanced, and the transfer function has non-zero

slope, so that SQUID and qubit are again coupled. When measuring the qubit, the

current Isq is ramped toward the critical current, turning the coupling on and allowing



168

the SQUID to discriminate between the tunnelled and non-tunnelled qubit states.

The point at which the SQUID switches into the voltage state will depend on the

final qubit state, allowing to distinguish between qubit states by measuring the time

it takes the SQUID to switch for a fixed bias ramp.

The small value chosen for Msq, even if it is too little to allow single-shot state-

readout distinguishability, reduces the decoherence induced by the SQUID, and re-

duces the SQUID self-inductance Lsq to ∼ 230 pH. Lower self-inductance keeps the

SQUID potential single-valued, resulting in more controlled switching behavior. The

design without any overlap between the qubit loop and the SQUID guaranteed neg-

ligible capacitive coupling between the two circuit elements, due to the crossovers,

which could be another harmful source of decoherence [218].

The SQUID junctions are fabricated in the same process step as the qubit junc-

tions, thus with the same improved design presented in chapter 6.

7.2.4 Flux Bias

The other primary circuit element required for the phase qubit is the flux bias coil

which is used to bias the qubit circuit and apply measurement pulses. The mutual

inductance between qubit loop and flux bias coil is chosen to be Mq ∼ 2 pH. This

gives an impedance transform such that dissipation from the 50 Ω environmental

noise limits the qubit lifetime to ∼ 10 µs, which is far from being a limiting factor

with current devices. At the same time, this mutual inductance allows us to vary the

flux bias by ∼ 2 Φ0 with the accessible range of bias currents, which gives a sufficient

flux range for the qubit characterization. A coil current of 1 mA results in an induced

qubit flux of about one Φ0. Although a smaller mutual inductance would increase

the qubit isolation, it is impractical to apply larger currents to on-chip coils, due to

the risk of heating the sample. While the risk of exceeding the critical current of

thin superconducting films is limited by designing the flux line with a larger width,

heating in the non-superconducting wire sections which are thermally anchored to the

mixing chamber may be strong enough to increase the reachable base temperature



169

by tens of milliKelvin. The dissipated power grows quadratically with the applied

current. Furthermore, if contact resistances were present in the aluminum bonds,

heating would occur directly on the sample chip [194].

Figure 7.7: The geometries from
which the self- and mutual-
inductances were calculated by
FastHenry.

The coil to apply bias flux to the qubit is designed gradiometrically in the form

of an ”8”, so that the current will flow in counter-rotating directions in its branches

(Fig. 7.1). The readout DC SQUID is placed symmetrically with respect to this

biasing coil-branches, such that the flux received from each half of the ”8”-shaped

coil is of same magnitude but opposite direction. This decouples the DC SQUID from

the flux-bias.

On the other hand, the qubit is placed asymmetrically, allowing the flux coil to

couple to the qubit as desired. All these mutual inductances were simulated using the

FastHenry [74] and have been found to be very close to the experimentally observed

values in real devices.

Typically when operating a qubit, the flux bias is adjusted to give a barrier height

∆U ∼ 4E10, so that about 4 quantum levels exist in the well, as showed in the

potential-well energy-level simulator made by J. Lisenfeld in Fig 7.8.

Due to the non linear Josephson inductance, the energy levels are not evenly

spaced, that is, the energy difference E21 between the first and the second excited
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Figure 7.8: Potential-well energy-level simulator made by J. Lisenfeld at KIT. Given
Ic and L as input, the Matlab routine computes the energy and splittings of the
quantized level in the potential well, together with their wavefunctions [135].
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states is different from the qubit energy E10 between the ground state and the first

excited state.

Figure 7.9: Calculated anharmonicity versus flux bias.

This nonlinearity ∆ ≡ (E21 − E10)/~, called anharmonicity, is a crucial feature

of the circuit that allows the system to be operated as an effective two-level system.

For typical operating parameters, the nonlinearity is on the order of 300 MHz, small

but sufficient for reasonably fast operation. In Fig. 7.9 it is reported the calculated

anharmonicity versus flux bias in order to check the occurrence of sufficiently large

energy difference (E21 − E10) to operate the qubit with the indicated values.

7.2.5 Microwave Transmission Line

In order to cause transitions between qubit levels, microwaves should be applied at

the qubit frequency ω10 = E10/~ by means of a on-chip coplanar waveguide structures

to provide high frequencies radiation (110GHz) to the qubit sample.

The microwave transmission line is patterned in coplanar configuration as a 12

µm wide central-conductor separated from the ground planes by 7 µm, resulting for

a Si substrate with εr = 11.9 in an impedance of ≈ 50 Ω, as simulated by tx line

software [227] at the characteristic microwave frequencies used (1-10 GHz) to excite
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the qubit, so that it is well matched to the load impedance.

Ground and inner conductor are inductively connected to the qubit loop. Accord-

ing to computer simulations, the CPW terminated by a large inductor of the order

of 300 pH couples to the qubit loop with a mutual inductance of MMW = 1 pH.

The microwave-line positioning with respect of the qubit loop is not trivial, be-

cause several recent experiments suggest that the relaxation time was being limited by

spurious coupling to the microwave line [191, 218]. For this reason, we chose to place

the MW-bias at a distance of ∼ 100µm [218], while keeping the mutual inductance

at sufficient level.

Moreover, a grid of ground-holes has been realized in order to provide extra pinning

to the vortices that are eventually trapped in the ground area during the cool-down

or during microwave excitation [212].

7.2.6 Shunt Capacitor

It would be interesting to operate a qubit at lower-than-usual frequencies, say at 2-3

GHz. In order to realize this condition, a shunt capacitor was placed in parallel to

some of the realized qubit junction.

A parallel-plate capacitor was extensively used for the realization of LC resonators

(see chapter 5), and the losses due to dielectrics in the capacitor have been minimized

by utilizing hydrogenated amorphous silicon (a-Si:H) dielectric for its realization.

Accurate calibration of the thickness of the PECVD deposited dielectrics guarantees

a good predictability of the resulting shunting capacitance Cs.

The minimum frequency at which a phase qubit may be operated could be deter-

mined by calculating the the occupation-probability of thermal-excited levels. In the

simplest case, we consider only the occupancy of the first excited level, which maps

the qubit’s |1〉 state, as a lower bound

P (1) = e
−
(

~ω
KbT

)
; (7.2.9)

for a temperature T = 30 mK, and for the frequencies of 6 GHz, 3 GHz, 2 GHz,
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Figure 7.10: Occupation-
probability of thermal-excited
levels calculated from 7.2.9.

and 1 GHz, we obtain a thermal population of 0.00068 %, 0.56%, 4 %, and 20 %,

respectively, as from Fig 7.10.

Considering this probabilities, it seems considerably safe to design a shunted qubit

with a targeted operating frequency ω10 = 3 GHz, in order to avoid the thermal-

population of the qubit’s excited states. Calculations for all the values of qubit

inductances L and critical currents Js have been done with the potential-well energy-

level simulator, in order to compute the optimal shunting capacitor for each case.

As an example, a qubit with L = 120 pH and Js = 30 A/cm2, would normally

have ω10 = 5-8 GHz (depending on the flux-bias). With a shunt capacitance of Cs

= 6.6 pF, the operating frequencies would be reduced of 50%, namely resulting 2.5-4

GHz, with preserved anharmonicity.



Chapter 8

Qubit Fabrication

As we saw from a vast amount of examples, all over chapters 2 and 3, the fabrication

process is critical for the realization of low-decoherence superconducting qubit, with

a large number of technological aspects witch could be optimized.

Since many of the implemented fabrication processes have been developed ad-hoc

for the qubit realization, extensive testing and trial-and-error were required for each

fabrication (manufacture) step. Indeed, fabricating circuits with non-standard pro-

tocols require continue feedback at every level of the fabrication chain: from etching

processes back to the design of the circuits, from circuit characterization back to its

dimensioning, and so on.

Our objectives were:

to test the influence of different substrates (and pre-treatments):

• Si (111) 600 Ωcm (ultrasonically cleaned in IPA bath)

• Si (100) high resistivity > 10000Ωcm (cleaned by HF dip and fast-load)

• R-plane sapphire (custom acid etch, HNO3 and HF)

• M-plane sapphire (custom acid etch, HNO3 and HF)

to test the influence of different superconducting materials:

174
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• Niobium

• Niobium Nitride

• Aluminum

to test the influence of different barrier materials (and N2 plasma treatment):

• Nb/AlOx/Nb

• NbN/AlN/NbN

• NbN/SiNx/NbN

• Al/AlN/Al

to test the influence of different wiring insulators:

• Standard SiO

• Hydrogenated amorphous silicon (a-Si:H).

In the following sections, we will analyze the fabrication flow-chart presented in

Fig. 8.1, with an emphasis on the processes that were custom-developed in order

to realize working qubit from all the possible combination of the above mentioned

materials, for a total of 24 completed chips.

8.1 Substrates

For the realization of the qubit devices, specific types of silicon and sapphire substrates

have been chosen. For what it concerns the silicon ones, the usual 600 Ωcm Si (111),

a good substrate for polycrystalline Nb growth, has been teamed up with a high

resistivity > 10000 Ωcm Si (100), indicated in literature as the lowest lossy substrate

in the field of CPWs and low-noise SIS mixer application [15] (see section 3.1).
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Figure 8.1: ICIB-CNR Nb/AlOx/Nb fabrication process without anodization and
with high temperature a-Si:H lift-off processes.
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For what it concerns the sapphire ones, the usual R-plane (1102), a good substrate

for room temperature NbN growth, has been teamed up with a M-plane sapphire

(1010), indicated in literature as a better crystalline seed for the growth of un-twinned

NbN crystalline grains. In Fig. 8.2 it is shown the AFM surface characterization of

the as-delivered substrates from CrysTec GmbH, in order to ensure the absence of

mismatch in the crystal-cut angle.

Figure 8.2: AFM analysis to certificate the sapphire quality: Ra (average roughness),
RMS (root-mean-square-roughness), and P-V (maximum peak-to-valley range in the
area).

All the substrates have been cut in 10 x 10 mm tiles with diamond scriber before

any other processes. We deliberately chose to avoid any argon cleaning process to the

substrate’s surfaces prior of the first metal layer deposition, in order to prevent the

damage of the crystalline structure and its transformation in an amorphous layer.

The Si (100) was ultrasonically cleaned in IPA bath, so that its surface was still

covered by thermal SiOx when the trilayers were deposited. The high resistivity Si

(100) was prepared by a diluted HF etch, to remove the oxide layer, followed by a

fast-load, in a controlled N2 atmosphere, into the load-lock of the sputter system.

This process, if the loading time is less than three minute and specially is done in a

controlled atmosphere, is said to leave the silicon surface H-terminated.

R-plane and M-plane sapphire were cleaned with a custom-recipe HNO3 and HF
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wet etch, and their resulting surface is O-terminated.

8.2 Trilayers

The trilayers were all deposited in one in situ DC magnetron sputtering session (see

Fig. 8.1.1). Together with the Nb/AlOx/Nb and the NbN/AlN/NbN trilayers, we

chose to introduce also the NbN/SiNx/NbN and the Al/AlN/Al ones.

To our knowledge, NbN/SiNx/NbN junctions have never been realized, and the

TLSs associated with material defect of the un-hydrogenated, rf reactive-magnetron

sputtered SiNx, may have a different properties than the well-characterized AlOx

ones. ”Bulk” silicon nitride, Si3N4, is a hard, dense, refractory material. Its structure

is quite different from that of silicon dioxide or aluminum oxide: instead of flexible,

adjustable Si-O-Si bridge bonds, the Si-N-Si structure is rendered rigid by the ne-

cessity of nitrogen forming three bonds rather than two. CVD or reactive-sputtered

silicon nitride is generally amorphous, but the material is much more constrained in

structure than the oxide. As a consequence, the nitride is harder, has higher stress

levels, and cracks more readily. The dense structure of silicon nitride does not provide

the open channels found in oxide structures; thus, the nitride is widely employed in

electronics as a barrier material. Even hydrogen diffuses slowly in a densified nitride

film, and other small positive ions (Na+ or K+) are effectively blocked by thin nitride

layers. Since oxygen diffuses very slowly through nitride, the deposited nitride can

prevent oxidation of underlying silicon. Nitride layers are also employed as etch stop

layers both for wet etching and plasma etching.

Moreover, silicon nitride seems to be a valid choice as barrier material in all-NbN

tunnel junctions, both from the point of view of a sufficiently low loss tangent of these

materials (see Table 3.1), and from the point of view of the compatibility with NbN

technology. Furthermore, the high melting temperature and the common nitrogen

in each compound, are expected to limit inter-diffusion, and make the NbN/SiNx an

ideal interface to be studied, with remarkably uniform and smooth interfaces [36].
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Moreover, also Al/AlN/Al junctions have not been typically employed for qubit’s

realization. AlN barrier could be grown either by in situ N2 plasma process of clean

Al surfaces [202], or by the Al reactive sputter deposition in N2 + Ar atmosphere.

We opted for the second approach.

Finally, we realized a set of NbN/AlN/NbN and NbN/SiNx/NbN trilayers with

an in situ N2 plasma process of clean barrier surfaces, in order to improve their

uniformity and fill their nitrogen vacancies [202].

8.3 Junctions and Base Layer

The next step of the fabrication process continues with the standard photolithographic

definition of the junction’s area, and its patterning by means of Cf4 + O2 reactive

ion etching (Fig. 8.1.2).

Figure 8.3: Detail of the layout of the qubit junction area.

Since some of the junction’s barrier-materials are stoppers of the RIE process,

AlOx and AlN barrier layers had to be etched away by a strong wet etch based on

HF/HNO3 chemistry, followed by another 30 nm of exposed base-layer RIE (Fig.

8.1.3).
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Figure 8.4: Left: Junctions and base layer of a NbN/SiNx/NbN chip on Si (100).
Right: the same trilayer deposited on M-plane sapphire (transparent).

Only for the Al/AlN/Al samples, the junction area definition was done in a hot

(50◦ C) wet etch process based on H3PO4/HNO3/acetic-acid chemistry.

Standard photolithographic definition of the base layer and the relative etch fol-

lowed (Fig. 8.1.5-6 and Fig. 8.4).

At this step, it would be very interesting to process the freshly exposed surfaces

by an in situ treatment, in the same RIE (or Ion mill, in case of other fabrication pro-

tocols) chamber. These treatment processes were introduced in section 3.5, and could

comprise, among the vast possibilities, a plasma surface carbidization or fluoridiza-

tion, a deposition of a ferromagnetic layer, controlled ion-implantation of impurities,

or the deposition of a low-temperature antiferromagnetic CuO layer.

8.4 a-Si:H liftoff

In order to reduce the contamination of the superconductor’s surfaces during the

fabrication of the capacitor dielectric (as described in section 5.2.3), we developed
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and tested a high-temperature a-Si:H lift-off process (Fig. 8.1.7-8). In fact, in order

to realize high quality superconducting resonators or qubits, it is preferable to reduce

the dielectric coverage of the underlying superconductor [147, 32, 14], limiting the

contamination of the superconducting surfaces by hydrogen and dielectric inclusions.

We developed a fabrication protocol that is suitable for both the resonators and

the qubits fabrication and, as I showed in section 7.1.1, the photolithographic masks

allow the resonators to be co-fabricated on the seme chip with the qubit, in order

to investigate in the same experimental condition both the dielectric losses and the

decoherence of the qubits.

Here I will describe in detail the process, together with the difficulties that had

to be solved in order to develop a reliable method.

In order to perform lift-off at the high-required temperature, we demonstrated

that a PMGI/Nb bilayer, suitably patterned and conditioned, is capable of high tem-

perature (up to 200◦ C) lift-off of a-Si:H. Moreover, the developed high-temperature

lift-off process is capable to integrate the high-temperature PECVD deposition of

a-Si:H with existing Nb Josephson technology, fulfilling the above mentioned require-

ments of reduced coverage of the underlying superconducting films.

In the following, I will describe the high temperature lift-off process, basing the

discussion on the realization of a shunting capacitor, nevertheless the method applies

in the same way for wiring crossover and junction insulation. The goal of the process

is to PECVD deposit the a-Si:H on the top of pre-existing patterned structures, and

selectively choose the areas where the dielectric should not be deposited.

The process was set-up in a month of work, in parallel of the other qubit fabrication

processing, nevertheless many have been the challenges to be solved in order to let

the protocol to be reliable.

The first choice was on which PMGI to use: different concentrations of the solvent

imply different obtainable thickness-ranges, as from Fig. 8.8.

Moreover, the most critical steps for the the process success were step 2 and 4.

Step 2 required the optimization of the PMGI pre-bake temperature, and the
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Figure 8.5:
1) Pre-existing circuit on the
substrate, e.g. patterned Nb thin
films.

2) HDMS priming of the sur-
faces, to improve the adhesion;
spinning the PMGI resist to
obtain a thickness of 1.3 times the
thickness of the final a-Si:H film;
PMGI pre-baking; depositing a
Nb hard-mask.

Figure 8.6:
3) Standard photolithography
and RIE of the Nb Hard mask.

4) Controlled development of
the PMGI resist.
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Figure 8.7:
5) High temperature deposi-
tion (max 200◦ C) of a-Si:H by
PECVD.

6) Liftoff in hot PG remover;
standard photolithography for
wiring lift-off; wiring deposition
and lift-off.

Figure 8.8: Spin speed versus PMGI thickness (in Å) for various solvent concentra-
tions.
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Figure 8.9: Left: Stressed niobium on an unstable surface. Right: a:Si-H deposited
in the hard mask stress-fissurae.

concomitant optimization of the argon pressure during the Nb deposition: in fact,

the Nb is sputtered on an unstable polymeric surface as PMGI and, thus, it is critic

to be able to deposit stress-free niobium [226] on a more rigid surface (the results of

an unsuccessful realization of this process is shown in Fig. 8.9).

Figure 8.10: Consequences of over-developed PMGI
at step 4. The a-Si:H ”aprons” are in average 150
Åthick. The dashed line is the targeted deposition
area.

On the other hand, step 4 required the optimization of the developing times for the

PMGI layer. If the time is too small, polymeric residues will affect a-Si:H adhesion and

quality, while if the time is too large, over-developed PMGI will allow the formation of

lateral ”aprons” of a-Si:H with a mean thickness of 150 Å(the results of an unsuccessful

process realization of this is shows in Fig. 8.10).
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Figure 8.11: Details of the insulating regions for the qubit realization. Left: the rf
SQUID junction insulator. Center: flux-bias wiring-crossover. Right: DC SQUID
junctions and line insulation.

The maximum substrate-temperature during PECVD is ∼ 190◦ C, provided that

the glass-transition temperature for PMGI resists is Tg = 190◦ C.

In section 6.0.2, Fig. 8.6, we show that the NbN/AlN/NbN Josephson junctions

could sustain the annealing during the high-temperature PECVD a-Si:H deposition,

with no detrimental effects due to hydrogenation and, this is per se an exciting result.

8.5 Wiring

The concluding fabrication-steps are the photolithography and the sputter deposition

of the wiring layer, followed by the lift-off process. Finally, the samples are completed

(Fig. 8.12 and 8.13) and are ready to be characterized.

8.6 Preliminary Test of Fabricated Qubits

Some of the fabricated qubits were tested at 4.2 K in terms of the current-voltage

curve of the read-out DC SQUID. Figure 8.14 shows the I-V characteristic of the

three junctions of a NbN/AlN/NbN DC SQUID with SiO wiring insulator.

Moreover we also measured NbN/AlN/NbN junctions with a-Si:H wiring insulator.
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Figure 8.12: A complete NbN/AlN/NbN phase qubit, from the project to the real-
ization.

Figure 8.13: A complete NbN/AlN/NbN shunted phase qubit, from the project to
the realization.
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Figure 8.14: I-V characteristic of a read-out DC SQUID of a NbN/AlN/NbN DC
SQUID fabricated on a Si (100) substrate and with SiO wiring insulator, measured
at T = 4.2 K.
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Thus, we demonstrated that the junction were still working after the a-Si:H PECVD

at ∼150◦ C. In Fig. 8.6 we compare the I-V curve of such a junction with the I-V

curve of a NbN/AlN/NbN junction with SiO wiring insulator.

Figure 8.15: I-V characterization of two NbN/AlN/NbN junctions, having different
diameter and wiring insulator, measured at T = 4.2 K. In red: 20 µm junction with
SiO wiring insulator; in black: 6 µm junction with a-Si:H wiring insulator (after
annealing at 250◦ C for 30 minutes and hydrogen contamination due to the PECVD
process).

We note that the critical current densities were respectively: 34 A/cm2 for the 20

µm NbN/AlN/NbN junction with SiO wiring insulator, and 16 A/cm2 for the 6 µm

NbN/AlN/NbN junction with a-Si:H wiring insulator, but the two junctions are from

a different fabrication run.



Chapter 9

Conclusions

The research activity of the present thesis work was dedicated to the experimental

investigation of materials (both dielectric and superconducting) involved in supercon-

ducting qubits based on Josephson tunnel junctions, with the final goal to improve the

coherence time of these devices. To our best knowledge, a major intrinsic source of de-

coherence in superconducting qubits is the presence of microscopic defects [two-level

states (TLSs) defects] in the dielectric materials utilized for their fabrication. There-

fore the wiring crossover insulator, superconductor/insulator interfaces, and tunnel

barrier were studied and optimized in order to reduce decoherence in the fabricated

superconducting qubits.

Hydrogenated amorphous silicon (a-Si:H) is the dielectric material with the lowest

dielectric losses (tan δ) among the known amorphous dielectrics (SiO, SiO2, SiNx),

and it was chosen as the dielectric for the fabrication of the wiring-insulation layer.

The deposition conditions of the a-Si:H fabricated by PECVD, e.g. different substrate

temperatures and the SiH4/H2 ratio, were optimized in such a way to achieve the low-

est dielectric losses. In order to characterize such losses, we used lumped-element LC

superconducting resonators, which are reliable and powerful tools for the loss tangent

characterization of any dielectric at the typical conditions at which a qubit device

is operated, namely at low cryogenic temperatures (20 mK), microwave frequencies
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(150 MHz-12 GHz), and low excitation power (10−7-10−3 V).

In order to measure the low tan δ expected for the a-Si:H, the measurement set-up

was improved: the initial measurements, performed in brass-housings, were somehow

”limited” (by unknown reasons) to quality factor (Q0) values lower than 9000, instead

of the expected unloaded quality factor Q0 ∼ 30000 for such resonators at 4.2 K.

Accurate simulations using Sonnet Electromagnetic Field Solver pointed out that

the limiting factor had to be found in the sample housing and, in particular, in the

choice of its constituting material. Simulations of the housing effect on the resonator’s

quality factor showed that the use of a superconducting housing reduces the housing

influence to an absolute minimum. Test measurements of housings made of copper,

and then of superconducting lead confirmed the necessity to utilize a superconductor

as the housing material. Indeed, the very low losses in the a-Si:H resonators (as low as

tan δ = 2, 5x10−5 at the highest frequencies) were measured by using superconducting

niobium housings.

For the resonator realization, the Nb technology was successfully incorporated

with the a-Si:H PECVD process. The fabricated resonators have been characterized

at T = 4.2 K, T = 300 mK, and T = 20 mK, while we studied the dependence of the

dielectric loss on frequency, temperature and power. Experimental results on a-Si:H

were compared to those on other investigated dielectrics (Nb2O5, SiO, SiNx).

In addition to the conventional RIE process for definition of the a-Si:H layer,

a high temperature lift-off process based on the PMGI resist was developed and

successfully applied for patterning the a-Si:H film. In fact, in order to realize high-

quality superconducting resonators or qubits, it is preferable to reduce the dielectric

coverage of the underlying superconductor, in order to limit the contamination of the

superconducting surfaces by hydrogen and dielectric inclusions. In order to perform

lift-off at the high-required temperature, we demonstrated that a PMGI/Nb bilayer,

suitably patterned and conditioned, is capable of high temperature (up to 200◦ C)

lift-off of a-Si:H. As a result, we developed a fabrication protocol that is suitable for

both the resonators and the qubits fabrication.
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The influence of the annealing at 250◦ C, and of the PECVD a-Si:H deposition

on the superconducting and crystalline properties of a 20 nm thin Nb films was stud-

ied. By observing the correlation between the degradation of the superconducting Nb

properties and the increase of the niobium lattice parameter (caused by oxygen and

hydrogen diffusion), it was demonstrated that the predominant suppression mecha-

nism for the Nb superconducting critical temperature (Tc) was the decomposition of

the Nb native surface oxides, and the subsequent oxygen diffusion into the Nb bulk,

due to the heating of the sample at 250◦ C.

Furthermore, in order to protect the superconductor’s surfaces from the natural-

oxide growth and from hydrogen diffusion, we developed and studied two surface

protection methods: plasma nitridation, and deposition of a thin a-Si layer. We

demonstrated that an in situ sputtered thin a-Si layer works well as a protective

method against both the oxygen and hydrogen diffusion. Moreover, we found that

the extent of the Tc suppression, caused by the annealing and by the complete PECVD

process depends inversely on the Nb film thickness. This implies that for the 200 nm

thick superconducting-wires present in the fabricated samples, the bulk supercon-

ducting properties will not be affected by the annealing, nor by the PECVD a-Si:H

deposition.

Moreover, we demonstrated the feasibility of the integration of Nb and NbN

Josephson junction technology with the a-Si:H dielectric as a wiring insulator. It

is well known that passing from SiO to a-Si:H for wiring’s insulators and capacitor’s

dielectric has dramatic effects in terms of the improvement of the qubit’s coherence-

times. Having demonstrated that the junctions could sustain the annealing during

the high-temperature PECVD a-Si:H deposition, with no detrimental effects due to

hydrogenation, is for us a considerable result. The conventional fabrication processes

based on Nb/AlOx/Nb trilayer, incorporated with the a-Si:H deposited by PECVD,

was improved and optimized in order to minimize the circuital loss sources. The main

features of these optimizations were: the avoidance of any anodization step, the com-

patibility with a-Si:H PECVD technology for junction shunting capacitor and wiring
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crossover insulator, the reduction of the dielectric area in contact with the super-

conductors, and the reduction of the wiring layer dimensions. We successfully tested

at T=4.2 K the feasibility of all the mentioned improvements by realizing several

Josephson Junctions, whose parameters were already optimized for the application in

superconducting phase qubits.

In order to test qubits fabricated with material which differs from the traditional

Nb/AlOx and Al/AlOx, we chose to develop the NbN/AlN/NbN fabrication technol-

ogy. NbN is considered as a promising material in order to increase the superconduct-

ing qubits coherence time, because it can be epitaxially grown at room temperature

and, in addition, it is a superconducting material that forms a smaller amount of a

native surface-oxide in comparison with Al and Nb, has a high superconducting tran-

sition temperature (Tc ≈17 K), and has a large superconducting gap (2∆ = 5.9 mV).

We successfully fabricated Josephson junctions based on a NbN/AlN/NbN trilayer,

with the current-voltage characteristic suitable for preliminary qubit realization.

In order to improve both the surface properties of the NbN film and the interface

between the NbN and the substrate, we compared the growth of NbN films on R-

plane and on M-plane sapphire in terms of the superconducting properties and of

the crystalline structure of those films (the latter was investigated by means of Θ-2Θ

X-ray diffraction, and rocking curve analysis). It was found that NbN films grown on

M-plane sapphire were un-twined, in contrast with those grown on R-plane sapphire.

As a result, the un-twined NbN film on M-plane sapphire allowed the growth of a 3

nm thin polycrystalline-AlN film, while in case of the NbN on R-plane sapphire, the

AlN film with the same thickness was grown as an amorphous layer.

As an alternative junction barrier, in the context of NbN technology, we real-

ized trilayers having SiNx as tunnelling barrier, deposited by means of RF-reactive

magnetron sputtering in Ar/N2 atmosphere.

We designed highly-optimized superconducting phase qubit-layout in collabora-

tion with the group of Prof. A. Ustinov at KIT, Germany. We fabricated a set of

photolithographic masks containing both LC resonators and qubit devices in order to
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characterize the losses of the LC resonators and the coherence times of the qubits in

the same measurement, and to correlate the two phenomena at the same experimental

conditions and within the same deposited dielectric material.

The fabrication protocol that we developed was flexible enough to allow the si-

multaneous fabrication of four kind of trilayer, in order to investigate the effects on

the qubit coherence of a vast number of materials’ combination. We realized qubits

based on the following trilayers: Nb/AlOx/Nb, NbN/AlN/NbN, NbN/SiNx/NbN,

Al/AlN/Al, both with SiO and a-Si:H as wiring crossover insulator. In this context,

the developed high temperature (150◦ C) a-Si:H lift-off process was used to integrate

the PECVD deposition of a-Si:H with Nb and NbN junction technologies, fulfilling

the requirements of reduced dielectric coverage of the underlying superconducting

films.

Some of the fabricated qubits were preliminary tested at T = 4.2 K, in terms of the

measurement of the current-voltage curve of the DC SQUID read-out magnetometer.

Working Josephson junction were observed for the NbN/AlN/NbN qubits, with a-

Si:H wiring crossover deposited by the high-temperature a-Si:H lift-off process. This

result confirmed the compatibility of the high-temperature a-Si:H lift-off process with

the NbN junction fabrication technology.
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