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Overview

This thesis deals with the analysis and understanding of drivers’ behaviours
under car-following. The aim is to enhance the modelling tools toward the
development of new ADAS (Advanced Driving Assistance System) logics,
characterized by a more human-like behaviour. After having introduced the
argument of the thesis (and motivated the work) and having recalled the state of the
art most relevant in the field of car-following (as well as in the instruments for
observing car-following in the real world), the thesis evolves toward three main
sections: actual observation of real-world data and collection of the datasets to be
employed for theoretical analysis; theoretical enhancements and propositions;
applications to ACC (Adaptive Cruise Control), as a relevant field for ADAS.

The data employed in this work have been collected in three different field
surveys, two of them carried out in Italy and the other in the United Kingdom. In all
cases data have been collected by instrumented vehicles, equipped in such a way to
observe and record car-following trajectories. Data have been framed into different
theoretical paradigms in order to both validate each theory and to establish the links
between these theories. Links have been established both in a formal way (through
theoretical investigation) and in a data-driven way. The considered theoretical
paradigm for modelling car-following follows different approaches: one is based on
the psycho-physical approach and two others are based on an engineering-inspired
approach. In particular, the considered psycho-physical approach has been the
Action Point theory (Wiedemann, 1974); a revised version of the paradigm, more
compliant with the original version of Barbosa (1961) and Todosoiev (1963) has
been proposed and justified with reference to the collected data.

The first engineering paradigm has been based on a state-space approach. The
proposed approach has been shown to be consistent with the Action Point theory.
The parameters of the model have been estimated by means of the collected data
and the obtained results have been discussed; they are consistent with observations
and justify the adopted model. The other engineering model is based on a linear
approximation (at any time t, in a discrete-time approach) of the response of the
follower to the leader’s stimuli. Also the linear model is shown to be a very good
approximation of the observed data; moreover, it has been shown to lead to an
harmonic oscillation around the desired spacing at steady-state. This oscillation is
consistent with both the Action Point theory and (partially) with the proposed state-
space approach. The linear model is particularly suitable for real-time ACC-
oriented application; thus it is the model employed in section 4 of this work, where
a fully-adaptive ACC system is developed, able to actuate a driving-style actually
consistent with driver’s expectations and preferences.
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Introduction (and motivation)

Modelling driving behaviour represents a fundamental requirement in many
transportation applications. Three main topics can particularly benefit from such
studies: Accident Analysis and Prevention, Microscopic Simulation of Traffic and
Intelligent Transportation Systems (ITS).

Accident analysis and prevention refers to methods and measures to reduce the
risk of injury (or death) to road users, namely drivers, pedestrians, and private and
public transport passengers. Road traffic safety conditions can be determined
according to different approaches. One is based on statistical considerations and
concerns identification of so-called hotspots, which are defined as accident-prone
locations on the road, in the sense that a number of crashes higher than in other
similar locations is observed there, probably due to local risk factors. Many
methods have been set up to identify hotspots, several of which are compared by
Montella (2010). The problem of such methods concerns the need to observe the
“highest number of crashes”, hence the need to identify the risk factors after several
injuries or deaths have occurred. Another approach, based on statistical inference,
analyses recurrent conditions in observed accidents in order to identify (un)safety
factors related to various aspects, as the road geometry, road section, vehicle
characteristics, the pavement, the weather (and other external) conditions and, of
course, driving behaviour.

Safety evaluation can also be carried out by using so-called surrogate safety
measures. The definition of such methods is somewhat vague, but basically the
concept is that a surrogate measure should be based on an observable non-crash
event, related predictably and reliably to crashes, which may in practice correspond
to a crash frequency or severity (Tarko, 2009). In this context, the Time-to-
Collision in a car-following process and observation of deceleration rates at
intersections are examples of surrogate safety measures (Gettman and Head, 2003).

Microscopic models have been developed to improve the accuracy and quality
of traffic flow studies, explicitly representing the interaction between single
components of the traffic stream. Microscopic models can be defined with respect
to any transportation system, but are probably most commonly found in the field of
road transport. In these models the choices of each vehicle, in terms of spacing with
respect to vehicles ahead, lane changing, gap-acceptance, etc., are modelled and
driver and vehicle characteristics defined. In the previous context, the expression
driving behaviour is very general, in the sense that observations of drivers’
behaviours, needed to define drivers’ characteristics, have to refer to several traffic
situations, such as longitudinal driving, lane changing and behaviour at
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intersections. A review of some of these models can be found in Toledo (2007),
even if he asserted that, in the case of microscopic simulation models, calibrating
models independently cannot capture interdependencies among decisions made by
the same drivers over time and across decision dimensions; an attempt at a model
that jointly explains acceleration decisions and lane-changing is provided in Toledo
et al. (2009).

That said, it is common to focus research efforts on only a few components of
driving behaviour that are believed to impact more upon the particular traffic
analysis in hand or to be more affected by the dispersion of the behaviour or, also,
that can be realistically studied with the available research tools. In particular,
longitudinal driving is often divided into some sub-phases like free flow,
approaching, car-following, emergency braking, and stop and go. Of these, the car-
following process is believed in this thesis to be the most interesting sub-phase.

ITS are advanced applications that embody decision-making and/or operational
intelligence in order to provide innovative services relating to different modes of
transport and traffic management and allow users to make a safer, more efficient
use of transport networks. The scientific community’s interest in ITS has grown in
recent years thanks to the increasing availability of information and
communications technologies (ICT), both related to technological innovation and
the decreasing cost of such technologies.

In the field of ITS, Advanced Driver Assistance Systems (ADAS) represent a
real opportunity to both improve road safety and support efficient transportation
systems, that are two often contrasting objectives able to induce economic and
societal benefits. On the one hand, ADAS directly affect how vehicles interact with
one another and thus, at a macroscopic level, may affect traffic flows and
characteristics, while on the other hand, by directly controlling the driving task,
driver errors can be reduced and reaction times shortened.

The development of these systems is not straightforward, and indeed many of
the issues are now well known (see for example Van der Heijden and Marchau,
2005). Of great importance is to make sure that any proposed system considers
driver expectation and behaviour and ensures there is a minimal mis-match between
the system behaviour and the driver’s normal behaviour, thus increasing driver
acceptance. Indeed, an ideal ADAS system needs to be based on a good
understanding of driver behaviour. At some driving tasks drivers are better than at
others. For instance, they have relatively limited ability in perceiving the absolute
value of longitudinal distances or absolute velocities, as well as in perceiving the
absolute value of accelerations. Drivers are more able to perform good estimates of
relative kinematics (spacing, relative velocity, etc.) with respect to other moving
objects, thanks to their perception of visual angles subtended by objects and related
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rates of change (Warren, 1995; Gray and Regan, 1998). An ideal ADAS should
behave better than the driver in tasks in which he/she performs poorly and as well
as the driver in tasks in which he/she performs better.

Of course, since driving behaviour is not always safe, an ADAS cannot simply
reproduce it without controlling unsafe attitudes. The problem is addressed in
Bonsall et al. (2005) with respect to several situations such as car following and
lane changing. On the other hand, ADAS are in principle safer, although unsafe
situations can still be caused by, for instance, Adaptive Cruise Control (ACC).
Indeed, if vehicles cut in and there is sharp deceleration in the control system, one
could induce a rear-end collision. Kesting (2008) describes this problem very well
in his thesis. For these reasons, studies and models of driver behaviour under car
following, as well as for other driving tasks, remain a crucial field of development
in ADAS.

Several tools are available to observe driving behaviour and, as in many
experimental fields, the proper choice of instrument should maximize the
compromise between the aims, costs, feasibility and validity of the experiment. The
first element that has to be taken into account regards the point of view from which
the driver is observed during the experiment; drivers can be observed from outside
and from inside the vehicle.

The first option refers to situations in which an unaware driver is monitored
while driving on an instrumented site. Different technologies can be used for this
purpose, even if the most suitable may well be the use of video cameras. Video
cameras allow vehicles, via image processing algorithms, to be directly tracked. The
whole trajectory of each vehicle of a traffic stream can be reconstructed. The
accuracy of the obtained trajectories still is a debated issue. This method was
recently employed in the Next Generation SIMulation program (NGSIM), which is
a public-private project between the Federal Highway Administration of USA and
several commercial micro-simulation software developers. The goal was to develop
some driver behaviour models that would constitute the core background of
commercial micro-simulation tools validated on the NGSIM dataset. The NGSIM
data are public and available for all scientists from the project website
(www.ngsim.fhwa.dot.gov).

An alternative approach to obtain motorway Individual Vehicle Data (IVD) was
proposed in Wilson (2008). It is based on the use of data collected with an inductive
loop detector. From loop detectors (especially double loops) it is possible to obtain
an accurate estimate of vehicle speed, length and past time-instant. Loops are
usually used in order to obtain averaged (the typical time interval is one minute)
measures related to the traffic stream. In the approach proposed by Wilson, the
main idea is not to average data but to record single detections. Using the speed
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detected at an upstream double-loop detector, the arrival time of the vehicle at the
downstream double-loop detector can be predicted; compatibly with the predicted
arrival time at downstream the best-matching record is searched, using the detected
vehicle’s length to help matching. It is worth noting that the reliability of data is
strictly related to the distance between detectors. The proposed method has been
applied on data from the Motorway Incident Detection and Automatic Signalling
(MIDAS), that consists of a distributed network of traffic sensors installed on
several (highly congested) UK motorways. The main purpose of MIDAS is to
enable mandatory variable speed limit signs as part of the controlled motorway
scheme. In particular, the proposed 1VVD collecting method was applied for data
from the M42 motorway near Birmingham, where the loops were installed in a very
dense manner, that is with a nominal spacing of 100 m which decreases to 30 m in a
900 m section where queuing is common.

A great advantage of both the NGSIM and MIDAS cases concerns the huge
amount of data that can be collected. The major disadvantage is that drivers can be
observed only for a few seconds, on a limited portion of the instrumented site.
Moreover, it is not possible to have information on the driver’s characteristics and
only combined drive-and-vehicle behaviour can be observed.

In order to obtain longer observations of drivers’ behaviour, in addition to the
possibility of benefiting from more flexible experimental conditions or making
drivers execute manoeuvres of particular interest, it is possible to adopt the inside
approach. In this case, the tools used have to focus more on the driver than on the
infrastructure, and then the experimental point of view has to pass to a higher level
of detail. Two instruments can be considered as optimal for these experiments,
namely instrumented vehicles (IVs) and driving simulators (DSs). An instrumented
vehicle, in a very simplistic definition, can be represented as a standard car whose
kinematics is recorded in order to be analysed. Importantly, the possibility of
observing only the kinematics of IVs can lead to a reduced understanding of driving
behaviour, especially in situations where the drivers are largely influenced by the
traffic. This is typical of car-following conditions, where the possibility of
observing the relative kinematics of the IV with respect to the leader is a
prerequisite. For this reason, IVs are usually equipped with a larger number of
sensors, allowing detection of the surrounding traffic conditions, direct monitoring
of the drivers and their interface with the car and on-board devices, and an
improvement in the estimation of the kinematics of the 1V itself. Of course, what is
important in this framework is the ability to handle the previously large number of
data and data-sources, including filtering and fusion techniques.

DSs have long been used by car manufacturers to test users’ acceptability of on-
board devices and human-vehicle interfaces. In recent years DSs have been
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increasingly employed also in earlier conception phases, where the feasibility,
effectiveness and safety of ADAS devices and solutions have to be assessed.
Studies based on DSs provide a virtual experimental environment that replicates the
test road conditions with realism. The use of simulation allows a wide range of test
conditions to be prescribed and applied consistently. For example, in the real world
the influence of weather, environmental lighting, etc., on driving conditions is
unpredictable and can make testing difficult. Simulation permits almost any desired
scenario to be created and to test drivers with timing and frequency that is not
possible in the real world. The simulations are controlled and repeatable, as well as
safe even in cases where (simulated) unsafe road conditions are deliberately
induced for research purposes.

However, the main issue in using DSs for studying ADAS relates to their
validation, by which we mean how to generalize the results obtained from the
simulation context to the real world. In a very reductive way, the validation of a DS
can be defined as a comparison between observed behaviours on the road and in the
virtual environment of several drivers placed in similar conditions. Again, the
ability to analyse and interpret drivers’ behaviour in both the real and the simulated
environment is a crucial requisite.

The main purpose of the research described in this PhD thesis was to study car-
following behaviour so as to obtain better understanding of the phenomenon and
supply suitable solutions for ADAS applications. Thus, the main objective was not
to reproduce what drivers do, but what they would do consistently with a supposed
behaviour, as interpreted by the ADAS. From this standpoint, the ADAS could also
act in an anticipatory way or correct the actual kinematics of the wvehicle if
inconsistent with the wishes of the driver.

The studies were based on direct observations of field data and, for this
purpose, analyses were carried out using data obtained from three different
experimental campaigns carried out in two countries, Italy and United Kingdom, by
means of instrumented vehicles. Importantly, the experimental campaigns were
conducted independently, in the sense that the way in which data were collected and
the requests that were made to the drivers were not the same, because the
experiments were refined, in time, in order to focus on several specific behaviours
and/or to disclose some (supposed) hidden phenomena. That said, the availability of
a dataset which, as a whole, is very variegates represented a great advantage due to
the large number of (different) analyses possible.

Operatively this thesis takes its cue from both theoretical and experimental
evidence. At first, some analyses were carried out with respect to the Action Point
paradigm (Wiedemann, 1974) and a revised version of the paradigm was suggested.
A dynamic system for the car-following model was developed and its consistency
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with the AP paradigm investigated; thirdly a general dynamic model for car-
following was supplied in a linear (simplified) formulation in order to be applied in
real time. The linear model, even if simpler from the analytical point of view, was
empirically verified to be consistent and appropriate.

Finally, results of the theoretical studies were applied to develop a
technological system aimed at improving its customer acceptability and market
penetration. The goal there was to develop fully-adaptive cruise control, based on a
learning machine approach The structure of the system was based on four layers
and for one of these, the sampler, which represents the core model of the embedded
control unit, the previously introduced linear model was used.

As a consequence, the thesis was organized with:

- afirst section where a literature review is reported; the review covers mostly
car-following models even if references to the use of car-following models
in the development of Adaptive Cruise Control were reported,;

- Section 2 presents the data used for the analyses, as well as more details
about the three experiments for data collection;

- Section 3 explains the theoretical investigations on car-following models,
presenting two topics addressed in two proper sub-sections (Enhancing the
car-following approach, A state space model for car following behavior);

- Section 4 describes a linear car-following model explicitly developed for a
fully-adaptive cruise control system; the model is shown to be consistent
with the behavioural analyses in Section 3;

- finally the thesis concludes by summarising the work and by discussing the
principal findings and weaknesses of these studies; opportunities for further
developments are also introduced.
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1 State of the art

A car-following model is a microscopic behaviour model that computes the
kinematics of a following vehicle as a response to the stimuli of the leading one(s)
within a traffic stream. These models are applicable under the hypothesis that the
vehicle moves along the road adapting its speed to the vehicle(s) ahead, thus its
dynamics can be described as a function of this(these) vehicle(s). Even if some
models have been proposed with a look-ahead approach, that is based on the
influence of more leading vehicles, the great part of the proposed approaches
assume that the great part of the phenomenon can be explained in terms of one
leading vehicle. In practice, in these models, each update of the follower’s
kinematic is obtained by considering its instantaneous position and speed and some
kinematic variables of the vehicle directly ahead. The more significant variables
considered in the literature are the spatial interspacing, the relative speed, the
reaction time of the driver of the following vehicles.

The behavioral mechanism in car-following is generally complex, the car-
following models aim at representing the results of this behavior by means of a
formal framework as simple as possible. However the model has to be simple but
not oversimplified and all elements that influence the phenomenon in the real world
should be considered in order to reproduce in a timely, precise and specific way the
behavior of the driver.

The car-following models are commonly used to analyze and process instant by
instant the movement of each vehicle of a traffic stream, allowing to compute for
each of them some variables such as position, speed and acceleration. Indeed,
consistently with the previous way to use car-following models, considerable efforts
have been devoted in the past to simulate with a microscopic approach traffic flow
phenomena (e.g. Zhang, 1999), thereby supporting traffic engineers in both the
theoretical analyses and the design and assessment of traffic schemes and policy
strategies. A literature review of car-following models can be found in Brackstone
and McDonald (1999), but here the car-following approaches will be rearranged in
a different synoptic frame, with a greater specific consistency to the aim of this
thesis. In particular, the scheme reported in Tripodi (2007) has been used also in
this work where approaches to car-following have been classified, according to their
basic philosophy, in:

e engineering-inspired formalisms, developed starting from mathematical

assumptions that are based on what appears to be common sense;

e psycho-physical models, developed from human factors studies.
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One of the first engineering approaches to car-following has been the stimulus-
response one. It assumes that drivers choose their acceleration as a response to the
stimuli coming from the leader.

The first model in this frame has been developed at the Road Research
Laboratories of the General Motors and proposed by Chandler et al. in late 1958.
The model was based on a simple linear function:

a,(t) = c;Av, (t — 1) 1)

in which a,, (t) is the response in term of acceleration of the n-vehicle observed
at time t, Av, is the relative speed evaluated with respect the vehicle n-1 (the
vehicle immediately in front) at the time t- 7, where t is the driver’s reaction time;
c; represents the sensitivity of the driver to the relative speed. The model proposed
by Chandler does not depend on the spacing and then estimates the same
accelerations at very different spacing values; this can lead, in particular at smaller
spacing values, to un-realistic behaviours.

Helly (1959) introduced a second stimulus in the model as a function of the
actual spacing Ax,, (evaluated at time t-7) and of the so-called desired spacing
D, (t), evaluated as a function of follower’s speed and acceleration at time t- 7. The
formulation was so changed as:

an(t) = 180, (t — 7) + c2(Ax, (t — 7) — Dy (2)) 2)

Dn(t) = a+ﬁvn(t_f)+yan(t_7:) 3)

where again c; and c, represent two sensitivity parameters and «,f and y
parameters to be calibrated.

Gazis et al. (1959) carried out studies aimed at obtaining a macroscopic
relationship between speed and flow. This led to another change in the original
formulation of Chandler. The sensitivity term was substituted with a function of the
follower’s actual speed (evaluated at the time t) and of the Ax,,(t — 7). This model
is the GHR, that is probably the most well-known car-following model:

a,(t) = C%Avn(t - 1) 4)

in which ¢, m and | are parameters to be calibrated.

Brackstone and McDonald (1999) in their detailed review showed that several
investigations with respect to the m and | parameters of the GHR model have been
carried out in the years following the Gazis’s model, leading to controversial
results. Some of these results are re-called in the following Table I.
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Table I - Calibration results of the GHR model (source: Brackstone and McDonald, 1999)

Source m |

Gazis et al. (1961) 0-2 1-2

May and Keller (1967) 0.8 2.8

Heyes and Ashworth (1972) -0.8 1.2

Hoefs (1972) (dcn no brk/dcn brk/ acn) 1.5/0.2/0.6  0.9/0.9/3.2
Treiterer and Myers (1974) (dcn/acn) 0.7/0.2 2.5/1.6
Ceder and May (1976) (single regime) 0.6 2.4

Ceder and May (1976) (uncgd/cgd) 0/0 3/0-1
Aron (1988) (dcn/ss/acn) 2.5/2.7/2.5 0.7/0.3/0.1
Ozaki (1993) (dcn/acn) 0.9/-0.2 1/0.2

Key: dcn/acn: deceleration/acceleration; brk/no brk: deceleration with and without the use of brakes; uncgd/cgd:
uncongested/congested; ss: steady state

The experiments reported have been carried out in different driving conditions;
anyway, even in cases where experimental conditions are similar, the values of
parameters appear to be quite dispersed. The lack of conclusive evidence as to the
behaviour of this equation has lead to its general demise.

In parallel with Chandler, Kometani and Sasaki (1958 and 1959) proposed a
model based on the concept of safety-distance. In practice, they argued that the
follower chooses a distance and a speed that allows for safe breaking if the leader
slows-down abruptly. Also this formulation puts in relationship quantities detected
at time t with others detected at time (t — t) and is here reported below as in its
original form:

Axn(t—1) = avi_;(t—1) + B (1) + B, (t) + Bo 5)

where T, Ax,, v, and v,_; have been already defined and «, 8,8 and S, are
parameters that have to be calibrated. VValues of parameters supplied by the authors
of the formulation are here reported in Table 2. The first row refers to values
obtained from an experiment which considered 22 test runs taken on a road section
of about 200m, while the second row presents correction proposed to the parameters
after another experiment which involved only 2 subjects.

Table Il - The original parameters from Kometani and Sasaki

T a P B Bo
05 -0.00028 0.00028 0.585 4.1
0.75 - -0.0084 0.78 -

Gipps, in 1981, improved this model introducing limitations on both the vehicle
and driver behavior for the calculation of the minimum and the maximum
acceleration rates. In fact, the original formulation of Kometani and Sasaki yields in
some traffic situations to unrealistic acceleration rates (of more than 1700 m/s?).
Constraints imposed by Gipps where: i) an acceleration constraint (assumed to
depend on vehicle characteristics and driver comfort); ii) a safety constraint
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(assumed to depend on the speed of the leading vehicle). The safety constraint
imposes that at each time step the driver chooses a speed that, in case the leader
decelerates abruptly, allows him/her, applying the maximum deceleration rate (by),
to stop the vehicle at a distance that is not less than the actual length of the leading
vehicle (n-1). Assuming that the deceleration rate of the leader is b,_,, that the
follower acts after a time that is the sum of the reaction time t, it is possible to
compute the stop position of the leader (x,_;) and the corresponding position
reached at the same time by the follower (x;,). :

* Vn—1()?
Xp-1 = Xp—1(t) — 721517 6)
2
Xt =x, (t) - vn(ztl;s:) n [vn(t)+:n(t+r)]_[ 7

where the term

[V () +0 (¢ + D] .
2
represents (in a simplified manner) the position of the follower after the

reaction time (before the reaction time the follower does not start to brake).
The Gipps’ model for car-following is then obtained substituting the constraint
that ensures the safety:

and deriving the v, (t + 7):
v,(t+ 1)
(t+0)

2

= —b,

Up_1(t)?
Zl_)n—l

It is worth noting that in this formula an additive reaction time 6 (to be added to
7) has been introduced.

Gipps didn’t estimate any value of the model parameters, but his model has
been broadly used anyway because its parameters can be fixed using common sense
assumptions.

Many others collision avoidance models have been developed after the Gipps’
one, but they have not been reported here explicitly because the core structure of the
models have been left the same. Main differences were related to the formulation
that leads to the evaluation of v, (t + 7). For example, in Benekohal and Treiterer
(1988) it is supposed that the driver has a constant acceleration (AXL) from t to
t + t, this is chosen by the model depending on the surrounding conditions.

2
+ ﬂbn @l + b, IZ[xn_l(t) —xp (£) = Sp_q] — T (O) +
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Other (most recent) approaches to car-following have been obtained from
results of physics studies; they are known as continuous-time models and describe
the complete dynamics of the vehicles by ordinary differential equations.

The most famous continuous-time models are the Optimal Velocity Model
(OVM) (Bando et al. 1995) and the Intelligent Driver Model (IDM) (Treiber et al.,
2000).

In the OVM the instantaneous acceleration of the follower is obtained as a
function of the difference between an optimal velocity (V) and the actual velocity
vt

vt = a(V —vb) 8)

where a in this case represents a sensitivity parameter of the model. The

optimal velocity is chosen taking into account the actual spacing Ax5, by applying
the formula:

V(Axt) = Vo[tanh m(Axt — by) — tanh m (b, — by)] 9)
Were the parameters V,, m, b, and by have to be calibrated from observed data.
The optimal velocity grows as the actual spacing grows, and reaches the maximum

speed V., When the actual spacing is very high (in this way free flow conditions
can be simulated):

Vinax = Vo[1 — tanhm(b, — by)] 10)

The optimal velocity becomes null when Axj, = b.; where b. represents the
spacing needed to avoid crashes (e.g. a value greater than the average length of the
common vehicles). The model neglects the effect of the relative speed in the
follower’s behaviour and this can lead to unrealistic acceleration rates. Ward (2009)
proposed to modify the original formulations adding a term that explicitly takes in
account the relative speed; the model was renamed Optimal Velocity with Relative
Velocity (OVRV) and is written as:

vt = a(V —vb) + BAVE 11)

where 8 > 0 represents the tendency for drivers to brake-down when closing in
on their predecessor and to speed-up when the gap is increasing.

Also Treiber et al., for the same reason, proposed in the IDM a different
function for the acceleration, based on the actual speed of the follower (v%) and on
the relative velocity Av} and position Ax} with respect to the leader:

vt = g l1 - (v—t)(S - (—A"“[”’t““ﬁ)zl 12)

0 Axh

here:
e «a, represents a basic acceleration;
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e v, is the desired velocity;
e § is a parameter to be calibrated;

vhAvE

2\/agbo

spacing of the follower, Wlth dy, dq, by e T parameters to be calibrated.

One of the mayor criticisms to this model is that no reaction time is considered,
for this Treiber et al. (2006) generalized the model with respect to finite reaction
time, estimation errors, spatial anticipation (looking several vehicles ahead) and
temporal anticipation.

The approaches re-called above give an overview of the most used and
inspiring paradigms, but do not cover all the models proposed in the complex and
partially unexplored field of car-following behaviour. Other ideas have been
proposed in relatively recent years such as the lower order model proposed by
Newell (2002) and the fuzzy-based logic introduced by Chakroborty and Kikuchi
(1999). These approaches are not summarised here for sake of simplicity.

It is worth noting that almost every one of the models introduced previously can
be framed into the general formalism given by Wilson (2008) without excessive
approximations; thus, it can be considered a general paradigm. The formulation is
the one reported below:

o Axglvi Avi]l =dy+d; +Tv,§+ is a function of the desired

= f(Ax}, Avg, vy) 13)
where:
e vl is the acceleration planned to be applied by the follower

(driver/vehicle n of an unidirectional traffic stream) as a decision taken
on the base of variables evaluated at time t;

e Ax! is the spacing (spatial headway) between the follower and the

leader (that is the driver/vehicle n-1 of the unidirectional traffic stream)
at time t;

e AV} isthe relative speed between the leader and the follower;

e f(*) is the acceleration function, it formally represents the car-following
paradigm.

Some simple consistency equations should be reported:

1t t .t t t t t t t t Aot t
Sp =V, Vp =ap, AXp =Sp_1—Sp, AVp =Vn_1 —Vp, AXp = Avp,

where s is the absolute (unidirectional) position of the follower and a} is its

acceleration, while s!_; is the absolute position of the leader and v{,_; its speed.
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A different stream of car-following models is based on the psycho-physical
approach. This has been developed from an analysis of the behaviour more focused
on the human cognitive and decision-making mechanisms. Indeed, its development
is due to the criticisms moved toward the rational representation of the driving
behaviours at the base of the engineering models. Also in this case several
parameters of the drivers are defined in order to model their behaviour (e.g. the
desired speed, the reaction time, etc.), but these models try to use them in order to
understand cognitive and perceptive activities of the humans in driving situations
and to reproduce perception thresholds and/or rules from which result the observed
behaviours.

Some first discussions about factors underlying the process from the psycho-
physical point of view were given by Michaels (1963) that investigated on
perceptual factors that influence drivers in three situations, approaching with a
constant relative speed (Michaels defines the approaching situation as “simple
overtaking”), steady-state following and response to acceleration of a leading
vehicle. Michaels has shown that in all three cases the drivers respond to changes in
the apparent size of the vehicle ahead, expressed in term of 8, the visual angle
subtended. In particular, considering only the horizontal angle subtended to the lead
vehicle, the rate at which that angle changes can be related to the actual speed and
spacing using the formulation:

a6 _ ,  Avh

dt 7 (axh)’

In Michaels the behaviour is described starting from the ideal approaching
situation, where the driver is at a distance greater than that at which he can detect
variation of the angular velocity; this means that the rate is almost zero. When the
distance decreases and/or the relative speed increases (in absolute value), the driver
becomes able to detect the angular velocity and then the actual motion of the
leading vehicle. This point is identified in the Michaels’ theory when the rate
reaches a value of about 6 x 10™*rad/sec. Once this threshold is exceeded,
drivers decelerate, until the perceived relative velocity is null and the spacing is
reduced, then the observed angular velocity remains very close to the threshold.
This “overtaking” model is such that the driver tends to close on the leading vehicle
with relative velocity becoming zero at a point where separation is zero. Of course,
in order to maintain steering control the driver needs a minimum viewing distance
that in car-following situation is reflected in a desired headway. This is the steady-
state condition.

In steady state conditions, if the drivers have perfect control over the speed of
their vehicles, the leader-follower pair proceeds with constant headway (as well as

14)
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constant spacing). However, it is more likely that in this close-following zone the
drivers are not fully able to control the acceleration/deceleration of their vehicle due
to the very fine adjustments required. Thus, the dynamics of the vehicle is governed
by very small values of accelerations and decelerations, theoretically the same as in
the Montroll's acceleration-noise concept (Montroll, 1959). As a result, small
fluctuations in relative speed are observable. Moreover, once in steady state
(angular velocity below the threshold and small relative speed) drivers can perceive
changes in motion only through the spacing. Of course, not all changes in spacing
are perceivable; spacing must at least change by a Just Noticeable Distance (JND)
that is related to the Weber’s Law; this typically implies changes in the visual angle
in the magnitude of 10-12%. Thus small relative speed differences are perceived if
the distance separations increases or decreases by an amount equal to the JND. In
practice, JNDs define two reaction thresholds with which is possible to describe the
responses of the drivers to these small changes in relative velocity. Once perceived
the relative speed change, drivers react by applying an acceleration and by changing
their own speed until another JND is detected. The modelling framework assumes
that the acceleration is kept as constant from one threshold to the other, since any
change in the conditions is perceived.

As a consequence of the studies of Michaels some researches were carried out
in order to quantify the values of these thresholds. A review of past analyses on this
topic was reported by Evans and Rothery (1977). They showed that the wide body
of research conducted on this topic during the seventies were all consistent from a
statistical point of view. As an example of the methods used in these analyses,
passengers in test vehicles were asked to judge, after an exposure time from 1 to 4
seconds to a known and controlled manoeuvre, whether the gap between themselves
and the leading vehicle was opening or closing.

A particular relevance should be given to the extensive measurements and
investigations carried out by Barbosa (1961) and Todosoiev (1963) through the use
of driving simulators.

Barbosa, studying GHR and other engineering models, found only a limited fit
of these equations with observed data. He started to study the car-following
behaviour by means of the so called phase plane trajectories, using data obtained
from steady state experiments. Given a dynamic system, a phase plane is a
Cartesian plane in which different states (or phases) of the physical system are
mapped. In the phase plane representation the y-axis is used to be the time-
derivative of the state variable, represented on the x-axis. Barbosa adopted the
spacing as representative of the state of the system, then the phase trajectories (also
called phase portrait) represented the relative speed (the time-derivative of the
spacing) on the y-axis, against the spacing (the state variable) on the x-axis. The
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results of plotting in these charts observed car-following data are the well-known
car-following spirals (see Figure 1 below obtained by on-the-road observation,
smoothed according to the technique discussed in Appendix A — Information fusion
for car-following data), to which are used all the analysts of car-following
phenomena.

1.2

0.8

0.4 —— —

Relative Speed
o
i
\

1.2 Spacing [m]

Figure 1 - An example of phase plane where a real trajectory is depicted

Barbosa also observed that certain portion of the trajectories were
approximately parabolic. This approximation is depicted in Figure 2 below.

N W D

Relative Speed [m/s]

Spacing [m]

Figure 2 — The approximated interpretation of the phase portrait by Barbosa, the different portions

of the depicted trajectory are parabolic curves
The approximation implies that the second derivative of the spacing with
respect to the relative speed is piecewise constant. Taking into account that the
acceleration of the leading vehicle is assumed as constant in the car-following
theory, the second-derivative coincides with the follower’s acceleration ( provided
that the sign is changed). If real data are plotted in terms of follower’s acceleration
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versus relative speed (see Figure 3 below), the approximation can be considered as
acceptable. It is worth noting that the real data of Figure 3 should be compared with
the theoretical plot in Figure 4.

Follower's Acceleration
[m/s?]

Relative Speed
[m/s]

Figure 3 - The follower's acceleration plot with respect to relative speed for the same portion of real
trajectory observed in the previous Figure

On the basis of the previous approximation and on plots similar to Figure 4
below, Barbosa proposed the decision point model, according to which, in close-
following conditions, the driver make decisions to accelerate/decelerate at a
constant acceleration/deceleration rate; this actions produce trajectories that
oscillate around the approximate equilibrium points.
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Figure 4 - The Action Point model presented by Todosoiev: the horizontal portions of trajectory
represent the parabolic curves of previous Figure, while vertical tracts are Action Points where the
acceleration is instantaneously changed

Studies by Barbosa inspired those by Todosoiev (1963) who studied the car-
following process in the relative acceleration vs. relative speed plane, that he
defined as the second order phase plane. As already stated, parabolic trajectories
obtained with the model proposed by Barbosa correspond to rectangular trajectories
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in the second order phase plane. It is worth noting that the trajectories abruptly
change sign (from constant deceleration to constant acceleration and vice-versa,
with infinite jerk, due to the parabolic approximation for spacing); these
discontinuity points are evident in Figure 4. Todosoiev was the first analysts that
called these point action points and the associated model action point model.

Starting from the analyses by Todosoiev, Wiedemann (1974) established his
own (well known) Action Point model and used in the simulation tool MISSION,
developed at the Institute for Transportation of the University of Karlsruhe in
Germany (Wiedemann and Reiter, 1992).

Wiedemann discussed the possibility to distinguish different longitudinal
driving conditions: vehicle not influenced by any front vehicle; vehicle consciously
influenced because the driver perceives a slower vehicle ahead; vehicle
unconsciously influenced by the vehicle ahead and in steady state car-following
conditions; emergency situation. Wiedemann developed an analytical formulation
for each of the previous conditions, as well as conditions for the evaluation of
transition thresholds between the different conditions. In particular Wiedemann
defined:

e SDV: the perception threshold of speed difference at long distances; it
marks the point at which the driver consciously realizes that he is
closing in a slower vehicle and reacts reducing his own speed,;

e CLDV: the perceptual threshold for recognizing small speed differences
at short, decreasing distances; in following a lead vehicle the driver
perceives he is closing too much the gap and decelerates in order to
avoid accidents;

e OPDV: the perceptual threshold for recognizing small speed differences
at short, increasing distances; in following a lead vehicle the driver
perceives he is opening too much the gap and accelerates;

e AX: the desired distance between the front sides of two successive
vehicles in a standing queue, that consists of the length of the leader
vehicle added with the desired (front to rear) distance of follower;

e ABX: the desired minimum following at low speed differences, that
consists of AX added with an additional term that depends on the speed;

e SDX: the perception threshold to model the maximum following
distance (typically 1.5-2.5 times ABX); it describes that the driver
consciously recognizes he is leaving the following process and reacts
accelerating;

In practice in the scheme of Weidemann, as shown in the next Figure, the
follower vehicle drives uninfluenced until the SDV thresholds is reached, then the
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driver consciously starts to decelerate because of the perceived slower vehicle; as in
Michaels scheme he tries to maintain a certain headway and a null relative speed,
but, unconsciously, he oscillates between the four thresholds CLDV, ABX, OPDV
and SDX; then the car-following condition is defined in terms of spacing and
relative speed as:
CLDV < Avl < OPDV
{ ABX < AxL < SDX
In this condition the driver applies small positive and negative accelerations
that were parameterized by Wiedemann with a parameter named bnull, that hash the
magnitude of the Montroll’s Noise.
However, the driver behaves in this way indefinitely unless an emergency
braking (e.g. the leader decelerates abruptly) occurs.

SDV-
Perception
threshold

Free Driving

1 - OPDV /
Unconscious

CLDV i reactions zone
SDX

Approaching ™

Spacing [m]

I Decreasing Distance I Relative Speed I Increasing Distance I

[m/s]

Figure 5 - An example of the modelling scheme given by Wiedemann: the follower is in free-driving
condition until the perception threshold is reached, then after an approaching maneuver, the close-
following condition is reached

The same approach can be found in another model presented by Fritzsche
(1994) that used different thresholds (with different formulations for them), but
similarly to Wiedemann he described the longitudinal driving behaviour as a
combination of behaviours realized in each region; again a bnull value of
acceleration is used (0.2 m/s?) to model the inadequacy of driver to control the
vehicle.

The models by Wiedemann and Fritzsche are at the bases of the longitudinal
driving behaviour implemented in the micro-simulation models Vissim and
Paramics.
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Fancher and Bareket (1998) proposed a model based on action points, but their
basic assumption was that the perception thresholds for relative speed can be
evaluated using the looming effect theory; it stated that given the visual angle 6 for
an object wide o placed at a distance A, it is valid the relation:

w=AX6
Differentiating with respect to time:
dA dé
0= a X 0 + I X A
and replacing in it 6 = %, it is obtained:
do a2
dt
P

It is worth noting that % is the relative speed.

This relationship was used to obtain information about the first threshold
described in the Michaels’ model. In fact, using results of Hoffmann and Mortimer

(1996) they evaluated a perception limit for Z—f of about 3 x 1073 rad/sec (5 times

bigger than the ones given in Michaels) and then, for a fixed value of w, e.g.
w = 1.8 m, the driver perceives the relative speed only when the distance is lower

than:
, dA
_ dt
A= 0.00164

The model proposed by Fancher and Bakeret is explained, as well as the other
described previously, using perception thresholds in the phase-plane.

It is difficult to prove or refuse the validity of these models because
experiments related to the calibration of individual thresholds are difficult to be
carried out. Nevertheless, the hypotheses upon they are built are sound and seem to
be realistic. For this reason attempts aimed at a better understanding of their
usability are still in course, as in Hoogendoorn et al. (2011) where, using empirical
data, regions are defined in the phase-plane in which the driver is likely to perform
an action (in the sense that is likely to decrease or increase the acceleration) and
then a cumulative probability distribution functions of the action points is given.

Moreover, another interesting approach is the one introduced by Wagner
(2011), where a car-following model based on a dynamic system is calibrated
taking into account observed action points, selected empirically by reasonable
arbitrary conditions from on-field observed data. This approach is interesting
because it allow to obtain engineering inspired models consistent with psycho-
physical ones. This issue will be addressed in this thesis too.
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Driving behaviour studies and car-following models (both engineeristic and
psycho-physical) have been very often embedded into microscopic traffic
simulation tools. Another use of these models is for ADAS and this is also the aim
of this thesis. In particular, the aim here is to obtain ADAS characterised by an
improved acceptability and the efficiency. Indeed, at the end of this thesis one of the
developed models will be applied to an Human-Like Adaptive Cruise Control
(ACC) system, designed in order to not only ensure safety but also produce
trajectories consistent with observed drivers’ behaviours. In other words, the
proposed human-like ACC is able to apply the most natural driving behaviour
among all those consistent with safety.

ACC systems have been actively developed and introduced into the consumer
market by vehicle manufacturers in the past decade. They extend earlier systems
(CCC — Conventional Cruise Control) to cases when driving at a fixed constant
speed is not possible because of traffic conditions. Human likeness contributes to
identify a fully-adaptive system, able to adapt not only to actual traffic conditions
but also to driver’s actual attitudes and preferences. This has been often recognised
in the literature as a key feature, given that, in order to earn acceptance from
drivers, ACCs should be perceived as a sort of co-pilot. In Kesting et al. (2008) for
instance, even if the analysis is mainly oriented to the effects of ACC on traffic
stability and performance (a topic not covered in this work), it is recognised that the
system should be able to apply different driving behaviours in different traffic
conditions, exactly as a human driver would have done. This point is confirmed in
Viti et al. (2008), where frequent deactivations of ACCs are observed during a field
operational test in the Netherlands. User acceptance is not only important for
vehicle manufacturers (market penetration) but also crucial from a social
perspective (actual adoption of the system).

The importance of fully adaptive systems has long been recognized in the
scientific literature and efforts have been made to identify drivers’ preferences
through suitable parameters (see for example Reichart et al., 1997; Fancher et al.,
1998). However, most of the applications propose only traffic adaptation, without
dynamic adaptation also to drivers’ attitudes and preferences. The parameters of the
models (and characteristics of the drivers) are often proposed according to values
determined statistically off-line (Marsden et al., 2001; Yi and Moon 2004; Zheng
and McDonald, 2005; Moon and Yi, 2008). In most practical implementations, the
approach by vehicle manufacturers is to ask for manual selection of a driving style
among a set of predefined values. However, the application of a (predefined) set of
parameters cannot take into account the complexity and the great heterogeneity of
drivers’ preferences, skills and attitudes, nor the fact that these can vary for a given
driver, depending on trip context, purpose and duration or on other trip-specific
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conditions, often very difficult to be fully understood. Heterogeneity and adaptation
are confirmed in several works, both directly oriented to ACCs (Ervin, 2005) and
traffic simulation (Wu et al., 2003; Ranjitkar et al., 2004; Punzo and Simonelli,
2005; Brockfeld et al., 2005). A performance-based benchmarking of car-following
models in representing observed driving behaviours was carried out by Ranjitkar et
al (2005); it was found that the same models performed differently from driver to
driver and that interpersonal variation was higher than inter-model variation. The
same result was found by Ossen and Hoogendoorn (2010).

1.1 Beyond the state of the art

The progresses of this thesis with respect to the current state of the art have
been summarized in the next points:

e using different approaches and perspectives a better insights of actual
driving behaviour have been researched;

e some step toward a unification of different approaches to the
longitudinal driving behaviour (in car-following conditions) have been
moved,;

e simple formulations for driving behaviour, dependent on few
parameters, consistent with observed behaviours, but effective enough
for on-line uses have been developed;

e adriving behaviour model has been specialised for ADAS application
in order to enlarge the field of application from the traditional
microscopic traffic simulation issues.
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2 Observation of driving behaviour and data collection

Car-following models have to be compared with observed car-following
trajectories, both in order to validate different theories and to estimate modelling
parameters for practical applications. As already discussed, one of the way to obtain
car-following data is to observe fixed road sections, generally by means of optical
sensors. Some example for this technique has already been discussed in the
introduction, where the NGSIM (Next Generation SlMulation) project (US
Department of Transportation FHWA, 2009) has been introduced. The project
collects data using digital video cameras allowing the identification and tracking of
each vehicle in the traffic stream of the observed section (typically 0.5 to 1 Km in
length) every tenth of a second. While this data represents a valuable source of
information, it has restricted applicability to studies of the form reported in this
thesis due to the short nature of the observed trajectories. Moreover, errors and
noise in observed data have been revealed in some previous studies such as those by
Hamdar and Mahmassani (2008) and Thiemann et al. (2008).

The best choice in this case is represented by the direct collection of driving
data and, in the research community, two main approaches have been identified as
the most appropriate, one based on the use of Instrumented Vehicles (1Vs), another
on Driving Simulators (DSs). Both instruments offer important opportunities to
researchers and stakeholders, albeit with their specific strengths and weaknesses.

DSs have long been used by car manufacturers to test users’ acceptability of on-
board devices and human-vehicle interfaces. In recent years DSs have been
increasingly employed also in earlier conception phases, where the feasibility,
effectiveness and safety of ADAS devices and solutions have to be assessed.
Studies based on DSs provide a virtual experimental environment that replicates the
test road conditions with realism. The use of simulation allows a wide range of test
conditions to be prescribed and applied consistently. For example, in the real world
the influence of weather, environmental lighting, etc. on driving conditions is
unpredictable and can make testing difficult. Simulation permits researchers to
create almost any desired scenario and to test drivers with timing and frequency that
is not possible in the real world. The simulations are controlled and repeatable, as
well as safe even in cases where (simulated) unsafe road conditions are deliberately
induced for research purposes.

However, the main issue in using DSs for studying ADAS relates to their
validation, by which it is meant how to generalize the results obtained from the
simulation context to the real world.
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IVs consist of commercial vehicles modified for research purposes by adding
extensive instrumentation and sensors. This allows observation and assessment of
on-road driver performance and driving styles. Several researches have been based
on IVs, aimed at analyzing and modeling driving behavior or the interaction
between vehicles in terms of car-following and/or lane-changing (Boyce and Geller,
2001). The dispersion of driving styles with respect to different personal
characteristics, such as age, gender and driving experience, represents the target of
an increasing number of 1V-based studies, such as that of Ranjitkar et al. (2004).
Moreover, 1Vs have been used for psychophysical analyses about the state of
drivers, with main reference to fatigue or mental workload (Harms and Patten,
2003). Other studies have employed IVs in order to analyze drivers’ responses to
route guidance systems (Oh et al., 2009). 1Vs have also allowed for the analysis of
drivers’ behavior in the absence of interaction with other vehicles but with respect
to different geometric features of the roads (Perez Zuriaga et al., 2000). From a
broader perspective, Bishop provides an overview of the possible applications of
instrumented vehicles in ITS, with particular reference to Intelligent Speed
Adaptation (ISA) systems.

Of course, 1Vs can be used as observation tools mainly in order to gain insights
into normal driving behavior. Critical behavior and/or unsafe situations may also be
observed (hopefully rarely) (McLaughlin et al., 2008). However, these cannot be
deliberately induced in road experiments, for evident ethical reasons. As a result,
only surrogate measures of safety can be produced in most safety-related cases (Yan
et al., 2008). This may not be sufficient, and direct observation of unsafe conditions
could be required in some cases. Thus, different tools, such as DSs, have to be used.

For what concerns the technologies used in order to equip vehicles, very simple
examples can be given, as in Gurusinghe et al. (2002), where vehicles have been
equipped only with a GPS; however, some intrinsic difficulties have to be overcome
in order to collect car-following data using this technique. In particular, at least two
vehicles equipped with GPS are needed, one acting as the leader and the other
(immediately to the rear) as the follower. Maintaining uninterrupted car following
for suitable periods of time is not an easy experimental task in real contexts, and
making an effort to do so could introduce some bias into the observed behaviour.

In practice, in recent years the more effective method for collecting car
following data has been shown to be that of using instrumented vehicles. This
technique has been applied, for instance, by Ma and Andreasson (2005) and the
development of a top-end instrumented vehicle has been also discussed by McCall
et al. (2004).
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Moreover, instrumented vehicles can be used to collect data in active or/and
passive modes (Brackstone et al., 2009). In active mode, the on-board sensors are
used to obtain measures relative to the vehicle ahead, and the instrumented vehicle
acts as the follower and its driver is the (aware) subject of a behavioural
experiment. In passive mode, the sensors measure the relative kinematics with
respect to a following vehicle and the (most probably unaware) subject of the
experiment is the driver of the following vehicle. While active mode enables the
recording of long sessions for the same subject (even involving several leading
vehicles), the passive mode allows for the recording of shorter sessions but of many
different subjects (with respect to the same leader).

2.1 The first Italian experiment

In this experiment car-following data were collected using (in active mode) the
instrumented vehicle of the Department of Transportation Engineering of the
University of Naples. The vehicle was a Fiat-Multipla equipped with data
acquisition and video-recording devices. The real-time acquisition system was
based on a central unit consisting of a notebook PC. The PC was equipped with a
PCMCIA-CAN (with 2 ports) and a PCMCIA-DAQ card (allowing for 8 analog
outputs, 8 digital outputs, 2 counter/timers). The vehicle was able to supply several
data streams, including vehicle speed (with a maximum error of 2%), the position of
the accelerator pedal, the brake and clutch positions, the rotation angle of the
steering wheel. The vehicle was also equipped with two TRW A